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Abstract

Semiconductor nanocrystals are a promising class of materials for a variety of novel optoelec-

tronic devices, since many of their properties, such as the electronic gap and conductivity, can be

controlled. Much of this control is achieved via the organic ligand shell, through control of the

size of the nanocrystal and the distance to other objects. We here simulate ligand-coated CdSe

nanocrystals using atomistic molecular dynamics, allowing for the resolution of novel structural

details about the ligand shell. We show that the ligands on the surface can lie ßat to form a

highly anisotropic Ôwet hairÕ layer as opposed to the Ôspiky ballÕ appearance typically considered.

We discuss how this can give rise to a dot-to-dot packing distance of one ligand length since the

thickness of the ligand shell is reduced to approximately one-half of the ligand length for the system

sizes considered here; these distances imply that energy and charge transfer rates between dots and

nearby objects will be enhanced due to the thinner than expected ligand shell. Our model predicts

a non-linear scaling of ligand shell thickness as the ligands transition from ÔspikyÕ to Ôwet hairÕ. We

verify this scaling using TEM on a PbS nanoarray, conÞrming that this theory gives a qualitatively

correct picture of the ligand shell thickness of colloidal quantum dots.

! tvan@mit.edu
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Semiconducting quantum dots have attracted substantial attention due to their tunable

structure-property relationships [1Ð6]. The ability to simultaneously engineer their electronic

and optical properties within a single device has made them a prime candidate material in

a variety of applications. In solar cells and LEDs, quantum dot size is used to tune band

gaps, and this is commonly exploited to produce varied spectral properties [7Ð11].

These optoelectronic devices function through electronic processes that are often strongly

dependent on distance [5, 12Ð15]. For example, conductivity in a quantum dot array is

mediated by Marcus-type charge transfer events between dots[9, 13, 16Ð22]. As the dot-to-

dot distance increases, the charge transfer rate decays exponentially, making the conductivity

extremely sensitive to the dot-to-dot distance [16, 17, 23, 24]. Excitonic energy transfer,

relevant in solar cells and light emitters, usually occurs through Forster resonant energy

transfer (FRET)[1, 21, 25Ð30] or Dexter processes [31Ð33]; these are also dependent on

distance. Since the organic ligand shell is usually composed of insulating alkane chains, they

behave as a spacer layer that can determine that closest approach distance [13, 19Ð21, 34].

Ligand exchange reactions [35Ð38] give us in situ synthetic access to the ligand shell, and

using this design space it is possible to achieve Þne control of the aforementioned electronic

processes.

Recently, the ability to control the energy gap and energy transfer has been exploited

for novel optoelectronic devices [8Ð10], allowing for down-conversion of a high energy UV

photon into two lower energy photons [26, 32, 33], and up-conversion of two low energy IR

photons into one higher energy photon [39Ð41]. The ability to up-, and down-convert photon

energy can allow solar cells to capture more of the solar spectrum, thereby circumventing

the Shockley-Queisser limit [42Ð44]. However, these conversion processes rely on the afore-

mentioned energy transfer mechanisms and, therefore, are very sensitive to the structure

and thickness of the ligand shell[45, 46].

In view of the importance of distance-based phenomena, we here address the physical

structure of the ligand shell. The morphology of the ligand shell is hard to access in experi-

ments and is usually inferred through measurements of the dot-to-dot geometries [11, 20, 47].

Detailed atomistic simulations that account for all the ligands and the atoms in the quan-

tum dot can give us direct information on the morphology of the organic ligand shell[48Ð50].

Some previous work [51Ð55] has looked at tethered ligands on metallic nanocrystals but

have not focused speciÞcally on the ramiÞcations of their results on the ligand morphology.
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Without that understanding, it is di!cult to make quantitative predictions about the rates

of distance dependent processes in quantum dots.

In this work, we present a study where we examine the structure of the ligand shell using a

combination of computational simulations, electron microscopy, and theoretical analysis. In

particular, we undertook a molecular dynamics study on the amine ligand shell surrounding

a CdSe nanocrystal, where both the core and the ligand shell are treated atomistically. In

so doing, we found that the ligands show a tendency to lay ßat against the surface, leading

to an e"ective shell thickness reduction over the range of ligand lengths studied (0.3nm to

2.5nm). Quantum dots of nanocrystalline PbS were then synthesized with carboxylic acid

ligands and the dot-to-dot distance was measured by transmission electron microscopy. We

were able to use these data to verify our simulations for ligand shell thickness, whilst also

demonstrating the transferability of our theoretical Þndings. Theoretical analysis was then

used to understand the physical chemistry of the ligands in terms of the microscopic prop-

erties of the ligands, through the dihedral angle. Our results imply that energy and electron

transfer processes involving dots may be signiÞcantly enhanced in practice due to the unique

morphology of the ligand shell.

Simulations

We simulate the morphology of the ligand shell by performing classical molecular dy-

namics with atomistic detail. We chose CdSe quantum dots with amine ligands due to the

quality of the experimental data [35, 56Ð58], for the ease of simulation (i.e. amines are

not charged) and because force Þelds are readily available[59, 60]. The amine head group

can only have one attachment site, as opposed to the two attachment sites in oleic acid

ligands, which facilitates ligand placement. The amines we study have a simple alkane chain

backbone of between three and 19 carbon atoms (CH3(CH2)nNH2).

Figure 1 shows the simulation protocol we followed. The nanocrystal core structure is

carved from the bulk Wurtzite crystal structure. We remove surface atoms with only a

single bond while maintaining the stoichiometry. The nanocrystal is then decorated in a

conÞguration in which every ligand points directly away from the center of the nanocrystal,

with the head of the ligand placed a Cd-N bond distance away from a surface Cd. This

initial structure owes its inspiration to the conventional picture for the ligand structure
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(a) (b)

(c) (d)

FIG. 1. Steps of the simulation are ordered as follows: a) the nanocrystal as carved from bulk; b)

which is then decorated with ligands in a Ôspiky ballÕ conformation; c) the geometry after energy

minimization; d) the geometry after molecular dynamics

around a nanocrystal, the so-called Ôspiky ballÕ [20]. We then perform a minimization step

to reduce stress from unfavorable surface conditions and nearby ligands. This conÞguration

then undergoes a molecular dynamics simulation to get the structure of the ligands at room

temperature. Finally, we remove any ligand whose head group is more than 0.3 nm away

from the surface, which we deemed to be detached from the surface during the simulation.

In this manner, coverage of 85-95% available surface sites was achieved, which is comparable

with experiment [35].

We simulated the same nanocrystal with ligands of varying lengths, from 0.30 nm to

2.5 nm, since a key engineering aspect of organic shell ligands is the ability to change the

length of the ligands through ligand exchange reactions [35]. We also chose three initial

nanocrystal cores of sizes 1.00 nm, 1.78 nm, and 2.50 nm in radius to study the inßuence

of dot size on the conclusions. One core structure per size was carved from bulk CdSe to

yield equal stoichiometry and used for all simulations for this dot size. In this way, we focus
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FIG. 2. Thickness of the ligand shell as a function of stretched ligand length for three dot sizes.

Two linear eye-guides are also provided: the Þrst (- - -) has a slope of one, shifted by the Cd-N

bond length: x + bCd-N . The second (-.-.) has a slope one half:x/ 2 + bCd" N . Representative error

bars are shown for the smallest dot size, where we averaged over six independent runs of Fig.1.

These show that the shell thickness does not vary signiÞcantly with radius over the range shown

here.

on the e"ect of the ligands themselves without being concerned with variability in the core

structure.

A simple measurement to take for our nanocrystals following molecular dynamics is the

thickness of the ligand shell. The thickness distribution for one dot is measured as the

distance between the tail group (C in CH3) and the closest Cd or Se atom. The e"ec-

tive thickness is then calculated as the average of these measurements. We Þnd that shell

thickness increases with ligand length as expected, but there is clearly a sub-linear com-

ponent large ligand lengths. When plotted against ligand length, Fig.2 shows that the

thickness is approximately piecwise linear. The slope changes from approximately unity to

approximately one half between 0.5 nm to 10 nm.

One can imagine several possibilities to explain this transition: perhaps the ligands are

doubled over on themselves, or lay ßat against the surface, or form tight coils. By inspection

(e.g. in Fig. 1(d)), the ligands tend to lay ßat. To quantitatively analyze this behavior, we

constructed an order parameter for the ligand arrangement. For each ligand, we calculate

two vectors: the Þrst is the vector from the geometric center of the nanocrystal to the ligand

head group, the second is the vector from the head group to the tail group. The order

parameter is then the dot product of the normalized vectors. Figure3(a) illustrates the
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FIG. 3. Calculation of the order parameter: For each ligand, we calculate two vectors: the Þrst is

the vector from the geometric center of the nanocrystal to the ligand head group, the second is the

vector from the head group to the tail group (shown in (a)). The order parameter is then the dot

product of the normalized vectors. This distribution varies according to ligand length (shown in

(b)), with ligand repeat units shown in the key as n in CH3(CH2)nNH2. The dot size is 1.78 nm.
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3 5 7 9 11 13 15 17

FIG. 4. Illustrative snapshots from simulations of a 1.78nm nanocrystal. From left to right, these

correspond to ligand lengths of n=3 to 17 in increments of two. The surface ligands are colored

by their orientation relative to the surface. Red-colored molecules are sticking straight out, as

quantiÞed by an order parameter greater than 0.6, whereas turquoise-colored molecules lay ßat.
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FIG. 5. Mode of the order parameter distribution as a function of ligand size, for three nanocrystal

sizes.

calculation of the order parameter. This construction approximates the cosine of the angle

between the ligand and the normal to the surface of the nanocrystal and was chosen to be

simple and easy to calculate, while still able to capture the current state of the system.

When a ligand sticks straight out of and is normal to the surface, its order parameter is 1,

and when the ligand lies completely ßat and it is tangential to the surface its order parameter

is 0.

Figure 3(b) shows the distribution of this order parameter for a representative sample

of ligand lengths in this study. At short ligand lengths (3-7 repeat units) the ligands have

a high order parameter of around 0.9. As the ligands grow longer (9-13 repeat units) a

transition occurs, and most ligands have a low order parameter of 0.3 because they lie ßat.

The order parameter forms a useful tool for the visual inspection of the structures that

we found. Rendered images of the dots are shown in Fig.4, where we have colored the
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FIG. 6. At the start of the simulation (left) the height distribution is uniform within projection

error but over the course of the simulation it becomes increasingly anisotropic (right). Red points

indicate location of the end group (C in CH3), which is where the height is measured. This measure

is made continuous (see text for details). Here, blue locations are increased ligand height, white

are decreased. The dot size is 1.78 nm.

ligands on the surface of the dot by their order parameter. Figure3(b) allows us to choose a

sensible dividing value for the change in color; red ligands have an order parameter greater

than 0.6, while turquoise ligands have an order parameter less than 0.6.

We can therefore relate the observed conformation change to the surface thickness rela-

tionship found in Fig. 2. At a ligand length of around 1 nm, corresponding to chains with

n = 7 to n = 9, the slope starts to transition in Fig. 2, and this is then due to a change

in ligand shell conformations shown in Fig.4. The leftmost nanocrystal, with the smallest

ligand length, looks like a Ôspiky ballÕ with the ligands projecting upward from the surface

of the dot. The rightmost nanocrystal, with the longest ligand length, looks like a Ôhair

ballÕ, with the ligands bunched together and lying ßat on the surface. As we move from
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left to right, we can see a tendency for the ligands to be ßatter against the surface (change

from red to turquoise). When seen through the lens of this conformation change, the simple

heuristic that the shell thickness is equal to the half the ligand length can be seen to be

serendipitous and part of a larger transition. When the ligands are much longer than the

radius of the CdSe core, we would expect volume-Þlling e"ects to dominate and the linear

relationship to break down asymptotically. But for physically realistic dot sizes and ligand

lengths, the intermediate transition regime dominates.

When the dot size is changed, the same qualitative observations described above persist.

However, there is a quantitative di"erence in order parameter distribution. Figure5 shows

the e"ects of dot size on the transition between the spiky ball to the wet hair. As the

dot grows bigger, we observe that for intermediate ligand lengths (n = 5 ! 12) there is a

pronounced increase in the percentage of ligands either sticking straight out (n = 3 ! 7) or a

more signiÞcant mix of straight out and lying ßat (n = 9 ! 11) as compared to the smallest

dot size. This Þts our intuition well, as, in the limit of a ßat interface, we expect the ligands

to stand completely upright, as they do in self assembled mono-layers [61].

Next, we investigate the anisotropy of the height distribution on the surface of the

nanocrystal because anisotropy in thickness can a"ect the way in which nanocrystals as-

semble. For example, if the dots were amorphous and roughly spherical, they would adopt a

body centered cubic structure. Figure6 shows a height/heat map of the ligands at the start

and end of the simulation. This distribution is made continuous using the von MisesÐFisher

function [62]. Beginning with the coordinate of each tail group (corresponding to the red

points in Fig. 6, and the C in the CH3 group), øri , a spherical gaussian of width! is cen-

tered at that point. The continuous distribution is then the sum over the height-weighted

functions as follows:

f p (r ;ør, ! ) =
1

Npoints

Npoints!

i

hi exp (! øri ár ) (1)

wherehi are the heights, andr are points on the sphere. Finally, the function on the surface

of a sphere is projected onto a two-dimensional heat map shown in Fig.6 using a Mercator

projection.

From Fig. 6 we can make the observation that the spatial distribution of the ligands

around the dots is not isotropic. Initially, the ligands are distributed almost uniformly

around the nanocrystal. After the simulation, there is a clustering of the ligands, leaving
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parts of the dots more exposed, while other parts become more crowded. This suggests that

both the length of the ligand and the average distance to the surfaces are not fully adequate

measures of the thickness of the ligand shell, since even in a well-covered nanocrystal with

a thick shell there exist patches of substantially lower thickness. This can be thought of in

terms of anisotropy classes, with our nanocrystals making a transition in surface coverage

(corresponding to class A anisotropy, as described by Glotzer et. al.[63]).

Experiment

If the simulations are correct, the structure of the ligand sphere around a dot should have

fairly clear implications in terms of how close a molecule or surface can get to a dot and how

close two dots can get to each other. In this section, we test these implications by carefully

examining the dot-to-dot spacing in a quantum dot array to determine if there is evidence

for the spiky ball-to-hairball transition.

We synthesized lead sulÞde quantum dots using a modiÞed hot-injection method. [64].

In order to modify the ligands covering the surface, ligand exchange was performed ex-situ

in toluene. We obtained the quantum dot arrays by drop-casting onto a TEM grid. We

analyzed TEM micrographs (e.g. Fig. 7(a)) by sampling the image intensity using a Fourier

transform technique. The dot radius (d=2.67 +/- 0.35 nm) was subtracted from the peak-to-

peak distance to yield the spacing between the edges of two dots, which amounts to double

the ligand shell thickness. To make comparison between the PbS dots synthesized and the

CdSe dots simulated, the relevant ligand-surface bond distance was subtracted from the

measurements Ð Pb-O (0.23 nm)[65] and Cd-N (0.215 nm, measured from the simulation)

respectively. The TEM micrographs and raw data can be found in the supplementary

information.

We found the measurements of ligand shell thickness (Fig.7(b)) agreed well with the

simulations described in the previous section. In particular, this applies both not only in

the region between 1.2 nm and 2.0 nm, where the shell thickness is proportional to one-half

the ligand length, but also at shorter lengths where transitionary behavior is seen. We can

thus conclude that it is very likely that the experimental quantum dots are undergoing the

transition seen in our molecular dynamics simulations.

In previous experimental studies of nanocrystal-to-nanocrystal distance, the ligands are
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FIG. 7. Transmission electron microscopy (TEM) was performed to make comparison with com-

putational results. (a) An example of a TEM micrograph of a layer of PbS nanocrystals with

carboxylic acid ligands. (b) TEM data compares well with simulation data (here, taken from the

1.00 nm dot size). The thickness in this plot is corrected for the bond length that joins the ligand

to the surface i.e. Cd-N or Pb-O. The red, dashed line shows the Þt to Eq. (2) for the whole data

set. The black, dashed line is a line of slope one.

viewed to be interdigitated Ôspiky ballsÕ. This model was invoked in the explanation of

X-ray experiments, which suggested that nanocrystals form superstructures with dot-to-dot

distances comparable to a single stretched ligand length [20]. In contrast, our ÔhairballÕ

picture shows a di"erent path to achieve this dot-to-dot distance, as two halves of a ligand

plus two Cd-N bond lengths (see Fig.8).

There is also an important additional beneÞt to come from the experimental result. The

simulated system is CdSe dots with amine ligands, whilst the experimental data come from

PbS dots with carboxylic acid ligands. The agreement of ligand shell thickness beyond this
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FIG. 8. Two explanations for how dots are separated by a distance of approximately one ligand

length. Left panel shows interdigitation of the ligands, which is the prevailing literature viewpoint;

right panel shows ligands crumpled over as in our simulations.

disparity implies some degree of transferability of our Þndings to other systems which use

alkyl ligands in a way that is insensitive to head group and semiconducting core. To this

end, we provide the following heuristic to measure the distance,d, between two dots:

d = Ddot + 2bdot " ligand + 2k
"

(3L/k + 1)
1
3 ! 1

#
;

k " 1.2nm.
(2)

In this equation Ddot is the diameter of the dot;bdot " ligand is the bridging bond between the

dot and the ligand. The Þnal term represents twice the height of the ligand shell with ligands

of length L, with k a Þtting parameter. This functional form was chosen to reproduce limits

of h = L in the small L limit and h # L1/ 3 in the large L limit, the latter corresponding to

volume Þlling. The parameterk was found from Þtting the data shown in Fig.7(b), and,

overall, a"ords a more accurate way to calculate approximate dot-to-dot distances. While

k does depend on the size of the dot in principle, within the common size ranges, it seems

reasonable to assume it is roughly constant.

Theory

Given that simulations and experiments both predict similar behavior for the ligand

sphere thickness, there might be some more fundamental theoretical explanation for what

is occurring. Here, we theoretically analyze the ligands from a microscopic perspective. We

sought to isolate the role of the dihedral angle, since the degree of ßexibility of a polymeric

chain is usually attributed to the freedom in the dihedral angle [66]. There are minima in the

potential at dihedral angles corresponding to± 60 degrees (gauche) and 180 degrees (trans),

with the gauche conformation being somewhat higher in energy. Interatomic interactions
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FIG. 9. In (a), relative frequency of gauche conformations along the chain is plotted against

chain location. Dihedrals are measured along the length of the chain, with chain location being

referenced with the N-C-C-C dihedral as zero. For longer ligands, represented here byn = 17,

gauche conformations are more common at the beginning of the chain. In (b), relaxed ligand

end-to-end distance does not increase linearly with the stretched chain length of the ligand. Three

dot sizes are shown. The red and green points overlay each other due to the similarity between

the 1.78 nm and 2.50 nm dot. The black, dashed lined labeled Monte Carlo (MC) provides a link

between the dihedral angle and the end-to-end distance. In (c), thickness of an imagined ligand

shell is measured for the Monte Carlo simulation of a single ligand to show the contribution that

is made to the thickness by the dihedral angles. A curve similar to the MD simulation is seen,

despite the simplicity of the single-ligand picture which does not include volume-Þlling e!ects. The

dashed line is a slope one linear scaling:x. The dashed-dot line is a slope one half linear scaling:

x/ 2.
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mean that it can be favorable to form the gauche conformation, and this can cause substantial

directional changes in the chain.

Figure 9(a) shows the distribution of gauche conformations along the chain for two rep-

resentative dots. The distribution of gauche conformations in the spiky ball is relatively

uniform. In contrast, the Ôwet hairÕ structure has slight stabilization of early gauche con-

formations - that is to say, the chains twist preferentially near their base rather than in the

middle or the end of the chain. Steric crowding is unlikely to be an explanation for this

trend, since it would favor dihedral changes further away from the dot. A better explanation

is based on interchain attraction: when one ligand lays ßat, nearby ligands also have a ten-

dency to lay ßat to beneÞt from energetically favorable interchain interactions. This would

promote early distortion of the carbon backbone, and is our most plausible explanation for

the distribution seen. The ligand lies ßat, rather than curls up, due to the presence of other

neighbors with favorable intermolecular interactions. Overall, then, this looks like Ôwet hairÕ.

If the dihedral angle distribution is indeed responsible for the surface thickness trend

with increasing ligand length, then we should be able to devise a model which reproduces

simulation observables with dihedral angles alone. We make a Monte Carlo simulation of

an isolated ligand based on rigid CÐC bonds with constant bond angles, randomly sampling

the dihedral angles in Fig.9(a). Data shown in Fig. 9(b) demonstrates that the end-to-

end distance of the ligands modeled in this way agrees with corresponding lengths collected

from the molecular dynamics simulations. When we use this dihedral angle distribution to

measure the surface thickness due to the ligands (Fig.9(c)), we Þnd that the thickness values

are consistent with the trend seen elsewhere in the manuscript. This model involves only

simulating the dihedral angles from a single ligand, they account for theaveragee"ect of

interactions with other ligands through the dihedral angle distributions (which were drawn

from a model in which the ligands interact with one another).

To test whether the non-uniformity of the dihedral angles seen in Fig.9(a) is important

for reducing surface thicknesses, dihedral angles are now sampled over both a uniform and

a non-uniform distribution with the same average probability as shown in Fig.9(a). For the

2.50 nm nanocrystal with ligand lengthn = 17 the average gauche conformation frequency

is 12%. These observations made here are mostly insensitive to the uniformity of the kink

probability along the chain, with the non-uniformity providing a minor perturbation to the

relationships seen. While the average kink probability from the simulation is needed to
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reproduce the trend, a non-uniform distribution is not required.

Conclusion

In conclusion, we investigated the physical chemistry of the surface of a quantum dot

with an emphasis on ligands. We performed molecular dynamics simulations on CdSe dots,

treating the ligands and the core atomistically. We Þnd that the ligands form a shell of

approximately half the ligand length in thickness (on average) due to a transition that

occurs between lengths of 0.5 nm and 1.5 nm. This was veriÞed by transmission electron

microscopy of PbS nanoarrays that determined a dot-to-dot separation consistent with the

transition predicted by the simulations. They are, instead, generally in an intermediate

regime caused by ßexibility in the dihedral angle and adoption of the gauche conformation.

This causes the ligands to fall over on the surface of the dot, and we propose there is a Ôwet

hairÕ appearance to the surface of the nanocrystal.

The average distance between a nanocrystal and a nearby object (e.g. a nearby 2D

material surface, organic semiconductor, etc.) will be roughly half the length of the ligands

for the range of typical ligand lengths; this drops o" at longer ligand lengths as sub-linear

behavior is seen. These scaling relations suggest that transfer rates between dots and nearby

objects will be enhanced due to the shorter distance, consistent with previous Þndings [33].

We should also emphasize that because of the non-uniformity of the thickness of the ligand

sphere, the distance of closest approach could be even smaller than the average distance

of approach we have focused on here. Such e"ects would likely have a modest e"ect on

dot-to-dot energy or charge transfer (where bald spots would always be compensated for

by thicker spots elsewhere) but could have a signiÞcant e"ect on molecule-to-dot transfer,

where a single molecule on a bald spot could have greatly accelerated transfer. Agreement

in this paper between simulated CdSe/amine dots and experimental PbS/carboxylic acid

dots shows that our Þndings are broadly applicable, and may well be general for ligands

with alkyl groups.

The availability of an accurate sense of where atoms are on the surface of a nanocrystal

has advantages that go beyond the scope of this paper, and provide direction for further

work. The role of the ligand shell in energy transfer to organic molecules and, ultimately,

up-conversion is poorly understood; the atomic conÞgurations we have developed through
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molecular dynamics will be of use in providing realistic interfaces for electronic structure

calculations of couplings and transfer rates. The anisotropy that we see in the dots will

also play an important role in how the dots pack and adopt their superstructure, which is

important when considering which ligands to use in synthesis and the resultant quality of

the arrays [20].

There are some obvious future directions suggested by the present study. The simulations

contained only a single QD, and therefore do not include dot-to-dot interaction. There was

also no solvent in the simulation, so the results for QDs in solution may be di"erent. In

particular, it would be interesting to see how solvent polarity inßuences the transition from

a spiky ball to more of a wet hair conÞguration. Finally, on the experimental side, with a

quantitative understanding of the ligand sphere in hand it will be extremely interesting to

return to the questions of Þssion and up-conversion and quantitatively assess the underly-

ing rates as a function of ligand shell thickness. Such a study could give insight into the

incorporation of molecules into the ligand shell structure.

Methods

Molecular dynamics:Ð The GROMACS software package was used to perform the MD

calculations [67]. For the organic ligands, the OPLS force Þeld was used [59]. The CdSe

nanoparticle was modeled using the bulk phase force Þeld parametrized by Rabani [68]. The

time-step was 2 fs using a velocity Verlet integrator and an Anderson thermostat at 300 K in

an NVT ensemble. Snapshots were taken at intervals of 40 ps resulting in 100 snapshots in

total. Error bars were computed for the smallest dot size (1.00 nm). Here, slightly di"erent

radii (0.98Ð1.02 nm) were used to carve the dot giving rise to slightly di"erent numbers of

atoms in the CdnSen core ( n = 66, 68, 69, 73, 75, 80).

Following the methodology used by Schapotschnikow and coworkers [60], we model the

interaction relying on the Lennard-Jones parameters and the partial charges of the nanocrys-

tal and ligand atoms i.e. we chose not to include any explicit nanocrystal-ligand bonding

terms. While simple, Schapotschnikow demonstrated that this force Þeld reproduces the

experimental binding energy of the ligands to CdSe [60]. From our simulation, we also see

that the force Þeld preserves geometries such as the cadmium coordination with the nitrogen

atoms.
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A key part of the simulations is that the ligands and the nanocrystal atoms are all free

to move. Since the nanocrystal atoms and the ligand head groups are only bound through

pair-wise potentials, ligands can detach and the surface atoms can relax and re-arrange.

All 3d images were generetad using VMD[69] and Tachyon[70].

PbS dot synthesis:Ð Lead sulÞde quantum dots with a Þrst excitonic peak at 790

nm are synthesized following a modiÞed hot-injection method as reported elsewhere [64].

In particular, a three-neck roundbottom ßask is charged with 2 g of Pb(oleate)2 in 20 ml

octadecene (ODE) and degassed under vacuum for 12h at 120#C, before it is backÞlled

with nitrogen. The temperature is then decreased to 90#C and 0.27 ml trimethylsilylthiane

in 4 mL ODE is quickly injected. The reaction is immediately quenched by an ice bath.

The quantum dots are puriÞed by a common solvent-nonsolvent procedure and stored as a

concentrated solution in toluene in a nitrogen glovebox. Ligand exchange is performed by

diluting 0.1 mL of the quantum dot stock solution to a total volume of 0.5 mL and adding

0.1 mL of a 0.1 M ligand stock solution in toluene (4C, 16C) or a 0.4 M ligand stock solution

(8C, 12C). The reaction is stirred air-free at room temperature for 3h before puriÞcation via

a standard solvent-nonsolvent procedure.

Transmission electron microscopy:Ð Transmission electron microscopy (TEM) is per-

formed on a JEOL 2010 microscope at varying magniÞcations. TEM samples are prepared

by drop-casting the resulting ligand-exchanged quantum dot solution onto TEM grids (UC-A

on holey 400 mesh Cu, Ted Pella).
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