Abstract

Broadly speaking, time-resolved phenomena refers to three dimensional capture of a scene based on the time-of-flight principle. Since speed and time are proportional quantities, knowing time-of-flight allows one to estimate distances. This time-of-flight may be attributed to a pulse of light or a wave packet of sound. Depending on the sub-band of the electromagnetic spectrum, the interaction of waves or pulses with the scene of interest results in measurements and based on this proxy of the physical world, one is interested in inferring physical properties of the scene. This may be something simple as depth, or something more involved such as fluorescence lifetime of a biological sample or the diffusion coefficient of turbid/scattering medium.

The goal of this work is to develop a unifying approach to study time-resolved phenomena across various sub-bands of the electromagnetic spectrum, devise algorithms to solve for the corresponding inverse problems and provide fundamental limits. Sampling theory, which deals with the interplay between the discrete and the continuous realms, plays a critical role in this work due to the continuous nature of physical world and the discrete nature of its proxy, that is, the time-resolved measurements.
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Preface

A Confluence of Imaging and Harmonic Analysis

This thesis is titled “Sampling Time-resolved Phenomena.” As the name suggests, this work is at the confluence of two themes: time-resolved imaging and harmonic analysis. The goal of this work is to study key problems in the field of time-resolved imaging through the lens of harmonic analysis, and in particular, sampling theory. In some way, this line of work also “samples” various inverse problems in the context of time-resolved imaging. Although it was not planned in any way, interestingly, both these topics are deeply rooted in the history of the academic institution where this work was done. Claude Shannon conceived the idea of the “digital” realm and sampling theory was born. In the same way, the use of “time” information in the context of imaging traces its roots back to the historical experiments conducted by Harold Edgerton.

In the conventional sense, any imaging sensor leads to a photograph which is simply the amount of photons collected per-pixel. An abstraction of the two-dimensional photograph is the plenoptic function which describes light recorded at all possible locations, orientations, wavelengths and times. For a fixed orientation and co-ordinates, by marginalizing the time information one records the photograph. Beyond the optical context of this idea, the key aspect that is investigated in this work is: Can we retain the time-information in the process of sensing? We refer to any information as a function of time as time-resolved information. For instance, plenoptic function with time information is referred to as the time-resolved image. In contrast to the classical imaging which produces a two dimensional image (or matrix), the time-resolved image is a three dimensional tensor where each pixel contains a time-profile corresponding to the scene.

Modern day consumer-grade electronic sensing technology allows for sensing information at different time scales; microsecond, nanosecond and picosecond. For instance, optical sensors such as the Microsoft Kinect allow for imaging at time scale of the order of tens of nanoseconds. Since time and speed are proportional quantities, knowing how much time it has taken for a pulse or wave of light to backscatter from an object allows to calculate the depth of the object; thus resulting in a three dimensional image, also known as the depth image.

Regardless of the modality used for the task of sensing, ultimately, the measurements are stored in a digital format as a countable set of measurements. While physical phenomena such as depth, fluorescence lifetime and constants of scattering media are defined on the continuum, measurements can only be discrete and finitely many, and thus they are only a proxy of the underlying continuous phenomena. A central question that arises is: When do the discrete measurements uniquely describe a continuous phenomenon? This is where sampling theory finds its way in this thesis.

The first part of this thesis develops harmonic analysis related tools and algorithms. These developments are then used in the context of applications which constitute the second part of the thesis.

On the theoretical front, our first result extends the notion of “bandwidth.” Classically, when a signal or function is bandlimited, the de facto idea is that the signal or function is compactly supported in the Fourier domain. Here, we develop a more general sampling theory which goes beyond the Fourier domain. Three specific signal classes are discussed: bandlimited signals, smooth signals (shift-invariant subspaces)

---

1 Light travels at approximately one foot in one nanosecond.
2 We generally consider the notion of speed in context of waves in a given medium. In context of optical imaging, this refers to the speed of light in vacuum.
and sparse signals. This work is a result of collaboration with Ahmed Zayed and Yonina Eldar. Our second result introduces the unlimited sensing framework which is a novel, non-linear sensing architecture that allows for recovery of an arbitrarily high dynamic range, continuous-time signal from its low dynamic range, digital measurements or “samples”. The key idea here is to inject modulo non-linearity in the sensing process which limits the range of amplitudes of the recorded signal. In this context, we develop a theory which considers two important cases; global and local reconstruction. The global reconstruction scheme leads to a version of the Shannon's sampling theorem and is useful for dealing with bandlimited functions. The local reconstruction scheme deals with parametric signals (such as spikes and sum of sinusoids) where finitely many samples characterize the whole signal. This line of work was developed in collaboration with Felix Krahmer. The last result in the theoretical part of this thesis deals with sampling theory of rational functions which arises in the context of fluorescence lifetime imaging. Interestingly, it can be shown experimentally that the Fourier transform in this case amounts to a sum of modulated rational functions which related to delay and lifetime parameters in imaging. The key ideas leading to the results were developed during discussions with Thierry Blu.

The second part of this thesis deals with applications where conceptual ideas are verified with experimental analysis. In this direction, our first result applied the theory of sparse sampling and super-resolution to the problem of time-resolved imaging. Although results related to a specific class of time-resolved sensors are included in this part, overall, the experimental work has benefitted from the inputs provided by Achuta Kadambi, Refael Whyte, Andrew Wallace, Shahram Izadi and Jamie Schiel. Our second result demonstrates applicability of low-cost time-resolved imaging sensors for fluorescence lifetime imaging. Fluorescence lifetime imaging (FLI) is a popular method for extracting useful information that is otherwise unavailable from a conventional intensity image. Here, we present a generalized time-based, cost-effective method for estimating lifetimes by repurposing a consumer-grade time-of-flight sensor. By developing mathematical theory that unifies time- and frequency-domain approaches, we can interpret a time-based signal as a combination of multiple frequency measurements. We show that we can estimate lifetimes without knowledge of the illumination signal and without any calibration. Experimental aspects of this work have benefited from a collaboration with Christopher Barsi. Our next result demonstrates recovery of time-resolved images without assuming the knowledge of the sampling instants or the sampling rate. This problem is closely tied to the problem of sparse phase retrieval. Aurélien Bourquard has contributed to the algorithmic aspects of this work. Our final result in the context of experimental verification deals with the problem of photoacoustic or PA tomography. We reformulate the PA imaging problem as a time-of-flight super-resolution problem. Based on the PA wave equations, we show that the problem reduces to estimation of sparse cellular features from a set of finite trigonometric moments. For this purpose, we develop a super-resolution algorithm which achieves near exact performance (in context of maximum likelihood estimation) when working with experimental data. This work has been made possible due to inputs from Eric Strohm and Michael Kolios.
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5-1 Illustration of the time-of-flight (ToF) principle. (a) The sensor emits a signal and the reflected signal is time delayed version of the emitted signal. The time delay is proportional to the distance of the object form the sensor. (b) ToF principle in complex environment which suffers from multiple reflected echoes. (c) Challenging case of super-resolution of multiple overlapping echoes. (d) Lidar ToF data corresponding to (b). (e) Lidar ToF data corresponding to the super-resolution problem in (c).

5-2 Instrument response function for LiDAR ToF system. (a) Observed time profile and its Fourier approximation (15,15) with $L = 25$ ns and $M_0 = 80$. (b) Fourier spectrum together with Fourier Series coefficients $\{\phi_m\}_{|m|<M_0=80}$ (5.15). With $f_0 = \omega_0/2\pi = 40.0195$ MHz, the maximum frequency used for approximation of $\phi(t)$ is $M_0f_0$.

5-3 LiDAR based Super-resolution ToF Imaging. (a) The experiment consists of two retro-reflecting cubes at distance of 330 m from the sensor. We show the recovery of reflectors with inter-reflector separation $\delta d = 1.7$ cm. We also plot the result due to Orthogonal Matching Pursuit [229]. (b) We conduct experiments with various separations and plot the results on log–log scale. Our method outperforms previously reported results on the same data in [64].
5-4  (a) We setup experiments with separation distances \( \delta d = 1.74, 3.20 \) and 18.21 cm, respectively and plot the log-MSE as a function of signal-to-noise ratio or the SNR (in dB). (b) We use the IRF to estimate the SNR. The observed SNR for the system is 43.18 dB. (c) We compare computational times for OMP and matrix pencil method. The average of all trials is marked in the figure. In contrast, the RJMCMC method due to [64] requires about a second per pixel.

6-1  Depth or range imaging based on time-of-flight (ToF) principles and its link with fluorescence lifetime imaging. For the choice of scene response function (SRF) \( h(t, x) = \rho \delta (t - x - 2d/c) \) (a) and (b) compare time and frequency based methods for depth imaging based on ToF principles. (a) Probing and reflected signal for time-domain time-of-flight (TD–ToF) setup. The time delay is proportional to distance \( d \). (b) Probing and reflected signal for frequency-domain time-of-flight (FD–ToF) setup. The phase is proportional to distance \( d \) and modulation frequency \( \omega_0 \). For the SRF \( h(t, x) = h_{\text{Depth}}(t, x) + h_{\text{Sample}}(t, x) \) in (6.13), (c) and (d) compare time and frequency based methods for fluorescence lifetime imaging based on ToF principles. (c) Probing and reflected signal for time-domain time-of-flight (TD–ToF) setup. The time delay is proportional to distance \( d \) and the waveform shape is linked with lifetime \( \tau \). (b) Probing and reflected signal for frequency-domain time-of-flight (FD–ToF) setup. The phase is proportional to distance \( d \), modulation frequency \( \omega_0 \) and lifetime \( \tau \). (e) Experimental setup for fluorescence lifetime estimation using ToF sensors.

6-2  Experimental cross-correlated probing function Eq. (6.8) (---) and its Fourier series approximation (---), Eq. (6.9), with \( N_0 = 30 \). Since the time-domain signal \( C_{\rho, \beta} \) lasts for \( \Delta = 309.902 \) ns, the corresponding fundamental Fourier harmonic is \( \omega_0/2\pi = 3.2268 \) MHz. Consequently, Fourier coefficient \( N_0 = 30 \) corresponds to \( \sim 96.80 \) MHz. Inset: Fourier series coefficients \( \hat{\phi}_n, n = -N_0, \ldots, N_0 \).

6-3  TD-ToF-FLI measurements. (a) Time profile of measurements \( m_k = m(kT_8), T_8 = 7.8120 \) ps based on \( K = 3968 \) samples. These measurements result from convolving cross-correlation of the probing function with the SRF, Eq. (6.17). (b) Phase measurements computed using \( \hat{h} = \hat{\mathbf{V}}^T \mathbf{m} \) with \( N_0 = 15, \Delta = 309.9 \) ns. We estimate the distance \( \hat{d} \) and lifetime \( \hat{\tau} \) parameter using nonlinear least squares fitting, which results in the fitted curve. The fitted result is marked in ---. The estimated phase contribution Eq. (6.19) due to distance \( \theta \) and lifetime \( \theta \) is also plotted.
6-4 FD-ToF-FLI measurements of a 61 × 66 pixel patch of 120 × 160 pixel sensor image. The size of the scene is approximately 2.3 in². (a) Multi-frequency measurements of τ = 32 ns quantum dot based fluorescent sample. We show phase and amplitude images, that is, \{ζ(10f₀), ζ(20f₀), ζ(30f₀), ζ(40f₀)\} (in radians, [0, 2π]) and \{\vert ζ(10f₀)\vert, \vert ζ(20f₀)\vert, \vert ζ(30f₀)\vert, \vert ζ(40f₀)\vert\} (in decibels), respectively. The base modulation frequency for the experiment is f₀ = ω₀/2π = 1 MHz. The phase at the background pixel is recorded to be ζ(x₀,y₀) (40f₀) = 4.1625 radians which amounts to a depth of 2.48 m which is consistent with the experimental setup. At the location of the fluorescent sample, we recorded a higher phase value ζ(x,y) (40f₀) = 5.5822 which is attributed to the fluorescence phenomenon. (b) Multi-frequency, raw phase measurements \{ζ(x,y) (kf₀)\} for four pixels. The measurements confirm with the theoretical hypothesis of Eq. (6.19) as well as the fitted phase obtained by Eq. (6.34). The estimated phase contribution Eq. (6.19) due distance \(θ_d\) and lifetime \(θ_τ\) is also plotted.

6-5 Estimation accuracy of \(τ_1 = 4\) ns and \(τ_2 = 32\) ns. (a) We plot 2000 estimated values of lifetime as a function of SNR ranging from 0–60 dB. As the SNR increases, the estimates cluster around the oracle estimate of \(τ = 4\) ns and \(τ = 32\) ns, respectively. (b) We plot the \(\sqrt{\text{MSE}_τ}\) on log scale as a function of SNR. After 15 dB, we note a consistent linear relationship Eq. (6.35) between SNR and the log \(\sqrt{\text{MSE}_τ}\).

6-6 Measured phase as a function of the modulation frequency. We plot the measured phase corresponding to a 120 pixel cross-section of the 160 × 120 ToF sensor image for modulation frequencies \(f = \{10, 20, 30, 40\}\) MHz. The first 50 phase measurements are due to the background pixel which is at a depth \(d = 2.5\) m. The dashed line marks the average phase value over first 50 pixels. The average phase value for each modulation frequency leads to a distance estimate: \(d = \{2.56, 2.52, 2.47, 2.48\}\) in meters.

7-1 Reflection from semi-reflective surfaces. The Memorial Church can be seen imprinted on the glass facade of the Harvard University Science Center.

7-2 Time-aware imaging. (a) Exemplary setting for imaging through semi-reflective media. (b) Corresponding time-aware image at pixel \(r_0 = (x_0, y_0)\).

7-3 Bandlimited approximation \(\tilde{φ} \approx C\{p\}\) with \(L = 25\) (red curves) and its cyclic auto-correlation \(C\{\tilde{φ}\}\) (blue curve). Shown are the spatial-domain signals (top) and the corresponding Fourier-domain magnitudes in log scale (bottom).

7-4 Experimental results on acquisition and reconstruction of echoes of light in a scene. (a) Single pixel, time-stamped samples \(y = C\{p\} * h_2\) serve as our ground truth because the phase information is known. We also plot the estimated, 2-sparse SRF (7.5) in red ink. (b) Fourier domain frequency samples of the SRF, \(h_2(\ellω_0)\) with \(L = [-20, 20]\) and \(ω_0 = 2π/Δ, Δ = 70\) ps. We plot the measured data in green and the fitted data in black. The frequencies are estimated using Cadzow’s method. (c) Same pixel, time-stamped, low-pass filtered, auto-correlated samples (7.9) together with the estimated, auto-correlated SRF \(C\{h_2\}\) in red ink. (d) Fourier domain samples \(\tilde{s}(\ellω_0)\) (7.11) and its fitted version (black ink). (e) Ground truth images for the experiment. (f) Estimated images using temporal phase retrieval.
7-5 Phase Retrieval in Setting $K = 3$. This measurement corresponds to pixel $(20, 20)$ of the synthetic experiment in Section 7.6.6. (a) Complex-valued $\hat{s}(\omega)$ with the real and imaginary parts together with the envelope $|\hat{s}(\omega)|$. (b) Phase-less $|\hat{s}(\omega)|^2$ with $s_n = |\hat{s}(n\omega_0)|^2$, $\omega_0 = 5$. (c) Decomposition of $s_n$ into terms of $\{\gamma_k, \nu_k\}_{k \leq K}$ as in (7.22).

7-6 (a) Experimental results for simulated data with $K = 3$. The images on the top are spatial maps of the available magnitude multi-frequency measurements $|\hat{s}(2n\omega_0 + 1)|^2, n = 1, \ldots, 8$. For $K = 3$ we show the ground truth which consists of distinct layers constituting the scene as well as the reconstruction from the phase-less data with $N = 1 + (K^2 - K)/2 = 4$ measurements. We list the PNSR value indicating reconstruction up to machine precision. (b) Performance analysis of the Cadzow’s CMPA algorithm [275] for $K = 2$ for the noisy case. We show the effect of over-sampling, that is $N = \kappa(K + 1)$ samples, on mean squared error (MSE) as a function of signal-to-noise ratio (SNR). As can be seen, when $\kappa = 2$ or we have $2N$ samples of $s_n$, the CMPA algorithm has a stabilizing effect on MSE. For the case of $16\times$ oversampling, the MSE decreases linearly with increase in SNR. This effect happens as early as SNR = 3 (dB) for the CMPA algorithm. We also compare the LSE method with the CMPA method for different over-sampling factors. (c) Scene setup for experiment for $K = 2$ with Microsoft Kinect. (d) Schematic representation of the constituent images. (e) We reconstruct the assuming that we measure $\hat{s}(n\omega_0), n = 50, \ldots, 100$ with $\omega_0 = 1$ MHz. (f) Reconstruction via phase retrieval using $|\hat{s}(n\omega_0)|^2, n = 50, \ldots, 100$ with $\omega_0 = 1$ MHz.

8-1 Conceptual explanation of the photoacoustic effect which is the conversion or transformation of electromagnetic energy into acoustic energy. This phenomenon that was first observed by Alexander Graham Bell in 1880 [279]. In this example, a pulse of light excited a cell which in turn releases acoustic energy. The ultrasonic acoustic signature was acquired experimentally.

8-2 Photoacoustic measurements of single RBC. The cross-section of the biconcave RBC is shown in blue ink. The arrow shows the direction of wave/pulse propagation. (a) Horizontal configuration with minimal spread in time-domain. (b) Vertical configuration with a larger spread in time-domain. The red bars mark the approximate time-spread of the pulses. Also see Fig. 8-5.

8-3 Power spectrum of low-pass measurements: $\hat{B}_k(\omega) = \hat{S}_k(\omega) b(\omega)$ where $b(\omega)$ is the frequency response of the low-pass measurement device. With $\Delta_2 < \Delta_1$, no spectral minima occur in the bandwidth $\omega \in [-\Omega_m, \Omega_m]$.

8-4 Photoacoustic waves in layered media. All figures should be understood in sense of negative time. (a) Geometrical setup with $K$ reflecting boundaries or layers. The first reflective surface marked in blue is virtual. Optical excitation causes thermo elastic expansion resulting in sound waves and $t = z/v$ is the instant at which sound waves travel to the source. There on, sound waves are reflected from each layer at $t = z_k/v$. (b) Corresponding scene respond function. Here, each reflecting boundary results in a round trip travel time of $t_k = 2z_k/v$. (c) We plot the propagating wave, $P(z, t)$ in the case of optical excitation $\hat{H}(z, t) = \delta(z - z_f) \hat{p}(t)$, where the probing function $\hat{p}(t)$ is chosen to be a Gabor pulse. (d) Time-domain waves reflected towards the source at $z = 0$.

8-5 Tomography of RBCs. At each $\theta$, reflections from the cell walls (layered media) result in a distinct time-of-flight, $\Delta_\theta = |z_1 - z_0|$. Note that $\Delta_\theta$ encodes the geometric properties of the enclosure which may be RBC, WBC or CMC.
8-6 Optical images of RBCs at various orientations ranging from horizontal to vertical. Optical images are used to register with corresponding PA measurements.

8-7 (a) Photoacoustic measurements \( \{ m_{\theta_i} (nT) \} \) with \( T = 0.125 \) ns, \( N = 311 \) and \( \theta_i \) ranging from vertical to horizontal orientation in 108 steps. (a1) to (a4) We plot PA measurements for four orientations. In the inset, we plot the optical image of the single cell RBC together with an approximate orientation angle. The measured data in blue ink (---). Super-resolved SRF specified by \( \{ |\gamma_k^{(\theta)}|, t_k^{(\theta)} \} \) in (8.6) and (8.8) is marked in red ink (---•). Based on the estimates \( \{ |\gamma_k^{(\theta)}|, t_k^{(\theta)} \} \), the reconstructed data \( \tilde{m}_{\theta_i} \) (8.8) is plotted in red ink (- - -). Reconstruction quality metric, the PSNR and the ToF are also annotated in the inset. Finally, we show the result of maximum likelihood estimation (exhaustive search) with blue spikes (---►). (b) PA measurements of melanoma cells (CTC). We show the data in gray ink (---). Super-resolved SRF, \( \{ |\gamma_k^{(\theta)}|, t_k^{(\theta)} \} \) is marked in red ink (---•) and the reconstructed data is plotted in red ink (- - -).
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To my parents.
Introduction to Time-resolved Sensing and Imaging
HER great flood does Sarasvati reveal with her beacon. She rules over all insights.” [1]

— Rigveda (Mandala I, §3, ¶ 10–12)

**Introduction and Roadmap**

### 1.1 Overview

“A picture is worth a thousand words.”

Throughout the past several centuries, this immemorial phrase has pushed development of photography from analog to digital, accelerated by breakthrough advancements in sensor technology. The digital revolution created a necessity for sophisticated signal processing algorithms tailored for image enhancement, storage and compression. Shannon’s sampling theory was the pathway for analog-to-digital image conversion. The classical Weiner filter was used for image enhancement. Transform-domain coding utilizing discrete cosine and wavelet transforms played a pivotal role in JPEG compression. Over the last few decades, with the advent of the wavelet transform and compressed sensing theory, the field of signal processing has undergone a philosophical reformation. A field that once relied heavily on smoothness assumptions now uses principles inspired by the notion of sparsity. Until the last decade or so, the fields of image sensor technology and signal processing ran in parallel to one another with minimal interaction or exchange of know-how. However, there has recently been a growing trend towards the coherent co-design of sensors and algorithms: This is the theme of the emerging area of Computational Imaging [2].

Practitioners of this computational imaging/photography ideology have devised many solutions which were previously not possible when individually adding functionality to the sensor architecture or using a more sophisticated processing algorithm. For example, consider the problem of motion deblurring that arises in conventional imaging. Whenever an object moves during sensor exposure, it causes pixels to
smear across the frame resulting in a blurred image. In the context of signal processing, this is an ill-posed problem that has been well-explored within the theme of deconvolution. The key problem is that the exposure time defines a temporal filter, which is essentially a box filter that annihilates any high-pass, spatial information. Consequently, algorithmic sophistication alone is not enough. Blurring may be avoided by a shorter exposure time, but this comes at the expense of low signal-to-noise ratio. It is clear that neither deconvolution nor the sensor level adaptation in itself suffice for a solution to the deblurring problem. The distinct role of computational imaging emerges when one considers the so-called Flutter–Shutter approach [3]. This approach involves a co-design of sensor and algorithms: in contrast to traditional imaging methods which require the shutter to be fully open during the exposure time, the flutter–shutter method flutters the shutter on and off in a binary, pseudo-random sequence. This sequence converts the non-invertible box-filter into an invertible one and, based on the choice of pseudo-random sequence, the corresponding deconvolution filter may be devised. Beyond deblurring in consumer imaging, the flutter–shutter approach is also useful in bio-imaging [4] where the imaging sensor may not be fast enough to capture flowing structures such as blood cells. Other notable examples of the computational imaging philosophy include,

- High dynamic range imaging [5].
- Light-field imaging [6, 7].
- Single pixel imaging [8].
- Fourier ptychographic microscopy [9].
- Non-line-of-sight imaging [10].

For the most part, image sensor design, signal/image processing and computational imaging have largely been restricted to two dimensional scenes. However, a true and richer representation of the environment around us lives in a three dimensional or 3D space. Capturing 3D information of a scene offers unparalleled benefits in accuracy and capabilities and is surely the future in many areas. This necessitates development of imaging modalities capable of recording 3D images.

A number of methods have been developed for the purpose of 3D imaging. This involves triangulation, interferometry and time-of-flight approaches. Of all the 3D capture techniques, the time-resolved approach based on the Time-of-Flight (ToF) method has arguably attracted the most commercial and scientific interest in the last couple of years; there has been a surge of research towards improving both the sensor design as well as the algorithms used for processing 3D images. Time-resolved imaging is the theme of this work around which new theoretical developments and applications are reported in this thesis.

The ToF principle, which is at the heart of all time-resolved imaging systems, exploits the idea that distance and time are proportional quantities. As the name suggests, ToF is the round trip time between the source and the destination taken by a particle or a wave, in a given medium. Hence, knowing one entity is equivalent to knowing the other. Nature is replete with examples that rely on the ToF principle. Bats, dolphins and visually impaired human beings use the ToF principle for navigational purposes.

Chronologically, the use of sound waves superseded the use of electromagnetic waves. Humans have used stones to estimate the depth of wells for millennia. The earliest work on using light waves for measuring ToF dates back to an experiment conducted by Galileo who was interested in estimating the speed of light. Unfortunately, his choice of distance (separation between two hills) did not lead to a conclusive result. The Danish astronomer Ole Rømer overcame this difficulty by using planetary distances. About two hundred years later, French physicist Hippolyte Fizeau was the first to estimate the speed of light precisely.
Through the discovery of the photoelectric effect by Albert Einstein in the 1900s and the development of the electronic imaging sensors (CCD/CMOS), we are now at a point where the accumulated research efforts in the area of photonics and electronics have culminated in mass producible optical ToF sensors.

Contrary to conventional imaging sensors such as digital cameras that produce 2D images $I(x, y)$, ToF sensors capture 3D images, $I(x, y, z)$. The unique ToF sensor produces two images per exposure: an amplitude image and a depth/delay image. The amplitude image is the standard 2D photograph, $I(x, y)$. Each pixel on the depth image represents the corresponding distance in the scene which is an equivalent of the time-delay\(^1\). The combination of the amplitude and the depth image produces the 3D image. We show the amplitude, depth and resulting 3D images in Fig. 1-1.

ToF based 3D imaging allows for applications that were previously unexplored. One of the first results demonstrated non-line-of-sight imaging capability [10]. This result—in parallel to “Doc” Edgerton’s famous Bullet Through Apple\(^2\) image—lead to ultrafast imaging of light packets at an exorbitant frame rate of one trillion frames per second. A flurry of follow up work lead to results that allowed imaging through scattered media [11], light-in-flight imaging [12, 13] and 3D imaging in extremely low light [14].

Early scientific instrumentation for computational imaging based on ToF principle required high quality equipment often fragile, prohibitively expensive and constrained to controlled laboratory environment. This is because fundamental to the ToF principle is the fact that the speed of light, that is, $3 \times 10^8$ m/s, is assumed to finite. This, in practice, is achievable only when electro-optical elements of the imaging system are extremely precise. However, in context of gaming and entertainment industry, a number of consumer companies such as Mesa Imaging, Microsoft and PMDtec have developed consumer-grade ToF sensors that are not only affordable but also alleviate all the issues associated with their expensive and sensitive counterparts—custom designed scientific hardware.

With the advent of 3D sensing technology (most notably, the Microsoft Kinect XBox One) we can now replace room sized apparatus [10], moving sensors, and raster scan systems [14] by miniaturized, cost-effective, real-time, and full-frame ToF systems. Computational ToF imaging has already found a plethora of applications in, for example, ultra-fast imaging [15, 16], non line-of-sight imaging [17], imaging

---

\(^1\)For distances in meters, the time-delay is on the order of nanoseconds.

\(^2\)http://edgerton-digital-collections.org/galleries/iconic/#hee-nc-64002
through scattering media, [18] and colored ToF imaging [19]. Outside of the computational imaging and human–computer interaction communities, an important application area is health care technology [20] and bio-imaging [21].

ToF sensors motivate a demand for forward models and algorithms that can handle this new wave of data. A handful of algorithms inspired by the signal processing community have been used to tackle inverse problems in optical ToF, but significant and numerous challenges still remain. Current efforts are directed at establishing empirical results with a rare discussion on design of efficient algorithms, fundamental limits or performance bounds. Another question that remains is: Can mathematics motivate new sensing architectures in this context?

While optical ToF sensors are a recent phenomenon, other systems centered around time-resolved measurements such as ultrasound, seismic and radar technology have been around for decades. The knowledge transfer between optical and other ToF systems is far from reality. Each ToF modality has its own idiosyncratic constraints which stem from the physics of the problem. However, there are commonalities that are shared by all of these systems.

Beyond the conventional sense, time-resolved sensors open a whole new dimension in the context of sensing and imaging—the time dimension. View-point diversity and illumination diversity are well established ideas that are frequently used in applications ranging from microscopy to computer vision. While the former relies on taking more measurements from different viewpoints, the latter approach typically keeps the imaging sensor fixed while illuminating the scene from different perspectives. This is explained in Fig. 1-2. In this context, exploiting time diversity, that is, acquiring an image at different time-scales poses new questions at various levels; both in the direction of theory and applications.

To systematically dissect this idea, consider the plenoptic function [22] which is a function of time and parameters such as viewpoints (three dimensional co-ordinates and orientation), wavelength, and polarization. Typically, such a function is captured by marginalizing the time information which leads to a photograph or how many photons are collected at a given pixel? On the other hand, if we have access to the time information, as pointed out by Velten et al. [10], even non-line-of-sight information may be captured. The time scales at which information can be captured depends on the hardware and the modality. In the same way as spatial resolution is connected to conventional imaging, the idea of time resolution is tied to the extent to which a time-resolved sensor can capture information at different time scales. In either case, the end product, which is a measurement, is a discrete quantity. However, imaging parameters such as time-delays (or depth) and fluorescence lifetimes are defined on the continuum. This is where sampling theory and harmonic analysis finds its way in this thesis.

This thesis is based on a collection of chapters which strives to achieve a synergistic balance between
theory and applications. Tools based on theory are used to devise new algorithms or tailor existing ones to push the state-of-the-art in context of practice. Inspiration from practice and experiments is used to carve new mathematical hypotheses leading to new results in theory.

1.2 Roadmap of this Thesis

The topics covered in this thesis are categorized into theoretical and applied contributions. Although the development of chapters presented in this work was a result of a cyclic process between theory and experiments, for readability of the same, theoretical contributions precede practical demonstrations. An overview of the roadmap is below which also shows interdependencies between the results covered in various chapters. Furthermore, a chapter-wise summary of theoretical contributions and their context is presented in 1.1.
Summary of Results

1. Theoretical Contributions

- Chapter 2  Sampling and Super-resolution: A Generalized Approach

As mentioned earlier, scene related parameters lie on a continuum while (digital) measurements can only be discrete. For this purpose, we start our discussion with sampling theory. This approximation theoretic result is at the heart of analog-to-digital conversion and states that a function bandlimited in the Fourier domain is completely characterized by its discrete measurements obtained at uniform time instants that are at least separated by an interval inversely proportional to twice the maximum frequency. This result has been extended far and wide. Two recurrent themes ask the following questions:

Q. 1 Can we recover non-bandlimited signals?

Q. 2 What if the domain of investigation is something other than the Fourier Transform?

In this chapter, we take sampling theory beyond the Fourier Transform. Bandlimited functions are de-facto associated with compact support in the Fourier domain, however, in many interesting applications, this may not be a suitable choice. For instance, in holography, a natural choice of translation is the Fresnel transform.

For this purpose, we consider the Special Affine Fourier Transform (SAFT) which parametrically generalizes a number of well known unitary transforms linked with signal processing and optics (cf. Fig. 1-3). We first derive a version of Shannon’s sampling theory based on...
the convolution structure tailored for the SAFT domain. Having identified the subspace of
SAFT-bandlimited functions, we extend the results to shift-invariant subspaces. There on,
we use various harmonic analysis related tools for studying recovery of sparse signals from
low-pass projections in the SAFT domain. The chapter therefore provides a unified view of
sampling theory for a large class of disparately studied operations. All of the results developed
in this chapter are backward compatible with the Fourier domain results.
A summary of main theorems and their corresponding context is presented in 1.1.

• Chapter 3  The Unlimited Sensing Framework
This chapter introduces the unlimited sensing framework that allows for recovery of arbitrarily
high dynamic range signals from a constant factor oversampling of its low dynamic range
samples. Remarkably, the oversampling factor is independent of the maximum recordable
voltage.
Conventional sensing systems such as the analog-to-digital convertor saturate or clip whenever
the signal crosse the maximum recordable voltage. In contrast, the unlimited sensing strategy
is based on a radically new sampling architecture and comes with recovery guarantees.
In analogy to Shannon’s sampling theorem, our first result, the Unlimited Sampling Theorem
proves that a bandlimited signal can be recovered from modulo samples provided that a certain
sampling density criterion, that is independent of the ADC threshold, is satisfied. In this way,
our result allows for perfect recovery of a bandlimited function whose amplitude exceeds the
ADC threshold by orders of magnitude. Next, we consider the inverse problem of recovering
a sparse signal from its low-pass filtered version. This problem frequently arises in several
areas of science and engineering and in context of signal processing, it is studied in several
flavors, namely, sparse sampling, super-resolution and sparse deconvolution. We develop a
sampling theory for modulo sampling of low-pass filtered spikes. Our main result consists of
a new local reconstruction theorem and an algorithm which stably recovers a K—sparse signal

Figure 1-3: The Special Affine Fourier Transform (SAFT) which parametrically generalizes a number of
well known unitary transforms linked with signal processing and optics.
from low-pass, modulo samples. The local reconstruction theorem is then used for studying classical spectral estimation methods for estimation of sinusoidal mixtures.

As will be seen later in Chapters 5, 7 and 8, both sparse signals and sinusoidal mixture models are very relevant to the context of time-resolved imaging.

A summary of main theorems and their corresponding context is presented in 1.1.

• Chapter 4 Sampling Parametric Functions of the Rational Family

Inspired by application of time-resolved sensing in context of fluorescence lifetime imaging, we consider the problem of recovery of delays and lifetimes in Chapter 4. We model such functions as a parametric class of modulated, rational functions and derive sampling bounds for the same. This line of work leads to efficient algorithms for recovery of fluorescence lifetimes.

2. Applied Contributions

• Chapter 5 Super-resolved Multi-bounce Imaging

Optical time-resolved (or time-of-flight) sensors can measure scene depth accurately by projection and reception of an optical signal. The range to a surface in the path of the emitted signal is proportional to the delay time of the light echo or the reflected signal. In practice, a diverging beam may be subject to multi-echo backscatter, and all these echoes must be resolved to estimate the multiple depths. In this chapter, we propose a method for super-resolution of optical ToF signals. Our contributions are twofold. Starting with a general image formation model common to most ToF sensors, we draw a striking analogy of ToF systems with sampling theory. Based on our model, we reformulate the ToF super-resolution problem as a parameter estimation problem pivoted around the sparse sampling framework. In particular, we show that super-resolution of multi-echo backscattered signal amounts to recovery of Dirac impulses from low-pass measurements. Our theory is corroborated by analysis of data collected from a photon counting, LiDAR sensor, showing the effectiveness of our non-iterative and computationally efficient algorithm.

• Chapter 6 Fluorescence Lifetime Imaging: A Blind and Calibration-free Approach

This chapter demonstrates applicability of low-cost time-resolved imaging sensors for fluorescence lifetime imaging. Fluorescence lifetime imaging (FLI) is a popular method for extracting useful information that is otherwise unavailable from a conventional intensity image. Usually, however, it requires expensive equipment, is often limited to either distinctly frequency- or time-domain modalities, and demands calibration measurements and precise knowledge of the illumination signal. Here, we present a generalized time-based, cost-effective method for estimating lifetimes by repurposing a consumer-grade time-of-flight sensor. By developing mathematical theory that unifies time- and frequency-domain approaches, we can interpret a time-based signal as a combination of multiple frequency measurements. We show that we can estimate lifetimes without knowledge of the illumination signal and without any calibration. We experimentally demonstrate this blind, reference-free method using a quantum dot solution and discuss the method’s implementation in FLI applications.
• Chapter 7 Sampling without Time Information: Phase-retrieval in Time-resolved Imaging

This chapter considers the problem of sampling and reconstruction of a continuous-time sparse signal without assuming the knowledge of the sampling instants or the sampling rate. This topic has its roots in the problem of recovering multiple echoes of light from its low-pass filtered and auto-correlated, time-domain measurements. This application is closely related to the topic of sparse phase retrieval and in this context, we discuss the advantage of phase-free measurements. While this problem is ill-posed, cues based on physical constraints allow for its appropriate regularization. We validate our theory with experiments based on customized, optical time-of-flight imaging sensors. What singles out our approach is that our sensing method allows for temporal phase retrieval as opposed to the usual case of spatial phase retrieval. Preliminary experiments and results demonstrate a compelling capability of our phase-retrieval based imaging device.

• Chapter 8 Photo-acoustic Time-resolved Tomography

Photoacoustic or PA waves, generated from blood cells, create distinct spectral features in the Fourier domain, for example, maxima and minima. In this way, high-frequency PA signals can be used to identify and distinguish blood cells. However, due to finite bandwidth of physical systems, many interesting Fourier features are invisible within the observed bandwidth. To overcome this challenge, we reformulate the PA imaging problem as a time-of-flight super-resolution problem. Based on the PA wave equations, we show that the problem reduces to estimation of sparse cellular features from a set of finite trigonometric moments. For this purpose, we develop a super-resolution algorithm which achieves near exact performance (in context of maximum likelihood estimation) when working with experimental data. Hence, our work alleviates an important bottleneck in PA imaging linked with classification of cellular features.

1.3 Technical Context

Since time-resolved or ToF imaging is the theme of this work, here we will briefly touch upon the imaging framework which motivates the results in this thesis.

ToF sensors are active illumination devices consisting of an illumination unit capable of probing a scene with an amplitude modulated light that is not necessarily coherent. We call this amplitude modulated waveform the probing function or \( p(x, y, t) \) where \( (x, y) \) are the spatial co-ordinates and \( t \) is the continuous time variable. For simplicity of exposition, we will consider per-pixel processing and simply write \( p(t) \). The probing function interacts with the scene response function (SRF). This interaction results in the reflected signal \( r(t) \). The reflected signal is observed at the ToF sensor, which is characterized by its transfer function that we refer to as the instrument response function (IRF). The IRF models the sensor’s electro-optical assembly. For example, the IRF for a digital camera is the point spread function of the lens. The interaction between the reflected signal and the ToF sensor results in the measured signal \( m(t) \). The measured signal then undergoes a transformation \( \mathcal{T} \) and is converted to digital samples \( y_n = y(t)|_{t=nT} \).

The time-resolved imaging/sensing pipeline is shown in Fig. 1-4.

Explicit relation between the elements of the ToF sensing pipeline is follows:
1) Probing Function denoted by \( p(t) \) represents the waveform emitted by the ToF sensor's illumination unit. The probing function may be a time-localized pulse or a continuous wave. In either case, it is chosen to be a periodic function of form \( p(t) = p(t + T_p) \), \( T_p > 0 \).

2) Scene Response Function or SRF denoted by \( h(t, \tau) \) models the transfer function of the scene. For example, for an object with reflection coefficient \( r \) and at a depth \( d \) meters away from the sensor, the SRF takes form of, \( h(t, \tau) = r \delta(t - \tau - 2d/c) \). Here \( c \) is the speed of light. The SRF may also be characterized as the Green's function of a differential equation that models some physical phenomenon such as fluorescence emission, diffusion or scattering.

3) Reflected Function denoted by \( r(t) \) is the result of interaction between the probing signal and the SRF. The reflected signal is modeled as a Volterra/Fredholm integral,

\[
r(t) = \int_{\tau_1} p(\tau) h(t, \tau) d\tau.
\]

Whenever the SRF is a shift-invariant kernel, i.e., \( h_{SI}(t, \tau) = h(t - \tau) \), the reflected signal is simply a convolution/filtering operation between the probing function and the SRF, \( r(t) = (p * h)(t) \).

4) Instrument Response Function or the IRF denoted by \( \varphi(t, \tau) \) models the transfer function of the electro-optical elements of the ToF sensor. For example, in conventional digital cameras, the spatial IRF is the point spread function of the lens.

5) Measurements denoted by \( m(t) \) are a result of sensing the reflected signal via the electro-optical elements of the ToF sensor. Continuous-time measurements are modeled as,

\[
m(t) = \int_{\Omega_2} r(\tau) \varphi(t, \tau) d\tau.
\]

6) The measured signal undergoes transformation \( \mathcal{F} \) and results in,

\[
y(t) = \mathcal{F}[m](t).
\]

7) The ToF sensor stores discrete measurements by sampling continuous-time signal \( y(t) \) and this results in the discrete sequence \( y_n = y(nT)|_{t=nT,k \in \mathbb{Z}} \) where \( T > 0 \) is the sampling interval. In many practical cases of interest, both the SRF and the IRF are shift-invariant. In that case, the
measurements can be written as a convolution product, \( m(t) = (p * h * \varphi)(t) \). Whenever the IRF is a function of form \( \varphi(t, \tau) = \varphi(t + \tau) \), the measurements amount to \( m(t) = (r \otimes \varphi)(t) \) where \( \otimes \) denotes cross-correlation operation. Equivalently, we may write \( m(t) = (\overline{r} * p)(t) \) where \( * \) denotes convolution and \( \overline{r}(t) = r(-t) \).

A distinct feature of the consumer ToF sensors is their use of the lock-in principle [23] which implements the cross-correlation operation. From a mathematical standpoint, and in the absence of noise and distortion, this translates to the fact that,

\[
\varphi(t, \tau) = p(t + \tau).
\]

### 1.3.1 Variations on a Theme

Based on the ToF image formation model parameters, \( \{p, h, \varphi, \mathcal{T}\} \), one may now define the specific inverse problem at hand. This is also true of other wave-based ToF modalities—radar, sonar, ultrasound, terahertz, and others. As is the case in practice, it is convenient to model the functions \( \{p, h, \varphi\} \) to be shift-invariant, in which case, we have,

\[
y(t) = \mathcal{T}[p * h * \varphi](t) \xrightarrow{\text{Sampling}} y_n = y(t)_{t=nT}.
\]

This flexible model is at the heart of several applications within and beyond the time-resolved imaging context. Furthermore, here, we have only emphasized on the time-resolved aspect of measurements. More generally, one may assume \( y \) to be a plenoptic function where space, orientation, wavelength and polarization information may also be considered for further generalization.

The contributions in this thesis are based on variations on the above model. Below, we summarize this aspect by providing the technical link with each chapter.

1. In Chapter 2 we set \( \mathcal{T} \) to be identity and investigate the recovery of \( y(t) \) from \( y_n \) when \( y(t) \) is bandlimited in the Special Affine Fourier Transform (SAFT) domain. We then generalize this result to the case of shift-invariant spaces. Lastly, with a sampling theorem in place, we study the problem of recovering \( K \)-sparse signals,

\[
h(t) = \sum_{k=0}^{K-1} c_k \delta(t - t_k)
\]

when \( p \) and \( \varphi \) are bandlimited in the sense of the SAFT domain. All of the results are backward compatible with the Fourier domain.

2. Chapter 3 focuses on the case when \( \mathcal{T} \) is a modulo operator. All of the results are developed for Fourier domain. The key question that is addressed is: How to recover \( m(t) \) from sampled measurements, \( y_n = y(t)|_{t=nT} \) where,

\[
y_n = \mathcal{T}[m](nT) \\
= \text{mod}_{\lambda}(m(nT))
\]

and where mod is the modulo operation that forces the range of \( y \in [0, \lambda) \). Our result allows
for recovery of arbitrarily high dynamic range signal, that is $|m(t)| \gg \lambda$ from a constant factor oversampling of its low dynamic range samples $y_n$.

In the context of time-resolved sensing, we extend this result for the case when $p$ and $\varphi$ are band-limited in Fourier domain and,

- $h(t)$ is a $K$-sparse signal,

$$h(t) = \sum_{k=0}^{K-1} c_k \delta(t - t_k).$$

- $h(t)$ is a $K$-sparse mixture of sinusoids,

$$h(t) = \sum_{k=0}^{K-1} c_k e^{i\mu_k t}.$$

3. In Chapter 4, we consider the problem of recovery of $2K + 1$ unknowns, $\{t_0, \mu_k, \tau_k\}_{k=0}^{K-1}$ from measurements, $y_n = \hat{m}(\omega_n), \omega_n = n\omega_0, \omega_0 > 0, n = 0, \ldots, N - 1$ where,

$$\hat{m}(\omega) = \left( \Gamma + \sum_{k=0}^{K-1} \frac{\mu_k}{\tau_k + j\omega} \right) e^{-j\omega t_0}$$

is the Fourier transform of transfer function related to the fluorescence lifetime imaging problem. As it will be demonstrated experimentally in Chapter 6, such measurements are related to a scene response function of the form

$$h(t) = \underbrace{\Gamma \delta(t - t_0)}_{\text{Pulse Echo}} + \mu \exp \left( -\frac{t - t_0}{\tau} \right) \underbrace{\Pi(t - t_0)}_{\text{Decaying Echo}}$$

and can be directly acquired in Fourier domain.

4. Chapter 5 focuses on experimental demonstration of super-resolution. This is case, the scene response function is a $K$-sparse signal in time domain and $\{p, \varphi\}$ are smooth pulses that can be calibrated experimentally.

5. Continuing along the lines of Chapter 5, Chapter 7 studies the problem of phase retrieval. In this case, the scene response function is a $K$-sparse signal in time domain. However, unlike the case of super-resolution where we considered $\mathcal{T}$ to be identity, in case of phase retrieval,

- $\mathcal{T}[m] = m * \overline{m}$ (auto-correlation) when $p$ is a smooth pulse.

This is the case of time-domain formulation.

- $\mathcal{T}[m] = |m|^2$ (absolute value) when $p$ is a sinusoid/continuous wave.

This is case of frequency-domain formulation.
In either case, we study the results with experimental validation.

6. Chapter 8 studies super-resolution in context of photoacoustic tomography where $h$ is a 2-sparse signal and $\{p, \varphi\}$ approximate the solution to the differential equation. Assuming approximate shift-invariance, we are able to model the measurements as a sum of overlapping Gabor pulses whose parameters are unknown. We use experimental data to validate our results.
Theoretical Contributions
2

Sampling and Super-resolution: A Generalized Approach

2.1 Sampling Theory and Approximation

At the heart of many disciplines of science and engineering, and in particular, signal processing and approximation theory is a mathematical model of the form,

$$y(t) = \sum_{k \in K} c_k \phi(t - t_k),$$

(2.1)

where $t$ is the continuous-time variable and $K$ is some set. This deceptively simple model is in fact a concise representation of a rich class of problems. We elaborate on this aspect by considering two antithetical variations.

2.1.1 Sampling Theory of Smooth Signals

Let $K$ to be the set of integers with $t_k = kT$ and where $T$ is some positive constant. Whenever $\phi$ is chosen to be the re-scaled sinc function\(^1\), $sinc_T(t) \overset{\text{def}}{=} \frac{sinc(t/T)}{T}$, (2.1) takes form of the widely studied Shannon's sampling theorem [24]. This theorem is the bridge between the continuous and the discrete world and the statement of the theorem is as follows:

\(^1\)We define the sinc function as $sinc(t) = \frac{\sin(\pi t)}{\pi t}$. 
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"And the path of truth has come into being to lead right to the far shore. The course of heaven has appeared." [1]

— Rigveda (Mandala 1, §46, ¶ 09–11)
Theorem 1 (Shannon [24]). If a continuous function \( y \) contains no frequencies higher than \( \Omega_m \) (in radians per second), it is completely determined by giving its ordinates at a series of points spaced \( T = \pi / \Omega_m \) apart.

The series representation in (2.1) is exact provided that the maximum frequency content of \( y \) obeys the Nyquist condition,

\[ \Omega_m \leq \frac{\pi}{T} \quad \text{(Nyquist Rate)}. \]

Whenever this is not the case, that is to say that the function is non-band-limited, one obtains a band-limited approximation of \( y \). This is because of an orthogonal projection operator inherent to the choice of functions \( \{ \text{sinc}_T(t - kT) \}_{k \in \mathbb{K}} \). This family of functions forms an orthonormal basis [25]. Thanks to the orthogonality property, the weights or coefficients \( \{ c_k \}_{k \in \mathbb{K}} \) in (2.1) can be obtained by computing the orthogonal projection (or the inner-product) between \( y \) and component-wise basis functions \( \phi(t - kT) \) [26]. This operation embodies the “pre-filtering with anti-aliasing filter” step in context of sampling theory and the resultant coefficients \( c_k = y(kT) \) are the uniform samples of the signal [27, 28]. Unlike other orthonormal systems, such as the Fourier series and the wavelet expansion, the coefficients of expansion, \( \{ c_k \}_{k \in \mathbb{K}} \), are explicitly specified a series of numbers on the function \( y \) itself, that is, \( c_k = y(kT) \).

This remarkable feature is due to the choice of basis functions in (2.1) and links the continuous function \( y(t) \) with a sequence of discrete numbers \( y(kT) \). In view of Theorem 1 which requires equidistant sampling (\( t_k = kT \)), the sampling result is also valid for the case of non-equidistant samples. However, this requires an appropriate adjustment of the Nyquist frequency, more generally known as the sampling density. One of the earliest results in this direction is due to Kadec [29].

The choice of \( \phi(t) = \text{sinc}_T(t) \) is rather constraining. A more flexible signal model that is particularly befitting our discussion, consists of shift-invariant subspaces (or the SIS) [30, 31, 27, 32, 28] which constitute a much larger class of signals when compared to their band-limited counterparts. The advent of wavelets and multiresolution analysis [33] led to design of such basis functions for multi-scale approximation. The mathematical ideas that were pivotal to the multiresolution analysis could be repurposed for shift-invariant approximation which are less constrained in the sense that they are devoid of the multiresolution requirement [34]. What this meant is that a stronger band-limitedness constraint of the classical sampling theory could be replaced by a flexible set of wavelet-inspired rules for the shift-invariant model. These basic rules guarantee stability, uniqueness and approximation capability of representation in (2.1).

Shift-invariant spaces have been the focus of many research papers in recent years because of their close connection with sampling theory [27, 32, 35] and wavelets and multiresolution analysis [34, 36, 37]. They have many applications in signal and image processing (cf. Table 1 in [38], [39]). For example, in many signal processing applications, it is of interest to represent a signal as a linear combination of shifted versions of some basis function \( \varphi \), called the generators of the space, that generates a stable basis for a space. More precisely, we consider spaces of the form,

\[ \mathcal{V}_\text{SIS} = \text{span}\{ \varphi(t - n) \}_{n \in \mathbb{Z}}. \]  

For instance, with \( \varphi = \text{sinc} \), one obtains the shift-invariant subspace spanned by the sinc functions—the bandlimited subspace, that is,

\[ \mathcal{V}_\text{BL} = \text{span}\left\{ \frac{1}{\sqrt{T}} \text{sinc}_T(t - nT) \right\}_{n \in \mathbb{Z}}, \quad \text{sinc}_T(t) \overset{\text{df}}{=} \text{sinc} \left( \frac{t}{T} \right). \]
Any finite-energy function \( f \in L_2 \) can be represented as,

\[
f(t) = \sum_{n \in \mathbb{Z}} c_n \varphi(t-n),
\]

where,

- \( \varphi \) is a pre-specified kernel which may be carefully designed or fixed.
- \( \{c_n\}_{n \in \mathbb{Z}} \) are the coefficients of representation (not necessarily pointwise samples). For stability purposes, it is required that the coefficients \( c_n \) are square-summable, that is to say \( c \in \ell_2 \) or \( \sum_{n \in \mathbb{Z}} |c_n|^2 < \infty \).

When \( c_n \in \mathbb{R} \), (2.2) defines a vector space, \( V_{SIS} \). The space \( V_{SIS} \) is shift-invariant in the sense that,

\[ \forall f \in V_{SIS} \Rightarrow f(t-k) \in V_{SIS}, \quad k \in \mathbb{Z}. \]

This is because,

\[
f(t-k) = \sum_{n \in \mathbb{Z}} c_n \varphi(t-n-k) = \sum_{n \in \mathbb{Z}} c_n \varphi(t-(n+k)) = \sum_{m \in \mathbb{Z}} c_{m-k} \varphi(t-m)
\]

and the shifted function \( f(t-k), k \in \mathbb{Z} \) can be obtained by shifting each coefficient by \( k \). Another example of such a space is that of polynomial functions of fixed degree, say \( K \). In this case, shifts of polynomials span the same space. This is a property that will be useful in the study of parametric sampling of rational functions discussed in Section 4.1.2 of Chapter 4.

For the generator \( \varphi \) to be a well-defined subspace of the square-integrable function and to provide a stable and unique representation in terms of coefficients, it is required that the family of functions \( \{\varphi(t-n)\}_{n \in \mathbb{Z}} \) forms a Riesz basis [40]. Equivalently, there exist two positive constants associated with the generator \( \varphi \), \( 0 < \eta_1^\varphi, \eta_2^\varphi < +\infty \), such that

\[
\forall c \in \ell_2, \quad \eta_1^\varphi \|c\|_{\ell_2}^2 \leq \left\| \sum_{n \in \mathbb{Z}} c_n \varphi(t-n) \right\|_{L_2}^2 \leq \eta_2^\varphi \|c\|_{\ell_2}^2 \tag{2.4}
\]

where, as before, \( \ell_2 \) is the space of all square-summable sequences and \( \|c\|_{\ell_2}^2 \) is the squared \( \ell_2 \)-norm of the sequence. Recall, the Fourier domain equivalent of (2.4) is

\[
\eta_1^\varphi \leq \sum_{n \in \mathbb{Z}} |\hat{\varphi}(\omega - 2\pi n)|^2 \leq \eta_2^\varphi. \tag{2.5}
\]

where the quantity in the center,

\[
G_{\varphi}(\omega) = \sum_{n \in \mathbb{Z}} |\hat{\varphi}(\omega - 2\pi n)|^2 \tag{2.6}
\]

is also known as the Grammian. The ratio \( \rho_\varphi = \eta_2^\varphi/\eta_1^\varphi \) is called the condition number of the Riesz basis. The basis is shift-orthonormal\(^2\) or a tight frame if \( \rho_\varphi = 1 \). A function that satisfies (2.5) is known as the

\(^2\)Shift-orthonormality means that \( \langle \varphi, \varphi(\cdot-k) \rangle = \delta_k \) where \( \langle f, g \rangle = \int_{-\infty}^{+\infty} f(t) g^*(t) \, dt \) is the \( L_2 \)-inner product and
Table 2.1: Comparison of Approximation Schemes

<table>
<thead>
<tr>
<th>Approximation Scheme</th>
<th>Analysis Function</th>
<th>Synthesis Function</th>
<th>Fourier Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpolation [24]</td>
<td>( \tilde{\varphi}(t) = \delta(t) )</td>
<td>( \varphi(t)</td>
<td>_{t=\ldots, \text{k}, \text{Z}} = \delta_k \</td>
</tr>
<tr>
<td>Quasi Interpolation [41]</td>
<td>( \tilde{\varphi}(t) = \delta(t) )</td>
<td>( \varphi(\omega - 2\pi n) = \delta_n + O(\omega^L) )</td>
<td>( \tilde{\varphi}(\omega) = \frac{\delta(\omega)}{\tilde{\varphi}(\omega)} ) (cf. (2.6))</td>
</tr>
<tr>
<td>( L_2 ) Optimal [42, 31]</td>
<td>( \tilde{\varphi}(t) \in \mathcal{V}_{\text{SIS}}(\varphi) )</td>
<td>( \varphi(t) )</td>
<td>( \tilde{\varphi}(\omega) )</td>
</tr>
<tr>
<td>( L_2 ) Projection [43]</td>
<td>( \langle \tilde{\varphi}(t - k), \varphi(t) \rangle = \delta_k \</td>
<td>\varphi(t) )</td>
<td>( \sum_{n \in \text{Z}} \delta(\frac{t}{T} - n) )</td>
</tr>
</tbody>
</table>

Figure 2-1: Sampling and approximation procedure in shift-invariant subspaces.

In order to obtain a reasonable approximation of \( f \), we must specify the coefficients \( \{c_n\}_{n \in \text{Z}} \) in a way that the error between the function \( f \) and its approximation can be controlled. This amounts to including a pre-filtering step before sampling and in analogy to the case of bandlimited functions, this step ensures that \( f \) admits a suitable representation in \( \mathcal{V}_{\text{SIS}} \). Mathematically, the coefficients can thus be evaluated as,

\[
c_n = \frac{1}{T} \int f(t) \tilde{\varphi} \left( \frac{t}{T} - n \right) dt,
\]

where \( \tilde{\varphi} \) is the *analysis* or the *sampling* kernel. The approximation method for shift-invariant subspaces is schematically described in Fig. 2-1. Given generator \( \varphi \), several approximation schemes have been investigated in the literature that discuss design principles for evaluation of the sampling kernel. We list the most common ones in Table 2.1.

The SIS model linked with the sampling theory has been extended to several interesting directions including non-uniform sampling [32], time-warped sampling [44], consistent sampling [45] and non-linear sampling [46]. However, it must be emphasized that all of the results linked with Shannon’s sampling theory and shift-invariant approximation are pivoted on the theme of subspaces of smooth functions. That is to say, the function or signal to be approximated belongs to a subspace of smooth functions. In this context, band-limitedness [35] and regularity [26] are established measures of smoothness.

Alternatively, in many practical cases, the subspace structure as well as the smoothness assumptions

\[\delta_k = \begin{cases} 1, & \text{if } k = 0 \\ 0, & \text{if } k \neq 0 \end{cases}\]

denotes the Kronecker delta.
may fall short of capturing the true features in the signal of interest. Sparse signals \([47]\) are quintessential examples of a setting where smooth subspace based approximation would be a suboptimal approach. This brings us to our next example—the case of sparse signals.

### 2.1.2 Sampling Theory of Sparse Signals

In this case, we set \(K\) to be a set of \(K\) contiguous integers and \(\{c_k, t_k\}_{k \in K}\) are arbitrary, real-valued numbers. Now we may re-write (2.1) as,

\[
y(t) = \sum_{k=0}^{K-1} c_k \phi(t - t_k).
\]

(2.8)

Given a sampled sequence or discrete measurements of form \(y(nT), n = 0, \ldots, N - 1\), one is interested in estimating \(2K + 1\) unknowns, \(\{K, \{c_k, t_k\}_{k \in K}\}_{k=0}^{K-1}\). In order to ensure a unique representation, in most cases it is assumed that \(K\) and \(\phi\) are known a-priori. From a practical standpoint, \(\phi\) may be,

- an excitation pulse used in a time-of-flight imaging system such as radar, sonar, lidar and ultrasound.
- a low-pass filter that is an approximation of:
  - the point spread function of an optical instrument such as a lens, microscope or a telescope.
  - transfer function of an electronic sensor such as an antenna or a microphone.
  - Green's function of some partial differential equation that represents a physical process (for example, diffusion or fluorescence lifetime imaging).
  - beampattern of a sensor array.
- spectral line shape in spectroscopy (often assumed to be a Cauchy, Gaussian or a Voigt distribution).

Depending on the choice of \(\phi\), estimating \(\{c_k, t_k\}_{k \in K}\) in the above variation of model in (2.1) is a classical problem that ubiquitously occurs in several fields of science and engineering. Some well known signal processing centric examples include: (a) source localization\([48]\), (b) resolution of signals/echoes \([49, 50, 51]\), (c) seismic imaging \([52]\), (d) time-delay estimation \([53, 54, 55, 56]\), (e) sparse deconvolution \([57]\), (f) super-resolution \([58, 59, 60]\), (g) multipath channel estimation \([61, 62, 63]\) and (h) time-of-flight imaging \([64, 65, 66]\).

As disparate as these applications may seem on a first glance, they all share the same fundamental attribute: "How can one recover a signal with broadband features from a given set of narrowband measurements?"

This qualitative statement is best understood in the Fourier domain. Thanks to the convolution-multiplication duality,

\[
\phi(t) * \sum_{k=0}^{K-1} c_k \delta(t - t_k) \xrightarrow{\text{Fourier}} \hat{\phi}(\omega) \sum_{k=0}^{K-1} c_k e^{j\omega t_k},
\]

where ‘\(*\)' denotes the convolution/filtering operation and \(\hat{\phi}\) is Fourier transform of \(\phi\). Due to low-pass nature of \(\hat{\phi}\), clearly, observing data \(\{y(nT)\}_n\), amounts to observing a narrowband version of the Fourier

\[
\sum_{k=0}^{K-1} c_k e^{j\omega t_k}.
\]
Figure 2-2: $K$-sparse signals (a) on a real line and (b) periodized version of (a) on a circle.

The spectrum of $\sum_{k=0}^{K-1} c_k e^{2\pi i t_k}$ which is broadband in the sense that it occupies all frequencies. While the goal of recovering spikes parameterized by $\{c_k, t_k\}_{k \in \mathbb{K}}$ is very different from that of the previous section, the analogy across sampling theory remains intact.

Note that the data $\{y(nT)\}_{n}$, are projections of spikes onto space spanned by $\{\bar{\phi}(t - nT)\}_{n=0}^{N-1}$, where $\bar{\phi}(t) = \phi(-t)$. This is because of the mathematical equivalence,

$$y(nT) = \int s(t) \bar{\phi}(t - nT) \, dt \equiv (s * \phi)(t)_{t=nT},$$

where $s$ is the sparse signal,

$$s(t) = \sum_{k=0}^{K-1} c_k \delta(t - t_k).$$

Alternatively, a sparse signal may also be represented on a circle (via periodization) which leads to the following representation,

$$s_{\text{per}}(t) = \sum_{n \in \mathbb{Z}} \sum_{k=0}^{K-1} c_k \delta(t - t_k - nT).$$

A prototype sparse signal on a real line and a circle is shown in Fig. 2-2 (a) and (b), respectively. Here the sparsity level is $K = 5$.

Unlike band-limited or smooth signals which follow a linear recovery principle [27], sparse signals rely on non-linear principles mainly because of the non-linear nature functional dependence of $y$ on $\{t_k\}_{k \in \mathbb{K}}$. Hence sparse signals follow a different recovery procedure outlined as follows: assuming that $y(t)$ and $K$ are known, and $\phi$ is a band-limited function,

1) **Deconvolution:** Estimate $\hat{s}(\omega) = \hat{y}(\omega) / \hat{\phi}(\omega)$ for all contiguous frequencies such that $|\hat{\phi}(\omega)| > 0$. 
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2) **Extrapolation:** Estimate \( \{c_k, t_k\}_{k \in K} \) by solving for,

\[
\arg \min_{\{c_k, t_k\}_{k \in K}} \| \hat{s}(\omega) - \sum_{k=0}^{K-1} c_k e^{j\omega t_k} \|^2.
\]

The above procedure may be easily adapted to the case of sampled signal, that is, \( y(nT), n = 0, \ldots, N - 1 \), by using discrete Fourier transform and is outlined in Algorithm 2 in Section 3.4.

Although the problem of estimation of \( \{t_k\}_{k \in K} \) is a non-linear one, remarkably, it can be completely decoupled from the estimation of \( \{c_k\}_{k \in K} \). This is a very well studied problem in the area of high resolution spectral estimation and we refer the readers to [67] and [68] for a first hand introduction.

**Finite Rate of Innovation Signals:** Despite the prevalence of the problem setup in (2.8) across several fields (cf. Table I and Table II in [54], [55] as well as [57]), the link to sampling theory was established only recently by Vetterli [69], Blu[70] and co-workers in their study of finite rate of innovation or FRI signals. These are signals which are described by countable degrees of freedom or innovations.

While the sparse signal (2.10) is certainly an FRI signal with \( 2K \) innovations, the advantage of the FRI framework is that it defines a class of signals that is much richer than sparse signals specified in (2.10). For example, any signal which can be mapped to (2.10) via some invertible mapping/transformation is an FRI signal. To see this principle in effect, a sum of exponentials with unknown amplitudes and frequencies can be mapped to (2.10) via the Fourier transform. Similarly, piecewise polynomials and splines can be mapped to (2.10) via the derivative operator [69]. More generally, let \( \mathcal{L} \) denote some linear, invertible operator such as a derivative or an integral, then,

\[
y(t) = (\phi \ast \mathcal{L}[s])(t), \quad s(t) = \sum_{k=0}^{K-1} c_k \delta(t - t_k)
\]

is an FRI signal since it has countable degrees of freedom. When \( \mathcal{L} \) is an identity operator, the above takes form of the sparse signal defined in (2.8).

Due to this flexibility in modeling a wide class of signals, the FRI model has been extended in a number of interesting directions such as ECG compression [71], channel estimation [72], time-resolved imaging [66, 73], image feature detection [74, 75, 76], medical imaging [77, 78, 79] and tomography [80].

### 2.1.3 Sampling Theory Beyond Fourier Domain

Equidistant sampling and band-limitedness are essential ingredients that are at the core of sampling theory. While most sampling devices utilize uniform sampling architecture, the choice of Fourier domain for defining band-limitedness may be a restrictive. In practice, many systems and physical phenomena are modeled as linear and time-varying/non-stationary. On the other hand, complex exponentials—that are constituent components of Fourier transform—are the eigen functions of linear systems. As a result, the choice of Fourier domain may not be suitable from a general perspective.

Polynomial phase models [81] that generalize complex exponentials are often used as an alternative basis for modeling time-varying systems. Such models are specified by basis functions of form \( e^{j\omega(t)} \).
Figure 2-3: Comparison of complex exponentials or \( e^{j\omega t} \) (Fourier basis function) with polynomial basis functions \( e^{j\phi(t)} \) where \( \phi(t) \) is a quadratic function, \( \phi(t) = a_2 t^2 + a_1 t + a_0 \) for some \( \{a_k\}_{k=0}^{3} \in \mathbb{R} \).

One notable example of this class is quadratic chirps which are specified by \( \varphi(t) = a_2 t^2 + a_1 t + a_0 \) (cf. Fig. 2-3). Due to their wide applicability, chirp based transformations [82], multi-scale orthonormal bases and frames [83] as well as dictionary based pursuit algorithms [84] have been devised in literature. Active imaging systems such as radar [85] and sonar [86] use chirps for probing the environment. In [87], Martone demonstrates the effectivity of polynomial phase basis functions of the fractional Fourier transform for multicarrier communication with time-frequency selective channels. Harms et al. [88] use chirps for identification of linear time-varying systems. Fresnel transforms [89] use polynomial phase for digital holography [90] and Fresnel diffraction. Other applications of polynomial phase functions include time-frequency representations [91], sensor array processing [92], ghost imaging [93], image encryption [94] and quantum physics [95].

Independent of the applications and works dating back to Norbert Weiner [96], polynomial phase representations were studied in context of phase space and mathematical physics. This led to development of unitary transformations such as the fractional Fourier transform (FrFT) [97] and the Linear Canonical Transform (LCT) [98]. These transformations generalize the Fourier transform in the same way polynomial phase \( e^{j\varphi(t)} \) generalizes the complex exponentials, that is, \( e^{j\omega t} \).

In the area of signal processing, Almeida first introduced the fractional Fourier transform (FrFT) as a tool for time-frequency representations [99]. Following [99], a number of papers have extended the Shannon's sampling theorem to the FrFT domain (cf.[100] and [38] and references there in). In [38], Bhandari and Zayed developed the shift-invariant model for the FrFT domain which was later generalized in [101].

Interestingly, all of the aforementioned transformations and corresponding basis functions are specific cases of the Special Affine Fourier Transform (SAFT).

### 2.1.4 Overview of Contributions

In this chapter, our goal is to extend sampling and approximation theory of both smooth and sparse signals beyond the Fourier domain. We do so by considering the Special Affine Fourier Transform (SAFT) which is a parametric transformation that subsumes a number of well known unitary transformations used in...
signal processing and optics.

Key contributions are listed as follows:

1. **Convolution Structures**

The Fourier convolution theorem states that convolution of two functions amounts to multiplication in the transform domain. However, this is not the case for several transformations linked with polynomial phase kernels. Here we develop convolution structures which enforce multiplication in the transform domain. This property is very relevant for classical operations such as filtering.

2. **Sampling Theory of Smooth Functions**

A key aspect of this work is to develop sampling and approximation procedures for both bandlimited and shift-invariant subspaces. Here, we prove results related with sampling theory in the context of the Special Affine Fourier Transform (SAFT).

3. **Sampling and Super-resolution of Sparse Signals**

Having developed sampling theory linked with bandlimited subspaces of the Special Affine Fourier Transform (SAFT), we study the problem of super-resolution and its draw parallels with existing literature. We derive sampling theorems for sparse signals with three distinct flavors:

1) Sampling with arbitrary, bandlimited kernels.
2) Sampling with smooth, time-limited kernels.
3) Sparse signal recovery from Gabor transform measurements linked with the SAFT domain.

For this purpose, we introduce two mathematical tools:

- the Special Affine Fourier Series (a generalization of the Fourier Series) for representing time-limited functions.
- the Gabor transform associated with the SAFT (a generalization of the usual Gabor transform).

### 2.1.5 Notation

Throughout this chapter, set of integers, reals and complex numbers is denoted by \( \mathbb{Z} \), \( \mathbb{R} \), and \( \mathbb{C} \), respectively and \( \mathbb{Z}^+ \) denotes a set of positive integers. Continuous-time functions are denoted by \( f(t), t \in \mathbb{R} \) while \( f[m], m \in \mathbb{Z} \) are used for their discrete counterparts. We use script fonts for operators, that is, \( \mathcal{O} f \).

For instance, \( \mathcal{P} \) denotes the projection operator and the derivative operator of order \( k \) is written as \( \mathcal{D}^k f = f^{(k)} \). Function/operator composition is denoted by \( \circ \). We use boldface font for representing vectors and matrices, for example \( \mathbf{x} \) and \( \mathbf{X} \), respectively, and \( \mathbf{X}^T \) is the matrix transpose. We use \( \mathbf{I} \) to denote an identity matrix. A characteristic function on domain \( \mathcal{D} \) is denoted by \( \mathbf{1}_D \). Dirac distribution is represented by \( \delta(t), t \in \mathbb{R} \). All operations linked with \( \delta \) are treated in terms of distributions. The Kronecker delta is represented by \( \delta[m], m \in \mathbb{Z} \). The space of square-integrable and absolutely integrable functions is denoted by \( L_2 \) and \( L_1 \), respectively and \( \langle f, g \rangle = \int f g^* \) is the \( L_2 \) inner-product. We use \( (\cdot) \) to denote time-reversal.
2.1.6 Roadmap of this Chapter

The results in this chapter are organized as follows.

- In Section 2.2, we define the SAFT and its inverse and study its various properties.
- Section 2.3 is devoted to the development of convolution and product theorems for the SAFT domain.
- Section 2.4 discussed the case of smooth functions. In this context,
  - In Section 2.4.1, we study the sampling theorem for bandlimited functions associated with the SAFT domain.
  - In Section 2.4.2, we study sampling theory for shift-invariant subspaces associated with the SAFT domain.
- Section 2.5 is devoted to the study of several results linked with the topic of sparse sampling.

To ease navigation of results through this chapter, main theorems and their corresponding sections are listed in Table 2.2.

2.2 The Special Affine Fourier Transform

The Special Affine Fourier Transform or the SAFT was introduced by Abe and Sheridan [102] as a generalization of the FrFT. The SAFT can be thought of as a versatile transformation which parametrically generalizes a number of well-known unitary and non-unitary transformations as well as mathematical and optical operations. In Table 2.3 we list its parameters together with the associated mappings.
Table 2.3: SAFT, Transformations and Operations

<table>
<thead>
<tr>
<th>SAFT Parameters ( (\Lambda_S) )</th>
<th>Corresponding Transform</th>
</tr>
</thead>
</table>
| \[
\begin{bmatrix}
0 & 1 & 0 \\
0 & 1 & 0 \\
q & p & 1
\end{bmatrix}
\] | Fourier Transform (FT) |
| \[
\begin{bmatrix}
-1 & 0 & 0 \\
-1 & 0 & 0 \\
q & p & 1
\end{bmatrix}
\] | Offset Fourier Transform |
| \[
\begin{bmatrix}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
p & q & 1
\end{bmatrix}
\] | Fractional Fourier Transform (FrFT) |
| \[
\begin{bmatrix}
a & b & 0 \\
c & d & 0 \\
0 & 0 & 1
\end{bmatrix}
\] | Offset Canonical Transform (LCT) |
| \[
\begin{bmatrix}
0 & 1 & 0 \\
0 & 1 & 0 \\
q & p & 1
\end{bmatrix}
\] | Fresnel Transform |
| \[
\begin{bmatrix}
\cos \theta & \sin \theta & 0 \\
\sin \theta & -\cos \theta & 0 \\
1 & 0 & 0
\end{bmatrix}
\] | Laplace Transform (LT) |
| \[
\begin{bmatrix}
\cos \theta & \sin \theta & 0 \\
\sin \theta & -\cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix}, b > 0
\] | Fractional Laplace Transform |
| \[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{bmatrix}
\] | Bilateral Laplace Transform |
| \[
\begin{bmatrix}
0 & 0 & e^{-\pi/2} \\
e^{-\pi/2} & 0 & 1
\end{bmatrix}
\] | Gauss–Weierstrass Transform |
| \[
\begin{bmatrix}
\frac{1}{\sqrt{2}} & 0 & 0 \\
e^{-\pi n/2} & 1 & 0
\end{bmatrix}
\] | Bargmann Transform |

2.2.1 Forward Transform

Mathematically, the SAFT of a signal \( f(t) \) is a mapping, \( \mathcal{S}_{\Lambda_S} : f \rightarrow \hat{f}_{\Lambda_S} \) which is defined by an integral transformation parameterized by a matrix \( \Lambda_S \)

\[
\mathcal{S}_{\Lambda_S} [f] = \hat{f}_{\Lambda_S} (\omega) = \int \left\{ \left( f \ast_{\Lambda_S} \cdot \omega \right) \right\} \sqrt{\delta e^{\pi i (\omega - p)^2 + \pi \omega q}} f (\omega - p) \quad b \neq 0.
\]

When \( b \neq 0 \), the matrix \( \Lambda_S^{(2 \times 3)} \) is the SAFT parameter matrix,

\[
\Lambda_S = \begin{bmatrix}
a & b & p \\
c & d & q
\end{bmatrix} \equiv \begin{bmatrix}
\Lambda_L & \lambda
\end{bmatrix}.
\]
which is obtained by concatenating the Linear Canonical Transform or the LCT matrix,

\[ \Lambda_L = \begin{bmatrix} a & b \\ c & d \end{bmatrix}, \quad |\Lambda_L| = 1 \text{ or } ad - bc = 1 \]  \hspace{1cm} (2.15)

(see Table 2.3 and [98]), and, an offset vector, \( \lambda = [p \ q]^{\top} \) with elements \( p \) and \( q \) that represent displacement and modulation, respectively. Let \( r = [t \ \omega]^{\top} \) denote the time-frequency co-ordinates. The function \( \kappa_{\Lambda_S}(r) \) in (2.13) is the parametric SAFT kernel based on a complex exponential of quadratic form,

\[ \kappa_{\Lambda_S}(r) = K_{\Lambda_S}^* \exp \left( -j \left( r^{\top} U r + v^{\top} r \right) \right) \]  \hspace{1cm} (2.16)

where,

\[ U = \frac{1}{2b} \begin{bmatrix} a & -1 \\ -1 & d \end{bmatrix}, \quad v = \frac{1}{b} \begin{bmatrix} p \\ bp - dp \end{bmatrix} \quad \text{and} \quad K_{\Lambda_S} = \frac{1}{\sqrt{\pi} b} \exp \left( \frac{dp^2}{2b} \right). \]

Both \( U \) and \( v \) are parameterized by \( \Lambda_S \) and hence the SAFT kernel is also parameterized by \( \Lambda_S \). The exponential part of the kernel is explicitly written as,

\[ \exp \left( -j \left( r^{\top} U r + v^{\top} r \right) \right) = \exp \left( -\frac{j}{2b} \left( at^2 + dw^2 + 2t (p - w) - 2w (dp - bq) \right) \right). \]

Note that \( \Lambda_L \) has 3 free parameters \( \{a, b, d\} \) and \( c \) is constrained by \( |\Lambda_L| = 1 \). Due to this concatenation of the LCT matrix with a vector, the SAFT is also referred to as the Offset Linear Canonical Transform or the OLCT [103]. The matrix \( \Lambda_S \) arises naturally in applications involving optics and imaging. We refer the reader to the books [104, 105] for further details on the intuitive meaning of such a matrix representation.

The SAFT of the Dirac distribution is calculated by,

\[ \delta_{\Lambda_S}(\omega)^{(2.13)} \]  \hspace{1cm} (2.17)

\[ \omega \]  \hspace{1cm} \]

and is non-bandlimited. Furthermore, \( \left| \delta_{\Lambda_S}(\omega) \right| = \frac{1}{\sqrt{2\pi} b}. \)

### 2.2.2 Inverse Transform

In order to define the inverse-SAFT, we first note that the SAFT satisfies the following composition property,

\[ \left( \mathcal{T}_{\Lambda_{S_2}} \circ \mathcal{T}_{\Lambda_{S_1}} \right)[f] = z_0 \mathcal{T}_{\Lambda_{S_3}}[f] \]  \hspace{1cm} (2.18)

where \( z_0 \) is a complex number (phase offset). The elements of the resultant SAFT parameter matrix are specified by,

\[ \Lambda_{S_3} = \begin{bmatrix} \Lambda_{L_3} & \lambda_3 \end{bmatrix} = \begin{bmatrix} \Lambda_{L_2} \Lambda_{L_1} & \Lambda_{L_2} \lambda_2 + \lambda_1 \end{bmatrix}. \]

In the context of phase space, the physical significance of the SAFT parameter matrix is that it maps
time-frequency co-ordinates \( \mathbf{r} = [t \ \omega]^T \) into its affine transformed version,

\[
\begin{bmatrix}
  t \\
  \omega
\end{bmatrix}
\xrightarrow{\text{SAFT}}
\begin{bmatrix}
  a & b \\
  c & d
\end{bmatrix}
\begin{bmatrix}
  t \\
  \omega
\end{bmatrix}
+ \begin{bmatrix}
  p \\
  q
\end{bmatrix}
\equiv \mathbf{r}
\xrightarrow{\text{SAFT}} \mathbf{A}_L \mathbf{r} + \lambda.
\]

Hence, the inverse-SAFT is defined by some affine transform that allows for the mapping,

\[
\begin{bmatrix}
  at + bp + p \\
  ct + d\omega + q
\end{bmatrix}
\xrightarrow{\text{Inverse SAFT}}
\begin{bmatrix}
  t \\
  \omega
\end{bmatrix}.
\]

Thanks to the composition property (2.18), setting,

\( \Lambda_{S_3} = [\Lambda_{L_3} \ \lambda_3] = [I \ 0] \) (Identity Operation)

\( \Rightarrow \Lambda_{L_2} = \Lambda_{L_1}^{-1} \) and \( \lambda_2 = -\Lambda_{L_2} \lambda_1 \),

results in the inverse parameter matrix defining inverse-SAFT which is equivalent to an SAFT with matrix \( \Lambda_{S_L}^{\text{inv}} \),

\[
\Lambda_{S_L}^{\text{inv}} = \begin{bmatrix}
  +d & -b \\
  -c & +a
\end{bmatrix}
\begin{bmatrix}
  bq - dp \\
  cp - aq
\end{bmatrix}
= [\Lambda_{L}^{-1} \ -\Lambda_{L}^{-1}\lambda]
\] (2.19)

where \( c = \frac{ad-1}{b} \). Thus, the inverse transform (iSAFT) is defined as an SAFT with matrix \( \Lambda_{S_L}^{\text{inv}} \) in (2.19),

\[
\mathcal{F}_{\Lambda_{S_L}^{\text{inv}}} [\hat{f}] = f \left( t \right) = K_{\Lambda_{S_L}^{\text{inv}}} \left( \hat{f}_{\Lambda_{S_L}} \cdot \kappa_{\Lambda_{S_L}^{\text{inv}}} (\cdot, t) \right)
\] (2.20)

where \( \kappa_{\Lambda_{S_L}^{\text{inv}}} (\omega, t) = \kappa_{\Lambda_{S_L}} (t, \omega) \) and,

\[
K_{\Lambda_{S_L}^{\text{inv}}} = \exp \left( \frac{j}{2} \left( cd\omega^2 + abt^2 - 2adtp \right) \right).
\]

### 2.2.3 Geometry of the Special Affine Fourier Transform

An intriguing property of the SAFT is its geometrical interpretation in the context of time-frequency representations and the fact that the parameter matrix belongs to a class of area preserving matrices—the ones whose determinant is unity. We elaborate on these aspects starting with the cyclic property of the Fourier transform [97].

Let \( \mathcal{F}_{AFT}^{(0)} = 1 \) be the identity operation that is, \( \mathcal{F}_{AFT}^{(0)} [f] = f \) which we use to define the Fourier operator composition:

\[
\mathcal{F}_{AFT}^{(k)} = \mathcal{F}_{AFT}^{(k-1)} \circ \mathcal{F}_{AFT} = \underbrace{\mathcal{F}_{AFT} \circ \cdots \circ \mathcal{F}_{AFT}}_{k-\text{times}}, \quad k \in \mathbb{Z}^+.
\] (2.21)
Fourier Transform is Cyclic on Group of 4

Figure 2-4: Fourier transform is cyclic on a group of 4, that is, $\mathcal{F}^{(k+4)} = \mathcal{F}^{(k)}$, $k \in \mathbb{Z}^+$ as described in (2.21). The Fractional Fourier transform allows for fractionalization of $k$ so that a version of the Fourier transform may be defined on an arbitrary point on the circle. We denote such as transform by $\mathcal{F}_{\alpha_0}[f]$ where $\alpha$ takes real values.

Note that:

$\hat{f} = \mathcal{F}_{\alpha_0}^{(1)}[f]$

$\bar{f} = \mathcal{F}_{\alpha_0}^{(2)}[f]$

$\bar{f} = \mathcal{F}_{\alpha_0}^{(3)}[f]$

$\bar{f} = \mathcal{F}_{\alpha_0}^{(4)}[f] = \mathcal{F}_{\alpha_0}^{(0)}[f]$.

From the last equality, $\mathcal{F}_{\alpha_0}^{(4)}[f] = \mathcal{F}_{\alpha_0}^{(0)}[f]$, we conclude that the Fourier operator is periodic with $N = 4$. Due to this periodic structure, the Fourier operator can be represented on a circle as shown in Fig. 2-4.

Unitary mappings that can be continuously defined on the circle (as opposed to $k \in \mathbb{Z}^+$) were first identified by Condon [97]. This is known as the fractional Fourier transform (FrFT). Qualitatively, the FrFT “fractionalizes” the Fourier transform in the sense that $\mathcal{F}_{\alpha_0}^{(k)}[f], k \in \mathbb{Z}^+$ can be defined for an arbitrary point on the circle through $\theta = k\pi/2, k \in \mathbb{Z}$ by the transformation $\mathcal{F}_{\alpha_0}[f], \theta \in \mathbb{R}$. We compare the Fourier transform with the FrFT in Fig. 2-4. As shown in Fig. 2-5(a), the action of the FrFT on the time-frequency co-ordinates $\mathbf{r} = [t \ \omega]^T, \mathbf{r} \in \mathbb{R}([0, 1]^2)$ results in rotation of the time-frequency plane [106] due to $\mathbf{r} = \mathbf{A}_{\theta}\mathbf{r}, \theta \in \mathbb{R}$—an intrinsic property of the FrFT. This is explained by the co-ordinate transformation matrix—the rotation matrix $\mathbf{A}_{\theta}$ in case of the FrFT (cf. Table 2.3).

The submatrix $\mathbf{A}_L$ of $\mathbf{A}_S$ may be decomposed in several ways. One interesting decomposition relates
Figure 2-5: The SAFT maps one convex enclosure into another while preserving area since the transformation matrix $A_L \in SL_2(\mathbb{R})$. The action of $A_L$ on a time-frequency co-ordinate $r \in \mathbb{R}^2 \times \mathbb{R}$ results in $\hat{r} = A_L r$. (a) For the FrFT, $A_L = A_\theta$ implements rotation. The inverse transform corresponds to $A_\theta^{-1} = A_\theta^T$. (b) For the Fresnel transform, $A_L = A_{Fr}$ implements shear. The inverse transform corresponds to $A_{Fr}^{-1}$. (c) For the Linear Canonical Transform (LCT), $A_L$ deforms a unit square into an arbitrary parallelogram. The inverse transform corresponds to $A_L^{-1}$. (d) For the SAFT, presence of an offset $\lambda = [p, q]^T$ results in an affine transform. Consequently, the inverse transform is given by $r = A_L^{-1} \hat{r} - A_L^{-1} \lambda$. 
\( \Lambda_L \) to the Fourier transform such that \( \Lambda_L = M_1 \Lambda_{FT} M_2 \)

\[
M_1 = \begin{bmatrix}
    b & 0 \\
    d & 1/b
\end{bmatrix}
\quad\text{and}\quad
M_2 = \begin{bmatrix}
    1 & 0 \\
    a/b & 1
\end{bmatrix}
\]

are modulation matrices\(^3\). This decomposition implies that the SAFT can be implemented as a Fourier transform using the following sequence of steps,

\[
f_1(x) \overset{\text{def}}{=} F_{M_2[0]}[f](x) \overset{(2.13)}{=} e^{j2\pi x^2} f(x),
\]

\[
\widehat{f}_1(\xi) = \mathcal{F}_{\Lambda_{FT}}[f_1](\xi) = \int f_1(x) e^{-j\xi x} dx,
\]

\[
\widehat{f}_1(\omega) \overset{\text{def}}{=} F_{M_1}[f_1](\omega) \overset{(2.13)}{=} \frac{1}{\sqrt{b}} e^{j\omega q + j\frac{b}{2}(\omega-p)^2} \widehat{f}_1 \left( \frac{\omega-p}{b} \right).
\]

By simplifying \( \widehat{f}_1(\omega) \), we observe that it is indeed the SAFT of \( f(t) \). In this way, we generalize the previously known result of Zayed [107] that links the FrFT to the Fourier Transform.

An alternative decomposition relates the SAFT with the FrFT and the Fresnel transform via the elegant Iwasawa Decomposition,

\[
\Lambda_L = \Lambda_\theta \begin{bmatrix}
     \Gamma & 0 \\
     0 & \Gamma^{-1}
\end{bmatrix} \begin{bmatrix}
     1 & u \\
     0 & 1
\end{bmatrix} , \quad \Gamma = \sqrt{a^2 + c^2}, \quad u = (ab + cd) / \Gamma^2.
\]

Fresnel Transform

In fact, rotation is a special operation of a class of matrices that belong to the special linear group \( \text{SL}_2(\mathbb{R}) \) where,

\[
\text{SL}_2(\mathbb{R}) = \left\{ \Lambda = \begin{bmatrix}
    a_1 & a_2 \\
    a_3 & a_4
\end{bmatrix}, \quad \{a_k\}^4_{k=1} \in \mathbb{R} \quad \text{and} \quad |\Lambda| = 1 \right\}.
\]

With the exception of the Laplace, Gauss and Bargmann transforms in Table 2.3, all other operations can be explained by \( \Lambda_L \in \text{SL}_2(\mathbb{R}) \) which entails that \( ad - bc = 1 \). Since the basis vectors of \( \Lambda_L \) form a parallelogram in \( \mathbb{R}^2 \), its enclosed area must always be unity or the area must be preserved under application of \( \Lambda_L \). This aspect has important consequences in ray optics where \( \Lambda_L \) models paraxial optics [102, 104]. In Figs. 2-5(b), 2-5(c) and 2-5(d) we describe the deformation on \( r \) due to \( \Lambda_S \) for the Fresnel transform (\( \Lambda_S = \Lambda_{Fr} \)), the LCT (\( \Lambda_S = \Lambda_L \)) and the SAFT.

Geometrically, the inverse transform relies on specification of \( \Lambda_{S}^{\text{inv}} \) which undoes the effect of \( \Lambda_S \). For the FrFT, the Fresnel transform and the LCT, the operation is simply the inverse of the matrix, that is \( \Lambda_{S}^{\text{inv}} = \Lambda_S^{-1} \), \( \Lambda_S = \{ \Lambda_{Fr}, \Lambda_{Fr}, \Lambda_L \} \) (cf. Table 2.3). The case of the SAFT is unique because it implements an affine transform as opposed to the usual case of a linear transform (cf. compare Fig. 2-5(b,c) and Fig. 2-5(d)). The presence of an offset \( \lambda = [p \ q]^T \) in (2.14) warrants an adjustment by \( -\Lambda_L^{-1}\lambda \) (2.19) for the SAFT.

\(^3\)We refer to \( M_1 \) and \( M_2 \) as modulation matrices because whenever \( b = 0 \) in (2.14), the SAFT in (2.13) amounts to modulation of the function \( f \).
2.3 Convolution and Product Theorems

Let \( \mathcal{T} : f \rightarrow \hat{f} \) be a unitary, integral operator which maps \( f \) to its transform domain representation \( \hat{f} \). For example, if \( \mathcal{T} \) is the Fourier operator, that is,

\[
\mathcal{T}_{\text{FT}} [f] (\omega) \overset{\text{def}}{=} \hat{f} (\omega) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(t) e^{-j\omega t} \, dt, \tag{2.22}
\]

then \( \hat{f} \) is identified as the frequency domain of \( f \). Furthermore, let * denote the standard convolution operator defined by

\[
(f * g)(t) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(x) g(t-x) \, dx.
\]

It is well known that for some functions \( f \) and \( g \), and \( \mathcal{T} = \mathcal{T}_{\text{FT}} \), we have,

\[
\mathcal{T}_{\text{FT}}[f * g](\omega) = \mathcal{T}_{\text{FT}}[f](\omega) \mathcal{T}_{\text{FT}}[g](\omega). \tag{2.23}
\]

This result is known as the Fourier convolution theorem.

In context of signal processing theory, Almeida first studied the fractional Fourier Transform (FrFT) domain representation of convolution and product operators [108]. Unfortunately, Almeida's formulation did not conform with the classical Fourier convolution–multiplication property. That is to say, the convolution of functions in time domain did not result in multiplication of their respective FrFT spectrums. As a follow up, Zayed formulated the convolution operation for the FrFT which resulted in an elegant convolution–multiplication property in FrFT domain [109]. Recently, Xiang and Qin [110] introduced a new convolution operation that is more suitable for the SAFT and by which the SAFT of the convolution of two functions is the product of their SAFTs and a phase factor. However, their convolution structure does not work well with the inverse transform in so far as the inverse transform of the product of two functions is not equal to the convolution of the transforms.

In this section we introduce a new convolution operation that works well with both the SAFT and its inverse leading to an analogue of the convolution and product formulas for the Fourier transform. Furthermore, we introduce a second convolution operation that leads to the elimination of the phase factor in the convolution formula obtained in [110]. Later, these properties will be used in the context of sampling theory as convolution structures allow us to define filtering operations and low-pass projections in the SAFT domain.

Before we define the convolution operation in the SAFT domain, let us introduce the chirp modulation operation.

Definition 1 (Chirp Modulation). Let \( A = [a_{j,k}] \) be a \( 2 \times 2 \) matrix. We define the modulation function,

\[
m_{A}(t) \overset{\text{def}}{=} \exp \left( \frac{a_{11}}{2a_{12}} t^2 \right). \tag{2.24}
\]

Furthermore, for a given function \( f \), we define its chirp modulated functions associated with the matrix \( A \) as,

\[
\tilde{f}(t) \overset{\text{def}}{=} m_{A}(t) f(t) \quad \text{and} \quad \tilde{f}(t) \overset{\text{def}}{=} m_{A}^{*}(t) f(t), \tag{2.25}
\]
Figure 2-6: Block diagram for SAFT convolution. We use the usual definition of the convolution operation in conjunction with chirp modulation to define the SAFT convolution operation. The gain factor $K_b = K_{A_S}$.

respectively. Note that $\| \hat{f} (t) \|_{L_2}^2 = \| f (t) \|_{L_2}^2$.

For example, let $A = \Lambda_S$, then, we have,

$$\hat{f} (t) = m_{A_S} f (t) = e^{j \frac{\pi^2}{2b}} f (t).$$

For the case when $A = \Lambda_S^{\text{inv}}$, we get, $\hat{f} (t) = m_{A_S^{\text{inv}}} (t) f (t) = e^{-j \frac{\pi^2}{2b}} f (t)$. Next we define the SAFT convolution operator.

**Definition 2 (SAFT Convolution).** Let $*$ denote the usual convolution operator. Given functions $f$ and $g$, the SAFT convolution operator denoted by $*_{A_S}$, is defined as

$$h (t) = (f *_{A_S} g) (t) \overset{\text{def}}{=} K_{A_S} m_{A_S} (t) \left( \hat{f} \ast \hat{g} \right) (t), \quad (2.26)$$

where $\hat{f} (t) = m_{A_S} (t) f (t) \overset{(2.25)}{=} e^{j \frac{\pi^2}{2b}} f (t)$; the same applies to the function $g$.

In Fig. 2-6, we explain the SAFT convolution operation defined in (2.26). Note that the SAFT convolution operation is based on the usual convolution of pre-modulated functions $\hat{f} (t)$ and $\hat{g} (t)$. This operation, also known as chirping, is a standard procedure in optical information processing [111] and analog processing where it is implemented via mixing circuits (cf. Fig. 6(a) in [88]). Similarly, in the field of holography, such operations are used for defining Fresnel transforms (cf. (10) in [90]). Pre- and post-modulations are critical in our context and enforce the convolution-multiplication property. A formal statement of this result is as follows:

**Theorem 2 (SAFT Convolution and Product Theorem).** Let $f$ and $g$ be any two given functions for which the convolution $*_{A_S}$ exists and set,

$$h (t) = (f *_{A_S} g) (t).$$

Furthermore, let $\hat{f}_{A_S} (\omega)$, $\hat{g}_{A_S} (\omega)$ and $\hat{h}_{A_S} (\omega)$ be the SAFT of $f$, $g$ and $h$, respectively. Then we have,

$$h (t) = (f *_{A_S} g) (t) \overset{\text{SAFT}}{\longrightarrow} \hat{h}_{A_S} (\omega) = \Phi_{A_S} (\omega) \hat{f}_{A_S} (\omega) \hat{g}_{A_S} (\omega),$$
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where \( \Phi_{\Lambda_S}(\omega) = e^{i\omega \cdot (dp-bq)} e^{-j\frac{\omega^2}{2b}} \). Moreover, let,
\[
h(t) = \Phi_{\Lambda_S}(t) f(t) g(t) \quad \text{with} \quad \Phi_{\Lambda_S}(t) = e^{j\frac{\omega^2}{2b}} e^{-j\frac{\omega^2}{2b}(ap+bq)},
\]
then, we have \( \hat{h}_{\Lambda_S}(\omega) = K_{\Lambda_S}(\omega) = e^{j\frac{\omega^2}{2b}}(\hat{f} \ast_{\Lambda_S} \hat{g})(\omega) \).

**Proof.** We begin with computing the SAFT of \( h \),
\[
\hat{h}_{\Lambda_S}(\omega) \overset{(2.13)}{=} \langle h(t), \kappa_{\Lambda_S}(t, \omega) \rangle
\]
\[
= \int_R h(t) \kappa^*(t, \omega) \, dt \overset{(2.25)}{=} \int_R \left( K_{\Lambda_S} m_{\Lambda_S}(t) \int_R f(z) \hat{g}(t-z) \, dz \right) \kappa^*(t, \omega) \, dt
\]
\[
= K_{\Lambda_S}^2 \int_R e^{j\frac{\omega^2}{2b}} e^{-j\frac{\omega^2}{2b}(dp-bq)} \left( m_{\Lambda_S}(t) \left( \int_R f(z) \hat{g}(t-z) \, dz \right) \right) \, dt.
\]

In the above development, note that the items in the box cancel one another because \( m_{\Lambda_S}^* m_{\Lambda_S} = 1 \) (see Definition 1). Setting \( t - z = v \) and using (2.25), we obtain an integral of separable form, that is, \( \hat{h}_{\Lambda_S}(\omega) = I_f(\omega) I_g(\omega) \) because,
\[
K_{\Lambda_S}^2 \Phi_{\Lambda_S}(\omega) \int_R \int_R f(x) m_{\Lambda_S}(x) g(v) m_{\Lambda_S}(v) e^{i\frac{\omega^2}{2b}(p-\omega)} \, dx \, dv = I_f(\omega) I_g(\omega) = \hat{h}_{\Lambda_S}(\omega),
\]
where, for a given function \( f \), we define,
\[
I_f(\omega) \overset{\text{def}}{=} K_{\Lambda_S} \sqrt{\Phi_{\Lambda_S}(\omega)} \int_R f(z) m_{\Lambda_S}(z) e^{i\frac{\omega^2}{2b}(p-\omega)} \, dz. \tag{2.28}
\]
Indeed, using (2.28) and (2.13), it is easy to see that,
\[
I_f(\omega) = \sqrt{\Phi_{\Lambda_S}^*(\omega) \Phi_{\Lambda_S}(\omega) \hat{f}_{\Lambda_S}(\omega)} \tag{2.29}
\]
and this result extends to \( I_g(\omega) \) by symmetry. We conclude,
\[
\hat{h}_{\Lambda_S}(\omega) \overset{(2.27)}{=} I_f(\omega) I_g(\omega)
\]
\[
\overset{(2.29)}{=} \sqrt{\Phi_{\Lambda_S}^*(\omega) \Phi_{\Lambda_S}(\omega) \hat{f}_{\Lambda_S}(\omega)} \cdot \sqrt{\Phi_{\Lambda_S}^*(\omega) \Phi_{\Lambda_S}(\omega) \hat{g}_{\Lambda_S}(\omega)}
\]
\[
= \Phi_{\Lambda_S}(\omega) \hat{f}_{\Lambda_S}(\omega) \hat{g}_{\Lambda_S}(\omega)
\]
which is the statement of part I of Theorem 2.
Now we establish the product theorem for the SAFT,

\[ \Phi_{A_s^{\text{inv}}} (t) f (t) \cdot g (t) \xrightarrow{\text{SAFT}} K_{A_s^{\text{inv}}} \left( \hat{f} \ast A_s^{\text{inv}} \hat{g} \right) (\omega). \]

Since the inverse-SAFT is the SAFT of a function with \( \Lambda_S = \Lambda_S^{\text{inv}} \) in (2.19), we have,

\[ h (t) = K_{A_s^{\text{inv}}} K_{A_s} \int_{\mathbb{R}} \hat{h}_{A_s} (\omega) e^{-j\frac{\omega^2 + \omega^2}{2b}} e^{-j\frac{\omega_0 (\omega - \omega_0)}{b}} e^{j\frac{\alpha_{\omega_0} + \beta_{\omega_0}}{b}} d\omega \]

\[ = K_{A_s^{\text{inv}}} K_{A_s}^{\ast} \Phi_{A_s^{\text{inv}}}^{\ast} (t) \int_{\mathbb{R}} \hat{h}_{A_s} (\omega) e^{-j\frac{\omega^2 + \omega^2}{2b}} e^{-j\frac{\omega (\omega - \omega_0)}{b}} d\omega. \]

By setting,

\[ \hat{h}_{A_s} (\omega) = K_{A_s^{\text{inv}}} \left( \hat{f} \ast A_s^{\text{inv}} \hat{g} \right) (\omega) \]

\[ = K_{A_s^{\text{inv}}} K_{A_s}^{\ast} m_{A_s^{\text{inv}}} (\omega) \left( \hat{f} (\omega) \ast \hat{g} (\omega) \right), \]

where, for \( \Lambda_S = \Lambda_S^{\text{inv}} \) (see (2.19)), we have,

\[ m_{A_s^{\text{inv}}} (\cdot) = e^{-j\frac{d^2 (\cdot)^2}{2b}} \text{ and } \hat{f} (\omega) = m_{A_s^{\text{inv}}} (\omega) f (\omega). \]

Upon simplification, we obtain the separable integrals,

\[ h (t) = \left( K_{A_s^{\text{inv}}} K_{A_s}^{\ast} \right)^2 \Phi_{A_s^{\text{inv}}}^{\ast} (t) \int \int \hat{f} (\nu) m_{A_s^{\text{inv}}} (\nu) \hat{g} (\omega - \nu) m_{A_s^{\text{inv}}} (\omega - \nu) d\nu e^{-j\frac{\omega (\omega - \omega_0)}{b}} d\omega \]

\[ = \int \hat{f} (\nu) e^{-j\frac{\omega (\omega - \omega_0)}{b}} d\nu \int \hat{g} (\omega) e^{-j\frac{\omega (\omega - \omega_0)}{b}} d\omega \]

\[ = I_f (t) I_g (t), \]

where,

\[ I_f (t) = K_{A_s^{\text{inv}}} K_{A_s} \sqrt{\Phi_{A_s^{\text{inv}}} (t)} \int \hat{f} (\omega) e^{-j\frac{\omega (\omega - \omega_0)}{b}} d\omega. \]

\[ = \sqrt{\Phi_{A_s^{\text{inv}}} (t)} \Phi_{A_s^{\text{inv}}} (t) f (t). \]

As a result, we have,

\[ h (t) = I_f (t) I_g (t) \]

\[ = \sqrt{\Phi_{A_s^{\text{inv}}} (t)} \Phi_{A_s^{\text{inv}}} (t) f (t) \cdot \sqrt{\Phi_{A_s^{\text{inv}}} (t)} \Phi_{A_s^{\text{inv}}} (t) g (t) \]

\[ = \Phi_{A_s^{\text{inv}}} (t) f (t) g (t) \]

which is the desired result.  
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2.3.1 Comparison and Alternative Results

In this section we compare our results with those of [110]. We show that our approach is not only easier to derive, but also provides more symmetric formulas to implement. Our convolution formula is the same as the one given in [110], both assert that the SAFT of the convolution of two functions is the product of their SAFT and a phase factor given by \( \Phi_{A_5} (\omega) \). But our product formula is different from that in [110] which states that the SAFT of the product of two functions \( f \) and \( g \) is,

\[
(K_{A_5} K_{A_5}^*) \Phi_{A_5}^* (\omega) \left( \hat{f}_{A_5} (\omega) \Phi_{A_5} (\omega) * \hat{g}_{\Lambda_{FT}} \left( \frac{\omega}{b} \right) \right).
\]  

(2.30)

The reason our convolution and product formulas are more symmetric and simpler goes back to our definition of the chirp modulation, see Definition 1, which uses the adaptive matrix \( A_5 \) that accommodates both the forward and backward SAFT.

Furthermore, we will now derive another convolution for SAFT which eliminates the phase factor \( \Phi_{A_5} \) from the convolution formula.

**Definition 3** (Phase-free SAFT Convolution). Let \( f \) and \( g \) be two given functions and \( * \) denote the usual convolution operation. The second SAFT convolution \( * \) is defined by,

\[
h(t) = (f * g)(t) \overset{\text{def}}{=} \sqrt{2} K_{A_5} m_{A_5}^* (t) \left( \hat{f} (\cdot) * \hat{g} (\cdot) \right) (\sqrt{2} t).
\]

In view of this SAFT-convolution, we have the following theorem.

**Theorem 3.** Let \( h(t) = (f * g)(t) \). Then, we have,

\[
\hat{h}_{A_5} (\omega) = \hat{f}_{A_1} \left( \frac{\omega}{\sqrt{2}} \right) \hat{g}_{A_1} \left( \frac{\omega}{\sqrt{2}} \right)
\]

where \( \hat{f}_{A_1} \) denotes the SAFT of \( f \) with respect to the matrix \( A_1 = [A \mid \lambda/\sqrt{2}] \) (cf. (2.14)).

**Proof.** Let \( \Omega_0 = bq - dp \). We have,

\[
\hat{h}_{A_5} (\omega) = \sqrt{2} K_{A_5}^{2} e^{\frac{-na^2}{2b}} \int_{\mathbb{R}} e^{\frac{na^2}{2b}} f(t) e^{\frac{na^2}{2b}} g(\sqrt{2} t - \tau) e^{\frac{na^2}{2b}} (\sqrt{2} t - \tau)^2 \ dt.
\]

Setting \( x = \sqrt{2} t - \tau \) and simplifying the integrals, we obtain,

\[
\hat{h}_{A_5} (\omega) = K_{A_5}^{2} \Phi_{A_5}^* (\omega) \int_{\mathbb{R}} e^{\frac{na^2}{2b}} f(\tau) d\tau \int_{\mathbb{R}} g(x) e^{\frac{na^2}{2b}} (ax^2 + 2(p - \omega)(x + \tau)/\sqrt{2}) \ dx
\]

\[
= K_{A_5}^{2} \Phi_{A_5}^* (\omega) \int_{\mathbb{R}} e^{\frac{na^2}{2b}} f(\tau) d\tau \int_{\mathbb{R}} g(x) e^{\frac{na^2}{2b}} (ax^2 + 2(p - \omega)\tau/\sqrt{2}) \ dx
\]

\[
= K_{A_5}^{2} \Phi_{A_5}^* (\omega) \int_{\mathbb{R}} e^{\frac{na^2}{2b}} (na^2 + \sqrt{2} p \tau - \sqrt{2} \tau \omega) f(\tau) d\tau \int_{\mathbb{R}} e^{\frac{na^2}{2b}} (ax^2 + \sqrt{2}px - \sqrt{2}x\omega) g(x) dx.
\]

But since,

\[
\Phi_{A_5}^* (\omega) = e^{\frac{1}{2b} \left( 2dq \left( \frac{\omega}{\sqrt{2}} \right) + 2\sqrt{2} \Omega_{0} \frac{\omega}{\sqrt{2}} \right)}
\]
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it follows, that \( \hat{h}_{\Lambda_S}(\omega) = I_f(\omega)I_g(\omega) \), where

\[
I_f(\omega) = K_{\Lambda_S}\int_{\mathbb{R}} e^{\frac{i}{2k}(\frac{\omega^2}{2}+d(\frac{s}{\sqrt{2}}))} f(\tau) d\tau
\]

and similar expression for \( I_g(\omega) \). But it is easy to see that

\[
I_f(\omega) = \hat{f}_{\Lambda_1}(\frac{\omega}{\sqrt{2}}),
\]

and this completes the proof. \(\blacksquare\)

**Relation to Convolution theory of LCTs:** In the special case where \( p = q = 0 \) \( \Leftrightarrow \Lambda_S = \Lambda_{\text{LCT}} \), the SAFT reduces to the LCT and the last convolution theorem takes the simple form

\[
\mathcal{H}_{\text{LCT}}[f \ast g](\omega) = \mathcal{H}_{\text{LCT}}[f](\frac{\omega}{\sqrt{2}}) \mathcal{H}_{\text{LCT}}[g](\frac{\omega}{\sqrt{2}}).
\]

### 2.3.2 Summary of Results

In this section, we introduced two definitions of convolution operation that establish the convolution–product theorem for the Special Affine Fourier Transform (SAFT) introduced by Abe and Sheridan [102, 112]. Our result is quite general in that our convolution–product theorem is applicable to all the listed unitary transformations in Table 2.3. Furthermore, we also presented a product theorem for the SAFT which establishes the fact that the product of functions in time amounts to convolution in SAFT domain. We conclude that our construction of the convolution structure for the SAFT domain establishes the SAFT duality principle, that is, convolution in one domain amounts to multiplication in the transform domain and vice-versa.

### 2.4 Sampling Theory of Smooth Functions

For brevity, several computations and variations that were developed in [113] have been omitted here. For further details on computations involved with the proofs, we refer the reader to [113].

#### 2.4.1 Bandlimited Subspaces of the SAFT

In order to set the ground for sampling of sparse signals in subsequent sections, we begin by developing the sampling theorem for SAFT bandlimited signals. The notion of bandlimitedness has a de facto association with the Fourier domain. Below, we consider a more general definition.

**Definition 4** (Bandlimited Functions). Let \( f \) be a square-integrable function. We say that \( f \) is \( \Omega_m \)-bandlimited and write,

\[
f \in B^{\Lambda_S}_{\Omega_m} \Leftrightarrow f(t) = K_{\Lambda_S}^{\text{inv}} \int_{-\Omega_m}^{+\Omega_m} \hat{f}_{\Lambda_S}(\omega) \kappa_{\Lambda_S}^{\text{inv}}(\omega) d\omega.
\]
With $\Lambda_S = \Lambda_{\text{FT}}$, we obtain the standard case when $f$ is $\Omega_m$–bandlimited in the Fourier domain.

Shannon’s sampling theorem (cf. Theorem 1) is restricted to Fourier transforms. In that case, $\Lambda_S = \Lambda_{\text{FT}}$ and any $f \in B_{\Omega_m}^{\text{AFT}}$ can be uniquely recovered from samples $f(kT), k \in \mathbb{Z}$ provided that $T \leq \pi/\Omega_m$. For bandlimited signals in the SAFT sense, the statement of Shannon’s sampling theorem is follows.

**Theorem 4 (Shannon’s Sampling Theorem for the SAFT Domain).** Let $f$ be an $\Omega_m$–bandlimited function in the SAFT domain, that is, $f \in B_{\Omega_m}^{\Lambda_S}$. Then, we have,

$$f(t) = e^{-j\frac{\pi^2}{2b}} \sum_{n \in \mathbb{Z}} \hat{f}(nT) e^{-jn\frac{t-nT}{b}} \text{sinc}_T(t-nT).$$

(2.31)

A detailed proof of this theorem that is based on reproducing kernel Hilbert spaces is given our [113]. Here, we will briefly outline the key steps. The associated computations will be useful in the context of sampling sparse signals.

It is well known that the sampling theorem for the Fourier domain can be interpreted as an orthogonal projection of $f$ onto the subspace of bandlimited functions [28], $V_{BL}$ in (2.3). Thanks to the projection theorem,

$$\mathcal{P}_{V_{BL}} f = \arg \min_{g \in V_{BL}} \|f-g\|^2_{L_2}, \quad f \in B_{\Omega_m}^{\text{AFT}} \iff f = \mathcal{P}_{V_{BL}} f.$$  

(2.32)

In the spirit of the Fourier domain result, we derived the subspace of bandlimited functions linked with the SAFT domain which take the form of,

$$\phi_n(t) = \frac{e^{-j\frac{\pi^2}{2b}(t-nT)}}{\sqrt{T}} m_{\Lambda_S}(t) m_{\Lambda_S}(nT) \text{sinc}_T(t-nT).$$

(2.33)

The family $\{\phi_n(t)\}_{n \in \mathbb{Z}}$ is an orthonormal basis for the subspace of bandlimited functions in the SAFT domain. Indeed, $\phi_0 \in B_{\Omega_m}^{\Lambda_S}$ with $\Omega_m = \pi b/T$ since,

$$n = 0, \quad \hat{\phi}_{\Lambda_S}(\omega) = \sqrt{T} K_{\Lambda_S} \Phi_{\Lambda_S}^*(\omega) \mathbb{I}_{\text{Bandlimited}}[\omega] \Omega_m = \frac{\pi b}{T}. $$

Let us denote the subspace of bandlimited functions associated with the SAFT domain by,

$$V_{BL}^{\Lambda_S} = \text{span}\{\phi_n(t)\}_{n \in \mathbb{Z}} \equiv \text{span}\left\{\frac{e^{-j\frac{\pi^2}{2b}(t-nT)}}{\sqrt{T}} m_{\Lambda_S}(t) m_{\Lambda_S}(nT) \text{sinc}_T(t-nT)\right\}_{n \in \mathbb{Z}}$$

(2.34)

Thanks to the orthonormality and the bandlimitedness properties, the implication of the projection theorem (cf. (2.32)) is that $f \in B_{\Omega_m}^{\Lambda_S} \iff f = \mathcal{P}_{V_{BL}^{\Lambda_S}} f$ and by developing this further, we obtain,

$$\mathcal{P}_{V_{BL}^{\Lambda_S}} f = \sum_{n \in \mathbb{Z}} \langle f, \phi_n \rangle \phi_n(t)$$

(2.35)

$$= e^{-j\frac{\pi^2}{2b}} \sum_{n \in \mathbb{Z}} f(nT) e^{-jn\frac{t-nT}{b}} \text{sinc}_T(t-nT).$$


As in the classical case, the coefficients $c_n = \langle f, \phi_n \rangle$ are equivalent to low-pass filtering in the SAFT domain followed by uniform sampling. To make this link clear, consider the kernel,

$$
\varphi_{BL} (t) = \frac{1}{\sqrt{T} K_A} m^*_A (t) e^{-\frac{j \pi}{T} T} \text{sinc}_T (-t),
$$

which is the amplitude scaled version of $\phi_0$ and hence $\varphi_{BL} \in B^A_{\Omega_m}$.

$$
\langle f, \phi_n \rangle = \int f(x) \phi^*_n (x) \, dx
$$

$$
= \frac{1}{\sqrt{T}} \int f(x) e^{j \frac{\pi}{T} (x-nT)} m^*_A (x) m^*_A (nT) \text{sinc}_T (x - nT) \, dx
$$

$$
= \frac{m^*_A (nT)}{\sqrt{T}} \int f(x) m_A (x) e^{j \frac{\pi}{T} (x-nT)} \text{sinc}_T (x - nT) \, dx
$$

$$
\overset{(a)}{=} \frac{m^*_A (nT)}{\sqrt{T}} \left( \hat{f} * \bar{g} \right) (t) \bigg|_{t=nT, n \in \mathbb{Z}}
$$

$$
\overset{(b)}{=} \sqrt{T} (f * A \varphi_{BL})(t) \bigg|_{t=nT, n \in \mathbb{Z}}
$$

where in (a) we have used $\bar{g} (t) = e^{-\frac{j \pi}{T} T} \text{sinc}_T (-t)$ and in (b) follows from (2.36). Hence, to conclude, we have,

$$
\langle f, \phi_n \rangle = \sqrt{T} (f * A \varphi_{BL})(t) \bigg|_{t=nT}; \quad \varphi_{BL} (t) = K_A \phi_0 (t).
$$

This equivalence is summarized in Fig. 2-7. Whenever $f \in B^A_{\Omega_m}$, the convolution-product duality in
Theorem 2 implies that the expansion coefficients in (2.35) are indeed the pointwise samples. When \( f \notin \mathcal{B}^A_{\Omega_m} \), the projection \( c_n^\perp = \langle f, \phi_n^\perp \rangle \) is non-zero and corresponds to the out-of-band energy and \( \hat{\phi}_n^\perp(t) \) corresponds to the high-pass filter which is specified by,

\[
\hat{\phi}_A^\perp(\omega) = \sqrt{T} K_A \Phi^\perp_A(\omega) \left( 1 - \frac{2\pi}{\Omega_m} \right) \Omega_m = \frac{\pi b}{T}.
\]

in the SAFT domain.

**Remark 1** (Generalization of Shannon’s Sampling Theory). An immediate consequence of Theorem 4 is that it applies to all the transforms listed in Table 2.3.

The sampling theorems for the Fresnel Transform [89], fractional Fourier transform [107, 114, 38] and the linear canonical transform [100, 101] are all now a straightforward consequence of Theorem 4. For example, the sampling formula for the LCT can be easily obtained from our sampling theorem by setting \( p = 0 \) to yield

\[
\begin{align*}
 f(t) &= e^{-\frac{\pi b t^2}{2T}} \sum_{n \in \mathbb{Z}} \hat{f}(nT) \operatorname{sinc}_T(t - nT). 
\end{align*}
\]

### 2.4.2 Shift-Invariant Subspaces of the SAFT

In view of the sampling formula for the SAFT domain given by (2.31), we would like to approximate a function \( f \in L_2 \) using the shift-invariant model for SAFT domain,

\[
\begin{align*}
 f(t) &= e^{-\frac{\pi b t^2}{2T}} \sum_{n \in \mathbb{Z}} \left( c_n e^{\frac{i \pi b n^2}{2T}} \right) e^{\frac{\pi b}{2T} (t-n)^2} \phi(t-n) \\
 &= e^{-\frac{\pi b t^2}{2T}} \sum_{n \in \mathbb{Z}} \hat{c}_n \hat{\phi}(t-n). 
\end{align*}
\]

This calls for a generalization of the definition of shift-invariant subspaces and the structure of the approximation space that follows is,

\[
V_{\text{SIS}}^A = \text{span}\left\{ \hat{\phi}(t-n) \right\}_{n \in \mathbb{Z}}. 
\]

Since (2.38) can be interpreted as a convolution\(^4\) between a sequence \( \{c_n\} \) and modulated kernel \( \phi \), we will develop two mathematical tools to study the SAFT domain equivalent of Riesz basis condition in (2.5). The first of the two tools is the semi-discrete convolution operator for the SAFT domain.

**Definition 5** (Semi-discrete SAFT Convolution). Let \( \ast \) denote the usual convolution operator. Given a square-summable sequence \( \{c_n\}_{n \in \mathbb{Z}} \) and a function \( g \in L_2 \), the semi-discrete SAFT convolution operator denoted by \( \ast_A^S \), is defined as

\[
h(t) = (c \ast_A^S g)(t) \overset{\text{def}}{=} K_A \Phi_A^S(\omega) \sum_{n \in \mathbb{Z}} \hat{c}_n \hat{g}(t-n) \]

\(^4\)In the sense of the SAFT discussed in Section 2.3.
where \( \hat{g}(t) = m_A(t) g(t) \) (2.25) \( e^{j \frac{\alpha t^2}{2b}} g(t) \); the same applies to the function \( c_n \).

In dealing with sequence representation, we next define a version of the discrete time Fourier transform for the SAFT domain which we will refer to as the discrete time SAFT or DT-SAFT.

**Definition 6 (Discrete Time SAFT (DT-SAFT)).** Let \( \{c_n\}_{n \in \mathbb{Z}} \) be a square-summable sequence. We define the discrete time SAFT of this sequence as,

\[
\hat{C}_{A_S}(\omega) = \sum_{n \in \mathbb{Z}} c_n \kappa_{A_S}^*(n, \omega),
\]

where the kernel \( \kappa_{A_S}^*(n, \omega) \) is defined in (2.16).

Based on the above definition of the DT-SAFT, we next use a result which establishes that semi-discrete convolution between a sequence and a function amounts to multiplication in the SAFT domain. This lemma will later be used for studying Riesz basis condition for the \( \tilde{\varphi} \) to form an admissible generator of \( V_{SIS}^{A_S} \) in (2.39).

**Lemma 1 ([113]).** The SAFT of \( h \) defined in (2.40) is given by,

\[
\hat{h}_{A_S}(\omega) = \Phi_{A_S}(\omega) \hat{C}_{A_S}(\omega) \tilde{\varphi}_{A_S}(\omega)
\]

where, \( \Phi_{A_S}(\omega) = e^{j \frac{\pi}{2} (dp - bq)} e^{-j \frac{\pi}{2} \frac{\alpha}{2b}} \) and \( \hat{C}_{A_S}(\omega) \) is defined in (2.41). Furthermore, \( |\hat{C}_{A_S}(\omega)| \) is a periodic function with period \( 2\pi b \).

By using this Lemma, In the next theorem we give a necessary and sufficient condition for a function \( \varphi(t) \) to be a generator for a shift-invariant space associated with the SAFT domain. This result generalizes the result associated with the Fourier domain and can be extended to several unitary transforms listed in Table 2.3.

**Theorem 5.** Let \( \varphi \in L^2 \) be a kernel of \( V_{SIS}^{A_S} \) in (2.39). Then, \( \tilde{\varphi}(t) \) is a Riesz basis for \( V_{SIS}^{A_S} \) if and only if there are two positive constants such that,

\[
\eta_1^2 \leq \sum_{n \in \mathbb{Z}} |\varphi_{A_S}(\omega - 2\pi bn)|^2 \leq \eta_2^2.
\]

**Proof:** Any \( f \in V_{SIS}^{A_S} \subset L^2 \) can be written as \( f(t) = (c * \varphi_{A_S}) (t) \). By using the result of Lemma 1, we have,

\[
\hat{f}_{A_S}(\omega) = \Phi_{A_S}(\omega) \hat{C}_{A_S}(\omega) \tilde{\varphi}_{A_S}(\omega)
\]

where \( \hat{C}_{A_S}(\omega) \) is the DT-SAFT of the sequence \( \{c_n\}_n \) given in (2.41). Since \( \Phi_{A_S}(\omega) = e^{j \frac{\pi}{2} (dp - bq)} e^{-j \frac{\pi}{2} \frac{\alpha}{2b}} \) (an all-pass transfer function), we have,

\[
|\hat{f}_{A_S}(\omega)|^2 = |\hat{C}_{A_S}(\omega) \tilde{\varphi}_{A_S}(\omega)|^2.
\]

By integrating on both sides, we have,

\[
\left\| \hat{f}_{A_S}(\omega) \right\|_{L^2}^2 = \int |\hat{C}_{A_S}(\omega) \tilde{\varphi}_{A_S}(\omega)|^2 d\omega.
\]

---

5We proved this result in [113]. We will however omit the proof for brevity.
Now since \( \hat{C}_{\Lambda_S}(\omega) = \hat{C}_{\Lambda_S}(\omega + T_b) \), \( T_b = 2\pi b \) (according to Lemma 1), we can further simplify the above integral,

\[
\int_{-\infty}^{+\infty} \left| \hat{C}_{\Lambda_S}(\omega) \hat{\varphi}_{\Lambda_S}(\omega) \right|^2 d\omega = \frac{1}{T_b} \int_0^{T_b} \sum_{k \in \mathbb{Z}} \left| \hat{C}_{\Lambda_S}(\omega + k T_b) \right|^2 \left| \hat{\varphi}_{\Lambda_S}(\omega + k T_b) \right|^2 d\omega
\]

where \( G^\Lambda_{\phi_S}(\omega) \), similar to (2.6), is the Grammian defined for the SAFT of \( \varphi \), that is,

\[
G^\Lambda_{\phi_S}(\omega) = \sum_{k \in \mathbb{Z}} \left| \hat{\varphi}_{\Lambda_S}(\omega + k T_b) \right|^2.
\]

Hence, we conclude that,

\[
\left\| \hat{f}_{\Lambda_S}(\omega) \right\|_{L^2}^2 = \int_0^{T_b} \left| \hat{C}_{\Lambda_S}(\omega) \right|^2 G^\Lambda_{\phi_S}(\omega) d\omega.
\]

Furthermore, note that,

\[
\int_0^{T_b} \left| \hat{C}_{\Lambda_S}(\omega) \right|^2 d\omega = \int_0^{T_b} \sum_{k,l \in \mathbb{Z}} c_k c_l^* \kappa^*_{\Lambda_S}(k,\omega) \kappa_{\Lambda_S}(l,\omega) d\omega
\]

\[
= \frac{1}{K^2_{\Lambda_S}} \int_0^{T_b} \sum_{k,l \in \mathbb{Z}} c_k c_l^* \exp \left( \frac{j}{2b} \left[ a \left( k^2 - l^2 \right) - 2\omega (k - l) + 2p (k - l) \right] \right) d\omega.
\]
The above is further simplified based on the observation that $K_s^2 T_b = 1$ and,

$$\int_0^{2\pi} e^{-j\omega (k-l)} d\omega = b \int_0^{2\pi} e^{-j\nu (k-l)} d\nu = T_b \delta_{k-l}.$$ 

And hence,

$$\| \hat{C}_{s \Lambda} (\omega) \|^2 _{L_2[0,T_b]} = \int_0^{T_b} \left| \hat{C}_{s \Lambda} (\omega) \right|^2 d\omega = \sum_{n \in \mathbb{Z}} |c_n|^2 = \| c \|^2 _{L_2}.$$ 

Since,

$$0 < \eta_1^2 \leq G_{s \Lambda} (\omega) \leq \eta_2^2 < \infty$$

and $\| c \|^2 _{L_2} = \| \tilde{c} \|^2 _{L_2}$, we have,

$$\eta_1^2 \| \hat{C}_{s \Lambda} (\omega) \|^2 _{L_2[0,T_b]} \leq \| \hat{c} \|^2 _{L_2} \leq \eta_2^2 \| c \|^2 _{L_2} = \eta_2^2 \| \hat{C}_{s \Lambda} (\omega) \|^2 _{L_2[0,T_b]}$$

which proves the result. \[\blacksquare\]

For the $L_2$ optimal approximation scheme listed in Table 2.1, the analysis kernel is simply the dual of $\varphi$, which in the context of the SAFT domain is given by,

$$\hat{\varphi}_{s \Lambda} (\omega) = \frac{\hat{\varphi}_{s \Lambda} (\omega)}{G_{s \Lambda} (\omega)} = \frac{\hat{\varphi}_{s \Lambda} (\omega)}{\sum_{k \in \mathbb{Z}} \left| \hat{\varphi}_{s \Lambda} (\omega + kT_b) \right|^2}.$$ 

### 2.4.2.1 Reconstruction with Arbitrary Basis Functions

In many cases of interest and for practical purposes, one is interested in the expansion of some function $f$ (not necessarily SAFT–bandlimited) in terms of some basis functions,

$$\psi (t) = \frac{1}{K_{s \Lambda}} m_{s \Lambda} (t) e^{-j\beta \nu t}$$ (2.44)

which are parameterized by $\nu (t)$. For instance, when $\nu (t) = \mathrm{sinc}_T (t)$, we end up with the approximation space corresponding to SAFT bandlimited functions since $\psi \in B_{W_m}^{s \Lambda}$ (cf. (2.36)). In view of Theorem 5, we assume that the basis functions generated by $\psi$ form a Riesz basis. More precisely, we consider expansions of form,

$$f (t) = e^{-j\beta \nu t} \sum_{k \in \mathbb{Z}} c_k e^{-j\nu (t-k) b} \nu (t-k) \Leftrightarrow \left( c \ast'_{s \Lambda} \psi \right),$$ (2.45)

which generalizes the representation in (2.31). Indeed, for the case of sampling series in SAFT domain, we have $c_k = f (t) |_{t-k, k \in \mathbb{Z}}$ and $\nu = \mathrm{sinc}$. In order to compute the proxy of Shannon's samples, that is
the weights \( \{ c_k \}_k \) relative to the basis functions \( \nu \), we discretize (2.45) and obtain,

\[
f(k) = c_k * \Lambda \left( \frac{1}{K \Lambda} m_{\nu}^* (t) e^{-j \frac{\pi}{b} \nu(t)} \right) \equiv \left( c * \Lambda \psi \right)_k.
\]

(2.46)

Now, assume that there exists a sequence \( \{ \theta_k \} \) such that,

\[
c_k = \left( f(k) * \Lambda \frac{1}{K \Lambda} m_{\nu}^* (k) e^{-j \frac{\pi}{b} \theta_k} \right).
\]

(2.47)

Back substituting weights \( c_k \) from (2.47) in (2.45) results in,

\[
f(t) = e^{-j \frac{\pi}{2b} \theta} \sum_{k \in \mathbb{Z}} f(k) e^{j \frac{\pi}{2b} (m - k)} \left( \theta * \nu \right)(t - k).
\]

(2.48)

Hence the representation of \( f(t) \) in the basis \( \nu(t) \) is equivalent to interpolation of samples of \( f \) with new basis functions

\[
\psi_{new}(t) = \frac{1}{K \Lambda} m_{\nu}^* (t) e^{-j \frac{\pi}{b} (\nu * \theta)(t)},
\]

and therefore,

\[
f(t) \overset{(2.45)}{=} \left( c * \Lambda \psi \right)(t) \Leftrightarrow \left( f * \Lambda \psi_{new} \right)(t).
\]

(2.49)

(2.50)

The relation between the sequence \( \theta \) and the basis functions \( \nu \) is obtained by sampling (2.48),

\[
f(t)|_{t=m} = e^{-j \frac{\pi}{2b} \theta} \sum_{k \in \mathbb{Z}} f(k) e^{j \frac{\pi}{2b} (m - k) \theta} \left( \theta * \nu \right)(m - k),
\]

which amounts to the interpolation condition, that is,

\[
(\theta * \nu)(m - k) = \delta_{m,k} \quad \text{(Interpolation Condition)}
\]

\[
\Rightarrow f(t)|_{t=m} = e^{-j \frac{\pi}{2b} \theta} \sum_{k \in \mathbb{Z}} f(k) e^{j \frac{\pi}{2b} (m - k) \theta} \delta(m - k)
\]

\[
= f(m).
\]

(2.51)

The impulse response of the inverse discrete filter \( \theta \) is related to the basis functions \( \nu \) by a simple Fourier condition,

\[
(\theta * \nu)(m) \overset{(2.51)}{=} \delta_m \Leftrightarrow \hat{\theta} \left( e^{j \omega} \right) \sum_{k \in \mathbb{Z}} \hat{\nu}(\omega + 2\pi k) = 1.
\]

(2.52)

The existence of a stable sequence \( \theta \) is guaranteed because we assume that \( \psi \) (and hence \( \nu \)) generates Riesz basis and hence for all \( \omega \in \mathbb{R}, \sum_{k \in \mathbb{Z}} \hat{\nu}(\omega + 2\pi k) \neq 0 \).

### 2.4.2.2 Application: Fractional Delay Filtering

Fractional Delay Filters (FDF) have found applications in a wide range of problems linked with signal processing [115, 116]. The FDF problem can be described as follows: Given samples of some finite-energy signal \( f(t) \), how can one estimate the samples of \( \tau \)-delayed version of \( f \), that is \( f^\tau(nT) \overset{\text{def}}{=}
\(f(t - \tau) \mid_{t=nT}, n \in \mathbb{Z}, \tau \in [0, T]\)? For the shift–invariant subspace model linked with SAFT domain, we have,

\[
f^T(t) \overset{(2.45)}{=} (c \ast_A \psi)(t - \tau) \overset{(2.50)}{=} (f \ast_{A^s} \psi_{\text{new}})(t - \tau). \tag{2.53}
\]

Since the samples of \(f\) are readily available, one option is to set \(\nu = \text{sinc}\) which leads to \(c_k = f(kT), k \in \mathbb{Z}\). Hence, if \(f\) is a SAFT–bandlimited signal, re-sampling \(\tau\)-delayed version of interpolated samples of \(f\) leads to desired solution. That said, infinite support and slow–decay of the sinc filter make this solution impractical for cases when finite number of samples are available or \(f\) is not strictly bandlimited. For this purpose, we model \(f\) as a shift–invariant signal in SAFT–domain (2.45). Consequently, we propose to estimate,

\[
f^T(mT) = (c \ast_A \psi)(mT - \tau) \approx f(mT - \tau), m \in \mathbb{Z}.
\]

This is a three step procedure:

1. Once we set \(\nu(t)\) and hence, \(\psi(t)\) in (2.44), we compute the inverse discrete filter \(\vartheta\).
2. Starting with samples \(f(mT)\), we compute \(c_m\) using (2.47).
3. Then, we compute \((c \ast_A \psi)(mT - \tau)\) to estimate delayed signal, \(f(mT - \tau)\).

The sequence of operations is summarized as follows,

\[
f(mT) \rightarrow \vartheta \overset{(2.47)}{\rightarrow} c \rightarrow \psi(mT - \tau) \overset{(2.53)}{\rightarrow} (c \ast_A \psi)(mT - \tau).
\]

Next, we present an example of FDF in SAFT domain.

**Design Example: Power Cosine Filters for FDF in SAFT domain**

Let \(\psi(t)\) be defined in (2.44) and,

\[
\nu(t) = \left(\frac{2}{3}\right) \cos\left(\frac{\pi t}{4}\right) \mathbb{1}_{[-2,+2]}(t). \tag{2.54}
\]

Let \(\hat{\nu}(\omega)\) be for the Fourier Transform of \(\nu(t)\). The SAFT of \(\psi\) is given by,

\[
\hat{\psi}_A(\omega) = e^{i\left(\frac{a_0^2}{2\nu} + \frac{b_0 \nu}{b} \omega\right)} \hat{\nu}\left(\frac{\omega}{b}\right).
\]

For a unique, stable representation of \(f\) in shift–invariant subspace, generated by \(\psi\), to exist, the basis functions must form a Riesz basis for SAFT (see Theorem 5). To that end, we must show that,

\[
G^A_A(\omega) = \sum_{k \in \mathbb{Z}} \left|\hat{\psi}_A(\omega + kT_b)\right|^2 = \sum_{k \in \mathbb{Z}} \left| \hat{\nu}\left(\frac{\omega}{b} + 2\pi k\right) \right|^2
\]

is bounded from below and above. This is indeed the case. Notice that \(\hat{\nu}(\omega) = \sum_{|k| \leq 2} \rho_k \text{sinc}(2\omega - k\pi)\) with \(\rho_k = 4 / (2 + k)!(2 - k)!\). Let \(G_{\nu}(\omega) = \sum_{k} |\hat{\nu}(\omega + 2\pi k)|^2\). Since \(G_{\nu}(\omega)\) is an even symmetric, periodic function, to prove that \(G_{\nu} > 0\) (compare (2.5)), it suffices to show that \(\forall \omega \in [0, \pi], \rho_k^* = \frac{\rho_k}{2} \geq 0\) for all \(k \leq 2\). Thus, for all \(\omega \in [0, \pi]\), the Riesz property holds.

Next, we present an example of FDF in SAFT domain.
inf G_\nu > 0 or equivalently,
\[
\eta_1^\nu = \inf_{\omega} \left( |\hat{\nu}(\omega)|^2 + |\hat{\nu}(\omega - 2\pi)|^2 \right), \quad \forall \omega \in [0, \pi].
\]

Now since \(\hat{\nu}(\omega)\) is a monotonically decreasing function on \([0, \pi]\) and for \(\omega = \pi, \sin(2(\omega + 2\pi m) - k\pi) = 0, \forall m \in \mathbb{Z} - \{1\}\), we deduce that \(\inf_{\omega} G_\nu\) occurs at \(\omega = \pi\). As a result, we have, \(\eta_1^\nu = G_\nu(\pi) = 2\left(\frac{(2\pi)^2}{\pi}\right)^2\). Using similar argument, we conclude that \(\eta_2^\nu = \sup_{\omega} G_\nu(\omega)\) is computed at \(\omega = 0\) which results in \(\eta_2^\nu = 1\).

In order to compute the inverse discrete filter \(\theta\), we use the previously developed property in (2.52). With \(\nu(k) = \frac{1}{6}(\delta_{k-1} + 4\delta_k + \delta_{k+1}), k \in \mathbb{Z}\), the transfer function of the filter \(\theta\) results in,
\[
\theta(e^{j\omega}) = \frac{6}{e^{j\omega} + 4 + e^{-j\omega}}.
\]

Similar to the cubic spline [116], the impulse response of such a filter is given by,
\[
\theta_k = -\left(\frac{6\mu}{1 - \mu^2}\right)\mu^{|k|}, k \in \mathbb{Z} \text{ with } \mu = \sqrt{3} - 2.
\]

Unlike most prevalent approaches in literature which discuss finite impulse response filters or FIR filters (cf. [115]), note that our design is pivoted around infinite response filters or IIR filters.

**Experimental Verification** For experimental verification, we assume uniform samples \(\{g_{\text{sig}}(kT)\}_k\) of a truncated harmonic signal,
\[
g_{\text{sig}}(t) = \begin{cases} 
  e^{-j\left(\frac{a_0}{\omega_0}x^2 + \frac{b_0}{\omega_0}x\right)} \sum_{m=1}^{m=3} \alpha_k \cos(2\pi \omega_k t) & \text{if } t \in [-2.6180, 2.6120] \\
  0 & \text{otherwise}
\end{cases}
\]
with weight vector \(\alpha = [35, 18, 10]\) and frequency vector \(\omega = [0.77, 0.31, 0.25]\). This represents a common place practical example where finitely many samples of a signal are given (such as an audio signal). The SAFT parameter vector for the experiment is chosen to be \([a_0, b_0, c_0, d_0, p_0, q_0] = [7, 2, 0, 6, 0.3143, 2.5, 1]\) which verifies \(ad - bc = 1\) in (2.15) and the sampling rate is set to be \(T = \pi b_0/60\). This sampling rate is not set according to the sampling theorem for the SAFT because \(g_{\text{sig}}\) is non-bandlimited. Instead, the sampling rate is to be considered in the spirit of approximation theory in that the truncated signal \(g_{\text{sig}} \in L_2(\mathbb{R})\) and we would like to approximate \(g_{\text{sig}}\) from its samples [26]. Note that as \(T \to 0\), the approximation error between \(g_{\text{sig}}\) and its approximation shrinks to zero. For details on this topic, we refer to the work of Blu and Unser [26].

In the context of FDF, using (2.53), we estimate the samples \(g^\tau(kT)\) of the function \(g_{\text{sig}}^\tau(t) = g_{\text{sig}}(t - \tau)\) for \(\tau = mT/10, m = 1, \ldots, 5\). We compare the shift--invariant model for SAFT domain with the traditional Shannon's sampling series for SAFT (\(\nu = \text{sinc}, \theta[k] = \delta_k\)). As before, [38], the metric for
Figure 2-8: Fractional Delay Filtering of signals in SAFT domain using the shift–invariant signal model. We show equidistant samples of the real part of the signal $g_{\text{sig}}(t)$. The signal is characterized by coefficient and frequency vectors $\alpha$ and $\omega$ taking values $[35, 18, 10]$ and $[0.77, 0.31, 0.25]$, respectively. The SAFT parameter vector is set to be $[a_0, b_0, c_0, d_0, p_0, q_0]$ taking values $[7, 2, 0.6, 0.3, 1.43, 2.5, 1]$, respectively. We use power cosine function $\nu(t) = \left( \frac{2}{3} \right) \cos^4 \left( \frac{\pi t}{4} \right) \cdot \Gamma_{L-2,3} (t)$ as the generator of shift–invariant subspace, we estimate the $\tau$–delayed samples $g^\tau(kT)$, $k \in \mathbb{Z}$ and compare it with the analytical samples $g^\tau_{\text{sig}}(kT)$, $k \in \mathbb{Z}$. Given $g^\tau_{\text{sig}}(kT)$, the choice $\tau = 0$ amounts to reconstruction/interpolation the signal (see (2.45, 2.50). For other choices of $\tau = 0.1T, 0.3T$ and $0.5T$, we reconstruct shifted versions of the $g_{\text{sig}}(t)$. (Inset) Comparison between shift–invariant model for SAFT using $\nu$ in (2.54) and the classical Shannon's sampling method using $\nu = \text{sinc}$. The comparison metric is chosen to be peak–signal–to–noise ratio. The shift–invariant model for SAFT proves to be a better solution.

measuring distortion is set to be peak–signal–to–noise ratio (PSNR),

$$\text{PSNR} = 10 \log_{10} \left( \frac{\max \left\{ \left| g^\tau_{\text{sig}}(kT) \right|^2 \right\}}{\mathbb{E} \left\{ \left| g^\tau(kT) - g^\tau_{\text{sig}}(kT) \right|^2 \right\}} \right), \quad \text{(in dB)}$$

where $\mathbb{E}\{\cdot\}$ is the usual expectation operator. Figure 2-8 summarizes the result of experimentation. For several choices of $\tau \in [0, T]$, the shift–invariant model for SAFT outperforms the traditional method of filtering. This is because shift-invariant subspaces encompass a larger class of functions as compared to subspace of bandlimited functions. Now since $g_{\text{sig}}$ is non-bandlimited in the SAFT domain, it still holds that $g_{\text{sig}} \in L^2(\mathbb{R})$ in which case shift-invariant model for the SAFT domain is applicable.
2.5 Sampling and Super-resolution of Sparse Signals

In this section, we revisit the signal models described in Section 2.1.2. In view of the model in (2.8), we will be working with kernel or pulse $\varphi$. When $\varphi$ is bandlimited in the Fourier domain, the super-resolution problem boils down to estimating $\{c_k\}$'s and $\{t_k\}$'s from measurements $y(nT), T > 0$ of,

$$y(t) = \sum_{k=0}^{K-1} c_k \varphi(t - t_k).$$

This problem can be restated as that of sampling spikes or sparse functions given a bandlimited sampling kernel, $\varphi$ because of the equivalence in (2.9).

In the previous section, we discussed sampling theory of bandlimited signals in the SAFT domain. By considering sparse signals specified in (2.10) (instead of bandlimited functions), the measurements in context of the SAFT domain amount to,

$$s \rightarrow \varphi \rightarrow s * \mathcal{A}_s \varphi = y \rightarrow \otimes_{\delta_{nT}} y(nT),$$

where $\otimes_{\delta_{nT}}$ denotes the sampling operation or modulation with a $T$-periodic impulse train. As shown in (2.35), whenever $s \in B_{\Omega_m}^\mathcal{A}$, samples $y(nT)$ uniquely characterize $s$ provided that $T \leq \pi b/\Omega_m$.

Next, we turn our attention to the problem of recovering a sparse signal from low-pass projections defined in (2.37). In particular, we will discuss three variations on this theme where low-pass projections are attributed to:

1) Arbitrary, bandlimited sampling kernels.
2) Smooth, time-limited sampling kernels.
3) Gabor functions associated with the SAFT domain.

The first two results rely on the architecture of (2.55). The last result generalizes the recent work of Aubel et al. [117] and can be extended to the case of phase-retrieval [118, 119, 120] and wavelets.

Since sparse signals are time-limited, their periodic extension allows for a Fourier series representation. That said, the basis functions of the SAFT kernel are aperiodic. As a result, before discussing the recovery of sparse signals, we introduce mathematical tools that allow for Fourier series-like representation of time-limited signals.

2.5.0.1 Special Affine Fourier Series (SAFS)

It is well known that the family of functions $\{e^{j\omega_0 t}\}_{k \in \mathbb{Z}}$, with fundamental harmonic $\omega_0 = 2\pi/T_h$, constitutes an orthonormal basis of $L^2([-\pi/T_h, \pi/T_h])$. These basis functions are used for representing $T_h$-periodic functions. Let $\mathcal{V}_{\mathcal{FS}} = \text{span}\{e^{j\omega_0 t}\}_{k \in \mathbb{Z}}$. Due to the orthonormality and completeness properties, it follows that, for every $f(t) = f(t + T_h)$,

$$\mathcal{N}_{\mathcal{FS}} f = \sum_{n \in \mathbb{Z}} c_n e^{j\omega_0 t}, \quad c_n = \langle f, e^{j\omega_0 t} \rangle.$$

(2.56)
Inspired by the Fourier series representation, here, we develop a parallel for the SAFT domain which is useful for the task of representing time-limited signals including sparse signals.

In order to determine the basis functions associated with the Special Affine Fourier Series or the SAFS, we first identify the candidate functions and then enforce the orthonormality property. Note that a spike at frequency \( \omega = n\omega_0 \) in the SAFT domain results in the time domain function

\[
\delta (\omega - n\omega_0) \cdot \kappa_{\text{AS}}^\text{inv}(\omega, t) \approx \kappa_{\text{AS}}^\text{inv}(n\omega_0, t). \tag{2.57}
\]

With the above as our prototype basis function, we would like to represent a time-limited signal \( s(t) \), \( t \in [0, T_h) \) as

\[
s(t) = \sum_{n \in \mathbb{Z}} \hat{s}_{\text{AS}}[n] \kappa_{\text{AS}}^\text{inv}(n\omega_0, t), \tag{2.58}
\]

which mimics (2.56), and where the SAFS coefficients are

\[
\hat{s}_{\text{AS}}[n] = \langle s, \kappa_{\text{AS}}(\cdot, n\omega_0) \rangle_{[0, T_h]}.
\]

To enable a representation in the form (2.59), we enforce orthogonality on the candidate basis functions,

\[
\langle \kappa_{\text{AS}}(t, n\omega_0), \kappa_{\text{AS}}^\text{inv}(k\omega_0, t) \rangle_{[0, T_h]} = I_{\omega_0} = w_0 \delta_{n-k},
\]

for an appropriate \( w_0 \). Computing the inner-product explicitly yields,

\[
I_{\omega_0} = \left| K_{\text{AS}} \right|^2 \mu \int_0^{T_h} e^{\frac{j\omega_0(k-n)}{b}t} dt
\]

\[
= \left| K_{\text{AS}} \right|^2 \left\{ \begin{array}{ll}
T_h & k = n, \\
-\mu^{-1} & k \neq n,
\end{array} \right.
\]

where for brevity we denoted,

\[
\mu = \left( e^{-j\frac{(k-n)\omega_0}{2b}}(2bq + d\omega_0(k+n) - 2d) \right).
\]

Therefore, the orthogonality property will hold, if,

\[
1 - e^{-j\frac{\omega_0 T_h}{b}(k-n)} = 0 \Leftrightarrow \omega_0 = 2\pi b/T_h.
\]

In the above, \( w_0 = T_h K_{\text{AS}}^2 \) is the scaling constant which orthonormalizes the basis functions and we assume that \( 1/\sqrt{w_0} \) is absorbed into the definition of the SAFS basis functions, \( \{ \kappa_{\text{AS}}^\text{inv}(n\omega_0, t) \}_{n \in \mathbb{Z}} \). We consolidate our result in the following definition.

**Definition 7 (Special Affine Fourier Series).** Let \( s \) be a time-limited signal supported on the interval \([0, T_h)\). The Special Affine Fourier Series representation of \( s \) is defined in (2.58) and (2.59) where \( \omega_0 = 2\pi b/T_h \).

In case of \( \Lambda_{\text{S}} = \Lambda_{\text{FT}} \), the SAFS reduces to the Fourier series. To see this, let us substitute the
parameters of $A_{FT}$, from Table 2.3, in $A_S$. Then, we have, $\kappa^*_A (n \omega_0, t) = e^{j n \omega_0 t}$ which are indeed the basis functions for the Fourier Series (upto a constant, $K_A$). Similarly, with $A_S = \Lambda_0$, the SAFS reduces to Fractional Fourier series (cf. (10) in [121]).

Based on the definition of the SAFS for time-limited functions, we now develop an alternative representation of sparse signals defined in (2.10) that are supported on the interval $T_h = \left| \max_{k=0}^{K-1} k - \min_{k=0}^{K-1} k \right|$.

For periodic signals, $T_h$ can be interpreted as the length of the circle shown in Fig. 2-2.

With $T_h$ above and $\epsilon > 0$, we compute the SAFS coefficients,

\[
\hat{s}_A [n] = \left\langle s, \kappa_A (t, n \omega_0) \right\rangle = \int_{\epsilon}^{1 + T_h} s (t) \kappa^*_A (t, n \omega_0) dt
\]

\[
= \sum_{k=0}^{K-1} c_k \kappa^*_A (t_k, n \omega_0), \quad \omega_0 = 2 \pi b / T_h.
\]

From (2.58) we obtain the SAFT series,

\[
s (t) = \sum_{n \in \mathbb{Z}} \sum_{k=0}^{K-1} c_k \kappa^*_A (t_k, n \omega_0) \kappa^*_A (n \omega_0, t).
\]

Using (2.16) we have,

\[
\kappa^*_A (t_k, n \omega_0) \Rightarrow (2.16) e^{-jQ(t-k)} e^{-j \frac{\omega_0}{b} (t-t_k)}
\]

where $Q(t)$ is a quadratic polynomial,

\[
Q (t) \equiv \frac{\alpha t^2 + 2 \beta t}{2b}.
\]

Substituting into (2.61) leads to,

\[
s (t) = e^{-jQ(t)} \sum_{n \in \mathbb{Z}} \sum_{k=0}^{K-1} c_k e^{jQ(t_k)} e^{-j \frac{\omega_0}{b} n k} e^{j \frac{\omega_0}{b} n t}
\]

\[
= e^{-jQ(t)} \sum_{n \in \mathbb{Z}} \hat{h} [n] e^{j \frac{\omega_0}{b} n t} = e^{-jQ(t)} \hat{h} (t),
\]

where $\hat{h} [n]$ is a sum of complex exponentials:

\[
\hat{h} [n] = \sum_{k=0}^{K-1} c_k e^{jQ(t_k)} e^{-j \frac{\omega_0}{b} t_k} = \sum_{k=0}^{K-1} c_k w_k^n.
\]
By arranging (2.64), we may rewrite,

$$s(t) e^{-jQ(t)} h(t) = \sum_{n \in \mathbb{Z}} \widehat{h}[n] e^{j2\pi nt} \equiv h(t),$$

with $\widehat{h}[n]$ given in (2.65). We have thus shown that a modulated version of the sparse signal $s(t)$ is equivalent to another sparse signal,

$$h(t) = \sum_{n \in \mathbb{Z}} \sum_{k=0}^{K-1} c'_k \delta(t - t'_k - nT)$$

where unknowns $\{c'_k, t'_k\}_{k=0}^{K-1}$ of $h(t)$ are related to the unknowns of the sparse signal we seek to recover

$$c'_k = c_k e^{jQ(t_k)} \quad \text{and} \quad t'_k = t_k.$$

Due to this link between $s(t)$ in (2.10) and $h(t)$ in (2.67), their Fourier series coefficients are also related to one another as in (2.66). We formally state this result as a theorem.

**Theorem 6 (SAFS of Sparse Signals).** Let $s(t)$ be the sparse signal defined in (2.10). Then, the Special Affine Fourier Series representation of $s(t)$ is given by,

$$s(t) = e^{-jQ(t)} \sum_{n \in \mathbb{Z}} \widehat{h}[n] e^{j\omega_0 n t / b},$$

where $\widehat{h}[n] = \sum_{k=0}^{K-1} c_k e^{jQ(t_k)} e^{-j\omega_0 n t_k}$ and $Q(t)$ is defined in (2.63).

This re-parameterization of the sparse signal $s(t)$ in form of the Fourier series coefficients of $h(t)$ is key to studying sparse sampling theorems in the SAFT domain.

### 2.5.0.2 Sparse Signals and Arbitrary Bandlimited Kernels

Consider the setting in which the sampling kernel $\varphi = \varphi_{BL}(t)$ (2.36). In this case, the low-pass filtered measurements are given by $y(t) = (s * A_\varphi \varphi_{BL})(t)$. The measurements can be expressed in terms of low-pass, orthogonal projections (2.37) as given in the following proposition.

**Proposition 1 (Bandlimited Case).** Let $s$ be the sparse signal defined in (2.10) and the bandlimited sampling kernel $\varphi_{BL}(t)$ be defined in (2.36). Then, the measurements simplify to

$$y(t) = \sqrt{T} e^{-jQ(t)} \sum_{|m| \leq M} \widehat{h}[m] e^{j\omega_0 m t / b}, \quad M = \left\lceil \frac{T_\varphi}{2^{p}} \right\rceil,$$

where $Q$ is defined in (2.63) and $\widehat{h}[n]$ is defined in (2.65).

**Proof:** Here, we will prove a more general result. Let $\psi$ be an arbitrary function with a well defined Fourier transform and let $\varphi(t) = \left(T K_{A_\varphi}^2 \right)^{-1/2} m_{A_\varphi}(t) e^{-j\frac{\omega_0}{b} t} \psi(t)$. By using the definition of the
SAFT-convolution (2.26), we have
\[
y(t) = K_{\Delta_5} m_{\Delta_5}^\ast (t) \left( \hat{s} \ast \hat{\varphi} \right)(t)
\]
\[
\begin{align*}
(a) & \quad = \frac{1}{\sqrt{T}} m_{\Delta_5}^\ast (t) \left( e^{j \frac{\pi}{T} \varphi_{LP} (t)} + e^{j \frac{\pi}{T} \psi (t)} \right) \\
(b) & \quad = \frac{1}{\sqrt{T}} m_{\Delta_5}^\ast (t) e^{j \frac{\pi}{T} \varphi (t)} (h(t) \ast \psi (t)) \\
(c) & \quad = \frac{1}{\sqrt{T}} e^{-j Q(t)} \sum_{m \in \mathbb{Z}} \hat{h}_m \hat{\psi} \left( \frac{\omega_m}{b} \right) e^{j \frac{\omega_m}{b} t},
\end{align*}
\] (2.69)

where (a) is due to (2.26), (b) is due to invariance of complex exponentials under convolution operation (eigen-function property) and (c) is because \( h \) is a \( T_h \)-periodic function (2.67). Here, \( y(t) \) is completely characterized by the Fourier series coefficients of \( h \) and \( \psi \). With \( \psi(t) = \text{sinc}_T(t) \), we have,
\[
\hat{\psi}(\omega) = T \mathbb{1}_{[-\frac{\pi}{T}, \frac{\pi}{T}]}(\omega)
\]
where \( \omega = \omega_0 m / b \) and since \( \hat{\psi}(m \omega_0 \Delta / b) = 0, m > T_h / 2T \), (2.68) holds.

Next, we state the main result linked with sampling of sparse signals in the SAFT domain.

**Theorem 7 (Sparse Sampling with Bandlimited Kernel).** Let \( s(t) \) be a continuous-time, sparse signal (2.10) and let \( \varphi_{LP} \) be the low-pass filter defined in (2.36) with \( T = \pi b / \Omega_m \). Suppose that we observe low-pass filtered samples \( y(nT) = (s \ast \varphi_{LP})(nT), n = 0, \ldots, N - 1 \). Provided that \( K \) and \( \Delta_5 \) are known and \( N \geq T_h / T + 1 \), the low-pass filtered samples \( y(nT), n = 0, \ldots, N - 1 \) are a sufficient characterization of the sparse signal \( s(t) \) in (2.10).

**Proof.** To show that this statement holds, we start with the observation that modulating the low-pass samples results in the Fourier series of the sparse signal in (2.67). More precisely,
\[
g_n = \frac{y(nT)}{\sqrt{T}} e^{j Q(nT)} \sum_{|m| \leq f_c = M} \hat{h}_m e^{j \frac{\omega_m}{b} nT}.
\] (2.70)

Also, from (2.65), the Fourier coefficients \( \hat{h}_m \) are a linear combination of complex exponentials. In vector-matrix notation, we have, \( \mathbf{g} = \mathbf{Vh} \),
\[
\begin{bmatrix}
g_0 \\
g_1 \\
\vdots \\
g_{N-1}
\end{bmatrix} =
\begin{bmatrix}
1 & \cdots & 1 & \cdots & 1 \\
e^{-j \frac{\pi}{T} f_c} & \cdots & 1 & \cdots & e^{j \frac{\pi}{T} f_c} \\
e^{-j \frac{\pi}{T} f_c(N-1)} & \cdots & 1 & \cdots & e^{j \frac{\pi}{T} f_c(N-1)}
\end{bmatrix}
\begin{bmatrix}
\hat{h}_{[-f_c]} \\
\vdots \\
\hat{h}_{[f_c]}
\end{bmatrix} \quad \equiv \quad \mathbf{g} = \mathbf{Vh}
\] (2.71)

From (2.70), we estimate \( \hat{h}_m \) using the inverse Fourier transform, that is, \( \mathbf{h} = \mathbf{V}^\dagger \mathbf{g} \) where \((\cdot)^\dagger\) denotes the matrix pseudo-inverse. A unique solution to this system of equations exists provided that
\[
N \geq 2f_c + 1, \quad f_c = \left\lfloor \frac{T_h}{2T} \right\rfloor.
\] (C67)
Having computed $\hat{h}$, we are now left with the task of estimating $\{c^*, t^*\}$ associated with the sparse signal in (2.67). In spectral estimation theory [67], it is well known that the sum of complex exponentials in (2.65) admits an autoregressive form which allows us to write,

$$\hat{h}[m] + \sum_{k=1}^{K} r[k] \hat{h}[m-k] = 0.$$  \hspace{2cm} (2.72)

The $K$-tap filter defined by $\{r[k]\}$ is known as the *annihilating filter* [67, 69] which is used to estimate the non-linear unknowns $\{t_k^*\}_{k=0}^{K-1}$ provided that $\{t_k^*\}_{k=0}^{K-1}$ are distinct and $\hat{h}[m], m \in [-K, K]$ is known, thus implying,

$$f_c \geq K.$$  \hspace{2cm} (C.68)

By combining conditions (C1) and (C2), we finally obtain,

$$N \geq \frac{T_h}{T} + 1.$$  \hspace{2cm} (2.73)

Whenever (2.73) holds, a recovery procedure from the FRI literature [69, 70] can be directly applied. To this end, (2.73) guarantees that we can estimate the filter $r$ in (2.72) which is then used for constructing a polynomial of degree $K$, $R(z) = \sum_{k=0}^{K} r[k] z^{-k}$. The $K$-roots of this polynomial, that is, $u_k = e^{-\omega_0 \omega k / b}$, encode the information about $\{t_k\}_{k=0}^{K-1}$. Let $\hat{t}_k$ denote the estimate of $t_k$. Then, by factorizing $R(z)$, we estimate the roots $\hat{u}_k$ which is used to estimate $\hat{t}_k = (b/\omega_0) \angle \hat{u}_k$. To determine $\{c_k\}_{k=0}^{K-1}$ in (2.10), we first construct the quadratic polynomial $Q(\hat{t}_k) = (a\hat{t}_k^2 + 2\hat{p}_k) / 2b$. Thereon, we estimate $\hat{c}_k$ by solving the least-squares problem since $c_k$'s in (2.65) linearly depend on known quantities. \hfill $\blacksquare$

### 2.5.0.3 Generalization to Arbitrary Bandlimited Sampling Kernels

For the same recovery condition (cf. (2.73)), our result straight-forwardly generalizes to any arbitrary, bandlimited sampling kernel of the form,

$$\psi \in B_{\Omega_m}^{\Lambda F}, \quad \varphi_{BL}(t) = \frac{1}{\sqrt{T} K_b} m^*_{\Lambda_S}(t) e^{-j \int_{\Omega} \psi \left( \frac{t}{T} \right)} \hspace{2cm} (2.74)$$

provided that $\psi \in B_{\Omega_m}^{\Lambda F}$ and the Fourier transform of $\psi$ does not vanish in the interval $[-\Omega_m, \Omega_m]$. This is a consequence of a generalized version of Proposition 1. Arbitrary bandlimited kernels result in a version of (2.70),

$$g_n = \sum_{|m| \leq f_e} \hat{h}[m] \hat{\psi} \left( \frac{\omega_0 m T}{b} \right) e^{j \frac{\omega_0 m n T}{b}} \leftrightarrow g = V D \hat{h},$$

where $D$ is a diagonal matrix composed of Fourier series coefficients of $\psi$, that is, $\{\hat{\psi}(T \omega_0 m / b)\}_{|m| \leq f_e}$. Given $\psi, \hat{h}$ can be “deconvolved” using $\hat{h} = D^{-1} V^* g$ (cf. Section 2.1.2).

### 2.5.0.4 Special cases of the SAFT domain result

By appropriately selecting the parameter matrix $\Lambda_S$, we can directly derive results for any of the operations described in Table 2.3. Next, we revisit some examples in the literature which are special cases of the SAFT
domain.

**Sparse or FRI Sampling in Fourier Domain**

The FRI sampling result which was derived in context of Fourier domain [69] is a special case of Theorem 7. By setting,

\[ \Lambda_S = \begin{bmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \end{bmatrix} \equiv \Lambda_{FT}, \]

we note that \( Q(t) = 0 \) and \( s(t) = h(t) \) in (2.66). In this case the sampling rate is \( T = \pi/\Omega_m \) and provided that \( N \geq T_h/T + 1 \), the sparse signal can be recovered from low-pass projections in the Fourier domain.

**Sparse Sampling in Fractional Fourier Domain**

Sparse sampling in context of the fractional Fourier domain was discussed in [114]. As above, this is a special case of Theorem 7. By setting,

\[ \Lambda_S = \begin{bmatrix} \cos \theta & \sin \theta & 0 \\ -\sin \theta & \cos \theta & 0 \end{bmatrix} \equiv \Lambda_\theta, \]

we note that \( Q(t) = \frac{T^2}{2} \cot \theta \) and as shown in [114], \( s(t) \) is given by,

\[ s(t) \overset{(2.66)}{=} e^{-j\frac{T^2}{2} \cot \theta} \sum_{n \in \mathbb{Z}} \sum_{k=0}^{K-1} c_k^l u_k^l e^{j\frac{T}{h} n l}, \]

where \( c_k^l = c_k e^{-j\frac{T^2}{2} \cot \theta} \). In this case the sampling rate is \( T = \pi \sin \theta/\Omega_m \) and provided that \( N \geq T_h/T + 1 \), the sparse signal can be recovered from low-pass projections in the Fractional Fourier domain.

**Link with Super-resolution via Convex Programming**

Our work is directly related to recent results on super-resolution based on convex-programming [60]. Let,

\[ \| s \|_{TV} = \sum_{k=0}^{K-1} |c_k| \quad (2.75) \]

denote the TV-norm of the sparse signal \( s \) (2.10). Also note that, \( \| s \|_{TV} = \| h \|_{TV} \). Given sampled measurements \( \{y(nT)\}_{n=0}^{N-1} \) (2.68) we first obtain \( \{g_n\}_{n=0}^{N-1} \) from (2.70). We then estimate \( \hat{h} = V^+ g \). As a result, we may recast our sparse recovery problem as a minimization problem of the form,

\[ \min_h \| h \|_{TV} \text{ with } \left\{ \hat{h}[m] = \int_0^{T_h} h(t) e^{j\omega_0 m t} dt \right\}_{|m| \leq f_c}. \quad (2.76) \]

Theorem 7 assumes knowledge of \( K \)—a proxy for sparsity or the rate of innovation. Accordingly, the sampling criterion (2.73) is based on a counting principle: the kernel bandwidth should be at least equal to the number of unknowns (cf. (C2)). With \( K \) known, in the absence of perturbations, the un-
knowns \( \{ t_k \}_{k=0}^{K-1} \) can be arbitrarily close. In contrast, (2.76) avoids any assumptions on \( K \) but relies on a minimum separation principle [60].

Let \( \mathcal{T}_K = \{ t_k \}_{k=0}^{K-1} \) denote the support of \( s \) and let us define the minimum separation between any two entries of \( \mathcal{T}_K \) by,
\[
\delta_{\text{min}} (\mathcal{T}_K) \overset{\text{def}}{=} \inf_{t_k \neq t_\ell} |t_k - t_\ell|.
\]

We can now repurpose our generalized result in the context of super-resolution [60]. The formal result is as follows.

**Theorem 8** (Exact Recovery based on Minimum Separation Principle). Let \( \mathcal{T}_K = \{ t_k \}_{k=0}^{K-1} \) be the support set of the sparse signal \( s \) and \( f_c = \lfloor T_h / 2T \rfloor \) be the cut-off frequency of the sampling kernel defined in (2.36). If \( \delta_{\text{min}} (\mathcal{T}_K) f_c \geq 2 \) then \( h \) (and hence \( s \)) is a unique solution to (2.16).

The proof of this theorem follows from [60]. Even though our discussion is quite general (due to Table 2.3), extension to [60] comes at no extra cost—the computational complexity and the exact recovery principle remain the same. A similar parallel can be drawn with the work on atomic norms [122].

### 2.5.0.5 Sparse Signals and Smooth Time-limited Kernels

In the previous section, we focused on sampling kernels which were bandlimited (2.74). However, in applications, the sampling kernels may be pulses or echoes that are time-limited [64, 65, 66, 73, 78, 21]. In this case, we can model such a sampling kernel as a SAFS (2.58),
\[
\psi (t) = \sum_{n \in \mathbb{Z}} \hat{\psi}_{A_5} [n] \kappa_{A_5}^\ast (n\omega_0, t), \quad \psi (t) = 0, \ t \notin [0, T_h]
\]
\[
= \sum_{n \in \mathbb{Z}} \hat{\psi}_{A_5} [n] e^{-jQ(t)} \Phi_{A_5} (n\omega_0) e^{j\omega_0 \frac{m}{h} t}, \quad (2.77)
\]
where \( \Phi_{A_5} (\omega) = e^{\frac{\omega^2}{2b}(dp-bq)} e^{-j\frac{d_p^2}{2b}} \) and \( Q(t) \) is defined in (2.63). As usual, the filtered spikes are given by \( y (t) = (s \ast_{A_5} \psi) (t) \). A further simplification of the measurements is due to the following proposition which deals with time-limited kernels.

**Proposition 2** (Time-limited Case). Let \( s \) be the sparse signal defined in (2.10) and the time-limited sampling kernel \( \psi (t) \) be defined in (2.77). Then, the filtered spikes simplify to
\[
y (t) = e^{-jQ(t)} \sum_{m \in \mathbb{Z}} \hat{\psi}_{A_5} [m] \Phi_{A_5} (m\omega_0) e^{j\omega_0 \frac{m}{h} t}, \quad (2.78)
\]
where \( Q \) is defined in (2.63) and \( \hat{h} \) is defined in (2.65).

**Proof:** We will start by developing \( \hat{s} \ast \hat{\psi} \) which appears in the definition of the convolution operator (2.26). Note that,
\[
\hat{s} (t) \overset{(2.66)}{=} e^{-j\frac{b}{h} t} h (t), \quad \text{and} \\
\hat{\psi} (t) \overset{(2.77)}{=} e^{-j\frac{b}{h} t} \sum_{n \in \mathbb{Z}} \hat{\psi}_{A_5} [n] \Phi_{A_5} (n\omega_0) e^{j\omega_0 \frac{n}{h} t}.
\]
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By letting \( \hat{z}[n] \overset{\text{def}}{=} \hat{\psi}_{\mathbf{A}_S}[n] \Phi(n\omega_0) \), we may re-write \( \hat{\psi}(t) \) in terms of Fourier series of \( z(t) \),

\[
\hat{\psi}(t) = e^{-j\phi t} \sum_{n \in \mathbb{Z}} \hat{z}[n] e^{j \frac{n \omega_0}{b} t} = e^{-j\phi t} z(t).
\]

Based on this, we now develop,

\[
(s \ast \hat{\psi})(t) = e^{-j\phi t} h(t) \ast e^{-j\phi t} z(t)
\]

\[
\overset{(a)}{=} e^{-j\phi t} (h \ast z)(t)
\]

\[
\overset{(b)}{=} e^{-j\phi t} T_h \sum_{m \in \mathbb{Z}} \hat{h}[m] \hat{z}[m] e^{j \frac{m \omega_0}{b} t},
\]

where (a) is due to invariance of complex exponentials under convolution operation (eigen-function property) and (b) is due to convolution-product theorem for the Fourier series. For simplicity, let us assume that \( T_h K_{\mathbf{A}_S} = 1 \). Then, we have,

\[
y(t) = K_{\mathbf{A}_S} m_{\mathbf{A}_S}^* (t) e^{-j\phi t} T_h \sum_{m \in \mathbb{Z}} \hat{h}[m] \hat{z}[m] e^{j \frac{m \omega_0}{b} t},
\]

\[
= e^{-jQ(t)} \sum_{m \in \mathbb{Z}} \hat{h}[m] \hat{\psi}_{\mathbf{A}_S}[m] \Phi(m\omega_0) e^{j \frac{m \omega_0}{b} t},
\]

(2.79)

which completes our proof.

In defining \( \psi \) in (2.77), time-limitedness was the only assumed property for developing the SAFS representation. In practice one would expect \( \psi \) to be a bounded, smooth function. From Fourier regularity conditions, we know that a function is bounded and \( N \) times continuously differentiable provided that

\[
\int |\hat{\psi}_{\mathbf{A}_S}(\omega)| \left( 1 + |\omega|^N \right) d\omega < \infty.
\]

In many cases, \( \psi \) is a smooth and compactly supported pulse/function [64, 66, 73]. The next proposition states a sufficient condition for smoothness (or differentiability) of a function \( \psi \) in the SAFT domain.

**Proposition 3.** (Smoothness and Decay) A function \( f \) is bounded and \( N \) times continuously differentiable with bounded derivatives provided that (ignoring constant \( K_{\mathbf{A}_S} \))

\[
\int \left| |L(\omega) + a D^N \hat{f}_{\mathbf{A}_S}(\omega)| \right| d\omega < \infty,
\]

where \( D \) is the usual derivative operator and \( L \) is some linear polynomial. The action of \( |L(\omega) + a D^N| \) on \( \hat{f}_{\mathbf{A}_S} \) should be understood in the operator sense.

**Proof.** In order to prove this result, we begin with the observation,

\[
\left| f^{(k)}(t) \right| = \left| \int F_k(\omega) \kappa_{\mathbf{A}_S}^m(\omega, t) d\omega \right| \leq \int |F_k(\omega)| d\omega < \infty,
\]

(2.80)
where \( F_k(\omega) \), expressed as a function of \( \tilde{f}_{\Lambda_s}(\omega) \), is the SAFT of \( f^{(k)}(t) \) which is yet to be determined. In analogy to the Fourier transform, \( F_k(\omega) \propto (\omega)^k \tilde{f}_{\Lambda_F}(\omega) \). To set up this proof, we will start with defining smooth functions. Let \( f \) be some function with norm defined as \( \forall m, n \in \mathbb{Z}_+ \cup \{0\} \), \( \|f\|_{m,n} = \sup_{t \in \mathbb{R}} |t^m f^{(n)}(t)| \). Then, we say \( f \) is smooth or \( f \in S \) provided that \( \|f\|_{m,n} < \infty \). For functions \( u \) and \( v \) bounded in this norm, integration by parts results in,

\[
\int u^{(1)}(t) v(t) \, dt = - \int u(t) v^{(1)}(t) \, dt. \tag{2.81}
\]

Let \( u(t) \overset{\text{def}}{=} f^{(k)}(t) \) and \( v(r) \overset{\text{def}}{=} \kappa_{\Lambda_s}(r) \) where \( r = [t \omega]^\top \). Also note two useful relations that will be used shortly,

\[
\partial_t v(r) = \beta (p - \omega + at) v(r) \tag{2.82}
\]
\[
\partial_\omega v(r) = \beta ((d\omega - \mu) - t) v(r), \quad \mu \overset{\text{def}}{=} dp - bq, \tag{2.83}
\]

where \( \beta = j/b \). Next, with \( Z_0(\omega) \overset{\text{def}}{=} \tilde{f}_{\Lambda_s}(\omega) \), let us define a sequence of functions \( \{ Z_k \}, k \in \mathbb{Z}_+ \cup \{0\} \),

\[
Z_k(\omega) \overset{\text{def}}{=} \int f^{(k)}(t) v(t, \omega) \, dt \equiv \int f^{(k)}(t) \kappa_{\Lambda_s}(t, \omega) \, dt. \tag{2.84}
\]

Similarly, we also define \( \{ X_k \}, k \in \mathbb{Z}_+ \cup \{0\} \),

\[
X_k(\omega) \overset{\text{def}}{=} \int t f^{(k)}(t) v(t, \omega) \, dt.
\]

Thanks to the sequences \( \{ Z_k, X_k \} \), (2.81) can be reduced to the following recursive form,

\[
Z_{k+1}(\omega) \overset{(2.81)}{=} \beta (\omega - p) Z_k(\omega) - a\beta X_k(\omega). \tag{2.85}
\]

Our result relies on \( Z_k \) and hence, we must eliminate \( X_k \). We do so by observing that,

\[
Z_k^{(1)}(\omega) = \int f^{(k)}(t) \partial_\omega v(t, \omega) \, dt \tag{Replace by (2.83)}
\]
\[
= \int f^{(k)}(t) \beta ((d\omega - \mu) - t) v(t, \omega) \, dt
\]
\[
= \beta (d\omega - \mu) Z_k(\omega) - \beta X_k(\omega). \tag{2.86}
\]

We now solve for \( Z_k \) from the system of equations (2.85), (2.86),

\[
\begin{bmatrix}
Z_{k+1}(\omega) \\
Z_k(\omega)
\end{bmatrix}
= \beta \begin{bmatrix}
\omega - p & -a \\
d\omega - \mu & 1
\end{bmatrix}
\begin{bmatrix}
Z_k(\omega) \\
X_k(\omega)
\end{bmatrix}
\]

which leads to a simple recursive equation,

\[
Z_{k+1}(\omega) = L(\omega) Z_k(\omega) + aZ_k^{(1)}(\omega),
\]
\[
= \left[L(\omega) + aZ_k^{(1)}(\omega) \right] Z_k(\omega)
\]
where \( L(\omega) \) is linear polynomial \( L(\omega) = \beta (\omega c + a\mu - p) \) with \( \mu = dp - bq \) and is completely characterized by \( \Lambda_S \). Now since \( Z_0(\omega) = \hat{f}_{\Lambda_S}(\omega) \), we observe that,

\[
Z_k(\omega) = [L(\omega) + aD]^k \hat{f}_{\Lambda_S}(\omega), \quad Z_0(\omega) = \hat{f}_{\Lambda_S}(\omega)
\]

(2.87)

and by definition (2.84), \( F_k = Z_k \). Back substituting \( Z_k \) in (2.80) proves to the result.

As an example, consider \( N = 1 \). In this case (by using (2.84) and (2.87)), \( \mathcal{G}_{SAFT} : f^{(1)}(t) \rightarrow L(\omega) \hat{f}_{\Lambda_S}(\omega) + aD \hat{f}_{\Lambda_S}(\omega) \). In view of this result,

\[
|\mathcal{D}f(t)| \leq \int |L(\omega) \hat{f}_{\Lambda_S}(\omega) + aD \hat{f}_{\Lambda_S}(\omega)| d\omega
\]

\[
\leq ||L \hat{f}_{\Lambda_S}||_{L_1} + |a||D \hat{f}_{\Lambda_S}||_{L_1} < \infty,
\]

where the last result is due to Minkowski’s inequality. Note that for \( N = 1 \), both \( \hat{f}_{\Lambda_S} \) and \( D \hat{f}_{\Lambda_S} \) should be in \( L_1 \). For the case of the Fourier transform, we have \( a = 0 \) (cf. Table 2.3) and the result collapses to \( |\omega|^N |\hat{f}_{AFT}(\omega)| \).

The smoothness properties of kernels are of significant interest in the context of sampling and approximation theory [26]. While a detailed discussion is beyond the scope of this work, for sparse sampling, Proposition 3 is enough to establish that \( \hat{\psi}_{\Lambda_S} \) decays to zero whenever \( \psi \) is a smooth kernel. Consequently, for some \( f_c = M > 0 \), we have \( \hat{\psi}_{\Lambda_S}[m] = 0, |m| > M \) and therefore, \( M \) dictates the recovery bound for perfect reconstruction of \( s \). Without loss of generality, by setting \( T = 1 \) and,

\[
\hat{\psi}_{\Lambda_S}[m] \overset{\text{Def}}{=} \hat{\psi}_{\Lambda_S}[m] \Phi_{\Lambda_S}(m\omega_0),
\]

the samples take the form of

\[
g_n \overset{(2.78)}{=} \sum_{|m| \leq M} \hat{h}[m] \hat{\psi}_{\Lambda_S}[m] e^{i\omega_0 m n}, n = 0, \ldots, N - 1.
\]

This problem is similar to the one in Section 2.5.0.3 and in view of Theorem 7, perfect recovery is guaranteed provided that \( N \geq 2M + 1 \) with \( M \geq K \).

### 2.5.0.6 Sparse Signals and the Gabor Transform Kernel

Several recent works consider recovery of sparse signals from Gabor transform measurements. Aubel et al. [117] study this problem in the context of super-resolution. Similarly, Matusiak et al. [123] studied the problem of sparse sampling using Gabor frames. Recently, Eldar et al. [118] developed algorithms for recovery of sparse signals in the context of the phase retrieval. Uniqueness guarantees with respect to phase retrieval problem for the Gabor transform were reported by Jaganathan et al. in [124]. In all of these cases, the results were developed for the Fourier domain (\( \Lambda_S = \Lambda_{FT} \)). Here, we generalize the sparse recovery problem to the SAFT domain. For this purpose, we introduce the Gabor transform associated with the SAFT domain together with some basic mathematical properties.

**Definition 8** (Gabor Transform for the SAFT Domain). Let \( f \) be a function with well defined SAFT and...
\( \psi \in L_2 \) be some window. We define the SAFT Gabor transform (SAFT-GT) by,

\[
\widehat{S}_{AS}^{f, \psi} (\tau, \omega) = \int f (t) \psi (t - \tau) \kappa_{AS}^*(t, \omega) \, dt.
\]  

(2.88)

Next, we derive the inversion formula linked with the SAFT domain. Without loss of generality, we assume that \( K_{AS} = 1 \).

**Proposition 4** (Inversion Formula for the SAFT-GT). Let \( f \) be some function with a well defined SAFT and \( \psi_1, \psi_2 \in L_2 \) be window functions. Furthermore, let \( \widehat{S}_{AS}^{f, \psi_1} (\tau, \omega) \) denote the SAFT-GT of \( f \) defined in (2.88). Provided that \( b (\psi_1, \psi_2) = 1 \), the inverse SAFT-GT is defined by,

\[
f (t) = \int \int_{\tau, \omega} \widehat{S}_{AS}^{f, \psi_1} (\tau, \omega) \psi_2 (t - \tau) \kappa_{AS}^*(\omega, t) \, d\omega d\tau.
\]  

(2.89)

**Proof.** Let us assume (2.89) is true. Furthermore, we have,

\[
\left\langle \kappa_{AS}^*(x, \omega), \kappa_{AS}^{\psi_2}(\omega, t) \right\rangle = e^{iQ(x) - Q(t)} \int_{b \delta(x-t)} e^{-jQ(x-t) \omega} \, d\omega.
\]  

(2.90)

Next, we substitute \( \widehat{S}_{AS}^{f, \psi} (\tau, \omega) \) in (2.89) to obtain,

\[
\int \int_{\tau, \omega} f (x) \psi_1 (x - \tau) \psi_2 (x - \tau) \left\langle \kappa_{AS}^*(x, \omega), \kappa_{AS}^{\psi_2}(\omega, t) \right\rangle \, dx d\tau.
\]

Thanks to (2.90), by marginalizing \( \omega \) and then \( x \), the last equation yields \( b f (t) \langle \psi_1, \psi_2 \rangle = I_f \). Setting \( I_f = f \) verifies the result.

In the context of the SAFT-GT, the sparse signal (2.10), or alternatively (2.64), can be represented as,

\[
y (\tau, \omega) = \Phi_{AS}^*(\omega) \sum_{k=0}^{K-1} s_k (t_k - \tau) e^{-j\omega \frac{b}{T_h}}.
\]  

(2.91)

Let \( y' (t, \omega) = y (t, \omega) \Phi (\omega) \) where \( \Phi_{AS} \) is a modulation operation with \( \Phi_{AS} \Phi_{AS}^* = 1 \).

\[
y' (t, \omega) \overset{\text{def}}{=} \sum_{k=0}^{K-1} s_k (t_k - t) e^{-j\omega \frac{b}{T_h}}.
\]  

(2.92)

Since \( \psi \) is a known, smooth window, a finite Fourier series approximation—time scaled by \( b \)—suffices to approximate \( \psi \),

\[
\tilde{\psi}_M (t) \approx \sum_{|m| \leq M} \widehat{\psi}_{AF} (m) \kappa^*_{AF} (t, \omega_0 m / b), \quad \omega_0 = 2\pi b / T_h.
\]
Let $M = f_c$ and assume sampled measurements of the form,

$$y(\tau, \omega)_{\tau=nT}, \ (\tau, \omega) \in [0, N-1] \times [-f_c, f_c].$$

Next, we study the recovery of $s$ in two separate cases:

- **Case 1:** Recovery with a fixed $\omega$.

  By fixing $\omega = \omega_0$ and $\psi \rightarrow \psi_M$,

  $$y(nT, \omega_0) = \Phi_A^* (\omega_0) \sum_{k=0}^{K-1} c_k e^{-j\frac{\omega_0}{\omega} t_k} \psi_M (t_k - nT)$$

  where the weights reflect the effect of the SAFT, $\hat{c}_k \triangleq c_k e^{-j\frac{\omega_0}{\omega} t_k} = c_k e^Q(t_k)e^{-j\frac{\omega_0}{\omega} t_k}$. Finally, note that this is the classical sparse sampling problem (cf. compare (2.8)),

  $$y'(nT, \omega_0) = \sum_{k=0}^{K-1} \hat{c}_k \psi_M ^* (nT - t_k)$$

  where $\psi_M ^* = \psi_M (-\cdot)$ and the result of Section 2.5.0.3 can be directly extended to the case at hand. Provided that $f_c = M \geq K$ and $N \geq 2M + 1$, perfect recovery is guaranteed.

- **Case 2:** Recovery using both $(\tau, \omega)$.

  From (2.92) and $\psi_M \approx \psi$, we have,

  $$y'(nT, \ell \omega_0) = \sum_{k=0}^{K-1} c_k \sum_{|m| \leq M} \hat{\psi}_{\LambdaFT} [m] e^{j\frac{t_k}{\epsilon}(m\omega_0 - \ell \omega_0)} e^{-j\frac{m\omega_0}{\omega} nT}$$

  $$= \sum_{|m| \leq M} \hat{y}_m, e^{-j\frac{m\omega_0}{\omega} nT}$$

  where,

  $$\hat{y}_m \triangleq \sum_{k=0}^{K-1} \hat{\psi}_{\LambdaFT} [m] c_k e^{j\frac{t_k}{\epsilon}(m\omega_0 - \ell \omega_0)}$$

  This development is the standard form (with regards to the Fourier domain) and the results in [117] can be extended to solve for (2.93). For a Gaussian window function, the exact recovery principle based on minimum separation condition is discussed in [117] (cf. Theorem 11) and applies to (2.93).
The Unlimited Sensing Framework

3.1 Introduction and Overview

There is no doubt that Shannon's sampling theorem is one of the cornerstone results in signal processing, communications and approximation theory. An informal statement of this theorem is that any function with compactly supported Fourier domain representation can be uniquely represented from a set of equidistant points taken on the function. The spacing between the points—the sampling rate—is a function of the bandwidth. In the last few decades, the field has grown far and wide [125, 126, 27, 127] and a number of elegant extensions have been reported. These extensions relate to (but not limited to) shift-invariant subspaces [31, 26, 32, 35], union of subspaces [128, 129], sparse signals [69, 70, 130], phase space representations [38], spectrum blind sampling [131] and operator sampling [132, 133]. Broadly speaking and in most cases, the variation on the theme of sampling theory arises from the diversity along the time-dimension. For example, sparsity vs. smoothness and uniform vs. non-uniform grid are attributes based on the time dimension. A variation on the hypothesis linked with any of these attributes leads to a new sampling theorem. Here, we take a different approach and discuss a hypotheses based on the amplitude-dimension.

Almost all forms of data are captured using digital sensors or analog-to-digital converters (ADCs) which are inherently limited by dynamic range. Consequently, whenever a physical signal exceeds the maximum recordable voltage, the digital sensor saturates and results in clipped measurements. For example, a camera pointed towards the sun leads to an all-white photograph. Similarly, in scientific imaging systems such as ultrasound, terahertz, spectroscopic, radar and seismic imaging, strong reflections or pulse echoes blind the sensor. In communication systems, clipping results in performance degradation. In
context of music, clipped sound results in high frequency artifacts.

Motivated by a variety of applications, a natural question that arises is: Can we capture a signal with arbitrary dynamic range?

In this work, we introduce the Unlimited Sensing framework which is a novel, non-linear sensing architecture that allows for recovery of an arbitrarily high dynamic range, continuous-time signal from its low dynamic range, digital measurements or “samples”. Our work is based on a radically different ADC design, which allows for the ADC to reset rather than to saturate, thus producing modulo or folded samples. In analogy to the Shannon-Nyquist sampling theorem, an open problem that remains is: Given such modulo samples of a bandlimited function, how can the original signal be recovered and what is the Nyquist rate for perfect recovery? In the first part of this work, we discuss a recovery guarantee which, remarkably, is independent of the maximum recordable ADC voltage. Our theory is complemented with a stable recovery algorithm. Moving further, we reinterpret the unlimited sensing framework as a generalized linear model and discuss the recovery of structured signals such as continuous-time sparse signals and sparse sinusoidal mixtures.

This new sensing paradigm that is based on a co-design of hardware and algorithms leads to several interesting future research directions. On the theoretical front, a fundamental interplay of sampling theory and inverse problems raises new standalone questions. On the practical front, the benefits of a new way to sense the world (without dynamic range limitations) are clearly visible. We conclude this chapter with a discussion on future directions and relevant applications.

3.1.1 Shannon’s Sampling Theory and a Practical Bottleneck

From a practical standpoint, Shannon’s sampling theorem (cf. Theorem 1) is implemented using so-called analog-to-digital converter (or the ADC) which is used to obtain point-wise samples of the function. This where the topic of quantization finds its way to the sampling theory. Quantization, in context of sampling theory of band-limited signals, is a mature topic which is fairly well understood. That said, one bottleneck that inhibits the functionality of an ADC is its dynamic range—the maximum recordable voltage range $[-\lambda, \lambda]$. Whenever a signal crosses this threshold, the ADC saturates and the resulting signal is clipped. This is shown in Fig. 3-1-(a).

The issue of clipping is a serious problem and manifests as non-linear artifacts in audio-visual data as well as applications that involve sampling of physiological or bio-medical data. Not surprisingly, a number of works have studied this problem in different contexts (cf. [134, 135, 136, 137]). When a bandlimited signal is clipped, the resulting function has discontinuities which amounts to creating high-frequency distortions to the signal. Hence, if a signal is not amplitude limited, it may be prone to aliasing artifacts [138]. Although important, this aspect is rarely discussed in context of Shannon’s sampling theory [126, 27, 127, 31, 26, 32, 35]—something that is very relevant to our work. Clipped signals are typically handled by restoration algorithms [139, 138, 137] which seek to recover permanently lost data samples under certain assumptions.
3.1.2 A Solution via Modular Arithmetic

3.1.2.1 Practical Context: Analog-to-Digital Converters

Thanks to recent advancements in ADC design, a radically different approach is rapidly developing. Namely, when reaching the upper or lower saturation threshold, these ADCs would reset to the respective other threshold, in this way allowing to capture subsequent changes even beyond the saturation limit. Motivated by Tomlinson decoders as they appear in the context of communication theory [140], the theoretical concept of such ADCs already appeared in the literature as early as in the late 1970’s under the name of a modulo limiter [141, 142], but only the nature of the resulting quantization noise, and neither their physical realization, nor their recovery properties were investigated.
Physical realizations only started to develop in the early 2000’s. Depending on the community, the resulting ADC constructions are known as folding-ADC (cf. [143] and references therein) or the self-reset-ADC, recently proposed by Rhee and Joo [144] in context of CMOS imagers (see Fig. 3-1-(b1-b3)) for visualization of their approach. As noted in [146], the Sr-ADCs allow for simultaneous enhancement of the dynamic range as well as the signal-to-noise ratio. The goal of developing Sr-ADCs is motivated by the fact that the dynamic range of natural images typically surpasses what can be handled by the usual ADCs. This feature is not only critical to consumer photography [146] but also plays an important role in life sciences and bio-imaging. For instance, last year, Sasagawa [145] and Yamaguchi [147] developed Sr-ADCs for functional brain imaging.

Common to all such architectures [144, 146, 142, 141] is a memoryless, non-linear mapping of the form,

$$\mathcal{M}_\lambda : t \mapsto 2\lambda \left( \left\lfloor \frac{t}{2\lambda} + \frac{1}{2} \right\rfloor - \frac{1}{2} \right),$$

where \([t] \equiv t - \lfloor t \rfloor\) defines the fractional part of \(t\). The mapping in (3.1) is folding amplitudes, that is, the range of \(\mathcal{M}_\lambda\) is \([-\lambda, \lambda]\). To visualize this operation, we plot \(\mathcal{M}_\lambda(t)\) as a function of \(t\) in Fig. 3-1-(b). In effect, (3.1) can be interpreted as a centered modulo operation since \(\mathcal{M}_\lambda(t) \equiv t \mod 2\lambda\).

In comparison to the remarkable progress that has been made on the hardware front of the new ADCs, theoretical and algorithmic aspects related to the identifiability and recovery properties of the modulo samples remain largely unexplored. Namely, all previous approaches [144, 145, 147] would require additional information such as a detailed account of how often the amplitudes have been folded (cf. Fig. 3-1-(b2)), which leads to significantly more involved circuit architectures as well as additional power and storage requirements. No attempts have been made to take the viewpoint of an inverse problem, that is, to identify or recover the signal from modulo samples alone.

### 3.1.2.2 Theoretical Context: Generalized Linear Model for Inverse Problems

#### Linear Models and Classical Approaches

An effective approach towards modeling (exactly or approximately) physical phenomenon utilizes the linear inverse model described by,

$$b = Ax + e$$

where,

- \(b\) is a vector of measurements.
- \(A\) is some linear transformation that models the physical world.
- \(x\) is the data to be recovered or reconstructed.
- \(e\) is the measurement uncertainty or noise.

This problem is frequently studied in high-dimension linear estimation. As shown in Fig. 3-2, in absence of uncertainty or \(e\), a classical approach towards recovery of \(x\) from measurements \(b\) is to consider least-squares constraint. In this way, the problem can be categorized into (a) over-determined case, (b)
under-determined case and (c) constrained least-squares case. A more general approach towards this problem is to regularize the recovery of the unknown by promoting some prior information by introducing regularizer $R$ so that one recovers $x$ by minimizing cost:

$$\min_x \|Ax - b\|_2^2 + \lambda R(x)$$

where $\|x\|_2 = \sqrt{|x_1|^2 + |x_2|^2 + \cdots + |x_N|^2}$ which is the Euclidean length of unknown vector $x$. For example, in recent years, sparsity promoting priors have been exploited for recovery of $x$. The sparsity prior is particularly interesting in context of under-determined systems where the number of measurements is smaller than the number of unknowns. However, this is only possible by assuming an additional structure on $x$, that is, $x$ is sparse or most of the entries in $x$ are zeros. In order to activate the sparsity based prior, one may use $R(x) = \|x\|_1$ which is nothing but the sum of absolute values of $x$. By letting $a_m$ to be the $m^{th}$ column of matrix $A$ and denoting the scalar product by $\langle a_m, x \rangle$, one of the most well known approaches towards recovery of $K$-sparse $x$ from $b \in \mathbb{R}^M$ by solving,

$$\min_{x \in \mathbb{R}^N} \frac{1}{2M} \sum_{m=1}^M |b_m - \langle a_m, x \rangle|^2 \quad \text{such that} \quad R(x) = K, \quad M > N$$

is the LASSO (Least Absolute Shrinkage or Selection Operator) by Tibshirani [148]. Interestingly, it turns out that $K \log \left( \frac{2N}{K} \right)$ measurements are enough for recovery of the sparse vector $x$. The logarithmic dependence on the ambient dimension is encouraging for since recovery is possible even in cases when $M \ll N$. Under-sampled systems have been studied as a part of the compressed sensing literature which traces its roots to the work of Donoho, Candes and Tao [149, 150, 151].

![Diagram of linear inverse problems](image)

**Figure 3-2:** Standard approaches for regularizing linear inverse problems.
Table 3.1: Generalized Linear Model for Sparse Signal Recovery

<table>
<thead>
<tr>
<th>Link Function</th>
<th>Sensing Operator</th>
<th>Prior/Structure</th>
<th>Related Work</th>
<th>Problem Setup (Dimensionality)</th>
<th>Recovery Guarantees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantizer</td>
<td>Gaussian i.i.d</td>
<td>Sparsity</td>
<td>Quantized Compressive Sampling [152]</td>
<td>Finite</td>
<td>Yes [153]</td>
</tr>
<tr>
<td>sgn (x)</td>
<td>Gaussian i.i.d</td>
<td>Sparsity</td>
<td>One-bit Compressive Sampling [154, 155, 156]</td>
<td>Finite</td>
<td>Yes [155]</td>
</tr>
<tr>
<td></td>
<td>Fourier Matrix</td>
<td>Sparsity</td>
<td>Sparse Phase Retrieval [157]</td>
<td>Finite</td>
<td>Yes [158]</td>
</tr>
<tr>
<td>eV</td>
<td>Gaussian i.i.d</td>
<td>Sparsity</td>
<td>Random Sinusoidal Feature Maps [159]</td>
<td>Finite</td>
<td>Yes [159]</td>
</tr>
<tr>
<td>(V o log) (x)</td>
<td>Sampling Matrix</td>
<td>Natural Images</td>
<td>Generalized LASSO [160, 161]</td>
<td>Finite</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Generalized Linear Models

From a practical standpoint, linear model in (3.2) is a restrictive choice. It is well known that many electro-optical devices are non-linear. For example speakers demonstrate non-linearity in amplitude response and sensor saturation is common place phenomenon in all measurement systems. To incorporate non-linear behaviour in the model described in (3.2), we may generalize to the following measurement model,

\[ b = f(Ax) + e \]  

(3.3)

where \( f \), sometimes known as the link function, further maps the original linear measurements \( (a_m, x) \) to by a transformation (linear or non-linear) defined by \( f \). In literature, such models have been dealt on case-by-case basis. While some directions are relatively new, some other cases have been extensively studied. Here we list a few well known examples that are also summarized in Table 3.1.

1. **Quantized Compressed Sensing**

Zymnis and co-workers extend the topic of quantization to the case of sparse signals in [152]. As opposed to the conventional case of quantizing a bandlimited function acquired at Nyquist rate, in [152], \( f \) is defined to be a quantizer which maps reals to a finite set of codewords, that is,

\[ f_k : \mathbb{R} \rightarrow \mathbb{C}_k, \quad \mathbb{C} : \text{finite set of codewords}. \]

Thereon, the problem boils down to recovery of a sparse vector \( x \) from quantized measurements \( b \) observed using a Gaussian i.i.d sensing matrix \( A \).

2. **1-bit Compressive Sensing**

This problem was introduced by Boufounos and Baraniuk in [154] and uses \( f(x) = \text{sgn}(x) \) where,

\[ \text{sgn}(x) := \begin{cases} -1 & \text{if } x < 0, \\ 0 & \text{if } x = 0, \\ 1 & \text{if } x > 0. \end{cases} \]

Therefore, in view of (3.2), the non-linear measurements \( \text{sgn}((a_m, x)) \) simply amount to one bit representation of the underlying linear measurements \( (a_m, x) \). This setup is called compressive because \( x \) is assumed to be a sparse vector [154, 155, 156].

3. **Sparse Phase Retrieval**

The problem of sparse phase retrieval seeks to recover a sparse vector from the magnitude of its
Fourier transform \([157, 158]\). We can adapt (3.3) for this case by using absolute operator or \(f(x) = |x|\). In particular, the measurements (in noiseless setting) are described by,

\[
\mathbf{b} = f(\mathbf{Vx}) = |\mathbf{Vx}|
\]

where \(\mathbf{V}\) is the discrete Fourier transform matrix. The presence of absolute operator maps the complex-valued Fourier transform given by \(\mathbf{Vx}\) to real-valued measurements \(\mathbf{b}\) by destroying the phase information.

4 Sinusoidal Feature Maps

In \([159]\), the authors explore the problem of stable recovery of a sparse vector \(\mathbf{x}\) from sinusoidal mapping of their random projections. In this case, \(f(x) = \exp(jx)\) and the sensing matrix \(\mathbf{A}\) is considered to be Gaussian i.i.d.

6 LASSO with Non-linear Measurements

Plan and Vershynin \([160]\) showed that vanilla Lasso could be repurposed for estimating a sparse or structured vector \(\mathbf{x}\) through its linear projections via a Gaussian i.i.d sensing matrix \(\mathbf{A}\) which are corrupted by some unknown, potentially non-linear mapping \(f\). In particular, the measurements in their setup take form of:

\[
b_{m} = f_{m}(\langle \mathbf{a}_{m}, \mathbf{x} \rangle).
\]

This problem is further studied by Thrampoulidis and co-workers in \([161]\) where they show that recovery procedure simply amounts to solving for the **Generalized Lasso** \([160]\) problem,

\[
\mathbf{x}^{*} = \min_{\mathbf{x}} \|\mathbf{Ax} - \mathbf{b}\|_{2} + \lambda \mathcal{R}(\mathbf{x}) \quad \text{(Root-LASSO)}
\]

where \(\mathcal{R}\) is a convex/non-convex regularizer that promotes sparsity. While \(f\) is assumed to be unknown, it is not the purpose of Generalized LASSO to recover \(f\). This is because, whenever the sensing matrix \(\mathbf{A}\) is Gaussian i.i.d, estimation of \(\mathbf{x}\) is possible from \(\mathbf{b}\) up to a multiplicative constant that purely depends on \(f_{m}\). The roots of this result trace back to Brillinger’s work in the 80’s \([163]\) and were first reported in the recent work of Plan and Vershynin \([160]\). A multi-channel extension of this work is considered by Genzel and Jung in \([164, 165]\).

6 Gradient Imaging

Tumblin and co-workers introduce the “Gradient Camera” in \([162]\) which measures static gradients of log-intensity of an image. In this case, the link function is chosen to be a composite function of a gradient after log, that is, \(f = \nabla \circ \log\). The key purpose behind exploiting such a mapping is to obtain crisp images capable of capturing high contrast, high dynamic range images which can not be handled by conventional ADCs. Although the captured output may not be displayable (as is the case with conventional sensors), solving for the inverse problem of recovering image \(\mathbf{x}\) from the “Gradient Camera” which produces image \(\mathbf{y} = (\nabla \circ \log)(\mathbf{x})\) results in images with fine quantization and high contrast. The image recovery is based on Poisson equation \([166]\). The work of Agrawal and co-workers \([166, 167]\) in this direction shows that an image, reinterpreted as a scalar field, can be reconstructed by integrating the gradient field and this task is accomplished via the solution of the Poisson equation.

In practice, the gradient field may be non-integrable in which case, a least-squares regularization
approach my be used to convert the ill-posed problem into a well-posed one.

From the above mentioned examples, it is clear that the flexibility offered by generalized linear models (3.3) can be either used to,

- handle uncertainties introduced by practical measurements systems, or,
- as a tool to device new acquisition systems which offer advantages that go beyond conventional systems.

Pitfalls and Bottlenecks in Existing Literature

Despite the utility of formulating such inverse problems with a link function $f$, existing approaches suffer from following disadvantages:

- **Assumptions on Sensing Matrix** A common assumption on the sensing matrix is that its entries are Gaussian i.i.d. This is may not be well suited for modeling practical systems. For example, in many applications $A$ is a Toeplitz matrix with a low-pass filter structure. This is true of all the standard super-resolution problems which has been covered in a large body of work [168, 69, 60, 57].

- **Assumptions on the Unknown Signal** While sparse signals constitute an important class, existing methods can not handle a wider variety of functions which are covered in literature, for example, bandlimited functions [27], sum-of-sinusoids [67], polynomials/Splines [31] and union of subspace model [128].

- **Assumptions on Dimensions** Existing work, as can be seen from Table 3.1 focuses on finite dimensional setting because the underlying model is a discrete time process. The physical world is defined on a continuum and hence, a better suited model should be able to handle continuous time processes.

While the above mentioned pitfalls are independent of the choice of link function $f$, there is no current theory which facilitates a unification of the above assumptions with a proper choice of link function. In the reminder of this work, our goal is to highlight the significance of the modulo operation as a link function and discuss new results in context of sampling theory.

3.1.3 Contributions

Within the context of the **Unlimited Sensing** framework, this chapter considers three classes:

1) Unlimited sampling of bandlimited functions is considered in Section 3.3.

   Our main contributions in this direction are two fold and set the stage for later contributions,

   i) We take a first step towards formalization of a sampling theorem which describes sufficient conditions for sampling and reconstruction of bandlimited functions in context of the $SR-ADC$ and modulo samples.

   ii) Our sufficiency condition is complemented by a constructive algorithm which describes a recovery principle and that is stable with respect to noise.
2) Recovery of low-pass filtered spikes from modulo samples is considered in Section 3.4.

In this case, we study the model described by (2.8) in Section 2.1.2 where we consider modulo samples. In this direction, our key contribution involves formalization of a sampling theorem for sparse signals which leads to a sufficient condition for perfect recovery of \( K \)-sparse signals from \( Sr \)-Adc samples. Our sparse sampling theorem is complemented by a constructive algorithm which describes a linear and stable recovery procedure.

The fundamental difference between recovery of sparse signal in (2.10) with respect to the bandlimited case discussed Section 3.3 is that we will working with finite number of samples. Of course, as opposed to the non-modulo samples considered in 2.1.2, we expect that \( N \) will be larger than \( 2K + 1 \) but the number of samples should still be finite. Consequently, in working with sparse signals, there is a trade-off between sampling rate \( T \) and number of modulo samples \( N \). While \( T \) dictates the recovery conditions for unfolding modulo samples, \( N \) defines the critical number of samples required for estimation of the sparse signal from modulo samples. Furthermore, in case of excessive oversampling (when \( T \) is close to zero), we must note that matrices involved with estimation of unknowns \( \{c_k, t_k\}_{k=0}^{K-1} \) will become ill-conditioned. In order to outline a numerically stable recovery method, one must seek an optimal balance between \( T \) and \( N > 2K + 1 \).

3) Sparse sum of sinusoids is considered in Section 3.5.

Here, we use the “local reconstruction” approach developed for the previous case and investigate the parameter or spectral estimation problem for sinusoids [67].

In this way, our work allows for unlimited sampling—the case when the amplitude range of a function far exceeds the dynamic range of the usual ADCs, that is, \( \max |f_{in}| \gg \lambda \). This is achieved by trading sampling rate for dynamic range.

### 3.2 Modulo Mapping

The modulo operation naturally arises in number theory and finds applications in a variety of problems that are linked with science and engineering. Qualitatively speaking, the modulo operation, sometimes also known as the modulus, amounts to recording the remainder after division of a number by another. A review of the modulo operation with key mathematical properties is presented in Box 1. In context of the model in (3.3), with the modulo operator, the measurements read,

\[
\mathbf{b}^{(3.4)} \equiv \mod (\mathbf{A}\mathbf{x}, \lambda) \equiv \mod_{\lambda} (\mathbf{A}\mathbf{x}), \quad \lambda \in \mathbb{R}^+.
\]

In literature, one typically finds that \( \mathbf{A} = \mathbf{I} \) (identity matrix) and hence, \( \mathbf{b} \) amounts to some “wrapped” version of \( \mathbf{x} \) where the amplitude of \( \mathbf{x} \) is wrapped such that \( \mathbf{b} \in [0, \lambda) \). Therefore, recovery of \( \mathbf{x} \) requires some “unwrapping principle” and in literature, the art of recovery of \( \mathbf{x} \) from \( \mathbf{b} \) is often known as the “phase unwrapping problem” where \( \lambda = 2\pi \). This is partly because phase in context of Fourier transform may only be estimated on a circle leading to a \( 2\pi \)-periodic representation. Also in several imaging modalities, phase information is critical for reconstruction of the image. Next, we review a landscape of known problems with respect to phase unwrapping problem.
The modulo operation, sometimes also known as the modulus, amounts to recording the remainder after division of a number by another. Let \( m \) and \( n \) be given numbers and let us denote the quotient \( q \) and remainder \( r \) by quantities \( q \in \mathbb{Z} \) and \( r \), respectively. Then, we have,

\[
q \in \mathbb{Z}, \quad m = nq + r, \quad |r| < |n|
\]

and,

\[
\text{mod} \ (m, n) = \text{mod}_n \ (m) = m - |n| \left\lfloor \frac{m}{n} \right\rfloor = r.
\]

where \( \lfloor \cdot \rfloor \) is the floor operation. We list a few important properties that are central to the modulo operation:

1. **Identity**
   - \( \text{mod} \ (\text{mod} \ (m, n), n) = \text{mod} \ (m, n) \)
   - \( \forall p \in \mathbb{Z}^+, \ \text{mod} \ (n^p, n) = 0 \)

2. **Inverse**
   Let \( m_{\text{inv}} = m^{-1} \) denote the modular multiplicative inverse then, we have,

\[
\text{mod} \ (\text{mod} \ (m_{\text{inv}}, n) \ \text{mod} \ (m, n), n) = 1.
\]

We also note that,

\[
\text{mod} \ (\text{mod} \ (-m, n) + \text{mod} \ (m, n), n) = 0.
\]

3. **Distributive Property:**
   - \( \text{mod} \ (m_1 + m_2, n) = \text{mod} \ (\text{mod} \ (m_1, n) + \text{mod} \ (m_2, n), n) \).
   - \( \text{mod} \ (m_1 m_2, n) = \text{mod} \ (\text{mod} \ (m_1, n) \ \text{mod} \ (m_2, n), n) \).

4. **Division**
   The division is defined by,

\[
\text{mod} \ \left( \frac{m_1}{m_2}, n \right) = \text{mod} \ \left( \text{mod} \ (m_1, n) \ \text{mod} \ (m_2^{-1}, n), n \right),
\]

provided that \( m_2 \) and \( n \) are co-prime.

5. **Inverse Multiplication**
   \( \text{mod} \ (\text{mod} \ (m_1 m_2, n) \ \text{mod} \ (m_2^{-1}, n), n) = \text{mod} \ (m_1, n) \).

### 3.2.1 Modulo Operator and Phase Unwrapping: The Case of One Dimensional Recovery

In order to develop an intuition behind phase unwrapping problem, we start with a simple mathematical observation that is depicted in Fig. 3-3. The key idea is that any function \( s(t) \) (discrete or continuous) can be written as,

\[
s(t) = \underbrace{\text{mod}_\lambda (s(t))}_{\mathcal{Z}(t)} + 2\lambda \sum_{k \in \mathbb{Z}} e_k \mathbb{I}_{D_k}(t), \quad e_k \in \mathbb{Z}
\]
Figure 3-3: Decomposition of a smooth signal into a modulo part and a piecewise constant part.
where $\mathbb{1}_D$ is the indicator function defined on set $D$. Let us define the $N$th derivative operation by

$$s^{(N)}(t) = \partial_t^N s(t).$$

By differentiating the above expression, we observe that,

$$s^{(1)}(t) = z^{(1)}(t) + 2\lambda r(t)$$

where the residual $r$ is a sum of spikes (to be understood in sense of distributions) and its amplitudes are such that $r(t) \in \mathbb{Z}$. We quickly note that, this property allows us to relate the derivatives of the signal $s$ with the derivatives of the measurements $z$ for since,

$$\text{mod}_\lambda s^{(1)}(t) = \text{mod}_\lambda z^{(1)}(t) + \underbrace{\text{mod}_\lambda 2\lambda r(t)}_{=0} = \text{mod}_\lambda s^{(1)}(t) = \text{mod}_\lambda z^{(1)}(t).$$

(3.5)

Provided that $s^{(1)}(t) < \lambda$, we have, a direct relation between the wrapped function $z$ and the unknown $s$ because,

$$s^{(1)}(t) < \lambda \Rightarrow s^{(1)}(t) = \text{mod}_\lambda s^{(1)}(t).$$

This critical link establishes a recovery condition as well as an algorithm:

**Recovery Condition** $s^{(1)}(t) < \lambda$.

Note that $s^{(1)}(t) < \lambda$ implies that the derivative of the signal is unaffected by the modulo operator and hence, $s^{(1)}(t) = \text{mod}_\lambda s^{(1)}(t)$. From this and (3.5) it follows that:

$$\underbrace{s^{(1)}(t)}_{\text{To be estimated}} = \underbrace{\text{mod}_\lambda z^{(1)}(t)}_{\text{Given}}.$$

**Algorithm** In view of the above, we can develop a naive algorithm. Starting with measurements $z(t) = \text{mod}_\lambda s(t)$, we compute $\text{mod}_\lambda z^{(1)}(t)$. Now since, $s^{(1)}(t) < \lambda$ (by assumption), we must have $s^{(1)}(t) = \text{mod}_\lambda z^{(1)}(t)$. Hence, the unknown on the left hand side can be estimated via integration (up to a constant).

A discrete version of this condition was first proposed by Itoh [169] and is a cornerstone result in phase unwrapping literature. That said, it is important to note that in many cases, higher order derivatives or finite-differences may be smaller in the max-norm compared to the first order finite-difference, that is to say,

$$s^{(1)}(t) > \lambda \quad \text{but} \quad 0 \leq s^{(N)}(t) < \lambda.$$

In such cases, an algorithm that can exploit higher order finite-differences should be used which is not the case in literature. Since polynomials are in the kernel of higher order derivatives or differences, this means that one either requires some boundary conditions or prior signal structure to deal with polynomial. Such cases are not covered by rather modest condition proposed in [169]. A compelling demonstration is shown in Fig. 3-4 where higher order difference allow for exact recovery of signals when the first order condition is insufficient. This also allows for shrinking $\lambda$ which is particularly beneficial for conceptualizing novel acquisition systems where $\lambda$ is an additional degree of freedom.

An overall review of the literature on this topic in Box. 2.
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Figure 3-4: Recovery from modulo operator with $\lambda = 1/50$. (Left figure) Recovery procedure that exploits higher order finite-differences. (Right figure) Classical unwrapping algorithm which works with first order conditions fails in this case.

**Box 2: Literature on Modulo Unwrapping**

- **Assumptions**
  (A1) Finite dimensional signals.
  (A2) First order finite difference is smaller than threshold $\lambda$ (Itoh’s condition [169]).

- **Limitations**
  The one-dimensional case is fundamentally limited by the assumptions under which this problem is solved. In particular,
  (L1) Continuous-time signals or functions can not be handled by current literature.
  (L2) The assumption that the first order derivative is bounded by $\lambda$ is highly restrictive and in many cases, this is not satisfied by real world signals such as sparse and piecewise continuous signals.

Also it is important to note that in many cases, higher order finite-differences may be smaller in the max-norm compared to the first order finite-difference. In such cases, an algorithm that can exploit higher order finite-differences should be used which is not the case in literature.

(L3) The recovery strategy does not exploit any signal structure. For example, knowing that the function is bandlimited (which is a general assumption for most analog-to-digital converters) allows for recovery of signal from higher order finite-differences.

(L4) Robustness and recovery guarantees are largely unexplored.

- **Solved and Unsolved Problems**
  In view of (A1) and (A2), current solutions can only deal with discrete information that satisfies Itoh’s condition [169]. The problems still remains unsolved for a broader class of signals and data models covered by (L1–L4).

Another important aspect is recovery in terms of the generalized linear model in (3.3). In many cases sensing matrix or operator $A$ is defined by the physical system (e.g. point spread function or low-pass pulse shape). In such cases, one hopes to recover $x$ directly from measurements $y = b = \text{mod}_\lambda (Ax)$. This case not covered in literature as $A$ is always considered to be identity.

- **Practical Issues**
On the acquisition front, there is still scope for capitalizing on sophisticated measurement devices which can “sense” modulo information of the signal directly. This is analogous to the case of compressive or compressed sensing [150].

On the implementation front, current algorithms which rely on computing finite-difference of the measured data. This operation is highly unstable in presence of noise and also leads to biased estimates [170].

3.2.2 Modulo Operator and Imaging: The Case of Two Dimensional Recovery

Study of the modulo operation in two dimensional problems is largely linked with the topic of imaging. Earlier works date back to the 70s when the problem was introduced in context of radar interferometry [171, 172, 173, 174] and topographical measurements. This lead to a line of work where there was a need to undo the effect of modulo operation in order to recover terrain elevation from wrapped data. Unsurprisingly, the first step [174] towards recovery of two dimensional terrain—in spirit of Itoh’s result [169]—consisted of differentiating the phase field followed by integration of the differences. This procedure seeks to recover the unknown function with smoothness constraints.

Over the course of past three decades, this philosophy has found a number of applications related to the field of imaging. Consequently, depending on the scale (macroscopic or microscopic), nature of object to be imaged (natural scenes or scientific specimen) and other imaging criteria, a number of algorithms have also been developed. These advances can be best understood in context of our initial model in (3.3). The sensing modality decides the operator \(A\) and the nature of image \(x\) to be recovered decides the choice of algorithm. As a result, key contributions over the course of decades can be broadly classified in terms of acquisition or capture process and algorithms involved with recovery of images. A summary of the main advances is presented in Fig. 3-5. In the remainder of this section, we will quickly overview the key results.

3.2.2.1 Acquisition Devices and Application Areas

Here we review scientific or consumer image capture techniques where the modulo operator finds applications.

- **Interferometry via Synthetic Aperture Radar**

  Earlier works of Graham [171], Zebker et al. [172] and Goldstein and co-workers [173, 174] investigated an approach for estimation of ground topography from space using interferometry principles. This technique allowed for recording surface deformations in context of geophysical exploration. To give the reader an idea about scale of imaging setup, the approach of Zebker et al. [172] was capable of imaging approximately 11 km by 10 km in size which was sampled on an 11 m pixel grid and with a relative error of 6 m (root mean square).

- **Tomographic Phase Microscopy**

  In [175], Choi and co-workers report a method which is capable of quantitative three-dimensional (3D) mapping of refractive index in live cells and tissues. Their setup uses a phase-shifting laser interferometric microscope with variable illumination angle. Their demonstrated approach shows
Figure 3-5: Classification of acquisition schemes and algorithms in context of two dimensional modulo operation.
tomographic imaging of cells and multicellular organisms, and is also capable of recording time-
dependent changes in cell structure. In this line of work, the phase of transmitted wakefield under-
goes modulo operation during acquisition process. This phase is equivalent to the line integral of
the refractive index (along the direction of propagation) and hence, it must be unwrapped before
estimating the refractive index.

— • **Optical and Digital Holographic interferometry**

Digital Holographic interferometry is a method for estimating three dimensional structure or dis-
placement of an object and finds several applications due to full-field and sub-micron scale measure-
ment capability. In this widely known technique, both the wrapped phase [176] as well as the phase
derivatives [177] are of significance as the two quantities bear information regarding the scene.

— • **Magnetic Resonance Phase Imaging**

In context of magnetic resonance imaging, the phase information [178] can be designed to measure
particular physical quantities. In this line of work, inverting the modulo operation finds applications
in context of water and fat separation [179] as well as increasing dynamic range of phase contrast
[180] in magnetic resonance velocity measurements.

— • **Adaptive Optics**

In context of adaptive optics [181], phase difference measurements can be used for estimation of
wavefront distortions. The nature of measurements of being interferometric, recovering the correct
phase from the wrapped phase is a problem of key interest.

— • **High Dynamic Range Imaging**

Rhee and Joo in [144] discuss the use of modified ADC architecture, mimicking modulo mapping,
for increasing the dynamic range of native CMOS sensors. This work is later formally discussed in
the context of Sr-Aoc in [182]. A quantitative study of CMOS imaging sensors in context of high
dynamic range image sensor architectures is presented in [146]. More recently, Zhao *et al.* in [183]
demonstrate the use of modulo sensors for high dynamic range imaging.

### 3.2.2.2 Recovery Algorithms

A broad classification of recovery algorithms is shows in Fig. 3-5. For an overview of the topic, we refer
the reader to [184].

Classical approaches have aimed at extending the one dimensional philosophy. This involves recovery
of wrapped phase information from the difference of phase field using integration. Recent and current
approaches in the direction seek to reformulate phase recovery problem as an inverse problem. Such
approaches seek to enforce smoothness or sparsity as a prior on the data and errors, respectively.

• **Least-squares** approaches have been formulated in the work of Hunt [185], Takajo [186] and
Ghiglia [187]. Such approaches seek to minimize the squared error between the unwrapped and
wrapped phases. Such approaches can be further stabilized or improved by adding a regular-
izer. For example, in [188], the authors use Tikhonov regularization. This has the advantage of
simultaneously dealing with both noise and missing data. Furthermore, the performance of such approaches can be improved by using total variation regularization [189] (instead of Tikhonov).

- Noting that quadratic regularizers end up smoothing singularities and edges, Ghiglia and Romero [190] proposed the use of $\ell_p$-norm regularization with $p \in [0, 2)$ so that edges may be handled. However, such an approach comes with an added computational complexity since regularization with $\ell_p$ norms requires use of iterative algorithms (which is not the case with quadratic minization).

- Non-convex approaches have also been proposed in literature. For instance, the work of Rivera and Marroquin [191] studied half-quadratic loss function. Similarly, Gonzalez and Jacques [192] have used $\ell_1$ penalty term for iteratively recovering the unwrapped phase by enforcing sparsity in wavelet domain.

- Dynamic programming based approach was used by Ying [193]. In their work, the phase is modeled using Markov random Field (MRF).

- Graph-cut strategy was employed by Bioucas-Dias and Valadao [194]. Their work seeks to minimize the generalized $\ell_p$ norm. The so-called PUMA algorithm is currently considered to be the state-of-the-art method.

- Genetic algorithm based approach has also been proposed in literature. For example, the work of Collaro and co-workers [195].

- Whenever the wrapped phase information follows a parametric form, for example, sum-of-complex exponentials, parameter estimation approaches may be used for phase recovery. In this context matrix pencil method has been proposed in literature [196, 197].

- Poisson equation based solutions have been proposed in medical imaging [178] and computer vision [167]. The key idea is to exploit the invariance of the gradient with respect to the modulo mapping. By considering images to be scalar fields, the solution to the recovery problem is based on the idea that the gradient field of the wrapped data can be integrated. In this context, Agrawal and co-workers [167] show that the range of solutions is linked with the degree of anisotropy in applying weights to the gradients in the recovery process. This is different from common approaches that use isotropic weights.

3.2.3 Modulo Operations in Higher Dimensions

The role of modulo operators in higher dimensions is largely unclear and hence, there is relatively lesser body of work in this direction. A conceptual extension from two to three dimensional unwrapping problem is studied by Huntley in [198]. In context of synthetic aperture radar imaging, simultaneous recovery of azimuth, range and time has been discussed in very recent papers. This requires a three dimensional recovery procedure. One such approach is due to Osmanoglu et al. [199].

3.2.4 Summary

We have reviewed the landscape of problems and solutions linked with modulo operators. In closing, we find three open areas with room for progress,
• Recovery of structured signals with a known sensing matrix.
• Mathematical guarantees on the problem. Questions related to perfect reconstruction conditions are typically left out in the literature.
• All the cases discussed in literature deal with discrete time models. There is no theoretical framework that can handle continuous time models. For example, sparsity is an important instantiation of a continuous time model and grid-less approaches for recovery of signals is an important topic.

3.3 Unlimited Sampling of Bandlimited Signals

Motivated by the electronic architectures discussed in [144, 143], we will use the model in Fig. 3-6 for representing the SR-ADC using which we obtain modulo samples. Here $f \in L_2$ is the function to be sampled and $\psi$ is the sampling kernel. Let $\hat{\psi}(\omega) = \int \psi(t) e^{-j\omega t} dt$ denote the Fourier Transform of $\psi$. We say $\psi$ is $\Omega$–bandlimited (cf. Definition 4 in Section 2.4.1) or,

$$\psi \in B_{\Omega}^{\Lambda_F T} \iff \hat{\psi}(\omega) = \mathbb{1}_{[-\Omega, \Omega]}(\omega) \hat{\psi}(\omega) \text{ and } \psi \in L_2$$  \hspace{1cm} (3.6)

where $\mathbb{1}_D(t)$ is the indicator function on domain $D$. In working with Fourier domain, we will drop $\Lambda_F T$ for notational convenience and simply write $\psi \in B_\Omega$.

In practice, $f$ may not be bandlimited, in which case, pre-filtering with $\psi \in B_\Omega$ ensures that the signal to be sampled is bandlimited. In the remainder of this chapter, we will assume that we are given a low-pass filtered version of $f$, which we will refer to as $g \overset{\text{def}}{=} f \ast \psi$. Furthermore, we will normalize the bandwidth to $\pi$ such that $g \in B_\pi$. This function $g$ then undergoes a non-linear, amplitude folding defined in (3.1) and results in,

$$z(t) = \mathcal{M}_\Lambda(g(t))$$ \hspace{1cm} (3.7)

Finally, the output of (3.1), that is, $\mathcal{M}_\Lambda(g(t))$ is sampled using impulse-modulation, $\otimes_{kT} \overset{\text{def}}{=} \sum_{n \in \mathbb{Z}} \delta(t - kT)$, where $T > 0$ is the sampling rate. This results in uniform samples,

$$y_k \overset{\text{def}}{=} z(kT) = \mathcal{M}_\Lambda(g(kT)), \ k \in \mathbb{Z}$$ \hspace{1cm} (3.8)

as shown in Fig. 3-6. To develop a sense about the functionality of the SR-ADC, in Fig. 3-7-(a), we
plot $g(t)$, $z(t)$ and samples $y_k$. It is clear that the self-reset ADC converts a smooth function into a discontinuous one. This is an important aspect that is attributed to the presence of simple functions arising from (3.1).

**Proposition 5** (Modular Decomposition). Let $g \in \mathcal{B}_\pi$ be a zero-mean function and $\mathcal{M}_\lambda(g(t))$ be defined in (3.1) with $\lambda$ fixed, non-zero constants. Then, the bandlimited function $g$ admits a decomposition

$$g(t) = z(t) + \varepsilon_g(t),$$

where $\varepsilon_g$ is a simple function, $\varepsilon_g(t) = 2\lambda \sum_{\ell \in \mathcal{Z}} e_{\ell} \mathbb{1}_{D_\ell}(t), e_{\ell} \in \mathcal{Z}$.

**Proof.** Since $z(t) = \mathcal{M}_\lambda(g(t))$, by definition, we write,

$$\varepsilon_g(t) \overset{(3.9)}{=} g(t) - \mathcal{M}_\lambda(g(t)) \overset{(a)}{=} 2\lambda (h(t) - \|h(t)\|) \overset{(b)}{=} 2\lambda \lfloor h(t) \rfloor,$$

where (a) is due to $(g/2\lambda) + 1/2 \mapsto h$ and in (b), we use $h = \|h\| + \lfloor h \rfloor$. Since $\lfloor h \rfloor$, for an arbitrary function $h$, can be written as,

$$\lfloor h(t) \rfloor = \sum_{\ell \in \mathcal{Z}} e_{\ell} \mathbb{1}_{D_\ell}(t), \quad e_{\ell} \in \mathcal{Z},$$

we obtain the desired result. 

### 3.3.1 A Sufficiency Condition and a Sampling Theorem

In this section, we concretely answer the following questions:

Consider the sampling architecture described in Fig. 3-6. Let $g \in \mathcal{B}_\pi$ and suppose that we are given modulo samples of $g$ defined by $y_k$ in (3.8).

**Q1:** What are the conditions for recovery of $g$ from $y_k$?

**Q2:** In the spirit of Shannon’s sampling theorem, is there a constructive algorithm that maps samples $y_k \rightarrow g$?

In what follows, we will answer the two questions affirmatively.

#### 3.3.1.1 Main Result: The Unlimited Sampling Theorem

Given the sequence of modulo samples $y_k$, our basic strategy will be to apply a higher order finite difference operator $\Delta^N$, where the first order finite difference is given by

$$(\Delta y)_k = y_{k+1} - y_k$$

and similarly, higher order differences are directly obtained using,

$$y^{[N]} = (\Delta^N y)_k = \sum_{n=0}^{N} (-1)^n B_n^N y_{k+(N-n)}$$

(3.12)
Figure 3-7: For a prototype low-pass filtered data $g = f \ast \psi$ (in —) we plot the continuous version of the modulo-ADC $\mathcal{M}_\lambda(g(t))$ (in —) together with uniform samples $y_k$ (in •). We plot the continuous time residual $\varepsilon_g(t) = g(t) - \mathcal{M}_\lambda(g(t))$ (in —) and its sampled version $\{\varepsilon_k = \gamma_k - y_k\}$ (in •).
where \( B_n^N \) denotes binomial coefficient given by,

\[
B_n^N \overset{\text{def}}{=} \binom{N}{n} = \frac{N!}{n!(N-n)!}
\] (3.13)

and \( n! \) is the factorial of \( n \).

We will be exploiting that such operators commute with the modulo operation. So after applying the amplitude folding (3.1) to the resulting sequence, one obtains the same output as if one had started with \( g_k \) instead of \( y_k \). That in turn will allow for recovery if the higher order finite differences of the \( g_k \)'s are so small that the amplitude folding has no effect. This is conceptually illustrated in Fig. 3-8.

Consequently, our goal will be to investigate when higher order finite differences of samples of a bandlimited function are small enough. One way to ensure this is to sufficiently oversample. A first step towards this goal will be to relate the sample finite difference and the derivative of a bounded function.

This well-known observation is summarized in the following lemma.

**Lemma 2.** For any \( g \in C^m(\mathbb{R}) \cap L_\infty(\mathbb{R}) \), its samples \( \gamma_k \overset{\text{def}}{=} g(kT) \) satisfy

\[
\| \Delta^N \gamma \|_\infty \leq T^N e^N \| g^{(N)} \|_\infty.
\] (3.14)

**Proof.** Using Taylor’s theorem, we can express \( g(t) \) locally around an anchor point \( \tau \) as the sum of a polynomial of degree \( N - 1 \) and a remainder term of the form \( \tau_l = \frac{g^{(N)}(\xi_l)}{N!} (lT - \tau)^N \) for some intermediate value \( \xi_l \) between \( lT \) and \( \tau \). As \( \gamma^{[N]} \) is a linear combination of \( g(t_n) \)'s with

\[
t_n = (k + n)T \in [kT, (n + k)T], \quad n = 0, \ldots, N,
\]

we choose the anchor point \( \tau = (k + \frac{N}{2})T \). As \( \Delta^N \) annihilates any polynomial of degree \( N - 1 \), only the remainder term takes effect and we have

\[
(\Delta^N \gamma)_k = (\Delta^N r)_k = (\Delta^N r_k^{[N]})_0,
\]

where

\[
r_k^{[N]} = \begin{bmatrix} r_k & r_{k+1} & \cdots & r_{k+N} \end{bmatrix}^T.
\]

Noting that for any vector \( v \) one has by definition \( \| \Delta v \|_\infty \leq 2 \| v \|_\infty \), it follows that

\[
\| \Delta^N \gamma \|_\infty \leq 2^N \| r_k^{[k]} \|_\infty
\]

\[
\leq 2^N \| g^{(N)} \|_\infty \left( \frac{NT}{2} \right)^N
\]

\[
\leq T^N e^N \| g^{(N)} \|_\infty,
\] (3.15)

where in the last step, we used Stirling’s approximation.

To bound the right hand side of (3.15), we invoke Bernstein’s inequality (cf. pg. 116 in [200]),

\[
\| g^{(N)} \|_\infty \leq \pi^N \| g \|_\infty.
\] (3.16)
Figure 3-8: Higher order differences commute with the modulo operation. After applying the amplitude folding (via modulo operation) to the derivative (and difference of modulo samples, respectively), one obtains the same output as if one had started with $g_k$ instead of $y_k$. That in turn will allow for recovery if the higher order finite differences of the samples or $g_k$'s are so small that the amplitude folding has no effect.
Consequently, by combining (3.15) and (3.16), we obtain,

\begin{equation}
\| \Delta^N \gamma \|_\infty \leq (T\pi e)^N \| g \|_\infty.
\end{equation}

(3.17)

This inequality will be at the core of our proposed recovery methods. Namely, provided \( T < \frac{1}{\pi e} \), choosing \( N \) logarithmically in \( \| g \|_\infty \) ensures that the right hand side of (3.17) is less than \( \lambda \). More precisely, assuming that some \( \beta_g \in 2\lambda\mathbb{Z} \) is known with \( \| g \|_\infty \leq \beta_g \), a suitable choice is

\[ N = \left\lfloor \frac{\log \lambda - \log \beta_g}{\log (T\pi e)} \right\rfloor. \]  

(3.18)

For the remainder of this chapter we will work with this choice of \( N \) and assume \( T \leq \frac{1}{2\pi e} \), which yields the assumption in a stable way. We believe that a more precise analysis along the same lines will also yield corresponding bounds for \( T \leq \frac{1}{2\pi e} \).

The bound of \( \lambda \) for (3.17) in turn entails that the folding operation has no effect on \( \Delta^N \gamma \), that is,

\[ \gamma^{(N)} \equiv \Delta^N \gamma \equiv \mathcal{M}_\lambda(\gamma^{(N)}) = \mathcal{M}_\lambda(\gamma), \]  

(3.19)

which allows for recovery of \( \gamma^{(N)} \), as the right hand side can be computed from the folded samples \( y \). Here, the last equality in (3.19) follows by applying the following standard observation to \( a = \gamma - \frac{1}{2} \).

**Proposition 6.** For any sequence \( a \) it holds that

\[ \mathcal{M}_\lambda(\Delta^N a) = \mathcal{M}_\lambda(\Delta^N (\mathcal{M}_\lambda(a))). \]  

(3.20)

**Proof.** As usual, let \( a^{(N)} \) \( \equiv \Delta^N a \). In view of Proposition 5 and (3.9), \( a \) admits a unique decomposition, \( a = \mathcal{M}_\lambda(a) + \varepsilon_a \) where \( \varepsilon_a \) is a simple function. This allows us to write, \( \Delta^N \mathcal{M}_\lambda(a) = a^{(N)} - \varepsilon_a^{(N)} \).

Based on the distributive property of \( [t] \equiv t \mod 1 \), it is not difficult to show that,

\[ \mathcal{M}_\lambda(a_1 + a_2) = \mathcal{M}_\lambda(\mathcal{M}_\lambda(a_1) + \mathcal{M}_\lambda(a_2)). \]

And hence,

\[ \mathcal{M}_\lambda(\Delta^N \mathcal{M}_\lambda(a)) = \mathcal{M}_\lambda(a^{(N)} - \varepsilon_a^{(N)}) = \mathcal{M}_\lambda(\mathcal{M}_\lambda(a^{(N)}) - \mathcal{M}_\lambda(\varepsilon_a^{(N)})). \]

Now since \( \varepsilon_a \) take values \( 2k\lambda, k \in \mathbb{Z} \), \( \Delta^N \varepsilon_a = \varepsilon_a^{(N)} \) takes values of the form \( \{(-1)^n2\lambda \mathcal{B}_n\}_{n=0}^N \in \mathbb{Z} \) where \( \mathcal{B}_n \) is the Binomial coefficient in (3.13). From this, we conclude that \( \varepsilon_a^{(N)} \) is in the kernel of \( \mathcal{M}_\lambda(\cdot) \) or \( \mathcal{M}_\lambda(\varepsilon_a^{(N)}) = 0 \) and it follows that,

\[ \mathcal{M}_\lambda(\Delta^N \mathcal{M}_\lambda(a)) = \mathcal{M}_\lambda(\mathcal{M}_\lambda(a^{(N)})) = \mathcal{M}_\lambda(a^{(N)}), \]

which proves the result in (3.20). \( \blacksquare \)

To choose \( N \), we need some upper bound \( \beta_g \) such that \( \| g \|_\infty \leq \beta_g \), which we assume to be available for the remainder of this chapter. As it simplifies the presentation, we assume w.l.o.g. that \( \beta_g \in 2\lambda\mathbb{Z} \). Note that \( \beta_g \) is only needed for recovery; there are no limitations on \( \beta_g \) arising from the circuit architecture.
To recover the sequence \(\gamma\), recall from Proposition 5 that \(\varepsilon_\gamma \overset{\text{def}}{=} \gamma - y\), that is, the sampled version of \(\varepsilon_\gamma\) takes as values only multiples of \(2\lambda\). As \(y\) is observed, finding \(\varepsilon_\gamma\) is equivalent to finding \(\gamma\). Noting that \(\varepsilon_\gamma^{[N]} \overset{\text{def}}{=} \Delta^N (\gamma - y)\) can be computed from the data (via (3.19)), it remains to investigate how \(\varepsilon_\gamma\) can be recovered from \(\varepsilon_\gamma^{[N]} = \Delta^N \varepsilon_\gamma\). Due to the massive restriction on the range of all \(\Delta^n \varepsilon_\gamma\), this problem is considerably less ill-posed than the problem of recovering \(\gamma\) from \(\Delta^N \gamma\). In particular, repeatedly applying the summation operator \(S : (a_i)_{i=1}^\infty \mapsto (\sum_{i=1}^j a_i)_{i=1}^\infty\), the inverse of the finite difference, is a stable procedure because in the implementation we can round to the nearest multiple of \(2\lambda\) in every step.

There still is, however, an ambiguity that needs to be resolved. Namely, the constant sequence is in the kernel of the first order finite difference, so its inverse can only be calculated up to a constant. Thus when computing \(\Delta^{n-1} \varepsilon_\gamma\) from \(\Delta^n \varepsilon_\gamma\), \(n = 1, \ldots, N\), the result can only be determined up to an integer multiple of the constant sequence \(\ell\) with value \(2\lambda\), that is,

\[
\Delta^{n-1} \varepsilon_\gamma = \Delta^n \varepsilon_\gamma + \kappa(n) \ell,
\]

for some \(\kappa(n) \in \mathbb{Z}\). For \(n = 1\), this ambiguity cannot be resolved, as adding multiples of \(2\lambda\) to a function results in the same modulo samples. To resolve this ambiguity for \(n > 1\), we apply the summation operator a second time. Repeating the same argument, we obtain that

\[
\Delta^{n-2} \varepsilon_\gamma = \Delta^n \varepsilon_\gamma + L \kappa(n) + \kappa(n-1) \ell, \tag{3.21}
\]

where \(L = S \ell = (2\lambda i)_{i=1}^\infty\). This now implies that

\[
(S^2 \Delta^n \varepsilon_\gamma)_1 - (S^2 \Delta^n \varepsilon_\gamma)_{J+1} = (\Delta^{n-2} \varepsilon_\gamma)_1 - (\Delta^{n-2} \varepsilon_\gamma)_{J+1} + 2\lambda \kappa(n) J
\]

\[
= (\Delta^{n-2} \gamma)_1 - (\Delta^{n-2} \gamma)_{J+1} - (\Delta^{n-2} y)_1 - (\Delta^{n-2} y)_{J+1} + 2\lambda \kappa(n) J
\]

\[
\leq 2\lambda \kappa(n) J + \left(2(T \pi e)^{n-2} \beta_\gamma + 2^{n-1} \lambda\right) [-1, 1] \tag{3.22}
\]

where (3.22) uses (3.17) together with the fact that \(\|y\|_\infty \leq \lambda\). As \(n \leq N\), (3.18) yields that

\[
2^{n-1} \leq 2^{N-1} \leq \frac{\beta_\gamma}{\lambda} \leq \frac{\beta_\gamma}{\lambda}, \tag{3.23}
\]

where the last step uses that \(T \leq \frac{1}{2\pi e}\). So one obtains

\[
(S^2 \Delta^n \varepsilon_\gamma)_1 - (S^2 \Delta^n \varepsilon_\gamma)_{J+1} \leq 2\lambda J \left[\kappa(n) - \frac{3\beta_\gamma}{2\lambda J}, \kappa(n) + \frac{3\beta_\gamma}{2\lambda J}\right]
\]

and choosing \(J = \frac{6\beta_\gamma}{\lambda}\) directly yields that

\[
\kappa(n) = \left[\frac{(S^2 \Delta^n \varepsilon_\gamma)_1 - (S^2 \Delta^n \varepsilon_\gamma)_{J+1}}{8\beta_\gamma} + 1\right]. \tag{3.24}
\]

With this last ingredient, we are now ready to formulate our recovery method, Algorithm 1. For this
Algorithm 1: Recovery from Modulo Folded Samples

Data: \( y_k = \mathcal{M}_\lambda(g(kT)), N \in \mathbb{N}, \text{ and } 2\lambda \mathbb{Z} \ni \beta_g \geq \|g\|_\infty. \)

Result: \( \tilde{g} \approx g. \)

1) Compute \( y[N] = \Delta^N y. \)

2) Compute \( \varepsilon_{\gamma}^{[N]} = \mathcal{M}_\lambda \left( y^{[N]} \right) - y^{[N]} \). Set \( s(1) = \varepsilon_{\gamma}^{[N]} \).

3) for \( n = 1 : N - 1 \)
   \[ \text{Compute } \kappa(n) \text{ in (3.24). } \]
   \[ s(n+1) = Ss(n) + 2\lambda \kappa(n). \]
   \[ \text{Round } s(n+1) \text{ to the nearest integer multiple of } 2\lambda. \] (Consistency Relation)

end

4) \( \{\gamma\}_k = \{Ss(N)\}_k + y_k. \)

5) Compute \( \tilde{g} \) from \( \gamma \) via low-pass filter.

Theorem 9 (Unlimited Sampling Theorem). Let \( g(t) \in \mathcal{B}_\mathcal{E} \) and \( y_k = \mathcal{M}_\lambda(g(t))|_{t=kT}, k \in \mathbb{Z} \) in (3.8) be the modulo samples of \( g(t) \) with sampling rate \( T \). Then a sufficient condition for recovery of \( g(t) \) from the \( \{y_k\}_k \) up to additive multiples of \( 2\lambda \) is that

\[
T \leq \frac{1}{2\pi e}. \tag{3.25}
\]

Provided that this condition is met and assuming that \( \beta_g \in 2\lambda \mathbb{Z} \) is known with \( \|g\|_\infty \leq \beta_g \), then choosing

\[
N = \left\lceil \frac{\log \lambda - \log \beta_g}{\log (T\pi e)} \right\rceil, \tag{3.26}
\]

yields that \( (T\pi e)^N \|g\|_\infty < \lambda \) and Algorithm 1 recovers \( g \) from \( y \) again up to the ambiguity of adding multiples of \( 2\lambda \).

To put the theorem into perspective, note that in (3.25), there are two degrees of freedom that are of a very different nature. On the one hand, the time \( T > 0 \) between two samples is intrinsically related to the circuit design, on the other hand, the number \( N \) of finite difference applied is only relevant for the reconstruction. Hence only then, a bound for the supremum norm of the signal is required, the ADC itself is truly unlimited in that \( T \) does not depend on \( g \) and hence a fixed architecture allows to capture signals of arbitrary amplitude.

Recalling from the above discussion that one is in fact trying to satisfy the sufficient condition

\[
(T\pi e)^N \|g\|_\infty < \lambda,
\]

one sees that an alternative way to achieve this will be to consider a fixed \( N \) and increase the oversampling rate. While this may be preferred in certain scenarios for computational reasons, this approach will no longer be unlimited, as decreasing \( T \) would require to change the circuit architecture. That is why we decided to focus fixed \( T \) and variable \( N \) in our presentation.
Figure 3-9: Modulo sampling of bandlimited functions. (a) Randomly generated bandlimited function $g \in B_{\pi}$, its modulo samples $y_k$ acquired with $\lambda = 1/20$ and $T \approx 1/2\pi e$, as well as reconstructed samples $\tilde{\gamma}_k$ with $N = 5$. The mean squared error between $\gamma_k = g(kT)$ and reconstructed samples, $\tilde{\gamma}_k$ was $1.6 \times 10^{-33}$. (b) We plot $\varepsilon_g(t) = g(t) - y(t)$ and compare the ground truth $\varepsilon_\gamma$ with its reconstructed version $\tilde{\varepsilon}_\gamma$. The mean squared error between $\varepsilon_\gamma$ and $\tilde{\varepsilon}_\gamma$ was of the order of machine precision, $1.5 \times 10^{-33}$.

### 3.3.2 Numerical Demonstration

We validate our approach via a numerical demonstration. We generate $g \in B_{\pi}$ by multiplying the Fourier spectrum of the sinc-function with weights drawn from the standard uniform distribution and then rescale $g$ so that $\|g\|_\infty = 1$. With $\lambda = 1/20$ and $T \approx 1/2\pi e$, we sample the signal and record $y_k$. This is shown in Fig. 3-9(a). By implementing Algorithm 1 described above with $N = 5$, rounding to the nearest multiple of $2\lambda$ for stability, we reconstruct samples $\tilde{\gamma}_k$ as well as $\tilde{\varepsilon}_g$ as shown in Fig. 3-9(a). The reconstruction error is of the order of Matlab’s numerical precision. For comparison purposes, we plot $\varepsilon_g$ and $\tilde{\varepsilon}_g$ in Fig. 3-9(b).
3.4 Unlimited Sampling of Sparse Signals

As mentioned in Section 2.1.2, recovering spikes from low-pass filtered measurements is a problem that finds applications in several fields of science and engineering. Concretely speaking, consider the model:

\[ g(t) = \sum_{k=0}^{K-1} c_k \psi(t-t_k) \equiv (s_k * \psi)(t) \]  

(3.27)

where \( \psi \) is a bandlimited function and \( s_k \) is a continuous time, \( K \)-sparse, \( \tau \)-periodic signal,

\[ s_k(t) = \sum_{m\in\mathbb{Z}} \delta(t-t_k-m\tau), \quad t_{k+1} > t_k. \]  

(3.28)

With \( \psi \) known and given sampled measurements

\[ y_n = y(nT), \quad n = 0, \ldots, N - 1, \]

where \( T > 0 \) is the sampling rate, one is typically interested in recovering \( s_k(t) \) from discrete set of \( N \) measurements \( \{g_n\}_{n=0}^{N-1} \). In the recent years, this problem has been widely studied under the theme of

1. sparse deconvolution [57]
2. sparse or FRI sampling [69, 70]
3. super-resolution [60]

While this problem has a known history with roots tracing back to seismic imaging [201, 52], recent developments allow for recovery of sparse signals with support \( \{t_k\}_{k=0}^{K-1} \in [0, \tau) \) at arbitrary points on the real line rather than restricted to a pre-described grid. Hence this leads to so-called “off-the-grid” recovery approaches [168].

Summarizing the contents of Section 2.1.2, the sparse signal recovery problem is closely tied to the topic of Shannon’s sampling theory [28]. In analogy to the sampling of bandlimited signals where the signal is pre-filtered with an anti-aliasing or low-pass filter, the measurements \( g_n \) can be written as,

\[ g_n = \left. \int s_k(t) \overline{\psi}(t-nT) \, dt \right|_{t=nT} \equiv \left. (s_k * \psi)(t) \right|_{t=nT}, \]

(3.29)

which is equivalent to low-pass projections of \( s_k \) onto subspace of bandlimited functions denoted by \( \mathcal{V}_{BL} = \text{span} \{ \overline{\psi}(t-nT) \}_{n=0}^{N-1} \) and where \( \overline{\psi}(t) = \psi(-t) \). A natural question then is: When is the mapping between the sparse signal \( s_k(t) \) and samples \( \{g_n\}_{n=0}^{N-1} \), one-to-one? It was shown by Li and Speed (cf. Thm 3.2,[57]) and Vetterli, Blu and co-workers (cf. Thm 1,[69],[70]) that \( N \geq 2K + 1 \) guarantees exact recovery of \( s_k(t) \) from \( g_n \) provided that the support or the locations \( t_k \in [0, \tau) \) are distinct. The recovery procedure [69] then relies on Fourier domain extrapolation which is outlined in Algorithm 2.
Algorithm 2: Sparse Sampling and Reconstruction [69, 70]

Data: $K$, $\{g_n\}_{n=0}^{N-1}$, $N \geq 2K + 1$ and kernel $\psi_n = \psi(nT)$.

Result: Estimate of $s_K$ in form of $\{\tilde{c}_k, \tilde{t}_k\}_{k=0}^{K-1}$.

1) Compute the (discrete) Fourier transform of $g_n$ and $\psi(nT)$, that is, $\tilde{g}_m = \tilde{g}(m\omega_0)$ and $\tilde{\psi}_m = \tilde{\psi}(m\omega_0)$, respectively where $\omega_0 = 2\pi/T$.

2) Deconvolve to obtain $\hat{s}_m = \tilde{g}_m / \tilde{\psi}_m$, $|m| \leq M$ where $M \geq K$ is the bandwidth of $\psi$.

3) Use spectral estimation to estimate $\{c_k, t_k\}_{k=0}^{K-1}$ from data $\hat{s}_m$.

Figure 3-10: Two practical scenarios for amplitude limited sampling. (a) Ultra-wide band signal undergoes saturation. (b) Data from ultrasonic sensor reveals that the dominant reflection is clipped or saturated as it exceeds the maximum recordable voltage of the ADC. In this case, exact calibration of $\psi$ is not possible.

3.4.0.1 Sampling and Recovery of Sparse Signals in Practice

In recovering sparse signals from low-pass projections, one fundamental assumption that is made in theory is that the dynamic range of the sensor or the analog to digital converter (ADC) is infinite. To the best of our knowledge, such assumptions appear in all previous works on the problem [57, 69, 60, 202, 72, 80, 78, 66, 73].

In practice, however, ADCs are finite dynamic range devices and whenever a signal crosses the threshold (or the maximum recordable voltage), the measurements are saturated or clipped. Clipping of a band-limited signal results in discontinuities which manifest as aliasing due to high frequency distortion in the Fourier domain [138]. In view of this, a number of numerical methods have been proposed in the literature [134, 137, 136, 203], however, the exact link to sampling theory of bandlimited or sparse signals remains largely unclear.

This problem is of specific practical relevance in the context of calibration, namely, the knowledge of
the unknown kernel $\psi$ is critical for accurate recovery of $s_K$ in sparse sampling models such as (3.27). In almost all of the applications, the kernel $\psi$ is obtained in a calibration phase [73].

During this phase, the received amplitudes are typically larger than during the following sensing phase, as shown via experimental measurements in context of ultra-wide band sensing in Fig. 3-10(a) and ultra-sonic non-destructive testing in Fig. 3-10(b). Consequently, either saturation limits the exact calibration of $\psi$ and the sparse sampling model (3.27) is invalid, or one has to work with a very high dynamic range, which will impact the measurement resolution as well as the penetration depth of $\psi$ (cf. [73, 204, 205]). In view of model (3.27), some application areas where this problem frequently arises includes ground penetrating radar [204] (cf. pg. 149, Fig. 5.2), seismic imaging [205], ultra-wideband sensing [206] and ultrasound imaging [207]. Not surprisingly, most of these solutions rely on:

1) ADC level corrections [206, 207], or,
2) De-clipping followed by deconvolution [205, 135].

It is clear from literature that existing approaches decouple acquisition (hardware) from recovery algorithm (software). The downside being, hardware-only approaches [206, 207] are limited by computation that can be handled by hardware and algorithm-only approaches solve a sequential problem of de-clipping followed by spike recovery. For the latter, the quality of reconstruction depends on the effectivity of the de-clipping algorithm and is less attractive in practice because the $\psi$ may still be unknown.

### 3.4.1 Problem Setup

Let $\psi \in B_r$ be a given low-pass filter and $s_K$ be defined in (3.28). Furthermore, let $\{y_n\}_{n=-N}^{N-1}$ in (3.8) be the modulo samples of $g$ defined in (3.27). We plot the low-pass filtered function $g(t)$ as well as modulo samples $\{y_n\}$ in Fig. 3-11. The purpose of this section is to study the perfect reconstruction condition which guarantees recovery of continuous-time sparse signal $s_K$ from modulo samples $y_n$. 
Our basic strategy for recovering $s_K$ from $y_n$ can be summarized as,

\[
y_n \xrightarrow{\text{Unfolding}} g_n \xrightarrow{\text{Sparse Recovery}} s_K(t).
\]

This approach relies on extracting unfolded, contiguous sample sequence $g_n$ of size $2K + 1$ from which $s_K(t)$ is estimated using high-resolution frequency estimation [69, 70, 57]. To see this, we split the problem into two parts which are discussed subsequently.

### 3.4.2 Localized Reconstruction from Unlimited Sampling

Given $g \in \mathcal{B}_\pi$ and $y_n$, $n \in \mathbb{Z}$ in (3.8), the problem of recovering $g_n$, $n \in \mathbb{Z}$ was discussed in . In this work, in contrast to Section 3.3, it suffices to recover a subset of $g_n$ with size $N = 2K + 1$ rather than the full sequence, but we only have finitely many modulo samples at our disposal. This fundamentally different setup requires a new approach which we will develop in this section. The first step towards that goal is the same as in Section 3.3. Namely the following lemma, which summarizes Lemma 2 and Proposition 6 of Section 3.3, shows that higher order differences $\Delta^L, \ldots, \Delta$, that is, repeated applications of the first-order difference defined by $(\Delta y)_n = y_{n+1} - y_n$, of the modulo samples $y_n$ allow for the reconstruction of the higher order differences of the original signal\(^2\).

**Lemma 3.** For $g \in \mathcal{B}_\pi$, set $g_n = g(nT), T \in \mathbb{R}^+$ and assume that some bound $\beta_g \geq \|g\|_\infty$ is available. Furthermore, assume that $\frac{T1}{\log\left(\frac{T2}{\pi c}\right)}$ and choose

\[
L = \left\lfloor \log \frac{\lambda - \log \beta_g}{\log (T\pi c)} \right\rfloor.
\]

Then the sequence $y_n = \mathcal{M}_\lambda(g_n)$ of modulo samples satisfies

\[
\Delta^L g_n = \mathcal{M}_\lambda(\Delta^L g_n) = \mathcal{M}_\lambda(\Delta^L y_n).
\]

Consequently, finding an $L$-th order finite differences of the sequence $g_n$ just requires the corresponding $L$-th order finite differences of the sequence $y_n$ of modulo samples, which in turn can be constructed from $L + 1$ subsequent samples of $y_n$. Due to the overlap in the samples used, finding some number $R$ of subsequent $L$-th order finite differences of the sequence $g_n$ requires $L + R$ subsequent samples of $y_n$.

It remains to reconstruct the sequence $g_n$ from its $L$-th order finite differences. As in Section 3.3, we invert each of the repeated finite difference operators sequentially, and the difficulty is that in each step, the inverse is only defined up to an additive constant. Given that the modulo samples are available, this ambiguity consists of even integer multiples of $\lambda$, and the right constants can be derived from boundedness properties of bandlimited functions (cf. Section 3.3).

More precisely, note that $g \in \mathcal{B}_\pi$ can be uniquely decomposed as $g = \mathcal{M}_\lambda(g) + \varepsilon_g$ where $\varepsilon_g$ is a simple function, $\varepsilon_g(t) = 2\lambda \sum_{\ell \in \mathbb{Z}} \varepsilon \mathcal{P}_\lambda(t), \not\in \mathbb{Z}$. With $y_n = \mathcal{M}_\lambda(g(nT))$ given, knowing $\varepsilon_g$ is equivalent to the knowledge of $g_n$. Due to highly structured form of $\varepsilon_g$, there is a strong restriction on the range of the same. Namely, we may enforce the amplitude restriction that $\Delta^{L-1} \varepsilon_g \in 2\lambda \mathbb{Z}$ when applying

\(^2\)A similar observation has been made in the phase-unwrapping literature where the well known Itoh's condition [169] requires $\|\Delta y\|_\infty < \lambda$. However, this approach is highly restrictive for it works only with $L = 1$ and by inverting the discrete difference without exploiting any signal structure.
**Algorithm 3: Sparse Recovery from Modulo Folded Samples**

**Data:** Sparsity level \( K \), \( L \in \mathbb{N} \), modulo samples \( \{y_n\}_{n=0}^{N-1} \) in (3.8), the low-pass filter \( \psi_n \) and \( \beta_g \geq \|\psi\|_\infty \|s_K\|_{TV} \).

**Result:** Estimate of \( s_K \) in form of \( \{\tilde{c}_k, \tilde{t}_k\}_{k=0}^{K-1} \).

1) Compute \( y[N] = \Delta^N y \).
2) Compute \( \varepsilon[N] = M(h)(y[N]) - y[N] \). Set \( s_{(1)} = \varepsilon[N] \).
3) for \( \ell = 1 : L - 1 \) and \( J = 6\beta_g/\lambda \),
   \[ s_{(\ell+1)} = Ss_{(\ell)} - 2\lambda \kappa_{(n)} \]
   Round \( s_{(\ell+1)} \) to the nearest integer multiple of \( 2\lambda \). (Consistency Relation)
4) \( \tilde{g}_n = Ss_{(L)} + y_n, n = 0, \ldots, N - 1 \) and \( N \geq 2K + 1 \).
5) Use \( \tilde{g}_n \) and \( \psi_n \) in Algorithm 2 to estimate \( \{\tilde{c}_k, \tilde{t}_k\}_{k=0}^{K-1} \).

---

the anti-difference operation defined by, \( S : (a_i)_{i=1}^\infty \mapsto (\sum_{i=1}^i a_i)_{i=1}^\infty \). We obtain that

\[
(\Delta^{\ell-1} \varepsilon_g)_n = (S \Delta^{\ell} \varepsilon_g)_n + \kappa_{(n)} a_n, \quad a_n = 2\lambda \cdot \kappa_{(n)} \in \mathbb{Z}. \tag{3.31}
\]

Since constants are in the kernel of \( \Delta \), this cannot be resolved any further for \( \ell = 1 \), we can only estimate \( \varepsilon_g \) up to multiple of \( 2\lambda \mathbb{Z} \). For \( \ell > 1 \), however, we can apply \( S \) again and estimate the unknown \( \kappa_{(n)}, \ell = 1, \ldots, L \). We obtain

\[
(\Delta^{\ell-2} \varepsilon_g)_n = (S^2 \Delta^{\ell} \varepsilon_g)_n + \kappa_{(n)} (Sa)_n + \kappa_{(\ell-1)} a_n. \tag{3.32}
\]

and, given that \( (Sa)_n \) is growing linearly, all but one choice of \( \kappa_{(n)} \) will yield a sequence that violates the supremum bound entailed by the prior knowledge of \( \beta_g \). As shown in Section 3.3, a sufficient number of subsequent samples of \( \Delta^\ell y \) to distinguish the feasible choice of \( \kappa_{(n)} \) from the infeasible ones is \( 6\beta_g/\lambda \), and hence the required number of subsequent samples of \( g \) is bounded by \( 6\beta_g/\lambda + L + 1 \leq 7\beta_g/\lambda + 1 \) to reconstruct one value of \( g \) and \( 7\beta_g/\lambda + N' \) to reconstruct \( N' \) subsequent values (cf. discussion after Lemma 3).

**Theorem 10** (Local Reconstruction Theorem). Let \( g(t) \in B_{\mathcal{R}} \) with \( \|g\|_\infty \leq \beta_g \) and

\[
y_n = M(h)(g(t))_{t=nT}, \quad n = 0, \ldots, N - 1
\]

in (3.8) be the modulo samples of \( y(t) \) with sampling rate \( T \). Then a sufficient condition for recovery of \( N' \) contiguous samples of \( g \) from the \( y_n \) (up to additive multiples of \( 2\lambda \)) is that

\[
T \leq \frac{1}{2\pi e} \quad \text{and} \quad N \geq N' + 7\frac{\beta_g}{\lambda}. \tag{3.33}
\]
3.4.3 A Sufficiency Condition for Recovering Sparse Signals

To apply this theorem to the case of sparse sampling, recall that the number of subsequent samples required for reconstruction is \(2K + 1\), which should hence also be our choice for \(N'\). Also note that using Young’s inequality, one can bound

\[
\|g\|_\infty = \|s_K \ast \psi\|_\infty \leq \|\psi\|_\infty \|s_K\|_{TV},
\]

where the \(\| \cdot \|_{TV}\) denotes the total variation of a measure, which, for spike trains, corresponds to the \(\ell_1\)-norm of the coefficient sequence \(c_k\) in (3.28). Thus we obtain the following main result.

**Theorem 11** (Unlimited sampling of sparse signals). Let \(g = s_K \ast \psi\) for a known low-pass filter \(\psi \in \mathcal{B}_\pi\) and \(s_K\) in (3.28) be the unknown \(K\)-sparse signal to be recovered, and assume one has access to an a priori bound \(\beta_g \geq \|\psi\|_\infty \|s_K\|_{TV}\). Let \(y_n = \mathcal{M}_\lambda (g(t))_{t=nT}, n = 0, \ldots, N - 1\) in (3.8) be the modulo samples of \(y(t)\) with sampling rate \(T\). Then a sufficient condition for recovery of \(s_K\) from the \(y_n\) (up to additive multiples of \(2\lambda\)) is that

\[
T \leq \frac{1}{2\pi e} \text{ and } N \geq 2K + 1 + 7\frac{\beta_g}{\lambda}.
\]

Provided that this sufficiency condition is satisfied, and assuming that \(\beta_g\) is known, by choosing \(L\) prescribed by Lemma 3, Algorithm 3 recovers the sparse signal \(s_K(t)\) from modulo samples \(\{y_n\}_{n=0}^{N-1}\).

In contrast to Section 3.3 and [208], where the sampling bound is independent of SR-ADC threshold \(\lambda\), in case of sparse sampling note that \(N \propto \lambda^{-1}\). Since we are dealing with finite number of samples, this result is intuitive and we do expect that the number of samples required for sparse recovery will depend on both the sparsity level \(K\) and the dynamic range \(\beta_g/\lambda\) of the signal \(g = s_K \ast \psi\).

3.4.4 Numerical Demonstration

We set up a numerical example where we set \(K = 3\) and \(\tau = 10\) to define \(s_K(t)\) using \(\{c_k, t_k\}\) chosen arbitrarily. This immediately gives, \(\beta_g = 3.2511\). We then acquire low-pass filtered measurements using \(\psi(t) = \text{sinc}(t)\) which is clearly \(\pi\)-bandlimited or \(\psi \in \mathcal{B}_\pi\). With \(\lambda = 1/4\) and modulo sampling rate \(T = 1/(2\pi e) - 1/100\), we acquire modulo samples \(y_n\) using (3.8). By using result of Lemma 3, we obtain \(L = 3\). Furthermore, in view of (3.35), we must have at least \(N = 99\) modulo samples for recovery of \(2K + 1\) contiguous values of unfolded \(g_n\). We plot the sparse signal, its low-pass filtered version and the resultant modulo samples in Fig. 3-12 (a). By using the localized recovery method developed in Algorithm 3, we estimate unfolded samples \(\tilde{g}_n\) which is exactly the same as \(g_n\) (up to machine precision) and this is shown in in Fig. 3-12 (b). In this computation, we assume the knowledge of constant offset since \(\tilde{g}_n\) may only be estimated up to a constant ambiguity of \(2\lambda\). The mean squared error between ground truth \(g_n\) and its estimate \(\tilde{g}_n\) is noted to be \(5.0401e^{-34}\). By choosing any contiguous set of size \(2K + 1\) of the \(N = 99\) samples of \(\tilde{g}_n\), we can use the approach developed in [69] to estimate \(s_K\).
Figure 3-12: Sparse signal recovery via local reconstruction of modulo samples with $\beta_d = 3.2511$ and $\lambda = 0.25$. (a) We plot $K$-sparse signal $s_K(t)$ with $K = 3$ and $\tau = 10$, the low-pass filtered signal $g = s_K \ast \psi$ where $\psi(t) = \text{sinc}(t)$ as well as modulo samples $y_n = \mathcal{M}_\lambda(g_n)$ with $T = 0.0485$. Note that $\psi \in B_\pi$. (b) Using Algorithm 1, we estimate unfolded samples $\tilde{g}_n$ from $N = 99$ modulo samples of $y_n$. For this purpose $L = 3$. The reconstruction is observed to be exact (upto machine precision). Given $2K + 1$ of $\tilde{g}_n$, the spikes are estimated using Algorithm 2.

### 3.5 Unlimited Sampling of Sparse Sinusoidal Mixture

#### 3.5.1 Coding Theory, Spectral Estimation and Sinusoids

A basic model that finds applications in several areas of science and engineering is that of a continuous-time, sparse mixture of sinusoids,

$$
    g(t) = \sum_{k=0}^{K-1} c_k e^{i\nu_k t}, \quad c_k \in \mathbb{C}, \quad \nu_k \in \mathbb{R}.
$$

(3.36)

Here $t \in \mathbb{R}$ denotes time and from here on, we will refer to (3.36) as a $K$-sparse model since it is completely characterized by $K$-complex exponentials. We will assume that,

$$
    k = 0, \ldots, K - 1, \quad 0 < \nu_k < \nu_{k+1} < 2\pi.
$$
Given discrete measurements of the form $g_{i_3} = g(nT), n \in \mathbb{Z}$ and $T > 0$ (the sampling rate), the problem of estimating the unknowns $\{c_k, \nu_k\}_{k=0}^{K-1}$ arises in several areas. The field of spectral estimation [67, 122] is dedicated to this problem. In working with time-resolved imaging [66, 209] we have shown that (3.36) confirms to the measurements of reflected echoes of light. This allows for recovery of the same without having to sample at the speed of light. The data samples of a 3–sparse signal in Fig. 3-13 (a) are in fact obtained using a time-resolved sensor [66, 209]. The same problem is closely related to the field of coding theory where (3.36) is reinterpreted as the syndromes of the error word [210]. Estimation of sinusoidal frequencies then boils down to the problem of decoding Reed-Solomon codes [211]. Similarly, approximation with exponential sums of form (3.36) is a problem of interest in approximation theory where the topic has received widespread attention [212, 213]. Due to the pervasiveness of this problem, it is no surprise that over the course of decades, a number of estimation algorithms have been developed in the literature [67, 210, 122, 214, 212, 213, 202].
3.5.2 Sampling Sparse Mixtures of Sinusoids

Regardless of the application, in all cases, one starts with discrete-time samples \({ y_n }_{n=0}^{N-1}\). Since (3.36) is a bandlimited function\(^3\), Shannon’s sampling theorem can be used, however, it requires infinitely many samples for representing \(g(t)\). This sub-optimal behavior is expected as the sampling theorem is agnostic to the parametric nature of (3.36). This is not the case with non-linear approaches that aim to estimate the \(2K\) parameters \({c_k, \nu_k}\)\(\text{f=1}^{K-1}\). Examples date back to Prony’s method [67] which requires as few as \(N \geq 2K\) measurements.

There are two predominant problems related with the estimation of the unknown parameters. The first problem is that of measurement noise. In this case, as dictated by the Cramer-Rao bounds [215], oversampling improves the performance of estimation. The second problem is associated with the practicalities of Shannon’s sampling theorem. In practice, signals are sampled using analog-to-digital converters (ADCs) which are limited in dynamic range; there is a limit to the maximum voltage that can be recorded, say, \(\lambda\). Let \(\|g\|_{\infty} = \sup_{t \in \mathbb{R}} g(t)\) denote the max-norm. Whenever \(\|g\|_{\infty} > \lambda\), the ADC clips or saturates (see Fig. 3-13 (b)). This leads to discontinuities resulting in aliasing [138]. To deal with this problem, several numerical and optimization based methods have been proposed in literature [216, 134, 136, 217]. That said, to the best of our knowledge, none of the works\(^4\) provide an information theoretic link between sparsity level \(K\) and the number of measurements \(N\) that are required for recovery of \(g(t)\) when \(\|g\|_{\infty} > \lambda\).

In our work, we will exploit a co-design between hardware and recovery algorithms so that we can recover \(g(t)\), even when \(\|g\|_{\infty}\) is orders of magnitude higher than \(\lambda\). By incorporating computation in the ADC, we develop an approach where samples of some high dynamic range (HDR) function \(g\) are scrambled in the low dynamic range measurements. This is shown in Fig. 3-13 (c). This is achieved by injecting non-linearity in the measurement process. With the knowledge of non-linearity and the signal structure, we will study mathematical guarantees which answer the sampling theory question: What sampling rate and how many measurements suffice for recovery of \(g(t)\) via \({c_k, \nu_k}\)\(\text{f=1}^{K-1}\) when \(\|g\|_{\infty} > \lambda\)?

3.5.3 Sufficiency Condition for Recovery of Sparse Mixtures of Sinusoids

Our approach builds upon the results developed in Section 3.4, in which we studied the case of recovering \(K\) Dirac measures from low-pass filtered measurements. In Section 3.4, we showed that \(N \propto 2K + 1 + S(\lambda, \|\psi\|_{\infty}, \sum_k |c_k|)\) where \(S\) is some linear function and \(\psi\) is some low-pass filter.

With regard to (3.36), when \(\|g\|_{\infty} > \lambda\), the approach that will study in this work relies on two steps:

1) Descrambling folded measurements, that is, mapping \({y_n}\)\(\text{f=1}^{N-1}\) to \({g_n}\)\(\text{f=1}^{2K-1}\).

2) Parameter estimation; mapping usual samples to parameters, that is, \({g_n}\)\(\text{f=1}^{2K-1}\) to \({c_k, \nu_k}\)\(\text{f=1}^{K-1}\). This is done by using any of the known methods [67].

We use the result of Theorem 10 to derive sufficient conditions for recovery of continuous-time \(g(t)\) in (3.36) from folded samples \({y_n}\)\(\text{f=1}^{N-1}\). Let \(c = [c_0 \cdots c_{K-1}]^T\). We note that,

\[
\|g\|_{\infty} \leq \|c\|_{\ell_1} = \sum_k |c_k|.
\]

\(^3\) Functions that have a compactly supported Fourier transform. A formal definition is used in Definition 4 in Section 2.4.1.

\(^4\) For instance, recovering mixture of sinusoids from clipped measurements is discussed in [217] and references therein.
This allows us to set $\beta_g \geq \|c\|_{\ell_1}$ which we will assume to be known. Furthermore, estimation of unknown parameters $\{c_k, \nu_k\}_{k=0}^{K-1}$ requires $N' = 2K$ contiguous samples of $g_n$. By combining the two facts, we have the sampling theorem for sparse mixture of sinusoids in (3.36).

**Theorem 12** (Unlimited Sampling of Sparse Sinusoidal Mixture). Let $g \in B_\pi$ defined in (3.36) be the $K$-sparse sinusoidal mixture to be recovered, and assume that $\beta_g \geq \|c\|_{\ell_1}$ is known. Let $y_n = M_{\lambda}(g(t))|_{t=nT}, n = 0, \ldots, N-1$ in (3.8) be the modulo samples of $y(t)$ with sampling rate $T$. Then a sufficient condition for recovery of $g(t)$ from the $y_m$ (up to additive multiples of $2\lambda$) is that

$$T \leq \frac{1}{2n_0} \quad \text{and} \quad N \geq 2K + 7\beta_g/\lambda.$$  

(3.37)

Provided that the conditions of Theorem 12 are satisfied, we can use the appropriate value of $L$ prescribed by Lemma 3. There on, a version of Algorithm 3 recovers the continuous-time signal $g(t)$ from modulo samples $\{y_n\}_{n=0}^{N-1}$.

**Remark** In similar spirit to the unlimited sampling theorem discussed in Section 3.3, the sampling rate $T$ is independent of the SR-ADC threshold $\lambda$. However, the number of samples $N \propto \lambda^{-1}$. This is mainly because we are working with finite samples. Consequently, $N$ is a function of both the sparsity level, $K$ and the dynamic range, $\beta_g/\lambda$. This is similar to the behavior in case of Dirac measures discussed in Section 3.4.

### 3.5.4 Numerical Demonstration

In order to validate our theoretical approach, we set up a numerical demonstration with $K = 3$ and parameters,

$$c = [4 \quad -2 \quad 1]^T \quad \text{and} \quad \nu = [\pi/6 \quad \pi/3 \quad 2\pi - \frac{2}{10}]^T.$$  

With this choice, we construct $g(t)$ which is shown in Fig. 3-14 (a). In order to restrict ourselves to real-valued, we use $g \rightarrow \Re(g)$ which in turn implies that $y_n \in \Re$ and we must estimate twice the number of sinusoids\(^5\) or $K_{\text{eff}} = 2K = 6$. From this setup, we numerically estimate $\beta_g = 6.9918$, $\beta_g \approx \|c\|_{\ell_1}$. Furthermore, we set $\lambda = 1/2$ and $T = 1/2\pi e - 1/100$ (where $\lambda$ is typically fixed by design). This leads to modulo samples $y_n$ in Fig. 3-14 (a). By using Lemma 3, we estimate $L = 3$. In order to guarantee exact recovery of $2K_{\text{eff}}$ samples of $g_n$, from Theorem 12 we have $N \geq 2K_{\text{eff}} + 7\beta_g/\lambda$ and we set $N = 112$. We then use Algorithm 1 to recover unfolded samples denoted by $\tilde{g}_n$. As mentioned earlier, we can only estimate $\tilde{g}_n$ up to an additive constant of $2\lambda\mathbb{Z}$. In our simulation, we use the knowledge of this offset to account for ambiguity. The estimated samples $\tilde{g}_n$ are shown in Fig. 3-14 (b) and match the original samples $g_n$ with machine precision (mean squared error $\propto 10^{-32}$). Next we use exponential fitting using spectral estimation method [67]. This leads to the estimates $\tilde{c}$ and $\tilde{\nu}$. These estimates are exact (up to numerical precision). The parameters are then used to resynthesize $\tilde{g}$ which we plot in Fig. 3-14 (c). The mean squared error between full length sequences $g$ and $\tilde{g}$ is noted to be $1.3191 \times 10^{-15}$.

\(^5\)This is because each real-valued complex-exponential can be written as $\Re(e^{\nu_k t}) = (e^{\nu_k t} + e^{-\nu_k t})/2$, which is twice as many sinusoids.

\(^6\)Due to over-sampling involved with the unfolding operation, we have empirically observed that one may still use $2K + [7\beta_g/\lambda] \geq N \geq 2K$. 
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Figure 3-14: Unlimited sampling and recovery of sinusoidal mixtures (a) Sinusoidal mixture with $K = 3$. We plot $g$ together with unlimited samples \( \{y_n\}_{n=0}^{N-1} \) where $N$ is chosen in accordance with Theorem 12. (b) Using modulo samples $y_n$, we estimate unfolded samples $\tilde{y}_n$. The estimated samples match the oracle valued samples, $\tilde{g}_n$, up to machine precision. (c) We use spectral estimation [67] to estimate unknowns $\hat{c}_k$ and $\hat{v}_k$ which are used to synthesize $\tilde{g}(t)$ using (3.36). The estimated signal matches the original. The mean squared error between $g$ and $\tilde{g}$ is noted to be $1.3191 \times 10^{-15}$. 
“Of truth there exist many riches. The vision of truth smashes the crooked, and the signal call of truth bored open deaf ears—(the signal call) of Ayu [=Agni], awakening and blazing.” [1]

— Rigveda (Mandala IV, §23, ¶08–10)
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Sampling Parametric Functions of the Rational Family

4.1 Introduction to the Sampling Problem

Preceding sections have considered two important classes of parametric signal representation—sparse signals (cf. (3.28)) and sum of complex exponentials (cf. (3.36)). This chapter considers a somewhat unconventional class of parametric functions that arises in applications such as lifetime imaging. A more concrete link is discussed in the context of fluorescence lifetime estimation in Chapter 6. Here we will focus on the sampling theoretic formulation and the associated recovery algorithm. In particular, we will focus on time-domain transfer function which is specified by,

\[ g(t) = \delta(t - t_0) * \left( \Gamma \delta(t) + \mu \exp\left(-\frac{t}{\tau}\right) \Pi(t) \right) \]

\[ = \Gamma \delta(t - t_0) + \mu \exp\left(-\frac{t - t_0}{\tau}\right) \Pi(t - t_0) \]

where \( \Pi(t) = \mathbb{1}_{[0,\infty)}(t) \) is the Heaviside function.

The contribution due to the constituent term\(^1\) \( \Gamma \delta(t - t_0) \) arises in several problems such as time-

\(^1\)We say constituent term because typically, one observes a mixture or super-position of such terms, for instance, see (3.28).
delay estimation [53], sparse sampling [69] and time-of-flight imaging [66]. A lesser familiar contribution due to \( e^{-\frac{t-t_0}{\tau}} \) \( \Pi (t - t_0) \) arises in applications related to channel modeling in wireless optical communications (cf. (8) in [218] and [219]), time-resolved imaging [220, 15] and bio-imaging [21]. In practice, it is more convenient to measure the Fourier transform of \( g(t) \) in (4.1) which is given by,

\[
\hat{g}(\omega) = \left( \Gamma + \frac{\mu \tau}{1 + j \omega \tau} \right) e^{-j \omega t_0}.
\]  

(4.2)

In fact, we will show how to acquire such measurements using consumer grade depth sensors in Chapter 6. In practice, \( \Gamma \) depends on the wavelength of light and hence can be filtered out or, \( \Gamma = 0 \). A further generalization of the transfer function in (4.1) is due to the presence of multiple decaying exponentials and takes form of,

\[
g_K(t) = \delta(t - t_0) * \left( \Gamma \delta(t) + \Pi(t) \sum_{k=0}^{K-1} \mu_k \exp \left( -\frac{t}{\tau_k} \right) \right).
\]  

(4.3)

In this case, the Fourier transform takes form of a rational transfer function given by,

\[
\hat{g}_K(\omega) = \left( \Gamma + \sum_{k=0}^{K-1} \frac{\mu_k}{1 + \frac{\tau_k}{\omega} + j \omega} \right) e^{-j \omega t_0}.
\]  

(4.4)

The sampling problem in this case is set-up as follows: Suppose we are given measurements,

\[
y_n = \hat{g}_K(\omega_n), \quad \omega_n = n \omega, \quad \omega > 0, \quad n = 0, \ldots, N - 1
\]  

(4.5)

what is the minimum number of samples required for recovery of \( 2K + 1 \) unknowns, \( \{ t_0, \{ \mu_k, \tau_k \}_{k=0}^{K-1} \} \)?

### 4.1.1 Special Case: Single Exponential

We will start with the simpler case of \( K = 1 \) based on which we will develop our strategy for the general case in (4.3).

In this case, we start by setting \( \nu = 1/\tau \) and \( \theta = t_0 \) for notational convenience. Then, in view of (4.2) with \( \Gamma = 0 \), the Fourier domain samples read:

\[
y_n \stackrel{(4.5)}{=} \frac{\mu e^{-j \omega_n \theta}}{\nu + j \omega_n} = \frac{\mu e^{-j \omega_0 \theta}}{\nu + j \omega_0}.
\]  

(4.6)

Similarly, we have,

\[
y_{n+1} = \frac{\mu e^{-j \omega_{n+1} \theta}}{\nu + j \omega_{n+1}} = \frac{\mu e^{-j \omega_0 \theta} e^{-j \omega_{n+1} \theta}}{\nu + j \omega_{n+1}}.
\]  

(4.7)

By factoring the common term, that is, \( \mu e^{-j \omega_0 \theta} \), in the above two equations, we conclude that,

\[
y_{n+1} (\nu + j \omega_{n+1}) e^{j \omega_0 \theta} = y_n (\nu + j \omega_n).
\]  

(4.8)
This can now be formulated as a linear system of equations. Let \( u_\theta = e^{j\omega_\theta}, \) then, \( u_{-\theta} = \frac{1}{u_\theta}. \) Therefore, we have,

\[
y_{n+1} (\nu + j\omega_{n+1}) u_\theta = y_n (\nu + j\omega_n)
\]

\[
\Rightarrow y_{n+1} \nu + jy_{n+1} \omega_{n+1} = y_n \nu u_{-\theta} + jy_n \omega_n u_{-\theta}
\]

\[
\Rightarrow y_{n+1} \nu - y_n \nu u_{-\theta} - jy_n \omega_n u_{-\theta} = -jy_{n+1} \omega_{n+1}
\]

which is a linear system of equations which in vector–matrix notation reads,

\[
\begin{bmatrix}
    y_1 & -y_0 & -jy_0 \omega_0 \\
    y_2 & -y_1 & -jy_1 \omega_1 \\
    \vdots & \vdots & \vdots \\
    y_N & -y_{N-1} & -jy_{N-1} \omega_{N-1}
\end{bmatrix}
\begin{bmatrix}
    \nu \\
    \nu u_{-\theta} \\
    u_{-\theta}
\end{bmatrix}
= -j
\begin{bmatrix}
    y_1 \omega_1 \\
    y_2 \omega_2 \\
    \vdots \\
    y_N \omega_N
\end{bmatrix}
\]

The unknown vector \( \mathbf{x} \) can be recovered by solving for

\[
\mathbf{Yx} = \mathbf{z} \Rightarrow \tilde{\mathbf{x}} = \mathbf{Y}^+ \mathbf{x}
\]

where \( \mathbf{Y}^+ \) is the pseudo-inverse of matrix \( \mathbf{Y}. \) Furthermore, the matrix \( \mathbf{Y} \) has full rank when,

\[
\begin{bmatrix}
    y_1 & -y_0 & -jy_0 \omega_0 \\
    y_2 & -y_1 & -jy_1 \omega_1 \\
    y_3 & -y_2 & -jy_2 \omega_2 \\
\vdots & \vdots & \vdots \\
    y_N & -y_{N-1} & -jy_{N-1} \omega_{N-1}
\end{bmatrix}
\begin{bmatrix}
    \nu \\
    \nu u_{-\theta} \\
    u_{-\theta}
\end{bmatrix}
= -j
\begin{bmatrix}
    y_1 \omega_1 \\
    y_2 \omega_2 \\
    \vdots \\
    y_N \omega_N
\end{bmatrix}
\]

in which case \( N = 4 \) measurements \( \{y_0, y_1, y_2, y_3\} \) suffice for recovery of the unknowns \( \{t_0, \mu_0, \tau_0\}. \)

### 4.1.2 General Case: \( K \) Exponential Functions

As in the previous case, let us set \( u_\theta = e^{j\omega_\theta} \) and \( \nu_k = \frac{1}{\tau_k} \) and also let \( y(\omega) = \hat{g}_K(\omega). \) Again, since \( \Gamma \) can be filtered out using optical wavelengths, we set \( \Gamma = 0. \) This results in,

\[
y(\omega) = \sum_{k=0}^{K-1} p_k e^{j\omega_k} \mu_k
\]

\[
u_k + j\omega_k = u_{-\theta} \sum_{k=0}^{K-1} \frac{p_k \omega_k^k}{\sum_{k=0}^{K} q_k \omega_k^k}.
\]

In this case, apart from \( u_\theta, \) we have \( 2K + 1 \) unknowns in form of the polynomial coefficients \( \{p_k\}_{k=0}^{K-1} \) and \( \{q_k\}_{k=0}^{K} \) which are of degree \( K \) and \( K + 1, \) respectively. As in the previous case, so that we may factor\(^2\) of \( u_{-\theta} = u_\theta^*, \) we evaluate the polynomial \( y(\omega + \omega_0). \)

\(^2\)This is due to the fact that the space of polynomials is shift-invariant and hence \( y(\omega + \omega_0) \) spans the same space as \( y(\omega). \) Shifting the polynomial leads to the common factor \( u_\theta \) and this is a property that we will exploit.
Note that polynomial coefficients

\[ y(\omega + \omega_0) = e^{-j(\omega + \omega_0)\theta} \]

\[ = \sum_{k=0}^{K-1} p_k(\omega + \omega_0)^k \]

\[ = u_0 e^{-j\omega_0 \theta} \sum_{k=0}^{K-1} \tilde{p}_k(\omega_0)^k \]

Since \( \omega_0 \) shift of \( y(\omega) \) spans the same space as \( y(\omega) \), the coefficient sequences \( p_k \) and \( \tilde{p}_k \), as well as \( q_k \) and \( \tilde{q}_k \), respectively, are related by the convolution operation. In particular,

\[ \sum_{k=0}^{K} q_k(\omega + \omega_0)^k = \sum_{k=0}^{K} \tilde{q}_k \omega_k^k \]

where,

\[ \tilde{q}_k = \frac{1}{k!} (a * b)_k, \quad a_k = k!q_k, \quad b_k = \frac{\omega_0^k}{k!}, \quad \tilde{b}_k = b_{K-k}. \]

By defining the polynomials \( \{P, Q, N, D\} \),

\[ \begin{cases} 
\begin{align*}
P_{K-1}(\omega) \\
Q_K(\omega) \\
N_{2K-1}(\omega) \\
D_{2K-1}(\omega)
\end{align*}
\end{cases} \quad \text{where} \quad R_K(\omega) = \sum_{k=0}^{K} r_k \omega^k, \quad (4.9) \]

we have,

\[ y(\omega + \omega_0) = e^{-j(\omega + \omega_0)\theta} \frac{P(\omega + \omega_0)}{Q(\omega + \omega_0)}. \]

Observe that the ratio of measurements \( y(\omega + \omega_0) \) and \( y(\omega) \) leads to another rational polynomial of higher degree,

\[ \frac{y(\omega + \omega_0)}{y(\omega)} = e^{-j\omega_0 \theta} \frac{P(\omega + \omega_0) Q(\omega)}{Q(\omega + \omega_0) P(\omega)} \equiv \frac{N(\omega)}{D(\omega)}. \quad (4.10) \]

Let \( v_\theta = e^{-j\omega_0 \theta} \). The above equation allows us to eliminate \( v_\theta \) using the first annihilation equation,

\[ \text{First Annihilation Relation} \]

\[ D(\omega) y(\omega + \omega_0) - N(\omega) y(\omega) = 0, \quad \omega = n\omega_0. \quad (4.11) \]

Here, polynomials \( D \) and \( N \) are parameterized by \( 2K \) coefficients \( \{d_k\}_{k=0}^{2K-1} \) and \( \{n_k\}_{k=0}^{2K-1} \), respectively. With measurements defined in (4.5), we have \( 4K \) unknowns in (4.11). Provided that \( N \geq 4K \), we can estimate \( \{d_k, n_k\}_{k=0}^{2K-1} \) using the linear system of equations (4.11).
Noting that \( \{ \nu_k = \frac{1}{\tau_k} \}_{k=0}^{K-1} \) are the roots of the polynomial,

\[
Q(\omega) = \prod_{k=0}^{K-1} (\nu_k + j\omega) = \sum_{k=0}^{K} q_k \omega^k,
\]
we eliminate \( P \) in (4.10) to obtain the second annihilation equation,

\[
N(\omega - \omega_0)Q(\omega + \omega_0) - v_0D(\omega)Q(\omega - \omega_0) = 0, \quad v_0 = e^{-j\omega_0 \theta}
\]  

(4.12)

where \( v_0 \) and \( Q \) remain unknown. However, \( \{ d_k, n_k \}_{k=0}^{2K-1} \) are known using (4.11). Let us define a Vandermonde matrix with elements,

\[
V_n^{K,N} = \left[ (n\omega_0)^k \right]_{n,k} \quad \text{with} \quad n = 0, \ldots, N-1 \quad k = 0, \ldots, K
\]

and diagonal matrices with matrix elements, \( \Delta_N = [N ((n-1) \omega_0)]_{n,n} \) and \( \Delta_D = [D (n\omega_0)]_{n,n} \), each of size \( N \times N \), respectively. We may then re-write (4.12) as the generalized eigen-value problem,

\[
\Delta_N V_{n+1}^{K,N} q = v_0 \Delta_D V_{n-1}^{K,N} q \Rightarrow Aq = \lambda Bq.
\]  

(4.13)

Construction of matrices \( A \) and \( B \) is given as follows,

\[
A = \begin{bmatrix}
\Delta_N & V_{n+1} \\
(N \times N) & (N \times K+1)
\end{bmatrix}
\quad \text{and} \quad
B = \begin{bmatrix}
\Delta_D & V_{n-1} \\
(N \times N) & (N \times K+1)
\end{bmatrix}
\]

The advantage of (4.12) is that we have access to \( v_0 \) as well as the coefficient vector \( q \). We estimate

\[
\tilde{\theta} = -\angle v_0 / \omega_0
\]

and \( \{ \tau_k \}_{k=0}^{K-1} \) are the roots of the polynomial \( Q \) which is completely characterized by \( q \). Thus estimation of parameters of interest is accomplished without having to estimate \( p \). Alternatively, \( p \) or \( \{ \mu_k \}_{k=0}^{K-1} \) may be solved for by using

\[
D(\omega) = P(\omega)Q(\omega + \omega_0).
\]

One may even use the annihilation equation \( y(\omega)Q(\omega) - \lambda P(\omega) = 0 \). In context of lifetime imaging discussed in Chapter 6, this provides a general approach to solving for multiple lifetimes with unknown distance. We summarize our result in form of the following theorem.
Theorem 13 (Sampling Theorem for Rational Functions). Suppose we are given \( N \) samples \( \{y_n\}_{n=0}^{N-1} \) defined by (4.5) of the rational function \( \hat{g}_K(\omega) \) in (4.4). Then, \( N \geq 4K \) is a sufficient condition for recovery of \( 2K + 1 \) unknown parameters \( \{t_0, \{\mu_k, \tau_k\}_{k=0}^{K-1}\} \).
Applications and Experimental Demonstration
On the path of truth, the ritual adept has been drunk. The gods have set their minds for glory. Acquiring the name of “great” by (ritual) speeches, the one worthy of the quest has disclosed his wondrous form to be seen.” [1]

— Rigveda (Mandala VI, §44, ¶ 08-10)
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Super-resolved Multi-bounce Imaging

5.1 Introduction

In recent years, there has been a surge of research interest in studying time-of-flight or ToF imaging sensors. ToF sensors are active sensors that capture three dimensional information of a scene [221, 23, 222]. Unlike conventional digital sensors, a ToF sensor captures two images per acquisition: an amplitude image and a phase/range image. The amplitude image is the usual two dimensional photograph. The unconventional phase image at each pixel provides the depth information of the scene. The range image is computed using the ToF principle—the amount of time it takes for light to reflect back from an object. The amplitude/phase image combination provides a 3D point cloud of the scene.

Several optical ToF systems have been designed [221, 23, 222] using either pulsed or continuous wave technology. All these sensors function on the premise that there is a one-to-one mapping between the scene and the sensor. Each sensor pixel is associated with one depth value. In this chapter we consider single pixel measurements only, as shown in Fig. 5-1(a).

In practice, the scene of interest is often complex and results in multi-echo backscattered signal [64, 223]. This leads to multiple reflections observed at a given pixel where each reflection (or the corresponding time delay) must be computed to estimate the correct depth value. We discuss this case in Fig. 5-1(b) and the corresponding LiDAR or light detection and ranging based ToF data is plotted in Fig. 5-1(d). The problem of resolving constituent components of the superimposed echoes has been addressed in a number of papers (cf. [64, 224, 223] and references therein).

In this chapter, we demonstrate super-resolution capability using data from a photon counting, ToF
imaging sensor. This is a challenging setting in that the backscattered signal contains echoes that defy the Rayleigh criterion [225], that is to say, the echoes overlap such that no clear peaks are evident in the return signal. In general, a simple peak finding or correlation algorithm is unable to resolve the two returns. We describe this setting in Fig. 5-1(c). In 5-1(e), we plot experimentally acquired LiDAR ToF data.

In previous work [64] et al. have shown how Bayesian analysis of (TCSPC) ToF data can both detect very low signal levels, sometimes less than the background, and also resolve surfaces in depth at the order of 1 cm at a distance of 330 m. In this work we present a new, non-iterative method to process the ToF data with comparable resolution, thereby allowing deterministic and fixed time processing of lower complexity. We show the comparable performance on the same data set as used previously [64, 224].

The remainder of this chapter is organized as follows: Starting with a generalized image formation
model common to most ToF sensors, we establish a link between ToF sensors and sampling theory [27]. Thereon, we model multiple echoes of light as a sparse signal:

$$ h(t) = \sum_{k=0}^{K-1} \Gamma_k \delta(t - t_k), $$

(5.1)

where $\delta$ denotes Dirac distribution, $\{\Gamma_k\}_{k=0}^{K-1}$ denotes the strength of $k^{th}$ echo and $\{t_k\}_{k=0}^{K-1}$, the corresponding time delay. In summary, we re-formulate the ToF super-resolution problem as recovery of stream of Dirac impulses in (5.1) from the knowledge of its low-pass filtered samples. Our reinterpretation allows us to invoke the finite-rate-of-innovation sampling theory [69, 70]. We demonstrate our results on experiments conducted with LiDAR ToF systems [64, 223]. Compared to previously studied solutions [64, 223], our method enjoys the advantage being non-iterative, of fixed time complexity and faster by capitalizing on spectrum estimation methods [67].

5.2 ToF Image Formation Model

5.2.1 A General Model for ToF Sensors

We begin with a general description of the image formation model for ToF sensors. A ToF system emits a probing function $p(t), t \in \mathbb{R}$ which may be a time-localized pulse or a continuous wave signal. The probing function interacts with the scene or the environment that is characterized by scene response function (SRF), $h(t, \tau)$. This results in the reflected signal $r(t)$ modeled by the Fredholm integral operator,

$$ p \rightarrow [h] \rightarrow r(t) = \int_{\Omega_1} p(\tau) h(t, \tau) d\tau. $$

(5.2)

The reflected signal is observed at the sensor characterized by instrument response function (IRF) or the sensor response function, $\varphi(t, \tau)$. For example, in context of optical imaging, this may be thought of as the point spread function. The resulting measurements $m(t)$ then read,

$$ r \rightarrow \varphi \rightarrow m(t) = \int_{\Omega_2} r(\tau) \varphi(t, \tau) d\tau. $$

(5.3)

Finally, the ToF sensor samples the measured signal with the sampling rate $\Delta$ and stores a digital sequence, $m[n] = m(t)|_{t=n\Delta}, n \in \mathbb{Z}$.

Based on the choice of probing function, $p$ and the IRF $\varphi(t, \tau)$, ToF imaging modalities may be categorized taxonomically. For example, continuous wave based optical ToF imaging systems [65, 226] such as the Microsoft Kinect use a sinusoidal probing function $p(t) = 1 + \cos(\omega_0 t)$ and the IRF is designed to be $\varphi(t, \tau) = p(\tau - t)$.

In most applications, the SRF is modeled as,

$$ h(t, \tau) = \Gamma_0 \delta \left( t - \tau - \frac{2d_0}{c} \right) $$

(5.4)
Table 5.1: Different Modalities for Optical Time-of-Flight Sensor Based Depth Imaging

<table>
<thead>
<tr>
<th>Modality</th>
<th>CW–ToF(1)</th>
<th>AMCW–ToF(2)</th>
<th>SPAD/Lidar(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probing Function</td>
<td>( p(t) = 1 + p_1 \cos(\omega_0 t) )</td>
<td>( p(t) = \text{PN-Seq.}^{(4)} )</td>
<td>( p(t) = \delta(t) )</td>
</tr>
<tr>
<td>Reflected Function</td>
<td></td>
<td>( \Gamma_0 p \left( t - \frac{2 d_0}{c} \right) )</td>
<td></td>
</tr>
<tr>
<td>IRF</td>
<td>( \varphi(t, \tau) = p(\tau - t) )</td>
<td>( \varphi(t, \tau) = p(\tau - t) )</td>
<td>( \varphi(t, \tau) \overset{(5.10)}{=} \varphi_\Theta(t - \tau) )</td>
</tr>
<tr>
<td>Measurements</td>
<td>( \Gamma_0 \left( 1 + \frac{d_0^2}{2} \cos \left( \omega \left( t + \frac{2 d_0}{c} \right) \right) \right) )</td>
<td>( \Gamma_0 (p * \overline{p}) \left( t - \frac{2 d_0}{c} \right) )</td>
<td>( \Gamma_0 \varphi_\Theta(t - 2 d_0/c) )</td>
</tr>
</tbody>
</table>

(1) Continuous Wave ToF  (2) Amplitude Modulated CW ToF  (3) Laser Detection and Ranging  
(4) Pseudo–random Sequence.

which leads to a shift–invariant SRF representing a scene at a distance \( d_0 \) from the sensor and where \( c = 3 \times 10^8 \) is the speed of light.

5.2.2 ToF Sensors and Sampling Theory

In many practical cases of interest, the SRF and the IRF are shift–invariant functions such that,

\[
h_{SI}(t, \tau) = \delta(t - \tau) \quad \text{and} \quad \varphi_{SI}(t, \tau) = \varphi(t - \tau),
\]

respectively. We list the most prevalent examples in Table 5.1. Whenever (5.5) holds, we can rewrite (5.2) and (5.3) as convolution integrals and hence,

\[
m(t) \overset{(5.5)}{=} (p * \varphi)(t) \equiv (\phi * h)(t), \quad \phi(t) = (p * \varphi)(t).
\]

In analogy to shift–invariant sampling theory [27], we re-interpret (5.6), as sampling of an unknown, shift–invariant SRF with sampling kernel \( \phi \). Finally, the ToF sensor measurements are uniform samples,

\[
m[k] = (\phi * h)(t) \sum_{k \in \mathbb{Z}} \delta(t - k \Delta).
\]

where \( \phi(t) \) is the identified sampling kernel in (5.6). At this point, we make no assumptions on the unknown SRF or the nature of probing function as well as the IRF.

5.2.3 Lidar Based ToF Imaging

Lidar based imaging sensors probe the scene with a time-localized pulse with resolution of the order of few picoseconds [227] which one may approximate as \( p_{\text{LIDAR}}(t) \approx \delta(t) \).

\[
p_{\text{LIDAR}}(t) \approx \delta(t).
\]
Reflection from an opaque surface leads to the SRF in (5.4) resulting in the reflected signal, 
\[ r_{\text{LiDiAR}}(t) = \Gamma_0 \delta(t - t_0), \quad t_0 = 2d_0/c. \]  
(5.9)

As shown in [224, 64], the IRF due to SPAD detectors may be modeled as a parametric, shift–invariant kernel of form,

\[
\varphi_{\Theta}(t) = \alpha \begin{cases} 
\theta \left( \frac{(t-T_0)^2}{2\sigma^2} \right) \theta \left( \frac{t-T_1}{\lambda_1} \right) & t < T_1 \\
\theta \left( \frac{(t-T_0)^2}{2\sigma^2} \right) \theta \left( \frac{t-T_2}{\lambda_2} \right) & t \in [T_1, T_2) \\
\theta \left( \frac{(t-T_0)^2}{2\sigma^2} \right) \theta \left( \frac{t-T_3}{\lambda_3} \right) & t \in [T_2, T_3) \\
\theta \left( \frac{(t-T_0)^2}{2\sigma^2} \right) \theta \left( \frac{t-T_3}{\lambda_3} \right) & t \geq T_3
\end{cases}
\]  
(5.10)

where, \( \theta(t) = e^{-t} \) and \( \Theta \) is an unknown parameter vector,

\[
\Theta = \left[ \alpha \quad \sigma \quad T_0 \quad T_1 \quad T_2 \quad T_3 \quad \lambda_1 \quad \lambda_2 \quad \lambda_3 \right]^T.
\]  
(5.11)

As a result of this IRF, the measurements read \( m(t) = \Gamma_0 \varphi_{\Theta}(t - t_0) \). As shown in [227, 64], the parameter vector \( \Theta \) may be calibrated and the depth/delay \( t_0 \) is estimated using a linear relation [227].

### 5.3 Super–Resolved ToF Imaging

In this section, we formulate the ToF super-resolution problem. In case when the ToF sensor receives a multi-echo backscattered signal (cf. Fig. 5-1(b),(c)), the SRF can be modeled as [65, 226, 16],

\[
h_{\text{SI}}(t, \tau) = \sum_{k=0}^{K-1} \Gamma_k \delta \left( t - \tau - \frac{2d_k}{c} \right), \quad c = 3 \times 10^8 \text{ m/s}.
\]  
(5.12)

In view of (5.6), the continuous time measurements amount to,

\[
m(t) = \sum_{k=0}^{K-1} \Gamma_k \phi(t - t_k), \quad t_k = \frac{2d_k}{c}.
\]  
(5.13)

This brings us to our problem statement: Given \( N \) discrete measurements, \( \{m[n]\}_{n=0}^{N-1} \) defined in (5.7), estimate the SRF in (5.12) parameterized by \( \{\Gamma_k, t_k\}_{k=0}^{K-1} \).

#### 5.3.1 Bandlimited Approximation of Sampling Kernel

The super-resolution problem is ill-posed if \( \phi \) is unknown. In context of FRI sampling theory, the so-called "sampling kernel" [69, 70] \( \phi \) is assumed to be known. Similarly, in ToF context, \( \phi \) is either designed or calibrated. We discuss two examples based on Table 5.1.

1. In case of AMCW–ToF [65, 226, 65], \( p(t) \) is pre-defined and the IRF is the time reversed version.
Figure 5-2: Instrument response function for LiDAR ToF system. (a) Observed time profile and its Fourier Series approximation (5.15) with $L = 25$ ns and $M_0 = 80$. (b) Fourier spectrum together with Fourier Series coefficients $\{\hat{\phi}_m\}_{|m| \leq M_0 = 80}$ (5.15). With $f_0 = \omega_0 / 2\pi = 40.0195$ MHz, the maximum frequency used for approximation of $\phi(t)$ is $M_0 f_0$.

of the probing function. Hence,

$$\phi_{\text{AMCW}}(t) = \lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{+T/2} p(\tau) p(t + \tau) d\tau \equiv (p * \overline{p})(t),$$

(5.14)

where $\overline{p}(t) = p(-t)$ denotes the time reversal operation.

2. In case of LiDAR based ToF systems, we have $\phi(t) = \varphi_\Theta(t)$ (cf. (5.10)). The parameter vector $\Theta$ is estimated via calibration [64].

In this work, we take an alternate approach towards modeling of $\phi$. To this end, we use bandlimited approximation, that is, we approximate $\phi(t)$ over an interval of size $L$ with its first $M_0$ frequency components. This is accomplished by truncating the Fourier series so that,

$$\tilde{\phi}(t) = \sum_{|m| \leq M_0} \hat{\phi}_m e^{j\omega_0 t} \text{ with } \hat{\phi}_m = \frac{1}{L} \int_0^L \phi(t) e^{-j\omega_0 t} dt,$$

(5.15)

where $\tilde{\phi}(t)$ is the $M_0$–coefficient approximation of $\phi(t)$, $\hat{\phi}_m$, $m = -M_0, \ldots, M_0$ are the Fourier Series coefficients of $\phi(t)$ and $\omega_0 = 2\pi / L$ is the fundamental frequency depending on $L$ which is chosen to be the maximum operating range of the ToF system. For example, $L$ may be chosen to be the length of
duration of the IRF obtained via calibration. Alternatively,

\[ L = |\max (\mathbb{T}_K) - \min (\mathbb{T}_K)|, \quad \mathbb{T}_K = \{ t_k \}_{k=0}^{K-1}. \]

The bandlimited approximation approach is a natural choice for modeling the sampling kernel \( \phi \). This is because:

1. Almost all optical systems are approximately bandlimited due to physical limitations. In previous work [65, 21], we have shown that the AMCW ToF (cf. Table 5.1) based sampling kernel (5.14) admits a bandlimited approximation. Here, we show the same for LiDAR based systems. Note that \( \phi(t) = \varphi(\Theta)(t) \) (cf. (5.10)) implying that the sampling kernel is the same as the IRF. In Fig. 5-2(a), we plot the observed \( \tilde{\phi}(t) \) acquired experimentally together with its bandlimited approximation \( \tilde{\phi} \) using \( M_0 = 80 \).

2. Bandlimited approximation also circumvents the need to estimate the unknown parameter vector \( \Theta \) (5.11) associated with \( \phi \).

### 5.3.2 Super-Resolution via FRI Principles

Bandlimited approximation of \( \phi \) allows us to rewrite (5.13) as

\[
\begin{align*}
    m(t) & \overset{(5.13)}{=} \sum_{k=0}^{K-1} \Gamma_k \phi(t - t_k) \\
    \overset{(5.15)}{\approx} & \sum_{k=0}^{K-1} \Gamma_k \sum_{|m| \leq M_0} \tilde{\phi}_m e^{j m \omega_0 (t - t_k)} \\
    = & \sum_{|m| \leq M_0} \tilde{\phi}_m \sum_{k=0}^{K-1} \Gamma_k e^{-j m \omega_0 t_k} e^{j m \omega_0 t} \\
    = & \sum_{|m| \leq M_0} \tilde{\phi}_m \hat{y}_m e^{j m \omega_0 t}. \quad (5.16)
\end{align*}
\]

In vector–matrix notation we write the sampled measurements (5.7) as \( \mathbf{m} = \mathbf{V} \mathbf{D} \hat{\mathbf{y}} \) or,

\[
\begin{bmatrix}
    \mathbf{m} \\
    \mathbf{V} \\
    \mathbf{D} \hat{\mathbf{y}}
\end{bmatrix}
= \begin{bmatrix}
    \mathbf{V} \\
    \mathbf{D} \hat{\mathbf{y}}
\end{bmatrix}
\begin{bmatrix}
    \mathbf{m} \\
    \mathbf{y}
\end{bmatrix}
\]
where,
1. \( \mathbf{m} \in \mathbb{R}^N \) is a vector of \( N \), low-pass filtered measurements, \( \mathbf{m} \).
2. \( \mathbf{V} \in \mathbb{C}^{N \times (2M_0+1)} \) is a Vandermonde/DFT matrix with matrix element \( [e^{j\omega_0 n \Delta}]_{n,m} \).
3. \( \mathbf{D}_\phi \in \mathbb{C}^{(2M_0+1) \times (2M_0+1)} \) is a diagonal matrix with matrix element \( [\hat{\phi}_m]_{m,m} \) which are the Fourier Series coefficients of \( \phi \).
4. \( \mathbf{y} \in \mathbb{C}^{(2M_0+1)} \) is a vector of a sum of complex exponentials,

\[
y_m = \sum_{k=0}^{K-1} r_k e^{-j\omega_0 t_k}.
\] (5.17)

Hence, given \( \mathbf{m} = \mathbf{V} \mathbf{D}_\phi \mathbf{y} \), we estimate \( \{\Gamma_k, t_k\}_{k=0}^{K-1} \) in two steps:

1. First we obtain the vector \( \mathbf{y} \). Provided that \( N \geq 2M_0 + 1 \), we have \( \mathbf{y} = \mathbf{D}_\phi^{-1} \mathbf{V}^+ \mathbf{m} \) where \( \mathbf{D}_\phi^{-1} \) is the inverted diagonal matrix with elements \( [\hat{\phi}_n]^{-1}_{n,n} \) and \((\cdot)^+\) denotes the pseudo-inverse operation.

2. Having obtained \( \mathbf{y} \), we are left with task of estimating parameters \( \{\Gamma_k, t_k\}_{k=0}^{K-1} \). In the noiseless setting, this can be accomplished by using Prony's method which relies on the observation that there exists a sequence \( \{h_m\}_{m=0}^{K} \) which annihilates \( \mathbf{Y}_m \):

\[
y_m + \sum_{l=1}^{K} h_l y_{m-l} = 0, \quad m \geq K + 1.
\] (5.18)

It turns out that the roots of the polynomial \( \mathcal{H}(z) \) constructed with coefficients as \( \{h_m\}_{m=0}^{K} \), that is,

\[
\mathcal{H}(z) = \prod_{k=0}^{K-1} \left( 1 - e^{-j\omega_0 t_k} z^{-1} \right) = \sum_{m=0}^{K-1} h_m z^{-1},
\]

encode the information of time delays \( \{t_k\}_{k=0}^{K-1} \). This is because \( \mathcal{H}(e^{-j\omega_0 t_k}) = 0 \). With \( \{t_k\}_{k=0}^{K-1} \), estimating \( \{\Gamma_k\}_{k=0}^{K-1} \) boils down to a linear least squares problem,

\[
\min_{\{\Gamma_k\}_{k=0}^{K-1}} \sum_{|m| \leq M_0} \left| y_m - \sum_{k=0}^{K-1} \Gamma_k e^{-j\omega_0 t_k} \right|^2.
\]

In view of (5.18), we have \( M_0 > K \). With \( y_m = y_m^* \), provided that \( N \geq K + 1 \), we can estimate \( \{\Gamma_k, t_k\}_{k=0}^{K-1} \) given \( \mathbf{m} \). This method can be extended to the noisy case [70]. In fact, a number of methods discuss estimation of \( \{\Gamma_k, t_k\}_{k=0}^{K-1} \) given \( \mathbf{y} \) in presence on noise. We refer the reader to [67] for a comprehensive overview of techniques. In this work, we will use the Matrix Pencil Method due to Hua and Sarkar [228].
Figure 5-3: LiDAR based Super-resolution ToF Imaging. (a) The experiment consists of two retro-reflecting cubes at distance of 330 m from the sensor. We show the recovery of reflectors with inter-reflector separation $\delta d_1 = 1.7$ cm. We also plot the result due to Orthogonal Matching Pursuit [229]. (b) We conduct experiments with various separations and plot the results on log-log scale. Our method outperforms previously reported results on the same data in [64].

### 5.3.3 Experimental Results and Performance Evaluation

To measure the depth resolution of the TCSPC-TOF system, two retro-reflecting corner cubes were placed at a distance of 330 m from the LiDAR transmitter-receiver and the distance between these surfaces was varied from $\delta d_1 = 1.7$ cm to 71.2 cm. For a corner cube, all beams, independent of incident angle, are reflected back in the original direction so the behavior is that of a perfect reflecting surface. In these experiments, the timing resolution of the receiver was $\Delta = 6.1$ ps, and the collection time for each histogram was 30 s. We calibrated the sampling kernel $\phi(t) = \varphi^\Theta(t)$ in (5.10) which is shown in Fig. 5-2(a). This is done by recording the response of the LiDAR system to Lambertian reflector.

In this subsection, we discuss the effectiveness of our approach on LiDAR based ToF systems. First, we calibrate the sampling kernel $\phi(t) = \varphi^\Theta(t)$ in (5.10) which is shown in Fig. 5-2(a). This is done by recording the response of the LiDAR system to Lambertian reflector. Our experimental set-up consists of two retro-reflecting corner cubes at a distance of 330 m from the sensor. With the position of first cube
constant, the distance/separation between the two cubes is varied for the $\ell$th experiment according to the rule $s_\ell = 2\ell + 1.2$ cm, $\ell = 1, \ldots, 10$. The measurements are acquired according to (5.7) with $N = 4095$ and $\Delta = 6.10$ ps.

We plot measurements for $\delta d_1 = 1.7$ cm in Fig. 5-3(a). Setting $M_0 = 60$ and discarding the boundary values, we use $\mathbf{y} = \mathbf{D}_\Phi \mathbf{V}^+ \mathbf{m}$ to estimate $\{\hat{y}_m\}_{m=2}^{50}$. We then use Matrix Pencil method [228] with pencil parameter $1/2$ to estimate $\{\hat{t}_k, \tilde{t}_k\}_{k=0}^{K-1}$. Based on these estimates, we re-synthesize $\{\hat{y}_m\}_{m=2}^{50}$ using (5.17) which is plotted in the inset of Fig. 5-3(a). For the $\ell$th experiment with separation $\delta d_\ell$, we estimate the separation using $\hat{\delta d_\ell} = 50(\hat{\tilde{t}}_2^{(\ell)} - \hat{\tilde{t}}_1^{(\ell)})c$ (in cm) with performance metric MSE or the mean squared error, $\text{MSE}(\delta d_\ell, \delta d_\ell) = |50(\hat{\tilde{t}}_2^{(\ell)} - \hat{\tilde{t}}_1^{(\ell)})c - \delta d_\ell|^2$ as our evaluation metric. The ToF estimates for super-resolution case with $\ell = 1$ results in $[\hat{t}_1^{(1)}, \hat{t}_2^{(1)}] = [12.2398, 12.3542]$ ns. Similarly, for $\ell = 2$, we report, $[\hat{t}_1^{(2)}, \hat{t}_2^{(2)}] = [12.1338, 12.3474]$ ns. The resulting MSE is

$$\text{MSE}(\delta d_1, \delta d_1) = 2.6 \times 10^{-4} \text{ and } \text{MSE}(\delta d_2, \delta d_2) = 2.5 \times 10^{-5}.$$  

respectively. We compare our method to sparse recovery methods such as the OMP or the Orthogonal Matching Pursuit [229]. For the super-resolution problem corresponding to $\ell = 1$, the estimates are erroneous, $[\hat{t}_1^{(1)}, \hat{t}_2^{(1)}]_{\text{OMP}} = [12.2803, 12.6465]$ with $\text{MSE} = 14.3884$ which is orders of magnitude higher. For higher values of $\ell$, the performance of OMP is comparable. We note this behavior for $\ell \geq 3$. RJMCMC based approach of Marin et al. [64] provides better estimates compared to the OMP but is computationally intensive. Our proposed approach provides better estimates compared to OMP and RJMCMC method. For $\{\delta d_\ell\}_{\ell=1}^{18}$ we compare the estimates in Fig. 5-3(b) and note that our proposed approach is reasonably accurate and outperforms previously reported results on the same data in [64].

The matrix pencil method is near optimal in performance (in sense of achieving the Cramér–Rao bounds) [228]. In Fig. 5-4(a) we plot the MSE as a function of signal-to-noise ratio or the SNR for separations 1.74 cm (super-resolution case), 3.204 cm (super-resolution case) and 18.3105 cm. The performance of our method is consistent with our experiments. We omit discussion on Cramér–Rao bounds in this work due to space limitations but results from [65] may be adapted to our setting. We estimate the system SNR using the IRF which is approximately 43.18 dB (cf. Fig. 5-4(b)). Furthermore, our method is computationally efficient compared to common-place sparse solver, OMP. As shown in Fig. 5-4(c), it is about 5 times more efficient. A detailed discussion on computational complexity can be found in [65].

### 5.4 Summary

In this chapter, we report a method for super-resolution for ToF signals that is applicable to a wide variety of ToF sensors. We present a unifying image formation model for ToF systems which consolidates two major classes of ToF sensors: AMCW and LiDAR. Based on our image formation model, we draw a parallelism between ToF imaging and sampling theory. In particular, we show that the super-resolution problem in context of ToF imaging can be re-formulated as a finite-rate-of-innovation sampling problem. We discuss the effectiveness our approach by performing experiments with LiDAR ToF sensors. Our preliminary experiments show promising results towards super-resolving multi-echo, backscattered, ToF signals. Compared to existing solutions (cf. [64, 224, 223] and references therein), our method is computationally attractive and more accurate in performance.
Figure 5-4: (a) We setup experiments with separation distances $\delta d = 1.74, 3.20$ and $18.21$ cm, respectively and plot the log-MSE as a function of signal-to-noise ratio or the SNR (in dB). (b) We use the IRF to estimate the SNR. The observed SNR for the system is 43.18 dB. (c) We compare computational times for OMP and matrix pencil method. The average of all trials is marked in the figure. In contrast, the RJMCMC method due to [64] requires about a second per pixel.
The gods seek a preser. They are not eager for sleep. Tireless, they go
to exhilaration." [1]
— Rigveda (Mandala VIII, §02, ¶ 18–21)

6

Fluorescence Lifetime Imaging
A Blind and Calibration-free Approach

6.1 Introduction

Fluorescence lifetime imaging (FLI) is a significant research area spanning many engineering applications. Knowledge of a sample's fluorescence lifetime allows, for example, DNA sequencing [230], tumor detection [231, 232], fluorescence tomography [233, 234], in vivo imaging [235] and high resolution microscopy [236]. Typically, FLI is categorized into two complementary modes [237, 233]. In time-domain FLI [236, 238] (TD-FLI), an impulse-like excitation pulse probes the fluorescent sample, and the time-resolved reflection is used to calculate lifetimes. In frequency-domain FLI [239, 240, 241] (FD-FLI), the sample is excited with (sinusoidal) intensity modulated light, and the measured phase shift of the reflected signal at the same modulation frequency encodes the lifetime. The FD-FLI is theoretically appealing in that phase measurements at one given modulation frequency suffice to resolve the sample lifetime. From a practical standpoint, model mismatch [239] and sample contamination due to multiple lifetimes [242] often limits the accuracy of single frequency based systems. Frequency diversity [242, 243] may be used for imaging multiple lifetimes. Since this approach requires sweeping of frequencies over a given bandwidth, frequency diversity method is not suitable for wide field imaging of dynamic samples. In either case (TD-FLI or FD-FLI), because of the costly equipment, system constraints are often strict, so that precise knowledge of the illumination signal and calibration measurements (to compensate for path length delays) are required [244].

Alternatively, time-of-flight (ToF) sensors, which are far more cost-effective and operate in real time,
offer a great deal of flexibility in design. ToF sensors (such as the Microsoft Kinect) are essentially depth/range imaging devices and are at the heart of entertainment industry. Recently, ToF sensing has found prodigious use in computer graphics, computer vision [226], and computational imaging [17, 226, 19], with applications in multi-path imaging [245, 209, 65, 16], ultrafast imaging [15, 16] and imaging through scattering media [18, 17].

Here, we demonstrate the extension of ToF sensing to FLI which is both blind and calibration-free. To do so, we generalize (from the distinct time or frequency domains) the active illumination signal, which is common to both modalities, to show that neither calibration measurements nor knowledge of the signal are necessary for estimation of fluorescent lifetimes. This blind, reference-free method is implemented in a consumer-grade ToF sensor to estimate simultaneously the range and lifetime of a CdSe-CdS quantum dot sample. This method suggests a cost-effective alternative to the usual FLI methods.

6.1.1 Roadmap for this Chapter

This chapter is organized as follows:

- starting from first principles, we propose a ToF sensor-based image formation model and discuss its role in depth/range estimation in Section 6.2.
- We then discuss the two complimentary modes of operation of ToF sensors—time and frequency domain. Section 6.2.1 deals with time-domain ToF sensor based depth imaging while Section 6.2.2 is devoted to frequency-domain depth imaging.
- In Section 6.3, we provide a mathematical model for fluorescence lifetime imaging with ToF sensors. We show that consumer ToF sensors such as the Microsoft Kinect can be used to estimate the lifetime of a fluorescent sample. We develop theoretical models for both time- and frequency-domain modes. Our theory is corroborated with experiments for both time- and frequency-domain mode of operation.
- The two complimentary approaches that we will now discuss in detail are covered in Section 6.3.
- Finally, we conclude this work with possible future directions in Section 6.5.

6.2 ToF Image Formation Model

ToF sensors operate using the lock-in principle [23]: active illumination probes a sample, and the reflected light is cross-correlated electronically to calculate range and amplitude information. In this way, each ToF sensor exposure results in two images—the usual intensity image and a range image where each pixel relates to the depth of the scene. Usually, the signal is sinusoidal, essentially classifying a ToF sensor as a homodyne detection system, but the illumination signal can be far more general. Both ToF sensors and current FLI technologies acquire scene information in either the time or frequency domains, so the present analysis for ToF sensing is compatible with both.

Regardless of the operating domain or physical implementation, the ToF imaging process can be understood as follows. A scene is illuminated with a time-dependent, $\Delta$-periodic, probing intensity signal $p(t)$ such that $p(t + \Delta) = p(t), \Delta > 0$. Similar to FLI, time-domain [16, 65] ToF (TD-ToF) systems
use a time-localized pulse $p(t)$ (not necessarily an impulse); the frequency-domain ToF (FD-ToF) counterpart uses a modulated probing function $p(t) = 1 + \cos(\omega_0 t)$, where $\omega_0$ (usually in the MHz range) is the modulation frequency. Below, however, we do not use a specific form for $p(t)$.

This signal interacts with the scene, whose response is characterized by a time-dependent scene response function (SRF) $h(t, t')$, where $t'$ is a time-domain variable which models the time-variant scene response function. This interaction results in the reflected signal $r(t)$,

$$r(t) = \int p(t') h(t, t') dt'$$  \hspace{1cm} (6.1)

ToF sensor detects $r(t)$ and electronically cross-correlates it with $p(t)$:

$$m(t) = \int \overline{p}(t') r(t - t') dt',$$  \hspace{1cm} (6.2)

where $\overline{p}(t) = p(-t)$. The $K$ stored measurements are digital samples of this cross-correlation, $m_k = m(kT_s), k = 0, \ldots, K - 1$ ($T_s > 0$ is the sampling rate).

In many cases of interest, the SRF is shift-invariant, that is (cf. 2.2.4, pg. 50 [246]),

$$h(t, t') = h_{SI}(t - t'),$$

so that (6.1) represents the convolution operation defined by

$$r(t) = (p \ast h_{SI})(t) = \int p(t') \underbrace{h_{SI}(t - t')}_{h(t,t')} dt'.$$  \hspace{1cm} (6.3)

We remind the reader that $t'$ is a time-domain dummy variable in the superposition integral. In case of shift-invariant SRFs, the measurements simplify to

$$m(t) = (p \ast \overline{p} \ast h_{SI})(t) \equiv (\phi \ast h_{SI})(t),$$  \hspace{1cm} (6.4)

implying linear filtering of cross-correlated function $\phi(t)$ with the scene response filter $h_{SI}$.

Conventional ToF sensors [226] are designed for range imaging and depth estimation. For simple reflections from an object (with reflection coefficient $\rho$) that is at a depth $d$ from the sensor, the SRF becomes

$$h(t, t') = \rho \delta(t - t' - 2d/c)$$  \hspace{1cm} (6.5)

where $c$ is the speed of light, and $\delta$ denotes the Dirac distribution. The reflected signal in this case is simply a delayed version of the probing function and the delay is proportional to the depth parameter $d$. More precisely, in view of the ToF sensor operation, the reflected signal in (6.1) reads, $r(t) = \rho p(t - t_0)$ where the delay $t_0 = 2d/c$. In this case, the measurements amount to,

$$m(t) = \rho \phi(t) (t - t_0) \equiv \rho (p \ast \overline{p})(t - t_0).$$

Estimation of the scene parameters $\{\rho, d\}$ by the ToF sensor results in range and intensity images. The estimation process depends on the choice of probing function $p$ which may be a time-localized pulse or an amplitude modulated continuous wave (AMCW) function leading to time-domain (Fig. 6-1 (a)) and
Table 6.1: Time and Frequency Domain Time-of-Flight Depth Imaging

<table>
<thead>
<tr>
<th>Probing Function</th>
<th>Time-domain ToF</th>
<th>Frequency-domain ToF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(t) = \frac{1}{\Delta} \sum_{</td>
<td>m</td>
<td>\leq M_0} \hat{p}_m e^{j\omega_0 mt}$</td>
</tr>
<tr>
<td>Scene Response Function</td>
<td>$h_{SI}(t) \overset{(6.5)}{=} \rho \delta(t - 2d/c)$</td>
<td></td>
</tr>
<tr>
<td>Reflected Function</td>
<td>$r(t) \overset{(6.3)}{=} \rho p(t - 2d/c)$</td>
<td></td>
</tr>
<tr>
<td>Measurements</td>
<td>$\rho \sum_{</td>
<td>m</td>
</tr>
</tbody>
</table>

frequency-domain (Fig. 6-1 (b)) mode of operation, respectively.

6.2.1 Time-Domain ToF Imaging (TD-ToF)

For TD-ToF imaging, the probing function is ideally well localized in time, that is, a Dirac delta distribution. In this case, $p(t) \sim \delta(t)$, and the measurements in (6.4) simplify to $m(t) = h_{SI}(t)$. In practice, maximum length sequences (MLS) [247] provide an optimal time-localized probing function. Such sequences are a function of the signal length or period $\Delta$.

In view of the depth estimation problem where $h(t, t') = \rho \delta(t - t' - 2d/c)$, the depth is estimated by the operation,

$$\tilde{t}_0 = \max_t m(t) = \max_t \phi(t - t_0), \quad t_0 = \frac{2d}{c}.$$  

More sophisticated methods have been developed for the case of multiple reflections or multi-path interference [16, 65].

The exact characterization of the true TD-ToF probing function $p(t)$ is challenging due to the electronics of the sensor and the physical process involved. Using a Fourier series expansion [65] to represent the probing function,

$$p(t) = \frac{1}{\Delta} \sum_{n=-\infty}^{\infty} \hat{p}_n e^{j\omega_0 nt}, \quad \omega_0 = 2\pi/\Delta,$$  

where

$$\hat{p}_n = \int_0^\Delta p(t) e^{-j\omega_0 nt} dt,$$

we define the cross-correlation of the probing function $p$ by

$$\phi(t) = (p \ast \overline{p})(t) = \sum_{n=-\infty}^{\infty} \hat{\phi}_n e^{j\omega_0 nt}.$$  

The Fourier series coefficients of the cross-correlated signal and the probing signal are related by

$$\hat{\phi}_n = \hat{p}_n \hat{p}_n^* = |\hat{p}_n|^2.$$
Figure 6-1: Depth or range imaging based on time-of-flight (ToF) principles and its link with fluorescence lifetime imaging. For the choice of scene response function (SRF) \( h(t, x) = \rho \delta (t - x - 2d/c) \) (a) and (b) compare time and frequency based methods for depth imaging based on ToF principles. (a) Probing and reflected signal for time-domain time-of-flight (TD-ToF) setup. The time delay is proportional to distance \( d \). (b) Probing and reflected signal for frequency-domain time-of-flight (FD-ToF) setup. The phase is proportional to distance \( d \) and modulation frequency \( \omega_0 \).

For the SRF \( h(t, x) = h_\text{Depth}(t, x) + h_\text{Sample}(t, x) \) in (6.13), (c) and (d) compare time and frequency based methods for fluorescence lifetime imaging based on ToF principles. (c) Probing and reflected signal for time-domain time-of-flight (TD-ToF) setup. The time delay is proportional to distance \( d \) and the waveform shape is linked with lifetime \( T \). (b) Probing and reflected signal for frequency-domain time-of-flight (FD-ToF) setup. The phase is proportional to distance \( d \), modulation frequency \( \omega_0 \) and lifetime \( T \). (e) Experimental setup for fluorescence lifetime estimation using ToF sensors.
Figure 6.2: Experimental cross-correlated probing function Eq. (6.8) (—) and its Fourier series approxima­tion (—•—), Eq. (6.9), with \( N_0 = 30 \). Since the time-domain signal \( C_{p,p} \) lasts for \( \Delta = 309.902 \) ns, the corresponding fundamental Fourier harmonic is \( \omega_0/2\pi = 3.2268 \) MHz. Consequently, Fourier coefficient \( N_0 = 30 \) corresponds to \( \sim 96.80 \) MHz. Inset: Fourier series coefficients \( \hat{\phi}_n, n = -N_0, \ldots, N_0 \).

Practically, a bandlimited approximation, \( C_{p,p} (t) \), suffices to represent \( \phi (t) \):

\[
C_{p,p} (t) \approx \frac{1}{\Delta} \sum_{|n| \leq N_0} \hat{\phi}_n e^{i\omega_0 n t}, \tag{6.9}
\]

where we have retained the first \( N_0 \) Fourier coefficients of \( \phi(t) \). Fig. 6.2 shows an experimentally obtained \( \phi(t) \) and its Fourier approximation \( C_{p,p} \), with their Fourier spectra with \( N_0 = 30 \), for an impulsive probe function.

6.2.2 Frequency-Domain ToF Imaging (FD-ToF)

In FD-ToF imaging, the scene is probed with a continuous wave, sinusoidal probing function with a modulation frequency \( \omega \):

\[
p (t) = 1 + p_0 \cos (\omega t),
\]
where $p_0$ is the modulation amplitude. For pure depth estimation, with the SRF specified in (6.5), the reflected signal becomes

$$r(t) = \rho p(t - t_0) = \rho \left(1 + p_0 \cos(\omega(t - t_0))\right).$$

The ToF lock-in sensor acts as a homodyne detector array: each pixel cross-correlates the reflected signal with the probing signal to produce measurements

$$m_k(t) = \lim_{B \to \infty} \frac{1}{2B} \int_{-B}^{B} \tilde{p}(t') r(t - t') dt'.$$

where in (6.10), we generalize the cross-correlation in (6.2) for sinusoids.

The two quantities of interest, $\rho$ and $d$, are estimated with the four digital measurements of the measured signal in (6.11), that is, $m_k = m_k(\pi k/2\omega T_s)$, $k = 0, \ldots, 3$. Based on these discrete measurements, we define a complex number $z \in \mathbb{C}$:

$$z = (m_0 - m_2) + j(m_3 - m_1).$$

The scene parameters are thus estimated by

$$\tilde{\rho} = \frac{|z|}{p_0^2} \quad \text{and} \quad \tilde{d} = \frac{c}{2\omega} \angle z.$$

Note that this technique for extracting phase is identical to conventional phase-shifting holography [248].

To summarize, object range is estimated via time delays in TD-ToF (cf. Fig. 6-1 (a)), whereas FD-ToF (cf. Fig. 6-1 (b)) encodes range into the signal phase. A quantitative summary of ToF sensor based depth estimation problem for time-domain and frequency-domain approach is presented in Table 6.1.

In most consumer ToF sensors, $m(t)$ (6.2) is a set of measurements that is used to estimate the scene parameters $\{\rho, d\}$ [16, 23]. The goal of this chapter is to show that by using exactly the same set of measurements but with a different SRF, one can recover fluorescent lifetimes in context of the FLI.

## 6.3 Fluorescence Lifetime Imaging with Time-of-Flight Sensors

The experimental setup for FLI using a ToF sensor is depicted in Fig. 6-1 (e). A fluorescent sample is located in an $xy$ plane a distance $z = d$ from the ToF sensor. Pixels corresponding to a non-fluorescent background object $(x_b, y_b)$ produce only a time delay proportional to $2d/c$, precisely the case of conventional ToF imaging with the SRF specified in (6.5).

The probing function that interacts with the pixels corresponding to a fluorescent sample at location $(x_f, y_f)$ undergoes two transformations. The first transformation is attributed to the same depth contribution, $d$. The second transformation results from fluorescence: a fraction of the excitation light excites...
Table 6.2: Time and Frequency Domain Time-of-Flight Fluorescence Lifetime Imaging

<table>
<thead>
<tr>
<th>Probing Function</th>
<th>Time-domain ToF</th>
<th>Frequency-domain ToF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene Response Function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflected Function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurements</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
p(t) = \frac{1}{2} \sum_{m \in M_0} \phi_m e^{j \omega_0 m t} \quad \Rightarrow \quad p(t) = 1 + p_0 \cos(\omega t)\]

\[
h_{S1}(t) \quad \text{(6.13)} \quad \Rightarrow \quad \rho \delta(t - 2d/c) + \mu e^{\frac{1-t-2d/c}{\tau}} \Pi(t - 2d/c)\]

\[r(t) \quad \text{(6.31)} \quad \Rightarrow \quad (p * h_{S1})(t)\]

The sample, which fluoresces with a characteristic decay time \( \tau \). The total SRF at \((x_f, y_f)\) is then

\[h(t, t') = h_{\text{Depth}}(t, t') + h_{\text{Sample}}(t, t') \quad \text{(6.13)}\]

where the contributions due to respective components are

\[h_{\text{Depth}}(t, t') = \rho \delta(t - t' - 2d/c) \quad \text{(6.14)}\]

\[h_{\text{Sample}}(t, t') = \mu e^{\frac{1-t-t' - 2d/c}{\tau}} \Pi(t - t' - 2d/c) \quad \text{(6.15)}\]

\( \mu \) is the emission strength of the fluorescent sample, and \( \Pi(t) \) is the unit step function. (Note that \( h_{\text{Depth}} \) and \( h_{\text{Sample}} \) represent signals at the excitation and emission optical wavelengths, respectively. The former can be eliminated experimentally via, e.g., a dielectric interference filter.) Because (6.13) is linear and shift-invariant system, the resulting measurements are

\[m(t) \quad \text{(6.16)} \quad \Rightarrow \quad (p * \overline{p} * h_{S1})(t) \]

\[\approx \quad (C_{p,p} * h_{S1})(t)\]

\[= C_{p,p} \star \left( \delta(t - 2d/c) \ast \left( \rho \delta(t) + \mu e^{-\frac{t}{\tau}} \Pi(t) \right) \right)\]

where \( C_{p,p}(t) \) is the cross-correlated probing function.

We emphasize that our ToF system is completely compatible with FLI. In TD-FLI, \( p(t) = \delta(t) \), whereas in FD-FLI, \( p(t) = 1 + \cos(\omega_0 t) \). Conventionally, separate calibration steps provide explicit knowledge of \( d \), which is used for subsequent measurements. However, we make no such assumption. Instead, we simultaneously compute \( d \) and \( \tau \) from our measurements (6.16). We need not perform a separate measurement to obtain \( d \) explicitly.

### 6.3.1 Time-Domain ToF FLI: Theory and Experiments

#### 6.3.1.1 Theoretical Modeling

As in TD-ToF, we utilize the same truncated cross correlation function, (6.9), for FLI. Importantly, note that explicit knowledge of \( p(t) \) is not required. To show this, note that the eigenfunctions of (6.16) are
precisely the complex exponentials of (6.9). Using the convolution theorem,

\[ m(t) \approx \frac{1}{\Delta} \sum_{|n| \leq N_0} \left( \hat{h}_n^* \hat{h}_n \right) e^{j \omega n t}, \tag{6.17} \]

where \( \hat{h}_n = \hat{h}(\omega_0 n) \) and \( \hat{h}(\omega) \) is the Fourier transform of \( h_{s1}(t) \):

\[ \hat{h}(\omega) = \int h(t) e^{-j \omega t} dt \quad \text{(Fourier Transform)} \]
\[ = \rho e^{-x(2d)} + \frac{\mu \tau}{1 + j \omega \tau} e^{-j \omega (2d)}. \tag{6.18} \]

From here onwards and for all practical purposes, we assume that (6.17) is an equality instead of an approximation. Expressing \( \hat{h}(\omega) \) in polar form, we have \( \hat{h}(\omega) = |\hat{h}(\omega)| e^{j \angle \hat{h}(\omega)} \) where,

\[ |\hat{h}(\omega)| = \sqrt{\left( \frac{\rho + \mu \tau}{2} \right)^2 + \left( \frac{\omega \mu \tau}{2} \right)^2} \]
\[ \angle \hat{h}(\omega) = -\tan^{-1} \left( \frac{\omega \mu \tau}{\rho + \mu \tau + \rho (\omega \tau)^2} \right) - \frac{2d}{c} \omega. \]

Note that the phase of the spectrum encodes both the depth and the lifetime parameters. We may write

\[ \angle \hat{h}(\omega) = -\theta_\tau(\omega) - \theta_d(\omega), \tag{6.19} \]

where

\[ \theta_\tau(\omega) = \tan^{-1} \left( \frac{\omega \tau^2}{\tau + \rho (1 + (\omega \tau)^2)} \right) \quad \text{and} \quad \theta_d(\omega) = 2d \omega / c. \tag{6.20} \]

(Because we consider a single lifetime, we set \( \mu = 1 \).)

In vector-matrix notation, the discretized system of equations in (6.17) can be written as

\[ m = V D \Phi \hat{h}, \tag{6.21} \]

where

- \( m \) is \( K \times 1 \) vector of discretized ToF sensor measurements \( m_k = m(k T_s), k \in [0, K - 1]; \)
- \( V \) is a Vandermonde matrix of size \( K \times (2N_0 + 1) \) with matrix element \( [V]_{k,n} = e^{j(2\pi / \Delta) T_s n k}, n \in [-N_0, +N_0]; \)
- \( D \Phi \) is a \( (2N_0 + 1) \times (2N_0 + 1) \) diagonal matrix with diagonal entries \([D]_{n,n} = \phi_n\); and
- \( \hat{h} \) is \( (2N_0 + 1) \times 1 \) vector of discretized spectrum (6.18) with entries \( \hat{h}(2\pi n / \Delta), n = -N_0, \ldots, N_0. \)
Equivalently, we write the measurement vector as,

\[
\mathbf{m} = \mathbf{V} \mathbf{D}_\phi \mathbf{h}
\]

The estimation problem is thus: given \( K \) measurements \( \mathbf{m} \), estimate parameters \( d \) and \( \tau \).

Because \( \phi(t) \) is a real, time symmetric function by construction, the matrix \( \mathbf{D}_\phi \) does not contribute to the phase of vector \( \mathbf{h} \) in (6.21). Hence, we rely on only the measurements \( \mathbf{m} \). Thus, \( p \) (or \( \phi \)) need not be known, so that we eliminate the calibration requirements that are central to both FLI and ToF imaging [16].

To see this, note that TD-FLI uses [237] \( p = \delta(t) = \phi \), so the corresponding measurements are

\[
m_{\text{TD-FLI}}(t) = \mu e^{-(t-t_0)/\tau} \Pi(t-t_0).
\]

Now because \( \log(m_{\text{TD-FLI}}(t)) \) is linear, a direct fit [237] can be used to estimate \( \tau \), and hence calibration is implicitly avoided by the choice of \( p = \delta \).

On the other hand, for our proposed TD-ToF method for FLI, the illumination/probing function is composed of \( N_0 \) multiplexed frequencies, which yield measurements

\[
m_{\text{TD-ToF-FLI}}(t) = \delta(\tfrac{t-t_0}{\tau}) \Pi(t-t_0).
\]

and because \( C_{p,p} \) is a bandlimited approximation of \( \phi \) (cf. (6.9)), a linear fit no longer suffices. However, because of the properties of (the generalized) \( p(t) \), we solve this more complex inverse problem to estimate \( \{d, \tau\} \) without knowing \( \phi \). We summarize the results in Table 6.2.

### 6.3.1.2 Experimental Verification of TD-ToF-FLI

The setup for the TD-ToF-FLI method is shown in Fig. 6-1 (c). A 405 nm laser diode illuminates the scene. We use a precomputed, quantized \( p \) (cf. (6.6)) based on 31-bit maximum length sequence described by code,

\[
\text{MLS} = 0101110110011111001100100001,
\]

with \( \Delta = 309.9 \) ns and \( T_\phi = 7.8120 \) ps. The sample consists of a CdSe-CdS quantum dot sample prepared by dissolving it in hexane and PMMA onto a glass slide. This sample has a lifetime of \( \tau = 32 \) ns, and it is located at 1.05 m from the sensor.
Figure 6-3: TD-ToF-FLI measurements. (a) Time profile of measurements $m_k = m(kT_\text{s})$, $T_\text{s} = 7.8120$ ps based on $K = 3968$ samples. These measurements result from convolving cross-correlation of the probing function with the SRF, Eq. (6.17). (b) Phase measurements computed using $\theta = \sqrt{V^T m}$ with $N_0 = 15$, $\Delta = 309.9$ ns. We estimate the distance $\tilde{d}$ and lifetime $\tilde{\tau}$ parameter using nonlinear least squares fitting, which results in the fitted curve. The fitted result is marked in ——. The estimated phase contribution Eq. (6.19) due to distance $\theta_{\tilde{d}}$ and lifetime $\theta_{\tilde{\tau}}$ is also plotted.
Table 6.3: Time Domain ToF FLI ($\tau = 32$ ns and $d = 1.05$ m).

<table>
<thead>
<tr>
<th>$\tau$ (ns)</th>
<th>$d$ (m)</th>
<th>$\sqrt{\text{MSE}}_{\tau}$ (log-scale)</th>
<th>$\sqrt{\text{MSE}}_{d}$ (log-scale)</th>
<th>$\sqrt{\text{MSE}}_{\phi}$ (log-scale)</th>
<th>SNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>35.24</td>
<td>1.09</td>
<td>-8.49</td>
<td>-1.40</td>
<td>-1.5</td>
<td>38.14</td>
</tr>
<tr>
<td>31.29</td>
<td>1.12</td>
<td>-9.15</td>
<td>-1.15</td>
<td>-1.96</td>
<td>47.42</td>
</tr>
<tr>
<td>33.20</td>
<td>1.05</td>
<td>-8.92</td>
<td></td>
<td>-1.11</td>
<td>30.31</td>
</tr>
<tr>
<td>36.12</td>
<td>1.03</td>
<td>-8.39</td>
<td>-1.70</td>
<td>-1.08</td>
<td>29.60</td>
</tr>
<tr>
<td>31.17</td>
<td>1.07</td>
<td>-9.08</td>
<td>-1.70</td>
<td>-1.39</td>
<td>35.76</td>
</tr>
<tr>
<td>33.46</td>
<td>1.04</td>
<td>-8.84</td>
<td>-2.00</td>
<td>-1.13</td>
<td>30.61</td>
</tr>
<tr>
<td>35.65</td>
<td>1.11</td>
<td>-8.44</td>
<td>-1.22</td>
<td>-1.71</td>
<td>42.46</td>
</tr>
<tr>
<td>32.50</td>
<td>1.08</td>
<td>-9.30</td>
<td>-1.52</td>
<td>-1.47</td>
<td>37.47</td>
</tr>
<tr>
<td>30.25</td>
<td>1.12</td>
<td>-8.76</td>
<td>-1.15</td>
<td>-1.76</td>
<td>43.49</td>
</tr>
<tr>
<td>28.61</td>
<td>1.12</td>
<td>-8.47</td>
<td>-1.15</td>
<td>-1.72</td>
<td>42.55</td>
</tr>
<tr>
<td>32.66</td>
<td>1.04</td>
<td>-9.18</td>
<td>-2.00</td>
<td>-1.07</td>
<td>29.31</td>
</tr>
<tr>
<td>29.48</td>
<td>1.10</td>
<td>-8.60</td>
<td>-1.30</td>
<td>-1.78</td>
<td>43.70</td>
</tr>
<tr>
<td>31.27</td>
<td>1.11</td>
<td>-9.14</td>
<td>-1.22</td>
<td>-1.70</td>
<td>42.21</td>
</tr>
<tr>
<td>31.50</td>
<td>1.03</td>
<td>-9.30</td>
<td>-1.70</td>
<td>-1.07</td>
<td>29.31</td>
</tr>
</tbody>
</table>

The reflected light is passed through a dielectric interference filter with cut-off wavelength of 450 nm leading to $p = 0$ ($6.20$). A $160 \times 120$ pixel PMD 19k-S3 lock-in sensor with custom FPGA programming cross-correlates the reflected signal to produce measurements $m$. The sensor has a 80 MHz modulation bandwidth operating within 90 frames per second [249]. The total cost of our system is $1200.

With $N_0 = 15$, we compute

$$\angle \hat{h}_{\text{obs}} = \angle V^+ m = -\left(\theta_\tau \left(\frac{2\pi n}{\Delta}\right) + \theta_d \left(\frac{2\pi n}{\Delta}\right)\right), \quad (6.25)$$

where $V^+$ denotes the pseudo-inverse of the matrix $V$ and $\angle \hat{h}_{\text{obs}}$ is the experimentally observed phase. Since we know that the observed phase is related to theoretical phase in (6.19), we estimate the parameters of interest by solving the nonlinear least squares problem

$$\arg\min_{d, \tau} \sum_{n=-N_0}^{n=N_0} \left| \angle \hat{h}(n\omega_0) - \angle \hat{h}_{\text{obs}}(n\omega_0 + \beta) + \alpha \right|^2, \quad (6.26)$$

where $\alpha$ and $\beta$ are offset parameters to ensure a solution that is centered at origin. We use the trust-region [250] based algorithm with least absolute residual criterion. The nonlinear parameter estimation problem is solved using bounded constraints that are accommodated within the trust-region optimization framework. We require that the minimum and maximum lifetimes and distances are in range of 0 to 100 ns and 0 to 10 m, respectively.

Per-pixel fluorescent sample measurements are shown in Fig. 6-3, which shows both the time-domain measurement (cf. Fig. 6-3 (a)) and the raw phase measurement (cf. Fig. 6-3 (b)). We also show the fitted phase measurement in Fig. 6-3 (b). We assign a confidence level to each pixel to estimate the signal-
to-noise ratio (SNR). We use ToF measurements from 14 different pixels imaging the same scene (cf. Fig. 6-1 (e)). The results from our computation are tabulated in Table 6.3. In addition to the estimated lifetimes and distances, we tabulate two relevant metrics.

1. First, the *mean squared error* or MSE, a measure of distortion, is defined as follows: let $\nu$ be the oracle estimate and $\{\tilde{\nu}_n\}_{n=0}^{N-1}$ be $N$ estimated values of $\nu$. The MSE is

$$\text{MSE}_\nu = \frac{1}{N} \sum_{n=0}^{N-1} |\tilde{\nu}_n - \nu|^2. \quad (6.27)$$

We compute $\log(\text{MSE})$ for $\tilde{T}$, $\tilde{d}$ and $\tilde{R}$ in Table 6.3, where the last term is due to fitted measurements,

$$\tilde{R} (n\omega_0) = \tan^{-1} (n\omega_0\tilde{R}) - 2\frac{n\omega_0\tilde{d}}{c} \quad (6.28)$$

which are synthesized after estimating $\{\tilde{T}, \tilde{d}\}$.

2. We use the observed SNR to estimate measurement fidelity. Including additive Gaussian noise $\varepsilon_n$, we have

$$\tilde{R}(n\omega_0) = \text{SNR} \cdot \text{log} (|\tilde{R}|) - \log (|\tilde{R}_{\text{obs}}|) \quad (6.29)$$

measured in decibel, and $||\tilde{R}||^2 = \sum_{n=0}^{N-1} |\tilde{R}(n\omega_0)|^2$. In Table 6.3, we use $\tilde{R} = \tilde{R}$—the fitted phase function computed using estimates $\{\tilde{T}, \tilde{d}\}$.

Based on the estimates in Table 6.3, the expected lifetime is $\tilde{T} = 31.3142$ ns, and the estimated expected distance is $\tilde{d} = 1.0799$ meters, both consistent with the ground truth.

### 6.3.2 Frequency-Domain ToF FLI: Theory and Experiments

As described in Section 6.2.2, in the FD-ToF mode of operation, the ToF sensor probes the scene with an amplitude modulated continuous wave of form $p(t) = 1 + p_0 \cos (\omega t)$. Following (6.3), the reflected signal is

$$r(t) \overset{(6.3)}{=} (p * h_S) = |\tilde{h}(0)| + |\tilde{h}(\omega)| p_0 \cos \left(\omega t + \phi_0 \omega \right). \quad (6.30)$$

The reflected signal is cross-correlated (6.10) at the ToF sensor to produce measurements

$$m(t) \overset{(6.10)}{=} |\tilde{h}(0)| + |\tilde{h}(\omega)| \frac{p_0^2}{2} \cos \left(\omega t - \phi_0 \omega \right). \quad (6.31)$$

To estimate the phase and amplitude, we utilize the method from Section 6.2.2. Noting, however, that the scene transfer function is not constant, we express $z$ explicitly as a function of the modulation frequency
\( \omega_0: z = z(\omega_0) \). The amplitude and phase estimates are

\[
\begin{align*}
|\hat{h}(\omega_0)| & \approx \frac{|z(\omega_0)|}{p_0^2} \\
\angle \hat{h}(\omega_0) & \approx \angle z(\omega_0)
\end{align*}
\]  

(6.32)

respectively. Note that the estimation of amplitude \( |\hat{h}(\omega_0)| \) requires the knowledge of \( p_0 \). However, this is not the case for estimation of phase which is prescribed by \( \angle \hat{h}(\omega_0) \) and is devoid of \( p_0 \). Again our method is blind in that we can directly estimate \( \angle \hat{h}(\omega_0) \) from \( z(\omega_0) \) even if we do not know anything about \( p_0 \).

Note in passing that multiple frequency measurements can be used to estimate multiple depths [251, 226, 209, 65], for which

\[
\tilde{h}(t) = \sum_{k=0}^{K-1} \rho_k \delta(t - 2d_k/c) \quad \text{and} \quad \tilde{h}(\omega) = \sum_{k=0}^{K-1} \rho_k e^{i\omega(2d_k/c)}.
\]

Based on the image formation model for the SRF in (6.13), we will next show how multiple frequency measurements of the form \( \{z(k\omega_0)\}_{k=1}^{K} \) can be used alternately to estimate the parameters of interest, that is, \( \{d, \tau\} \) in context of FLI. We summarize the results in Table 6.2.

### 6.3.2.1 Experimental Verification of FD-ToF-FLI

Using the same physical setup as that in Section 6.3.1.2, we move the sample to \( d = 2.5 \) m, and we set \( \omega_0/2\pi = f_0 = 1 \) MHz and acquire equi-spaced ToF measurements,

\[
\{z(kf_0)\}_{k=1}^{K}, \quad k = 1, 2, \ldots, 40.
\]  

(6.33)

The amplitudes and phases of \( z \) for \( k = 20, 30 \) and 40 are shown in Fig. 6-4 (a). The effects of fluorescence are clearly visible in both amplitude and phase. The 450 nm dielectric filter prevents any reflected light leading low signal strength in the amplitude image. The fluorescing quantum dot causes an increase in the measured phase. The increased phase measurement at the sample location is due to the presence of \( \theta_r \) term in (6.19). In context of the experimental setup described in Fig. 6-1 (e), we mark the background pixel \((x_b, y_b)\) as well as the fluorescent pixel \((x_f, y_f)\) in Fig. 6-4 (a). The average phase of the background pixel is noted to be \( \angle z(x_b, y_b)(40f_0) = 4.1625 \) radians. This amounts to a depth of 2.4843 m which is consistent with the experimental setup where \( d = 2.5 \) m. On the other hand, the average phase at the location of the quantum dot is observed to be \( \angle z(x_f, y_f)(40f_0) = 5.5822 \) radians. This relates to an erroneous depth of 3.3316 m which is a result of multipath interference [209].

By using ToF phase measurements (6.33) for 10 different pixel locations corresponding to \((x_f, y_f)\), we solve for the nonlinear least squares problem,

\[
\arg\min_{d, \tau} \sum_{k=1}^{K=40} |\angle z(k\omega_0) + \theta_r(k\omega_0) + \theta_d(k\omega_0)|^2.
\]  

(6.34)

As before in Section 6.3.1.2, we use the trust-region based algorithm with least absolute residual criterion. As a result of fitting, we estimate \( \tilde{d} \) and \( \tilde{\tau} \) for each pixel. The estimated distance and lifetime values together
Figure 6-4: FD-ToF-FLI measurements of a 61 × 66 pixel patch of 120 × 160 pixel sensor image. The size of the scene is approximately 2.3 in². (a) Multi-frequency measurements of \( \tau = 32 \) ns quantum dot based fluorescent sample. We show phase and amplitude images, that is, \( \angle z(10f_0), \angle z(20f_0), \angle z(30f_0), \angle z(40f_0) \) (in radians, [0, 2\( \pi \)]) and \( \{ |z(10f_0)|, |z(20f_0)|, |z(30f_0)|, |z(40f_0)| \} \) (in decibels), respectively. The base modulation frequency for the experiment is \( f_0 = \omega_0/2\pi = 1 \) MHz. The phase at the background pixel is recorded to be \( \angle z(x_b,y_b)(40f_0) = 4.1625 \) radians which amounts to a depth of 2.48 m which is consistent with the experimental setup. At the location of the fluorescent sample, we recorded a higher phase value \( \angle z(x_f,y_f)(40f_0) = 5.5822 \) which is attributed to the fluorescence phenomenon. (b) Multi-frequency, raw phase measurements \( \{ \angle z(x,y)(k f_0) \}_{k=1}^{40} \) for four pixels. The measurements confirm with the theoretical hypothesis of Eq. (6.19) as well as the fitted phase obtained by Eq. (6.34). The estimated phase contribution Eq. (6.19) due distance \( \theta_d \) and lifetime \( \theta_T \) is also plotted.
Table 6.4: Frequency Domain ToF FLI ($\tau = 32$ns and $d = 2.5$ m).

<table>
<thead>
<tr>
<th>$\tilde{\tau}$ (ns)</th>
<th>$\tilde{d}$ (m)</th>
<th>$\sqrt{\text{MSE}}_\tau$ (log-scale)</th>
<th>$\sqrt{\text{MSE}}_d$ (log-scale)</th>
<th>$\sqrt{\text{MSE}}_{\tilde{z}}$ (log-scale)</th>
<th>SNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>29.79</td>
<td>2.49</td>
<td>-8.66</td>
<td>-2.00</td>
<td>-1.71</td>
<td>45.55</td>
</tr>
<tr>
<td>30.34</td>
<td>2.49</td>
<td>-8.78</td>
<td>-2.00</td>
<td>-1.69</td>
<td>45.04</td>
</tr>
<tr>
<td>30.72</td>
<td>2.50</td>
<td>-8.89</td>
<td>-2.00</td>
<td>-1.69</td>
<td>45.07</td>
</tr>
<tr>
<td>30.72</td>
<td>2.50</td>
<td>-8.89</td>
<td>-1.73</td>
<td>45.80</td>
<td></td>
</tr>
<tr>
<td>30.79</td>
<td>2.50</td>
<td>-8.92</td>
<td>-1.73</td>
<td>45.80</td>
<td></td>
</tr>
<tr>
<td>31.28</td>
<td>2.50</td>
<td>-9.14</td>
<td>-1.73</td>
<td>46.00</td>
<td></td>
</tr>
<tr>
<td>31.51</td>
<td>2.50</td>
<td>-9.31</td>
<td>-1.72</td>
<td>45.80</td>
<td></td>
</tr>
<tr>
<td>31.62</td>
<td>2.50</td>
<td>-9.42</td>
<td>-1.59</td>
<td>43.60</td>
<td></td>
</tr>
<tr>
<td>31.62</td>
<td>2.50</td>
<td>-9.42</td>
<td>-1.71</td>
<td>45.58</td>
<td></td>
</tr>
<tr>
<td>31.86</td>
<td>2.50</td>
<td>-9.85</td>
<td>-1.63</td>
<td>43.68</td>
<td></td>
</tr>
</tbody>
</table>

with $\log(\sqrt{\text{MSE}})$ for $\tilde{\tau}$, $\tilde{d}$ and $\tilde{\tilde{z}}$ for all the pixels is tabulated in Table 6.4. The average lifetime and distance is estimated to be,

$$\left\{ \tilde{d}, \tilde{\tau} \right\} = \{2.4961 \, \text{m} , 31.024 \, \text{ns}\}.$$

Both the measured phase $\{\angle z(k f_0)\}_{k=1}^{K=40}$ and the fit obtained by (6.34) for four pixels are plotted in Fig. 6-4 (b).

6.4 Discussion

6.4.1 ToF Sensors for Microscopy

The method generalizes to microscopy modes. A salient feature about the technique is that it is a local, per-pixel calculation, so that the lateral scale of the problem does not influence the technique. Thus, our proof-of-principle demonstration can be extended to integration with microscopy, both wide-field and point-scanning techniques, provided there is no pixel crosstalk. In fact, our current system is not aberration-corrected, and the resulting model mismatch makes reconstruction more challenging. A well-calibrated microscopy setup should alleviate this mismatch and improve results.

6.4.2 Nanosecond Range Lifetime Sensing

For biological imaging, lifetimes are on the order of nanoseconds. Recent work suggests that current ToF sensors (with bandwidths of tens of MHz) are optimal for recovering lifetimes under 5 ns [252]. For example, a 3 ns lifetime is optimally estimated by a 30 MHz signal (cf. pg. 378, [252]). Further, a similar ToF setup estimated lifetimes on the order of 4 ns [241] (though it did not simultaneously estimate distance).

The important difference here is that the present approach simultaneously estimates lifetime and distance based on the same measurement. Numerical simulations in Fig. 6-5 indicate that our method is
Figure 6-5: Estimation accuracy of $\tau_1 = 4$ ns and $\tau_2 = 32$ ns. (a) We plot 2000 estimated values of lifetime as a function of SNR ranging from 0–60 dB. As the SNR increases, the estimates cluster around the oracle estimate of $\tau = 4$ ns and $\tau = 32$ ns, respectively. (b) We plot the $\sqrt{\text{MSE}}_\tau$ on log scale as a function of SNR. After 15 dB, we note a consistent linear relationship Eq. (6.35) between SNR and the $\log \left( \sqrt{\text{MSE}}_\tau \right)$. 
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<table>
<thead>
<tr>
<th>$f_0$</th>
<th>1 MHz</th>
<th>0.5 MHz</th>
<th>0.25 MHz</th>
<th>0.1 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$ 41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32 ns</td>
<td>Decreasing Sampling Step</td>
<td>Increasing Measurements</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$f_0$</th>
<th>1 MHz</th>
<th>0.5 MHz</th>
<th>0.25 MHz</th>
<th>0.1 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 ns</td>
<td>Decreasing Sampling Step</td>
<td>Increasing Measurements</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

Oracle Estimate 32 nanoseconds

Oracle Estimate 4 nanoseconds
suitable for recovering a 4 ns lifetime. We simulate a system bandwidth of 40 MHz. (Note that this is half the true PMD sensor bandwidth [249]). Numerically, we compare the estimation accuracy of $\tau_1 = 4$ ns and $\tau_2 = 32$ ns with $d = 2.5$ m. We do so by studying the upper bounds on the $\sqrt{\text{MSE}}$ linked with estimation of set of parameters of interest, {$\tau_1, d$} and {$\tau_2, d$}. For a fixed ToF sensor bandwidth, we vary the number of measurements (6.32) by sampling with equi-spaced frequencies from 0 to 40 MHz. We use four different step sizes, $f_0^{(k)}$ (corresponding to $N^{(k)}$ samples), specified by

$$f_0^{(1)} = 0.10 \Rightarrow N^{(1)} = 401 \quad f_0^{(2)} = 0.25 \Rightarrow N^{(2)} = 161$$

$$f_0^{(3)} = 0.50 \Rightarrow N^{(3)} = 81 \quad f_0^{(4)} = 1.00 \Rightarrow N^{(4)} = 41.$$  

$f_0^{(k)}$ is measured in MHz. For example, the step size in experiments in Sec. 6.3.2.1 was $f_0 = 1$ MHz. For each $f_0^{(k)}$, we generate a the vector of measurements,

$$\hat{h}_{\text{obs}}^{(k)} (n\omega_0) \overset{(6.29)}{=} \hat{h} (n\omega_0) + \varepsilon_n, \quad n = 0, \ldots, N^{(k)} - 1,$$

where $\varepsilon_n$ represents additive white Gaussian noise for a SNR ranging from 0 dB to 60 dB. Each SNR value is averaged over 2000 realizations.

In Fig. 6-5 (a) we plot the 2000 estimated values of the lifetime parameters for each value of SNR. Intuitively, as the SNR increases, the estimates cluster around the oracle estimate of $\tau_1 = 4$ ns and $\tau_2 = 32$ ns, respectively.

In Fig. 6-5 (b), we plot the $\sqrt{\text{MSE}}_\tau$ on log scale as a function of SNR. Note that the $\text{MSE}_{\tau}$ (6.27) is the average over all 2000 trials. After 15 dB, we note a consistent linear relationship of form,

$$\log \left( \sqrt{\text{MSE}_{\tau}} \right) \propto \log K_0 - \lambda \log (\text{SNR}). \quad (6.35)$$

As the number of measurements $N$ increase, the $\log \left( \sqrt{\text{MSE}_{\tau}} \right)$ drops consistently. This observation is consistent throughout all of our experiments. In fact, we note that $\sqrt{\text{MSE}_{\tau_1}} < \sqrt{\text{MSE}_{\tau_2}}$ implying that the 4 ns sample may be estimated with higher accuracy when compared to 32 ns sample. As noted in Table 6.4, the operational SNR of our system is around 45 dB implying that the lifetime parameter can be estimated with sufficient accuracy as plotted in Fig. 6-5 (b).

Thus, although our demonstration here operates at a lower time scale (cf. Fig. 6-2) than what is typical in practice, this is not a fundamental limitation of the method. The reason is that we compensate for lower time resolution by utilizing a computationally different method of inversion. Indeed, appropriate modeling and prior information lend themselves naturally to ToF sensing and offer a path toward super-resolution [253, 65].

Of course, calculation of the theoretical lower bounds (on lifetimes and distances) requires calculation of the Cramer-Rao Bound. Though beyond the scope of the present work, this limit is ultimately dictated by noise. For instance, the Cramer-Rao Lower Bound for distance estimation is derived in [65] and obeys a version of the law in (6.35). For typical systems, we expect from Fig. 6-5 that the method is suitable for current application needs.

### 6.4.3 Experimental and Computational Precision
6.28 Background Sample

Figure 6-6: Measured phase as a function of the modulation frequency. We plot the measured phase corresponding to a 120 pixel cross-section of the 160 x 120 ToF sensor image for modulation frequencies \( f = \{10, 20, 30, 40\} \) MHz. The first 50 phase measurements are due to the background pixel which is at a depth \( d = 2.5 \) m. The dashed line marks the average phase value over first 50 pixels. The average phase value for each modulation frequency leads to a distance estimate: \( d = \{2.56, 2.52, 2.47, 2.48\} \) m, which is linear, may not be strictly linear due to distortions.

The current optical ToF technology allows for range estimation in millimeter precision. The variation in estimated lifetime is due to sample inhomogeneity, nonuniform lighting [254], and potential model mismatch from lens aberration.

The measurement precision here is indicated in Fig. 6-6, which shows cross sections of the four phase plots in Fig. 6-4. The phase contribution along first 50 pixels is due to the background. We mark the average phase value on the y-axis. Using \( \theta_d(f) = \frac{4\pi f d}{c} \), we estimate the distance \( d \) given \( \theta_d(f) \) and \( f = \{10, 20, 30, 40\} \) MHz. At each modulation frequency, the estimated distance is \( d = \{2.56, 2.52, 2.47, 2.48\} \) m, whereas the actual distance is 2.5 m. The variability in the distance estimates is mainly due to the fact that across modulation frequencies, the phase-frequency relation, \( \theta_d(f) = \frac{4\pi f d}{c} \), which is linear, may not be strictly linear due to distortions.

6.5 Summary of Results

In conclusion, we have demonstrated a FLI alternative that is based on cost-effective ToF sensors. We simultaneously estimate the lifetime and the distance of the sample from the sensor. Unlike existing methods [241, 237], our approach is calibration-free and requires no prior information on the experimental path length and thus allows for faster acquisition time. Furthermore, our technique is blind in that we do not assume the knowledge of illumination waveform. Overall, our system shows promise for two-dimensional imaging, and can be generalized to volumes [255]. Because the technique is modular, it can be implemented with other computational imaging techniques to create a new platform for wide-field
The method offers new possibilities for open questions. The case of multiple lifetime imaging [239, 242] is interesting and is yet to be explored in the context of ToF sensors, both theoretically as well as experimentally. Comparison with other FLI techniques [256] and fundamental resolution limits for simultaneous estimation of lifetime and depth information will allow for better understanding of applicability of ToF sensors for bio-imaging tasks such as tumor detection [231, 232] and fluorescence tomography [233, 234].
Sampling without Time Information: Phase-retrieval in Time-resolved Imaging

7.1 Introduction

Imaging modalities work on the premise that there is one–to–one mapping between the scene and the pixels. If this were not the case, it would be almost impossible to make sense of the photographs that we capture on a daily basis. Meanwhile, the illustration in Fig. 7-1 is a characteristic counter–example.

To elaborate, consider the Gedankenexperiment version of Fig. 7-1 described in Fig. 7-2 (a). Let us assume that a light source is co–located with the imaging sensor (such as a digital camera). The reflection from the semi–reflective sheet (such as a window pane) arrives at the sensor at time $t_1 = 2d_1/c$ while the mannequin is only observable on or after $t_2 = 2d_2/c$. Here, $c$ is the speed of light. While we typically interpret images as a two dimensional, spatial representation of the scene, let us for now, consider the photograph in Fig. 7-1 along the time–dimension. For the pixel $(x_0, y_0)$, this time–aware image is shown in Fig. 7-2 (b). Mathematically, our time–aware image can be written as a 2–sparse signal (and as a $K$–sparse signal in general),

$$m(r, t) = (\lambda_1 \Gamma_1)(r) \delta(t - t_1(r)) + (\lambda_2 \Gamma_2)(r) \delta(t - t_2(r))$$

(7.1)

where $\{\Gamma_k(r)\}$ are the constituent image intensities, $\{\lambda_k(r)\}$ are the reflection coefficients, $r = (x, y)^\top$ is the 2D spatial coordinate, and $\delta(\cdot)$ is the Dirac distribution.

A conventional imaging sensor produces images by marginalizing time information, resulting in the
Figure 7-1: Reflection from semi-reflective surfaces. The Memorial Church can be seen imprinted on the glass facade of the Harvard University Science Center.

Figure 7-2: Time-aware imaging. (a) Exemplary setting for imaging through semi-reflective media. (b) Corresponding time-aware image at pixel $r_0 = (x_0, y_0)^T$. 


recovering \{\Gamma_k\}, k = 1, 2 given I, more generally, K echoes of light,

\[
m(r, t) = \sum_{k=0}^{K-1} (\lambda_k \Gamma_k)(r) \delta (t - t_k(r))
\]

is an ill-posed problem. Each year, a number of papers \[257, 258, 259, 260, 261, 262\] attempt to address this issue by using regularization and/or measurement-acquisition diversity based on image statistics, polarization, shift, motion, color, or scene features. Unlike previous works, here, we ask the question: Can we directly estimate \{\Gamma_k\}_{k=0}^{K-1} in (7.1)? In practice, sampling (7.3) would require exorbitant sampling rates and this is certainly not an option. Also, we are interested in \{\Gamma_k\}_{k=0}^{K-1} only, as opposed to \{\Gamma_k, t_k\}_{k=0}^{K-1} [263] where \(t_k\) is a non-linear argument in (7.3). As a result, our goal is to recover the intensities of a sparse signal. For this purpose, we explore the idea of sampling without time—a method for sampling a sparse signal which does not assume the knowledge of sampling instants or the sampling rate.

### 7.1.1 Contributions

In this work, our contributions are twofold:

1) For the general case of K-echoes of light, our work relies on estimating the constituent images \{\Gamma_k\}_{k=0}^{K-1} from the filtered, auto-correlated, time-resolved measurements. This is the distinguishing feature of our approach and is fundamentally different from methods proposed in literature which are solely based on spatio-angular information (cf. [257, 258, 259, 260, 261, 262] and references therein).

2) As will be apparent shortly, our work is intimately linked with the problem of (sparse) phase retrieval (cf. [264, 265, 266, 267, 268] and references therein). Our “sampling without time” architecture leads to an interesting measurement system which is based on time-of-flight imaging sensors [66] and suggests that \(K^2 - K + 1\) measurements suffice for estimation of \(K\) echoes of light. To the best of our knowledge, neither such a measurement device nor bounds have been studied in the context of image source separation [257, 258, 259, 260, 261].

3) In Section 7.6, we extend our approach to frequency domain architecture and validate the effectiveness of our approach.

For the sake of simplicity, we will drop the dependence of \(m\) and \(\Gamma\) on spatial coordinates \(r\). This is particularly well suited for our case because we do not rely on any cross-spatial information or priors. Also, scaling factors \(\lambda_k\) are assumed to be absorbed in \(\Gamma_k\).

### 7.1.2 Role of Temporal Phase Retrieval

Significance of Phase-free or Amplitude-only measurements: It is worth emphasizing that resolving spikes from a superposition of low-pass filtered echoes, is a problem that frequently occurs in many other disciplines. This is a prototype model used in the study of multi-layered or multi-path models. Some examples include seismic imaging [201], time-delay estimation [56], channel estimation [72], optical
tomography [80], ultrasound imaging [269], computational imaging [66, 270, 271, 209, 16] and source localization [48]. Almost all of these variations rely on amplitude and phase information or amplitude and time-delay information. However, recording amplitude-only data can be advantageous due to several reasons. Consider a common-place example based on pulse-echo ranging. Let \( p(t) = \sin(\omega t) \) be the emitted pulse. Then, the backscattered signal reads \( r(t) = \Gamma_0 \sin(\omega t - \theta_0) \). In this setting, on-chip estimation of phase \( \theta_0 \) or time delay \( t_0 \),

- can either be computationally expensive or challenging since \( t_k \) is a non-linear parameter in (7.3), and hence, in \( r(t) \).
- requires more measurements. For instance, 2 measurements suffice for amplitude-only estimation \( \Gamma_0 \) while amplitude-phase pair requires 4 measurements [66]. This aspect of phase estimation is an important bottleneck as the the frame rate of an imaging device is inversely proportional to number time-domain measurements.
- is prone to errors. In many applications, multiple-frequency measurements, \( \omega = k\omega_0 \), are acquired [209, 21, 66] assuming that phase and frequency, \( \theta_0 = \omega t_0 \) are linearly proportional. However, this is not the case in practice. The usual practice is to oversample [272, 273].

In all such cases, one may adopt our methodology of working with intensity-only measurements.

### 7.2 Problem Formulation

Optical ToF sensors are active devices that capture 3D scene information. We adopt the generic image-formation model used in [66] which is common to all ToF modalities such as lidar/radar/sonar, optical coherence tomography, terahertz, ultrasound, and seismic imaging. In its full generality, and dropping dependency on the spatial coordinate for convenience, one can first formalize this ToF acquisition model as:

\[
p \rightarrow h \rightarrow r \rightarrow \phi \rightarrow y \xrightarrow{\text{Sampling}} y \mapsto m = C[y]
\]

where,

- \( p(t) > 0 \) is a \( T \)-periodic probing function which is used to illuminate the scene. This may be a sinusoidal waveform, or even a periodized spline, Gaussian, or Gabor pulse, for instance.
- \( h(t, \tau) \) is the scene response function (SRF). This may be a filter, a shift-invariant function \( h_{SI}(t, \tau) = h(t - \tau) \), or a partial differential equation modeling some physical phenomenon [21].
- \( r(t) = \int p(\tau) h(t, \tau) \, d\tau \) is the reflected signal resulting from the interaction between the probing function and the SRF.
- \( y(t) = \int r(\tau) \phi(t, \tau) \, d\tau \) is the continuous-time signal resulting from the interaction between the reflected function and the instrument response function (IRF), or \( \phi \), which characterizes the electro-optical transfer function of the sensor.
- \( y \) is a set of discrete measurements of the form \( y(t)|_{t=n\Delta} \).
- \( C[y] = y * \overline{y} \) is the cyclic auto-correlation of \( y \), where \( * \) and \( \overline{\cdot} \) denote the convolution and time reversal operators, respectively.
The interplay between $p$, $h$, and $\phi$ results in variations on the theme of ToF imaging [66]. In this work, we will focus on an optical ToF setting. Accordingly:

1) The probing function corresponds to a time-localized pulse.

2) The SRF, accounting for the echoes of light, is a $K$-sparse filter (2.10),

$$h_{SI} (t, \tau) \equiv h_K (t - \tau) = \sum_{k=0}^{K-1} \Gamma_k \delta (t - \tau - t_k). \quad (7.5)$$

3) The IRF is fixed by design as $\phi_{SI} (t, \tau) = p (t + \tau)$. This implements the so-called homodyne, lock-in sensor [66].

Due to this specific shift-invariant structure of the SRF and IRF, we have,

$$y (t) = (p * \bar{p} * \bar{h}_K) (t)$$

$$= (C [p] * h_K) (t). \quad (7.6)$$

Finally, the measurements read,

$$m (t) = C [y] = (C [\varphi] * C [h_K]) \varphi = C [p] (t). \quad (7.7)$$
7.3 Sampling Echoes of Light

7.3.1 Bandlimited Approximation of Probing Function

Due to physical constraints inherent to all electro-optical systems, it is reasonable to approximate the probing signal as a bandlimited function [21, 66]. We use $L$-term Fourier series with basis functions $u_n(\omega_0 t) \overset{\text{def}}{=} e^{i\omega_0 nt}$, $\omega_0 T = 2\pi$, to approximate $p$ with,

$$p(t) \approx \tilde{p}(t) = \sum_{|\ell| \leq L} \hat{p}_\ell u_\ell(\omega_0 t), \quad (7.8)$$

where the $\hat{p}_\ell$ are the Fourier coefficients. Note that there is no need to compute $p(t)$ explicitly as we only require the knowledge of $C[p]$ (cf. (7.7)). In Fig. 7-3, we plot the calibrated $C[p]$ and its Fourier coefficients. In this case, $T = 232.40$ ns. We also plot its approximation, $\tilde{p} = C[\tilde{p}]$ with $L = 25$ together with the measured $C[p]$ and $\varphi$.

7.3.2 Sampling Theory Context

The shift-invariant characterization of the ToF image-formation model allows to re-interpret the sampled version of (7.7) as the filtering of a sparse signal $C[h_K]$ with a low-pass kernel $\psi = C[\varphi]$ (cf. [202, 263]).

$$m(t) \overset{(7.7)}{=} C[h_K] \ast C[\varphi] = C[h_K] \ast \psi$$

$$= \sum_{k=0}^{K-1} |\Gamma_k|^2 \psi(t) + 2 \sum_{k=0}^{K-1} \sum_{m=k+1}^{K-1} |\Gamma_k| |\Gamma_m| \psi(t - t_{k,m})$$

where $t_{k,l} = t_k - t_l$ and,

$$m(n\Delta) = \int C[h_K](\tau) \overline{C[\varphi]}(\tau - n\Delta) d\tau.$$  

Note that the properties of the auto-correlation operation imply that the sparsity of $C[h_K]$ is $K^2 - K + 1$, unlike $h_K$ that is $K$-sparse and is completely specified by $(K^2 - K)/2 + 1$ due to symmetry. Based on the approximation (7.8) and the properties of convolution and complex exponentials, and defining $\hat{\psi}_\ell = |\hat{p}_\ell|^4$, we rewrite $m(t)$ as,

$$m(t) = \sum_{|\ell| \leq L} \hat{\psi}_\ell u_\ell(\omega_0 t) \int C[h_K](\tau) u_\ell^*(\omega_0 \tau) d\tau, \quad (7.10)$$

Finally, the properties of the Fourier transform imply that sampling the above signal $m(t)$ at time instants $t = n\Delta$, results in discrete measurements of the form $\mathbf{m} = \mathbf{U} \tilde{\mathbf{s}}$, which corresponds to the available acquired data in our acquisition setting. Combining all the above definitions, it follows that:

- $\mathbf{m} \in \mathbb{R}^N$ is a vector of filtered measurements (cf. (7.9)).
- $\mathbf{U} \in \mathbb{C}^{N \times (2L+1)}$ is a DFT matrix with elements $[u_n(\omega_0 \ell \Delta)]_{n,\ell}$.
\[ \mathbf{D}_\psi \in \mathbb{C}^{(2L+1) \times (2L+1)} \] is a diagonal matrix with diagonal elements \( \hat{\psi}_k \). These are the Fourier-series coefficients of \( C[\varphi] \).

\( \hat{s} \in \mathbb{R}^{2L+1} \) is a phase-less vector containing the Fourier coefficients of \( C[h_K] \), which is obtained by sampling the Fourier transform \( \hat{s}(\omega) \) of \( C[h_K] \) at instants \( \omega = \omega_0 \). The signal \( \hat{s}(\omega) \) directly depends on the quantities \( |\Gamma_k| \) of interest to be retrieved and is expressed as

\[
\hat{s}(\omega) = \sum_{k=0}^{K-1} \Gamma_k u_{t_k}(\omega) \Rightarrow |\hat{s}_K(\omega)|^2 = \sum_{k=0}^{K-1} \Gamma_k^2 + 2 \sum_{k=0}^{K-1} \sum_{m=k+1}^{K-1} \Gamma_k \Gamma_m \cos(\omega t_{k,m} + \angle \Gamma_{k,m})
\]

(7.11)

where \( t_{k,m} = t_k - t_m \) and \( \angle \Gamma_{k,m} = \angle \Gamma_k - \angle \Gamma_m \).

It is instructive to note that the relevant unknowns \( \{\Gamma_k\}_{k=0}^{K-1} \) can be estimated from \( \hat{s} \in \mathbb{R}^{2L+1} \) in (7.11) which in turn depend only on \( L \) as opposed to sampling rate and sampling instants. This aptly justifies our philosophy of sampling without time.

### 7.4 Reconstruction via Phase Retrieval

Given data model \( \mathbf{m} = \mathbf{U} \mathbf{D}_\psi \hat{s} \) (7.10), we aim to recover the image parameters \( |\Gamma_k| \) at each sensor pixel.

For this purpose, we first estimate samples of \( \hat{s}(\omega) \) as \( \hat{s} = \mathbf{D}_\psi^{-1} \mathbf{U}^\dagger \mathbf{m} \), where \( \mathbf{U}^\dagger \) is the matrix pseudo-inverse of \( \mathbf{U} \). This is akin to performing a weighted deconvolution, knowing that \( \mathbf{U} \) is a DFT matrix.

Next, we solve the problem of estimating \( |\Gamma_k| \) in two steps (1) First we estimate \( a_{k,m} \), and then, (2) based on the estimated values, we resolve ambiguities due to \( \cdot \).

**Parameter Identification via Spectral Estimation:** Based on the coefficients \( \hat{s} \), one can then retrieve the amplitude and frequency parameters that are associated with the oscillatory terms as well as the constant value in (7.11). The oscillatory-term and constant-term parameters correspond to \( \{a_{k,m}, t_{k,m}\} \) and \( a_0 \), respectively. All parameter values are retrievable from \( \hat{s} \) through spectral estimation [67]; details are provided in [66] for the interested reader.

Note that, given the form of (7.11) and our acquisition model, the sparsity level of the sequence \( \hat{s} \)—corresponding to the total amount of oscillatory and constant terms—is \( (K^2 - K)/2 + 1 \). The magnitude values \( a_{k,m} \) and \( a_0 \) can thus be retrieved if at least \( L \geq (K^2 - K)/2 + 1 \) autocorrelation measurements are performed [274, 66], which is the case in the experiments described in Section 7.5.

**Resolving Ambiguities:** Based on the aforementioned retrieved parameters, one wishes to then deduce \( \{\Gamma_k\}_{k=0}^{K-1} \). The estimated cross terms \( \{a_{k,m}, t_{k,m}\} \) allow to retrieve the values of \( |\Gamma_k| \) through simple pointwise operations. Here we will focus on the case, \( K = 2 \). Due to space limitations, we refer the interested readers to our companion paper [66] for details on the general case \( (K > 2) \).
$K = 2,$

$$\hat{s}(\omega) \overset{(7.11)}{=} |\Gamma_0 u_{t_0}^* (\omega) + \Gamma_1 u_{t_1}^* (\omega)|^2 + \varepsilon_\omega (\Gamma_k, t_k)_{k>2} \approx 0$$

$$\approx |\Gamma_0|^2 + |\Gamma_1|^2 + 2 |\Gamma_0| |\Gamma_1| \cos(\omega t_{0,1} + \angle \Gamma_{0,1}),$$

may be a result of two distinct echoes (Fig. 7-2) or due to approximation of higher order echoes by two dominant echoes (due to inverse-square law). In this case, we effectively estimate two terms: $a_0$ and $a_{01}$ (7.11). The set of retrieved magnitude values then amount to solving[66]:

$$\|\Gamma_0\| \pm |\Gamma_1| = \sqrt{a_0 \pm a_{01}}, \quad a_0, a_{01} > 0. \quad (7.12)$$

Thanks to the isoperimetric property for rectangles: $a_0 \geq a_{01}$, the r.h.s above is always positive unless there is an estimation error in which case, an exchange of variables leads to the unique estimates,

$$\left\{ \hat{\Gamma}_k \right\}_{k=1,2} = \frac{\sqrt{a_0 + a_{01}} \pm \sqrt{a_0 - a_{01}}}{2}. \quad (7.13)$$

### 7.5 Experimental Validation

#### 7.5.1 Simulation

Noting that measurements $m = UD \hat{s}$ and $\hat{s}$ are linked by an invertible, linear system of equations, knowing $m$ amounts to knowing $\hat{s}$. We have presented detailed comparison of simulation results in [66] for the case where one directly measures $\hat{s}$. In this chapter, we will focus on practical setting where the starting point of our algorithm is (7.10).

#### 7.5.2 Practical Algorithm

Our experimental setup mimics the setting of Fig. 7-2. A placard that reads “Time–of–Flight” is covered by a semi-transparent sheet, hence $K = 2$. The sampling rate is $\Delta \approx 70 \times 10^{-12}$ seconds using a our custom designed ToF imaging sensor [73]. Overall, the goal of this experiment is to recover the magnitudes $\{ |\Gamma_k| \}_{k=0}^{K-1}$ given auto-correlated measurements $m(n\Delta) \overset{(7.7)}{=} \mathcal{C}[y](n\Delta), m \in \mathbb{R}^{2795}$. To be able to compare with a “ground truth”, we acquire time-domain measurements $y(n\Delta)$ before autocorrelation, whose Fourier-domain phases are intact. In Fig. 7-4(a), we plot the non-autocorrelated measurements $y$ while phase-less measurements $m$ are shown in Fig. 7-4(c) from which we note that the samples are symmetric in time domain due to $m = \mathcal{C}[y]$ (cf. 7.7). In the first case (cf. Fig. 7-4(a)) where $y = \mathcal{C}[p] * \bar{h}_K$, we have [73],

$$\hat{y}(\omega) = |\hat{p}(\omega)|^2 h_K^* (\omega), \quad h_K (\omega) = \sum_{k=0}^{K-1} \Gamma_k u_{t_k} (\omega).$$
Figure 7-4: Experimental results on acquisition and reconstruction of echoes of light in a scene. (a) Single pixel, time-stamped samples $y = C[p] * \hat{h}_2$ serve as our ground truth because the phase information is known. We also plot the estimated, 2-sparse SRF (7.5) in red ink. (b) Fourier domain frequency samples of the SRF, $\hat{h}_2 \left( \ell \omega_0 \right)$ with $L = [-20, 20]$ and $\omega_0 = 2\pi / \Delta$, $\Delta = 70$ ps. We plot the measured data in green and the fitted data in black. The frequencies are estimated using Cadzow’s method. (c) Same pixel, time-stamped, low-pass filtered, auto-correlated samples (7.9) together with the estimated, auto-correlated SRF $C[h_2]$ in red ink. (d) Fourier domain samples $\hat{s} \left( \ell \omega_0 \right)$ (7.11) and its fitted version (black ink). (e) Ground truth images for the experiment. (f) Estimated images using temporal phase retrieval.
Similar to \( \mathbf{m} \) in (7.10), in this case, the measurements read \( \mathbf{y} = \mathbf{UD}_{\psi} \hat{\mathbf{h}} \) and we can estimate the complex-valued vector \( \hat{\mathbf{h}} \). The phase information in \( \hat{\mathbf{h}} \) allows for the precise computation of \( \{ \Gamma_k, t_k \}_{k=0}^{K-1} \) \([73, 263]\). These “intermediate” measurements serve as our ground truth. The spikes corresponding to the SRF (7.5) are also marked in Fig. 7-4(a). Fourier-domain measurements \( \hat{\mathbf{h}}_2^s \) linked with \( y(n\Delta) \) are shown in Fig. 7-4(b). Accordingly, \( \hat{\mathbf{h}}_2^s(\omega) \), \( \omega = \omega_0, l = \{-L, \ldots, L\} \) where \( \omega_0 = 2\pi/\Delta \) and \( L = 20 \). We estimate the frequency parameters \( \{ \Gamma_k, t_k \}_{k=0}^{K-1} \) using Cadzow’s method \([275]\). The resulting fit is plotted in Fig. 7-4(b).

In parallel to Figs. 7-4(a),(b), normalized, autocorrelated data \( \mathbf{m} = \mathcal{C}[\mathbf{y}] \) are marked in Fig. 7-4(c). The signal \( \mathbf{y} \) is also shown as reference in green dashed line. We also plot the estimated \( \mathcal{C}[\hat{\mathbf{h}}_2] \) (autocorrelated SRF). In Fig. 7-4(d), we plot measured and deconvolved vector \( \hat{\mathbf{s}} = \mathbf{D}_{\psi}^{-1} \mathbf{U}^\dagger \mathbf{m} \) from which we estimate \( a_0, a_k, m \) (7.11). The result of fitting using Cadzow’s method with 41 samples is shown in Fig. 7-4(d).

The reconstructed images, \( |\Gamma_0| \) and \( |\Gamma_1| \), due to amplitude-phase measurements (our ground truth, Fig. 7-4(a)) are shown in Fig. 7-4(e). Alternatively, the reconstructed images with auto-correlated/intensity-only information are shown in 7-4(f). One can observe the great similarity between the images obtained in both cases, where only a few outliers appear in the phase-less setting. The PSNR values between the maps reconstructed with and without the phase information are of 30.25 dB for \( |\Gamma_1| \) and 48.88 dB for \( |\Gamma_0| \). These numerical results indicate that, overall, the phase loss that occurs in our autocorrelated measurements still allows for accurate reconstruction of the field of view of the scene.

Finally, in order to determine the consistency of our reconstruction approach, the PSNR between the original available measurements and their re-synthesized versions—as obtained when reintroducing our reconstructed profiles \( |\Gamma_k| \) into our forward model—are also provided. As shown in Figs. 7-4(a) and (c), the PSNR values in the oracle and phase-less settings correspond to 43.68 dB and 42.41 dB, respectively, which confirms that our reconstruction approach accurately takes the parameters and structure of the acquisition model into account.

### 7.6 Extension to Frequency Domain Time-resolved Imaging

The time-domain measurements in (7.7) can be acquired directly in Fourier domain. For the choice of sinusoidal illumination,

\[
p(t) = 1 + p_0 \cos(\omega_0 t) \quad \omega_0 = \frac{2\pi}{T_p},
\]

the reflected signal from an object at depth \( d_0 \) meters, undergoes a delay proportional to \( d_0 \) and reads,

\[
r(t) = \Gamma_0 p \left( t - \frac{2d_0}{c} \right) = \Gamma_0 \cos \left( \omega_0 \left( t - \frac{2d_0}{c} \right) \right) = \Gamma_0 \cos \left( \omega_0 (t - t_0) \right).
\]

#### 7.6.1 Estimating Fourier Transform from Measurements

Here, we show that the ToF sensor measurements can directly measure the Fourier transform of the scene response function (7.5) using lock-in principle. The ToF lock-in sensor then measures the cross--
correlation between the probing function \( p \) and its reflected version \( r \) at four equidistant locations,

\[
y_k \overset{\text{def}}{=} C_{\omega_0} (k \Delta), \quad \Delta = \frac{\pi}{2 \omega_0}, \quad k = 0, \ldots, 3
\]  

(7.14)

where,

\[
C_{\omega_0} (t) = (\bar{p} \ast r) (t), \quad \bar{p} (t) = p (-t)
\]

\[
= \lim_{T_p \to \infty} \frac{1}{2 T_p} \int_{-T_p}^{+T_p} \bar{p} (x) r (t - x) \, dx
\]

\[
= \lim_{T_p \to \infty} \frac{1}{2 T_p} \int_{-T_p}^{+T_p} \left( 1 + p_0 \cos (-\omega_0 x) \right) \Gamma_0 \cos \left( \omega_0 (t - x - t_0) \right) r (t - x) \, dx
\]

\[
= \lim_{T_p \to \infty} \frac{I_{\omega_0} (t)}{2 T_p},
\]

with,

\[
I_{\omega_0} (t) = 2 \Gamma_0 T_p \rho_0^2 \Gamma_0 T_p \cos \left( \omega_0 (t + d) \right) + 2 \rho_0^2 \Gamma_0 \frac{\sin \left( \omega_0 T_p \right)}{\omega_0} \frac{\sin \left( \omega_0 (t + t_0) \right)}{\omega_0} - \rho_0^2 \Gamma_0 \frac{\sin \left( \omega_0 (t + t_0 - 2T) \right)}{4 \omega_0} + \rho_0^2 \Gamma_0 \frac{\sin \left( \omega_0 (t + t_0 + 2T) \right)}{4 \omega_0}.
\]

(7.15)

Now since,

\[
\lim_{T_p \to \infty} \frac{\sin \left( \omega_0 T_p \right)}{\omega_0 T_p} = 0,
\]

we conclude,

\[
C_{\omega_0} (t) = \lim_{T_p \to \infty} \frac{I_{\omega_0} (t)}{2 T_p} = \Gamma_0 + \Gamma_0 \frac{\rho_0^2}{2} \cos \left( \omega_0 (t + t_0) \right).
\]

Next, the phase-shift method [248] involving four measurements of the cross-correlated function (7.14) leads to the estimates of \( \{ \Gamma_0, t_0 \} \). To see this in effect, we start with the stacking the four sampled measurements (7.14) in the following matrix,

\[
Y = \begin{bmatrix}
y_0 & y_1 \\
y_2 & y_3
\end{bmatrix} = \frac{\Gamma_0}{2} \begin{bmatrix}
2 + p_0^2 \cos \left( \omega_0 t_0 \right) & 2 - p_0^2 \sin \left( \omega_0 t_0 \right) \\
2 - p_0^2 \cos \left( \omega_0 t_0 \right) & 2 + p_0^2 \sin \left( \omega_0 t_0 \right)
\end{bmatrix}. \quad (7.16)
\]

Based on the measurements, we see that the estimates are given by,

\[
\begin{aligned}
\Gamma_0 &= \frac{1}{p_0^2} \left( (y_3 - y_1)^2 + (y_0 - y_2)^2 \right) \frac{1}{2} \\
t_0 &= \frac{1}{\omega_0} \tan^{-1} \left( \frac{y_2 - y_1}{y_0 - y_2} \right)
\end{aligned}
\]
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A more concise representation involves defining a complex number \( Y_{\omega_0} \in \mathbb{C} \),

\[
Y_{\omega_0} = (y_0 - y_2) + j(y_3 - y_1)
\]

whereby,

\[
\begin{align*}
\Gamma_0 &= \frac{|Y_{\omega_0}|}{P_0} \\
t_0 &= \frac{\omega_{\omega_0}}{\omega_0}.
\end{align*}
\] (7.17)

In contrast to prior work linked with ToF imaging [209, 15] and references therein, our assumption in this section is that only the amplitude information of the measurements can be accessed.

### 7.6.2 Direct Measurement of Fourier Magnitude Information

The above definitions imply that phase information encodes the parameters \( t_k \). Now, the quantities that are of interest to us consist in the time-resolved-image intensities. In the case \( K = 1 \), we have

\[
|\hat{y}(\omega)|^2 = |\Gamma_0|^2, \quad \text{(measurement)}
\] (7.18)

which is the intensity corresponding to the time-resolved image \( \Gamma_0 \delta (t - t_0) \). Such measurements are computed using the auto-correlation function,

\[
m(t) \overset{(7.7)}{=} C[y](t) = (C_{\omega_0} * \overline{C}_{\omega_0})(t)
\]

\[
= \frac{\Gamma_0^2}{8} \left( 8 + P_0^4 \cos(\omega_0 t) \right).
\] (7.19)

By letting,

\[
m_k = m\left(\frac{\pi k}{2\omega_0}\right)
\]

we see that 4 measurements lead to,

\[
\begin{bmatrix}
m_0 \\
m_2
\end{bmatrix}
= \frac{\Gamma_0^2}{8} \begin{bmatrix}
1 + P_0^4 & 1 \\
1 - P_0^4 & 1
\end{bmatrix}.
\]

However, once can estimate \(|\Gamma_0|^2\) using two measurements

\[
|\hat{s}(\omega_0)|^2 = |\Gamma_0|^2 = \frac{4}{P_0^4} (m_0 - m_2).
\] (7.20)

As opposed to measurement of both Fourier phase and amplitude discussed in Section 7.6.1, this procedure bypasses phase computations producing a single real-valued measurement per ToF exposure unlike the usual two-value case. In this way, when \( K \) light paths meet at the sensor, at each frequency \( n\omega_0, n \in \mathbb{Z} \), one can directly measure \(|\hat{s}(n\omega_0)|^2\) in (7.11). This is done by computing (7.20) at each frequency \( n=0 \),

\[
\frac{4}{P_0^4} \left( m(0) - m\left(\frac{\pi}{n\omega_0}\right) \right)_{n=0}^{N-1} \Rightarrow \left\{|\hat{s}(n\omega_0)|^2\right\}_{n=0}^{N-1}.
\] (7.21)
Figure 7-5: Phase Retrieval in Setting $K = 3$. This measurement corresponds to pixel $(20, 20)$ of the synthetic experiment in Section 7.6.6. (a) Complex-valued $\hat{s}(\omega)$ with the real and imaginary parts together with the envelope $\pm |\hat{s}(\omega)|$. (b) Phase-less $|\hat{s}(\omega)|^2$ with $s_n = |\hat{s}(n\omega_0)|^2$, $\omega_0 = 5$. (c) Decomposition of $s_n$ into terms of $\{\gamma_k, \nu_k\}_{|k| \leq K_0}$ as in (7.22).

### 7.6.3 Reconstruction via Frequency Estimation

Let us re-arrange (7.11) based on Euler’s identity to obtain a variant of the Line Spectrum Estimation or the LSE problem [67]:

$$s_n = |\hat{s}(n\omega_0)|^2 = \sum_{|k| = -K_0}^{+K_0} \gamma_k e^{j\omega_0 \nu_k}, \quad K_0 = (K^2 - K) / 2 \tag{7.22}$$

where $\gamma_k \propto \Gamma_k$ and $\nu_k \propto t_k$. When $K = 2$, $\gamma_1 = \gamma^*_1 = \Gamma_0 \Gamma_1$ and $\nu_1 = -\nu_{-1} = t_{01}$. In practice, $\{\Gamma_k\}_{k=0}^{K-1}$ are real-valued, but, even if this is not the case, we always have conjugate symmetry, i.e., $\gamma_k = \gamma^*_{-k}$ and $\nu_k = -\nu_{-k}$. We recover $\{\gamma_k\}_{k=0}^{K-1}$ in two steps:

1. We first estimate $\nu_k$ given $s_n = |\hat{s}(n\omega_0)|^2$, $n = 0, \ldots, N - 1$.

Using the idea of Prony [67], we define the polynomial,

$$H(z) = \prod_{|m| \leq K_0} (1 - e^{-j\omega_0 \nu_k} z^{-1}) = \sum_{m=0}^{2K_0+1} h_m z^{-m} \tag{7.23}$$
which is yet to be computed. However, note that, 
\((h \ast s)_n = 0,\)
\[
(h \ast s)_n = \sum_{m=0}^{2K_0 + 1} h_m s_{n-m} = \sum_{m=0}^{2K_0 + 1} h_m \sum_{k=-K_0}^{K_0} \gamma_k e^{j(n-m)\omega_0\nu_k}
\]
\[
= \sum_{k=-K_0}^{K_0} \gamma_k \left( \sum_{m=0}^{2K_0 + 1} h_m e^{-j m \omega_0 \nu_k} \right) e^{j m \omega_0 \nu_k} = 0.
\] (7.24)

Hence, the key idea is to find a filter sequence \(h\) which, when filtered with \(s_n\), produces zeros. This problem is at the heart of spectrum estimation [67]. In this work, we use the composite mapping property algorithm (CMPA) devised by Cadzow [275].

- With \(\nu_k\) known, estimating \(\gamma_k\) in (7.22) is a linear problem.

We solve the linear least-squares problem to estimate \(\tilde{\gamma}_k\),
\[
\tilde{\gamma}_k = \min_{\gamma_k} \sum_{n=0}^{N-1} \left| s_n - \sum_{k=-K_0}^{K_0} \gamma_k e^{j m \omega_0 \nu_k} \right|^2.
\] (7.25)

Now, since \(s_n = s_{-n}\), we need \(N \geq K_0 + 1\) measurements in (7.21) to solve for \(\{h_m\}_{m=0}^{K_0}\) [276]. We show a step-by-step decomposition of \(s_n\) in terms of \(\{\gamma_k, \nu_k\}_{|k| \leq K_0}\) in (7.22) in Fig. 7-5. Next, we discuss how to estimate \(\{\Gamma_k\}\) from \(\{\gamma_k\}\) in (7.25).

### 7.6.4 Revisiting the case of \(K = 2\): Estimating \(\{\Gamma_k\}\) from \(\{\gamma_k\}\)

The case has two interesting interpretations. The first one is simply the setting being described in Fig. 7-2. An alternate interpretation arises from approximation of scattering where one sets \(K = 2\), assuming negligible contribution of higher-order terms \(K \geq 3\), i.e.,
\[
|\tilde{s}(\omega)|^2 (7.11) |\Gamma_0 e^{-j \omega t_0} + \Gamma_1 e^{-j \omega t_1}|^2 + \varepsilon_\omega(\Gamma_k, t_k)_{k \geq 3},
\]
where \(\varepsilon_\omega(\Gamma_k, t_k)_{k \geq 3} = \left| \sum_{k=0}^{K-1} \Gamma_k e^{-j \omega k t_k} \right|^2 \approx 0\). In either case,
\[
|\tilde{s}(\omega)|^2 = \left| \frac{\Gamma_0}{a_0} \Gamma_0 \right|^2 + \left| \frac{\Gamma_1}{a_{12}} \Gamma_1 \right|^2 + 2 |\Gamma_0| |\Gamma_1| cos(\omega t_0 + \angle \Gamma_0).
\] (7.26)

The first step towards retrieving \(|\Gamma_{0,1}|\) involves the estimation of \(a_0, a_{12}\) based on the available samples \(s_n\) (7.22). Given the equivalence between (7.26) and (7.22), the set of parameters \(a_0, a_{12}, t_0,\) and \(\angle \Gamma_0\) are retrieved using \(K_0 = 1\).

The parameters \(a_0\) and \(a_{12}\) allow to estimate the values of the transmitted and reflected magnitudes \(|\Gamma_0|, |\Gamma_1|\) based on algebraic relations. Specifically, the non-negativity of \(a_0, a_{12}\) implies that \(|\Gamma_0| + |\Gamma_1| = \sqrt{a_0} \pm a_{12}\). Thus, based on \(a_0, a_{12}\), we compute (7.13),
\[
\left\{|\tilde{\Gamma}_0|, |\tilde{\Gamma}_1|\right\} = \left( \frac{1}{2} \right) \left| \sqrt{\tilde{a}_0 + \tilde{a}_{12}} \pm \sqrt{\tilde{a}_0 - \tilde{a}_{12}} \right|
\] (7.27)
where $a_{01}$ in (7.13) is replaced $a_{12}$ in the above equation.

The definition of $a_0$ and $a_{12}$ implies the non-negativity of the above square-root argument, except if estimation errors occur. In such cases, our algorithm replaces $\tilde{a}_{12}$ by $\tilde{a}_0$, thus yielding the double solution $\sqrt{\tilde{a}_0/2}$ for both magnitude values.

Following the above estimation operations, the retrieved values must be correctly assigned to the corresponding magnitudes. The phase-less setting precludes direct identification because the absolute distance parameters cannot be retrieved as such. Now, according to the inverse-square law, one can still assume that the magnitudes of $|\Gamma_1|$—given the relative proximity of this map—are in average larger than those of $|\Gamma_0|$. However, this assumption does not hold for every pixel in general. This implies that the assignments may suffer from some ambiguities that cannot be solved pointwise. We thus propose to address this issue by leveraging inter-pixel scene dependencies. In particular, we exploit the fact that maps stemming from real-world scenes display a certain degree of spatial regularity. Qualitatively, the disambiguation approach that we follow consists in (a) first detecting value-crossing locations $\mathbf{k}$ where both map magnitudes are (nearly) equal, and (b) then determining suitable assignments by decomposing the field of view into associated adjacent areas satisfying either $|\Gamma_1|_{\mathbf{k}} \geq |\Gamma_0|_{\mathbf{k}}$ or $|\Gamma_1|_{\mathbf{k}} < |\Gamma_0|_{\mathbf{k}}$.

### 7.6.5 Higher-Order Settings

The magnitudes $|\Gamma_1|$ can also be retrieved when $K \geq 3$. As in (7.27), a set of real numbers $a_0$ and $a_{ij}$ can be identified in association with the constant and oscillatory terms. Disambiguation even becomes more straightforward in such settings because the presence of intermediate sheets allows to assign all magnitude values of interest pointwise based on the relative-distance $t_{kl}$. The latter quantities are also obtained (as byproducts) from the LSE method.

Let us consider the 3-bounce setting where the constant term is $a_0 = |\Gamma_0|^2 + |\Gamma_1|^2 + |\Gamma_2|^2$, the oscillatory terms being $a_{12} = 2|\Gamma_0||\Gamma_1|$, $a_{23} = 2|\Gamma_1||\Gamma_2|$, and $a_{13} = 2|\Gamma_0||\Gamma_2|$. Based on the estimates of the $a_0$ and $a_{ij}$ provided by the LSE method, the set of values $v_i$ corresponding to the unknown magnitudes $|\Gamma_{0,1,2}|$ is retrieved as $\{a_{12}\tilde{a}_{13}\mu, a_{12}\tilde{a}_{23}\mu, a_{13}\tilde{a}_{23}\mu\}$, where

$$\mu = \frac{\sqrt{\tilde{a}_0}}{\sqrt{\left((\tilde{a}_{12}\tilde{a}_{13})^2 + (\tilde{a}_{23}\tilde{a}_{13})^2 + (\tilde{a}_{23}\tilde{a}_{12})^2\right)}}.$$ 

In this setting, $7^{th}$-order estimation is performed with the LSE method, the order number ($N = 2K_0+1$) being here related to the constant and to the 6 complex exponentials associated with the $K = 3$ cosine terms (7.22). An estimation example is illustrated in Figure 7-5.

### 7.6.6 Experimental Results

**Synthetic Data:** In this first experiment, we consider scene with $K = 3$ with constituent images shown in Fig. 7-6(a). Each of the images $\{\Gamma_k\}_{k=0}^{K-1}$ are of size $160 \times 160$ and $\{t_k\}_{k=0}^{K-1} = [0.31 \ 0.55 \ 0.93]\pi$. We use $N = 4 = (K^2-K)/2+1$, multi-frequency, magnitude measurements $|\hat{s}(n f_0)|$, $n = 0, \ldots, 3$, $f_0 = 1$ MHz. The corresponding results are shown in Fig. 7-6(a). In this synthetic scenario, the reconstructions that are obtained are virtually identical to the oracle, i.e., the SNR reaches machine precision. This first set of results thus already validates our approach in the synthetic, noiseless case.
Figure 7-6: (a) Experimental results for simulated data with $K = 3$. The images on the top are spatial maps of the available magnitude multi-frequency measurements $|\tilde{s}(2n\omega_0 + 1)|^2$, $n = 1, \ldots, 8$. For $K = 3$ we show the ground truth which consists of distinct layers constituting the scene as well as the reconstruction from the phase-less data with $N = 1 + (K^2 - K)/2 = 4$ measurements. We list the PSNR value indicating reconstruction up to machine precision. (b) Performance analysis of the Cadzow’s CMPA algorithm [275] for $K = 2$ for the noisy case. We show the effect of over-sampling, that is $N = \kappa(K + 1)$ samples, on mean squared error (MSE) as a function of signal-to-noise ratio (SNR). As can be seen, when $\kappa = 2$ or we have $2N$ samples of $\tilde{s}_n$, the CMPA algorithm has a stabilizing effect on MSE. For the case of $16\times$ oversampling, the MSE decreases linearly with increase in SNR. This effect happens as early as SNR = 3 (dB) for the CMPA algorithm. We also compare the LSE method with the CMPA method for different over-sampling factors. (c) Scene setup for experiment for $K = 2$ with Microsoft Kinect. (d) Schematic representation of the constituent images. (e) We reconstruct assuming that we measure $\tilde{s}(n\omega_0)$, $n = 50, \ldots, 100$ with $\omega_0 = 1$ MHz. (f) Reconstruction via phase retrieval using $|\tilde{s}(n\omega_0)|^2$, $n = 50, \ldots, 100$ with $\omega_0 = 1$ MHz.
The effect of noise is studied in Fig. 7-6(b) where we plot the observed mean squared error as a function of signal-to-noise-ratio (SNR) with consideration to the over-sampling factor using Cadzow’s method [275]. With SNR =20 and $K = 2$, 4 times over-sampling achieves reasonable bound on the MSE.

**ToF Sensor Based Data:** We use the Microsoft Kinect One ToF camera. This camera is equipped with a modified firmware facilitating customized frequencies at $f_0 = 1$ MHz steps in range 50 to 100 MHz. The setup is described in 7-6 (c) and a schematic of the ground truth is shown in 7-6 (d). The back scene consists of a mannequin head at approximately 1.5m from the sensor. In addition, a semi-transparent sheet at a distance of 15 cm covers the sensor’s field-of-view. This transparency sheet reflects a fraction of the emitted infrared light directly back to the sensor, thus $K = 2$. The available measurements consist of $145 \times 119$ multi-frequency profiles captured at $N = 51$ distinct frequencies.

Our algorithm is used for the phase-less setting where we measure $s_n = |\hat{s}(n\omega_0)|^2$ (7.21). We also retain complex-valued measurements $\hat{s}(n\omega_0)$ computed in (7.17). The ground truth is hard to obtain for our experiment. Consequently, we use the method described in [209, 226] to estimate $\{\hat{\Gamma}_0^{\text{GT}}, \hat{\Gamma}_1^{\text{GT}}\}$ using (7.17) which serves as a proxy of our oracle estimate (cf. Fig. 7-6 (e)). Cadzow’s method is employed as a standalone tool for this purpose. We then estimate $\{|\hat{\Gamma}_0|, |\hat{\Gamma}_1|\}$ from the knowledge of $s_n = |\hat{s}(n\omega_0)|^2$ (7.22), using our proposed approach, for example, (7.27). As in the first experiment, the goal of these experiments is to reconstruct and identify the distinct magnitude maps $|\Gamma_k|$ associated with $k = 0$ and $k = 1$. We show the estimates obtained by our approach in Fig. 7-6 (f). Our results show the efectivity of our model as well as the applicability of our algorithm. We use the SSIM index [277] as our performance metric to compare image reconstruction with and without phase measurements in Fig. 7-6 (e) and Fig. 7-6 (f), respectively. The SSIM measures for the first and the second sheets correspond to 0.750 and 0.408. Even though there is model mismatch in the data due to non-idealities of the system as well as noise, Cadzow’s method [275] works reasonably well and warrants future work.

### 7.7 Summary of Results

In this chapter, we have introduced a method to satisfactorily recover the intensities of superimposed echoes of light, using a customized ToF imaging sensor for acquisition and temporal phase retrieval for reconstruction. Up to our knowledge, this is the first method that performs time-stampless sampling of a sparse ToF signal, in the sense that we only measure the amplitudes sampled at uniform instants without caring about the particular sampling times or sampling rates. This innovation can potentially lead to alternative hardware designs and mathematical simplicity as phases need not be estimated in hardware.
8

Photo-acoustic Time-resolved Tomography

8.1 Introduction

Mathematical imaging in life sciences is the key to understanding biological features ranging from molecular to anatomical scales. While ultrasound imaging, MRI and computed tomography are well established imaging methods at the anatomical level, a number of challenges still remain at the microscopic level. Some attributes include penetration depth, spatial-temporal resolution as well as imaging contrast.

To this end, photoacoustic or PA imaging proves to be advantageous in many ways [278]. As the name suggests, the photoacoustic effect is the conversion or transformation of electromagnetic energy into acoustic energy—a phenomenon that was first observed by Alexander Graham Bell in 1880 [279]. Qualitatively speaking, the interaction of an optical excitation pulse with a material results in a rise in temperature. Although infinitesimal (~ milli kelvin [280]), the rise in temperature is enough to catalyze thermoelastic expansion resulting in stress waves that manifest as acoustic energy. Due to the fact that photoacoustic imaging utilizes a combination of light and sound in the process of imaging, disadvantages in one regime (for example, sound) can be compensated by the other. A concrete example is that of biological tissues. Tissues are known to scatter light but this is orders of magnitude lesser in the case of sound. Therefore, photoacoustic imaging offers greater penetration depth [278].

Due to the numerous advantages centric to the PA imaging technology [281, 280], within the last decade, there has been a surge of research interest in this area. This includes development of efficient instrumentation as well as mathematical algorithms for solving inverse problems. For a detailed overview of the topic, we refer to [282].
Laser Pulse Blood Cell Ultrasonic Signature

Figure 8-1: Conceptual explanation of the *photoacoustic effect* which is the conversion or transformation of electromagnetic energy into acoustic energy. This phenomenon that was first observed by Alexander Graham Bell in 1880 \([279]\). In this example, a pulse of light excited a cell which in turn releases acoustic energy. The *ultrasonic* acoustic signature was acquired experimentally.

As pointed out in \([283]\), the shape of the PA wave encodes important information linked with physical parameters such as dimensions, sound speed and density. By capitalizing on this aspect of PA imaging, recently, Strohm and Kolios \([284]\) developed a label-free technique for classification of cell types: red blood cells (RBC), white blood cells (WBC) and circulating melanoma cells (CMC). This one of a kind imaging modality was the first demonstration of a setup capable of,

- identification of cells,
- estimation of the cell size

Thus leading to a classification algorithm that can distinguish cancer cells from their healthy counterparts, besides understanding cell morphology \([285]\).

The approach discussed in \([284]\) is based on the *spectral periodicity* of the measured data. By computing the power spectrum of the measurements, the authors argue that cell parameters are related to spectral features such as the inter-spacing between two consecutive minima. This heuristic approach works whenever the spectral features are distinctly visible. However, this may not always hold.

Let us begin with a discussion on the mathematical intuition behind the visibility of spectral features. Consider the case of RBCs which have a biconcave shape. This is shown in Fig. 8-2 (also check Fig. 8-5 for clarity) where we overlay the biconcave cross-section in blue ink and the approximate time spread (similar to full width at half maximum) in red ink. When a pulse or a wave propagates in the horizontal configuration (cf. Fig. 8-5, \(\theta = 0\)), it is reflected by the cell walls. The resulting PA pulse echo measurement has minimal spread in time-domain as the pulse propagates through the center of the RBC—the point of minimum thickness\(^1\). On the other hand, in the vertical configuration, the PA pulse echo measurement has a larger spread in time-domain as the pulse propagates through the diameter\(^2\) of the cell.

As an example, assume that two dominant reflections of equal intensity occur in any possible configuration. Much in the same way as time-of-flight or ToF imaging \([66]\), we may model the reflectors or

\(^1\)This corresponds to a physical distance of 0.8–1.0 \(\mu\text{m}\).

\(^2\)This corresponds to a physical distance of 6.2–8.2 \(\mu\text{m}\).
Figure 8-2: Photoacoustic measurements of single RBC. The cross-section of the biconcave RBC is shown in blue ink. The arrow shows the direction of wave/pulse propagation. (a) Horizontal configuration with minimal spread in time-domain. (b) Vertical configuration with a larger spread in time-domain. The red bars mark the approximate time-spread of the pulses. Also see Fig. 8-5.
Figure 8-3: Power spectrum of low-pass measurements: $\hat{B}_h(\omega) = \hat{S}_h(\omega) b(\omega)$ where $b(\omega)$ is the frequency response of the low-pass measurement device. With $\Delta_2 < \Delta_1$, no spectral minima occur in the bandwidth $\omega \in [-\Omega_m, \Omega_m]$.

sources as,

\[ h(t) = \delta \left( t - \frac{d_1}{\nu} \right) + \delta \left( t - \frac{d_2}{\nu} \right) \]

where $d_k, k = 1, 2$ are the relative locations of the reflectors from the sensor, $\nu$ is the propagation speed and $\delta$ denotes the Dirac distribution. Let $\Delta = |d_2 - d_1|$ be the separation between the cell walls and $\hat{h}(\omega) = \int h(t) e^{-j\omega t} dt$ denote the Fourier transform of $h$. Then, the power spectrum of $h$ denoted by $\hat{S}_h$ is given by,

\[ \hat{S}_h(\omega) \triangleq |\hat{h}(\omega)|^2 = 4\cos^2 \left( \frac{\omega \Delta}{2\nu} \right). \]

Since most physical devices have a finite bandwidth, observations are written as $\hat{B}_h(\omega) = \hat{S}_h(\omega) b(\omega)$ with $b(\omega) = 0, |\omega| > \Omega_m$. As the inter-spacing $\Delta$ between the cell walls decreases, it is very likely that none of the spectral minima are visible within the bandwidth. This is shown in Fig. 8-3 where $\Delta_2 < \Delta_1$ and $b(\omega)$ is chosen to be a Gaussian window. This approach is similar to cepstral analysis used in acoustic microscopy (cf. pg. 157, [286]). Clinical and pre-clinical systems typically have a bandwidth $\Omega_m < 60$ MHz and lack the sensitivity to detect signals from single cells. UHF transducers used for single cell imaging have 200–500 MHz bandwidth [287,284]. However, observing all cellular features ranging 5–30 $\mu$m requires bandwidths in the GHz range [287]. Our simple mathematical reasoning justifies the bottleneck quoted in [284] (cf. pg. 744):

It was not possible to calculate the RBC size, as the spectral fitting method is highly sensitive to the orientation of the RBC relative to the transducer, and the orientation could not be determined in these measurements.

Can we do better than this? Overcoming this computational drawback has important consequences in,

1. cell counting and classification [284] specially in the context of circulating tumor cells and cancer related diagnosis, and
2. understanding cell morphology [285].

The main goal of this chapter is to formalize the inverse problem of accurate estimation of cell parameters from the PA measurements which allows us to recover cell parameters (not limited to RBCs) from PA measurements. Starting with the wave equations of PA imaging, we reformulate the inverse problem as a time-of-flight or ToF estimation problem [66, 21] whereby estimating cell parameters amounts to temporal super-resolution given a finite set of trigonometric moments.

In Section 8.2, we develop the PA wave equation solution for cellular ToF imaging problem. We discuss the solution to the inverse problem of ToF estimation in Section 8.3. In Section 8.4, we validate our approach with PA measurements based on RBCs and CMCs. Finally we conclude in Section 8.5.

8.2 Problem Setup: Photoacoustic ToF Imaging

8.2.1 ToF Imaging Pipeline

The main components of any ToF imaging [66] modality are the probing function, \( p(t) \), the scene response function (SRF), \( h(t, \tau) \) and the instrument response function (IRF), \( \varphi(\tau, t) \).

Said simply, the probing function “probes” the scene. This may be a pulse or a continuous wave function, such as a sinusoid [65]. The interaction between the probing function and the SRF results in the reflected signal (equivalent to PA wave generated signal in PA imaging),

\[
r(t) = \int p(\tau) h(t, \tau) d\tau.
\]

(8.1)

For example, in ranging or time-delay estimation problems, \( h(t, \tau) = \Gamma_0 \delta(t - \tau - t_0) \) where \( \Gamma_0 \) is the intensity of an object at a distance \( d_0 \) which results in delay \( t_0 = 2d_0/v \). In this case, \( r(t) = \Gamma_0 p(t - t_0) \). Alternatively, the SRF may arise from a Green’s function linked with a physical system, for example, fluorescence lifetime [21].

The reflected signal \( r(t) \) then interacts with the sensor equipped with some instrument response function (IRF) and the measurements are recorded in the form,

\[
m(t) = \int r(\tau) \varphi(t, \tau) d\tau
\]

(8.2)

where \( \varphi \) may be the point spread function of a lens (spatial context) or the temporal response of a transducer, for example, the ultrasound detector in the case of PA imaging. Typically, \( m \) is sampled \( m_k = m(kT), k \in \mathbb{Z} \) where \( T > 0 \) is the sampling rate. Furthermore, whenever \( h \) and \( \varphi \) are shift-invariant, that is, \( h(t, \tau) = h(t - \tau) \), the measurements simplify to a convolution/filtering equation,

\[
m(t) = (p * h * \varphi)(t).
\]

(8.3)

Next, we will discuss the probing function, the SRF and the IRF that stem from the PA imaging problem.
Figure 8-4: Photoacoustic waves in layered media. All figures should be understood in sense of negative time. (a) Geometrical setup with $K$ reflecting boundaries or layers. The first reflective surface marked in blue is virtual. Optical excitation causes thermo elastic expansion resulting in sound waves and $t = z/v$ is the instant at which sound waves travel to the source. There on, sound waves are reflected from each layer at $t = z_K/v$. (b) Corresponding scene respond function. Here, each reflecting boundary results in a round trip travel time of $t_k = 2z_k/v$. (c) We plot the propagating wave, $P(z, t)$ in the case of optical excitation $H(z, t) = \delta(z - z_T) p(t)$, where the probing function $p(t)$ is chosen to be a Gabor pulse. (d) Time-domain waves reflected towards the source at $z = 0$. 
8.2.2 From PA Wave Equations to Time-of-Flight

We use capitalized symbols P, T, H to denote the spatio-temporal functions with arguments \( \vec{r} = (x, y, z) \) (spatial co-ordinates) and \( t \) (time), that is, \( P(\vec{r}, t) \), and so on. The PA effect is explained by coupled differential equations based on temperature \( T \) and pressure \( P \) [288],

\[
\begin{align*}
\frac{\partial}{\partial t} (T - \kappa_1 P) &= \kappa_2 \nabla^2 T + \kappa_3 H \\
\Box_P &= \kappa_4 \partial_t^2 T
\end{align*}
\]

where

- \( \nabla^2 (\cdot) \) is the Laplace operator and,
- \( \Box_P = \nabla^2 - \nu^{-2} \partial_t^2 \) is the d’Alembert operator and \( \nu \) is the speed of sound in given medium.
- \( \{ \kappa_m \}_{m=1}^4 \) are some physical constants (for details, we refer to [282]).
- \( H(\vec{r}, t) \) is the heat or thermal energy attributed to the electromagnetic or EM radiation of the optical excitation pulse.
- \( P(\vec{r}, t) \) is the resultant acoustic pressure wave.

In practice, it is justifiable that the thermal conductivity is zero and the \( P-T \) coupled differential equations reduce to (cf. pg. 4 in [282]),

\[
\Box_P \equiv \left( \nabla^2 - \frac{1}{\nu^2} \partial_t^2 \right) P = -\kappa \partial_t H.
\] (8.4)

In the case of one-dimensional propagation, \( \vec{r} = (0, 0, z) \), the above admits a simple solution based on the integral equation,

\[
P(z, t) = \frac{\kappa \nu}{2} \int H(r, t - \frac{z-r}{\nu}) \, dr.
\]

Consider an instantaneous source \( H(z, t) = \delta(t) \delta(z) \) and a reflective surface at \( z = z_0 > 0 \). In that case [289],

\[
P(z, t) = \delta\left( t - \frac{z}{\nu} \right) + \delta\left( t - \frac{z + 2z_0}{\nu} \right),
\] (8.5)

where,

(a) arises from the direct excitation of energy which is delayed by the travel time of sound, and,

(b) (b) is the travel time between the source and the reflective surface (cf. Fig. 8-4(a)).

Furthermore, if we consider \( H(z, t) = p(t) \delta(z) \) where \( p \) is temporal probing function, we obtain a convolution between \( P(z, t) \) and \( p \), ignoring a constant dilation \( \propto \nu \). This is consistent with the experiments in layered media (cf. Fig. 4, [290]) as well as the convolution equations in acoustic microscopy (cf. pg. 152,[286]). In general, for the case of \( K \) reflecting boundaries at \( z = z_k \) with reflection coefficient
\[
\theta = \frac{\pi}{2}
\]

\[
\theta = 0
\]

Tomographic Measurement

Corresponding Time-of-Flight

Figure 8-5: Tomography of RBCs. At each \( \theta \), reflections from the cell walls (layered media) result in a distinct time-of-flight, \( \Delta \theta = |z_1 - z_0| \). Note that \( \Delta \theta \) encodes the geometric properties of the enclosure which may be RBC, WBC or CMC.

\[\gamma_k, \text{ we have,}\]

\[
h(t, \tau) \equiv P(z, t - \tau) = \sum_{k=0}^{K-1} \gamma_k \delta(t - \tau - \frac{z + 2\pi k}{\nu}),\quad (8.6)
\]

which also serves as our SRF for the PA imaging context. In Fig. 8-4(b) we plot the SRF corresponding to the general case of \( K \) reflective surfaces. With \( K = 2 \) and optical excitation of the form,

\[
H(z, t) = \delta(z - z_0) p(t)
\]

we plot the pressure wave \( P(z, t) \) in Fig. 8-4(c) and the corresponding time-domain waveform at \( z = 0 \) in Fig. 8-4(d).

Typically, the incoming pressure wave is sensed through an ultrasound transducer with some IRF, \( \varphi \). Furthermore, by ignoring the constant offset of \( z_T/\nu \) due to virtual source (or the delayed sound wave), we model the measurements as,

\[
m(t) = (p \ast P(0, t + \frac{z}{\nu}) \ast \varphi)(t) = \sum_{k=0}^{K-1} \gamma_k (p \ast \varphi)(t - 2\frac{\pi k}{\nu}).\quad (8.7)
\]

8.2.3 Tomographic Measurements for Geometric Estimation

Blood cells have distinct geometrical features based on their shape, size and morphology. Here, we will focus on the RBCs. As shown in Fig. 8-5, tomographic measurements of the RBCs leads to a functional relationship between ToF and the orientation of the RBC. In Fig. 8-5, measurements at \( \theta = 0 \) are associated with the smallest possible ToF. This corresponds to the horizontal configuration in Fig. 8-2 where the experimentally obtained time-domain measurements are relatively concentrated when compared to
the vertical configuration, $\theta = \pi/2$. We may therefore write,

$$m_{\theta} (t) = \sum_{k=0}^{K-1} \gamma_k^{(\theta)} (p \ast \varphi) (t - t_k^{(\theta)}), \quad t_k^{(\theta)} \triangleq \frac{2^{2k} \theta}{\nu}. \quad (8.8)$$

Ideally, for the case of cell imaging, $K = 2$. Since RBCs are bi-concave, $\Delta_\theta = |t_1^{(\theta)} - t_0^{(\theta)}|$ is a proxy of its relative orientation with respect to the source. On the other hand WBCs are spherical and

$$\Delta_\theta = |t_1^{(\theta)} - t_0^{(\theta)}| \propto 2\rho$$

where $\rho$ is the radius. As a result, $\{\theta, \Delta_\theta\}$ may be used to characterize the geometry of cells (in our case) and a layered enclosure, in general. In practice, one acquires measurements of the form,

$$m_{\theta, \ell} (nT), n = 0, \ldots, N - 1, \quad \{\theta, \ell\} = \frac{2\pi \ell}{L} \sum_{\ell = 0}^{L} \quad (8.9)$$

and the inverse problem is to recover $\{\gamma_k^{(\theta)}, t_k^{(\theta)}\}_{k=0}^{K-1}$ from which $\Delta_\theta$ may be estimated. In this work, we will restrict ourselves to $K = 2$.

### 8.3 Inverse Problem: Estimating Time-of-Flight

In order to recover unknowns $\{\gamma_k^{(\theta)}, t_k^{(\theta)}\}_{k=0}^{K-1}$ from (8.9), we will begin with writing $p \ast \varphi = \phi$ in (8.8). Furthermore, we will approximate $\phi$ with trigonometric moments $[291, 292, 66], u_m (\omega_0 t) \triangleq e^{j\omega_0 t},$

$$\phi (t) \approx \bar{\phi} (t) = \sum_{|m| \leq M} b_m u_m (\omega_0 t), \quad (8.10)$$

where $b_m$'s are Fourier series coefficients and $\omega_0 = 2\pi / NT$, assuming that $T_0 = NT$ is large enough that all the $K$ reflections are observed. This is typically the case in almost all pulse-echo ToF systems $[66, 21]$. Here, $\omega_0 M \approx \Omega_m$, and $M$ is a function of the transducer bandwidth. By substituting the approximation of $\phi$ in (8.8), we obtain,

$$m_{\theta} (t) = \sum_{|m| \leq M} b_m \sum_{k=0}^{K-1} \gamma_k^{(\theta)} u_m (\omega_0 t - \omega_0 t_k^{(\theta)}),$$

and since $u_m$ is separable, $u_m (f + g) = u_m (f) u_m (g)$, we have,

$$m_{\theta} (t) = \sum_{|m| \leq M} b_m u_m (\omega_0 t) \sum_{k=0}^{K-1} \gamma_k^{(\theta)} u_m^* (\omega_0 t_k^{(\theta)}),$$

$$= \sum_{|m| \leq M} b_m \hat{h}_m^{(\theta)} u_m (\omega_0 t) \quad (8.11)$$
where,

\[
\hat{h}_m^{(\theta)} = \sum_{k=0}^{K-1} \gamma_k^{(\theta)} u_m^* \left( \omega_0 t_k^{(\theta)} \right), \quad m = -M, \ldots, M
\]  \tag{8.11}

are the Fourier series coefficients of the sparse SRF denoted by \( h_\theta(t) = \sum_{k=0}^{K-1} \gamma_k^{(\theta)} \delta(t - t_k^{(\theta)}) \). The above, (8.11), is the standard form of equation that shows up in context of spike deconvolution [291], time-delay estimation [55] and sampling theory [69]. Given sampled measurements in (8.9), we stack them in vector–matrix form,

\[
\mathbf{m}_\theta = \mathbf{U} \mathbf{D}_h \hat{\mathbf{h}}^{(\theta)}
\]  \tag{8.12}

where,

- \( \mathbf{m}_\theta \in \mathbb{R}^N \) is a vector of measured data (cf. Fig. 8-2).
- \( \mathbf{U} \in \mathbb{C}^{N \times (2M+1)} \) is a DFT matrix with elements \( e^{j m \omega_0 n T} \).
- \( \mathbf{D}_h \in \mathbb{C}^{(2M+1 \times 2M+1)} \) is a diagonal matrix with diagonal elements \( b_{m,m} = \phi(m \omega_0) \).
- \( \hat{\mathbf{h}}^{(\theta)} \in \mathbb{C}^{2M+1} \) is a vector whose elements are the Fourier transform of the SRF (cf. (8.11)).

Since (8.12) is a linear system of equations, we can estimate \( \hat{\mathbf{h}}^{(\theta)} \) directly provided that \( \{b_m\}_m \) are known. With \( \hat{\mathbf{h}}^{(\theta)} \) known, we will use trigonometric interpolation [67, 291, 69] to estimate the unknowns \( \{\gamma_0^{(\theta)}, \gamma_1^{(\theta)}, \epsilon_0^{(\theta)}, \epsilon_1^{(\theta)}\} \). While trigonometric interpolation works for finite \( K \), for the specific case \( h_\theta \) and \( K = 2 \), we outline a closed form solution (assuming noiseless setting). For this purpose, let us define, \( \mu_k^m \defeq u_1^*(\omega_0 t_k^{(\theta)}) \) and hence, we have, \( \hat{h}_m^{(\theta)} = \mu_0^m + \mu_1^m \), resulting in,

\[
\begin{cases}
\hat{h}_0^{(\theta)} = \gamma_0^{(\theta)} + \gamma_1^{(\theta)} \\
\hat{h}_1^{(\theta)} = \gamma_0^{(\theta)} \mu_0 + \gamma_1^{(\theta)} \mu_1 \\
\hat{h}_2^{(\theta)} = \gamma_0^{(\theta)} \mu_0^2 + \gamma_1^{(\theta)} \mu_1^2 \\
\hat{h}_3^{(\theta)} = \gamma_0^{(\theta)} \mu_0^3 + \gamma_1^{(\theta)} \mu_1^3 
\end{cases}
\]

Let \( Q(x) = (x - \mu_0)(x - \mu_1) = x^2 + \lambda_1 x + \lambda_0 \) be some quadratic polynomial. It follows that, \( Q(\mu_k) = 0 = \mu_k^2 + \lambda_1 \mu_k + \lambda_0, k = 0, 1 \). Based on this, we can write,

\[
Q(\mu_0) = Q(\mu_1) \iff \begin{cases}
\gamma_0^{(\theta)} Q(\mu_0) + \gamma_1^{(\theta)} Q(\mu_1) = 0 \\
\gamma_0^{(\theta)} \mu_0 Q(\mu_0) + \gamma_1^{(\theta)} \mu_1 Q(\mu_1) = 0
\end{cases}
\]

which is equivalent to solving the linear system of equations,

\[
\begin{bmatrix}
\hat{h}_0^{(\theta)} & \hat{h}_1^{(\theta)} & \hat{h}_2^{(\theta)} & \hat{h}_3^{(\theta)}
\end{bmatrix}
\begin{bmatrix}
\lambda_0 \\
\lambda_1
\end{bmatrix}
= -
\begin{bmatrix}
\hat{h}_0^{(\theta)} \\
\hat{h}_1^{(\theta)} \\
\hat{h}_2^{(\theta)} \\
\hat{h}_3^{(\theta)}
\end{bmatrix}
\]  \tag{8.13}

Hence, at a fixed \( \theta \) and noiseless conditions, four values of \( \hat{h}_m^{(\theta)} \) suffice to compute the four unknowns. This is accomplished by implementing the algorithm outlined in Algorithm 4. Next, we experimentally validate our approach and discuss practical aspects of our implementation.
Algorithm 4: Photoacoustic Time-of-Flight Estimation

<table>
<thead>
<tr>
<th>Data:</th>
<th>Measurements $m_\theta(nT)$ in (8.9) with $N &gt; 2M + 1$ with $M &gt; 2$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result:</td>
<td>Cell Parameters: ${\gamma_0^{(\theta)}, \gamma_1^{(\theta)}, \mu_0, \mu_1}$ and $\Delta_\theta =</td>
</tr>
<tr>
<td>1)</td>
<td>Estimate $\hat{h}^{(\theta)} = U^{+}D_\theta^{+}m_\theta$ (8.12) where $^{+}$ is the matrix psuedo inverse.</td>
</tr>
<tr>
<td>2)</td>
<td>Given $\hat{h}^{(\theta)}$, estimate ${\tilde{\lambda}_0, \tilde{\lambda}_1}$ using (8.13).</td>
</tr>
<tr>
<td>3)</td>
<td>With ${\tilde{\lambda}_0, \tilde{\lambda}_1}$ known, solve for $Q(x) = 0 \rightarrow {\tilde{\mu}_0, \tilde{\mu}_1}$ and hence, the time-of-flight $t_k^{(\theta)} = -\angle \tilde{\mu}_k/\omega_0$.</td>
</tr>
<tr>
<td>4)</td>
<td>The estimates ${\gamma_0^{(\theta)}, \gamma_1^{(\theta)}}$ are obtained using least-squares solution,</td>
</tr>
<tr>
<td></td>
<td>$\arg \min_{{\gamma_0^{(\theta)}, \gamma_1^{(\theta)}}} \sum_n</td>
</tr>
</tbody>
</table>

8.4 Photoacoustic ToF Imaging: Experimental Verification

Our proposed approach is validated via experiments using PA imaging setup and the data is acquired using the procedure described in [284].

8.4.1 ToF Estimation of RBCs

In the first case, we consider RBCs at four different orientations. For this purpose, PA measurements $m_\theta$ are acquired using the experiments in [284]. Conceptually, this is similar to tomography as shown in Fig. 8-6. As the RBC rotates from horizontal to vertical state, one should expect the ToF to increase (cf. Fig. 8-5). As highlighted in the literature [284], previously, this was not possible. Here we model $\phi$ as a Gabor pulse. While this choice is heuristic, in our experience, and as will be shown shortly, this achieves near exact performance (in context of the maximum likelihood estimation or the MLE). As an approximation to the transducer response, the bandpass pulse is chosen such that its maximum response is between 200 to 500 MHz [287, 285]. With $\phi$ in place, we use a finite Fourier series approximation which specifies $\{b_{0n}\}$ in (8.10) and hence $D_{\theta}$ [66, 21] with $M = 18$ and $f_0 = \omega_0/2\pi = 25.80$ MHz. To deal with model mismatch and noise in experimental data, we replace steps 1) and 2) in Algorithm 4 with Cadzow’s method [275].

In Fig. 8-7(a), we plot $\{m_\theta(nT)\}_{l,n}$ (cf. (8.9)) with $T = 0.125$ ns, $N = 311$ and $\theta = 0$ to $\pi/2$ (approximately) in 108 steps, which we call, time-resolved pixel. For each of the four orientations, the PA signal or the time-resolved pixel is plotted in Fig. 8-7 (a1) to (a4). The estimated locations of layers or cell walls, that is $\{\gamma_k^{(\theta)}, t_k^{(\theta)}\}_{k=0,1}$ are also marked. Since this is the case of $K = 2$, it is possible to compare our results with exhaustive search or MLE. Hence we also compute the MLE estimates, $\{\gamma_k^{(\theta)}, t_k^{(\theta)}\}_{k=0,1}$. We use peak signal-to-noise ratio or PSNR denoted by $\eta$ as our performance metric. The results are summarized in Table 8.1.

where $\eta_{PSR}$ is the PSNR due to PA-ToF super-resolution and $\eta_{MLE}$ is due to the MLE and we use $\nu = 1570$ m/s. Since we rely on optical microscopy (cf. Fig. 8-6) for estimating orientation angle $\theta$, the registration between $\theta$ and $m_\theta(t)$ is challenging. However, near exact performance in context of MLE
Figure 8-6: Optical images of RBCs at various orientations ranging from horizontal to vertical. Optical images are used to register with corresponding PA measurements.

Table 8.1: Estimates of Cell Size

<table>
<thead>
<tr>
<th></th>
<th>( \theta_1 )</th>
<th>( \theta_1 )</th>
<th>( \theta_1 )</th>
<th>( \theta_1 )</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLE</td>
<td>32.97</td>
<td>31.05</td>
<td>35.88</td>
<td>35.89</td>
<td>dB</td>
</tr>
<tr>
<td>PSR</td>
<td>32.97</td>
<td>31.05</td>
<td>34.61</td>
<td>35.88</td>
<td>dB</td>
</tr>
<tr>
<td>Size/ToF</td>
<td>5.780</td>
<td>5.300</td>
<td>3.820</td>
<td>1.960</td>
<td>( \mu m )</td>
</tr>
</tbody>
</table>

suggests that the PA–ToF can recover a proxy of the orientation which can be used to discern features. To exemplify this point, we move to the next case.

8.4.2 ToF Estimation of Melanoma Cells

In Fig. 8-7(b), we plot PA measurements for CMCs. With \( K = 4 \), we super-resolve measurements and plot \( \{ \gamma_k^{(\theta)}, t_k^{(\theta)} \}_{k=0,3} \). The reconstruction accuracy is \( \eta_{PSR} = 33.07 \text{ dB} \). We note that \( |\gamma_0^{(\theta)}| \) and \( |\gamma_2^{(\theta)}| \) correspond to the dominant reflections. Based on this, we compute the ToF which is \( \Delta = 10.75 \text{ ns} \). The corresponding cell size is \( \Delta \nu = 16.87 \text{ \( \mu m \) } \). This is consistent with the results in [287]. Clearly, the estimated cell size is the distinct feature which distinguishes CMCs from RBCs.

8.5 Summary

Starting with a forward model for the photoacoustic phenomenon, we compare the measurements of blood cells to a sum of overlapping echoes. Instead of using the exact physical model, we approximate the measurements with an empirical pulse that confirms with physical characteristics of our measurement device. We represent such pulses with a finite number of trigonometric moments. Based on this approximate representation, we use trigonometric interpolation for time-of-flight super-resolution. Experimentally acquired tomographic measurements validate our model. While this study is in a preliminary stage, it offers a compelling solution to a bottleneck in photoacoustic imaging. Our work raises several questions in the direction of classification of cellular features and this will be addressed in our future studies.
Figure 8-7: (a) Photoacoustic measurements \( \{m_{\theta_{k}}(nT)\}_{k,n} \) with \( T = 0.125 \text{ ns} \), \( N = 311 \) and \( \theta_{k} \) ranging from vertical to horizontal orientation in 108 steps. (a1) to (a4) We plot PA measurements for four orientations. In the inset, we plot the optical image of the single cell RBC together with an approximate orientation angle. The measured data in blue ink (—). Super-resolved SRF specified by \( \{\gamma_{k}^{(\theta)}, \phi_{k}^{(\theta)}\}_{k=0,1} \) in (8.6) and (8.8) is marked in red ink (●). Based on the estimates \( \{\gamma_{k}^{(\theta)}, \phi_{k}^{(\theta)}\}_{k=0,1} \), the reconstructed data \( \hat{m}_{\theta} \) (8.8) is plotted in red ink (−−−). Reconstruction quality metric, the PSNR and the ToF are also annotated in the inset. Finally, we show the result of maximum likelihood estimation (exhaustive search) with blue spikes (—►). (b) PA measurements of melanoma cells (CTC). We show the data in gray ink (—). Super-resolved SRF, \( \{\gamma_{k}^{(\theta)}, \phi_{k}^{(\theta)}\}_{k=0,3} \) is marked in red ink (●) and the reconstructed data is plotted in red ink (−−−).
Conclusions and Future Directions
This thesis is a confluence of harmonic analysis and time-resolved imaging which is based on the time-of-flight principle.

On the theory front, there are several theoretical directions for future research. We list a few key ideas:

- How can modulo operations be combined with sampling theory linked with special affine Fourier transforms?
- Within the unlimited sensing framework, how does noise and quantization affect the reconstruction quality? We anticipate some interesting results in the context of rate-distortion theory.
- Empirically, we have observed that the sampling bounds for unlimited sensing are quite aggressive and this warrants interesting future work.
- In context of linear inverse problems, how can the unlimited sensing framework be extended to a general class of inverse problems? For example, sparse recovery or compressed sensing and phase retrieval.

In context of time-resolved sensing and imaging, several directions remain unexplored.

ToF Imaging Pipeline  We started with an image formation model that allows for studying different ToF modalities under one common framework. Almost all ToF systems can be characterized by the model parameters \( \{p, h, \varphi\} \). Depending on the problem at hand, the role of \( \{p, h, \varphi\} \) and the associated algorithms needs to be adapted. For example, the SRF discussed in context of MPI appears naturally in other problems such as ultrasound tomography and light detection and ranging.
(LiDAR). However, the probing function and the IRF are very different for each case. In particular, consider the case of LiDAR. The probing function is modeled as \( p = \delta \) and the IRF is a parametric function of form \( \varphi(t) = \alpha e^{(a_k - T_0) t} + b_k \) where \( \{a_k, b_k\}_{k=1}^4 \) take 4 different values with continuous transitions, depending whether \( t \in \{I_k\}_{k=1}^4 \), where \( I_k \) is an instrument or sensor dependent quantity. This gives rise to a new form of sampling kernel \( \phi = \varphi \), as opposed to \( \phi = p \ast p \) (TD-ToF case). Hence, we believe that by systematically studying the role of \( \{p, h, \varphi\} \) across various ToF problems—optical and non-optical—better insights may developed.

Another interesting direction may be to consider the case when the SRF is modeled by a differential equation. For example, in case of fluorescence lifetime imaging, the associated differential equation is \( \mathcal{L}_\lambda = \partial_t + (1/\lambda) \) and the resulting reflected signal is the solution to \( \Gamma \mathcal{L}_\lambda \{r(t)\} = p(t), \ t > 0. \) The SRF in this case is the Green's function. Similar ideas may be used to develop algorithms for imaging through scattering/diffusive media where \( \mathcal{L} \) is some differential equation that models diffusion. The parameters of \( \mathcal{L} \) encode physical properties such as lifetime or scattering coefficient.

**Probing Function** Since the probing function is the only available degree-of-freedom in ToF imaging pipeline, it is important to understand what mathematical principles should be used for designing probing functions. Waveform design is a known art in radar and wireless communications. However, such options are rarely considered in optical ToF systems. Maximum length sequences for TD-ToF and sinusoids for the FD-ToF are the de facto examples. On the hand, it may not always be feasible to calibrate the probing function. In that case, it may be worthwhile to use blind deconvolution algorithms for image reconstruction.

**Algorithms and Fundamental Limits** In case of inverse problems related with time-resolved imaging (for example, multi-bounce imaging, non-line-of-sight imaging and even fluorescence lifetime imaging) fundamental limits remain to be explored.

**Modeling Non-ideal Reflections** In our experience, the SRF of form \( \Gamma_k \delta(t - t_k) \) only approximately models a reflection. In a practical setting, \( \Gamma_k \psi_k(t - t_k) \) may serve as a good starting point for modeling reflections. Here, \( \psi_k \) is a filter that models the interaction of the probing function with the material property or accounts for distortion, system non-linearities and dispersive media. In seismic engineering, terahertz spectroscopy and ultrasound systems, this behavior is much more pronounced as material properties play an important role when the probing function undergoes a reflection.

**FD-ToF** This is specifically interesting mode of operation since most consumer ToF systems are based on FD-ToF which uses phase estimation. In that case, if \( \theta_{\omega} > 2\pi \), the depth estimates suffer with ambiguity or phase-wrapping problem. Previous solutions use co-prime frequencies, however, there is room for improvement. For example, in theory, phase is a linear function of frequency, \( \theta_{\omega} = 2\omega d/c \). This is not the case in practice and leads to erroneous depth estimates with multiple frequency measurements. Hence, a desirable phase estimation algorithm should jointly correct for any distortions and phase-wrapping.

Calling

\[
m(t, \omega) = \Gamma_0 \left(1 + \frac{n_0^2}{2} \cos (\omega t + \theta_{\omega}) \right),
\]

\( \theta_{\omega} \) is estimated by sampling in time-domain, that is, \( m_k = m(kT, \omega_0) \) given a fixed modulation frequency \( \omega_0 \). Alternatively, one may use multi-frequency sampling using \( m_k = m(t_0, k\omega_0) \) for estimation of \( \theta_{\omega} \). This gives rise to a broader question of when can time-frequency sampling be
used, that, \( m_{\ell,k} = m(\ell t_0, k \omega_0) \) in context of solving inverse-problems linked with ToF imaging. Specifically, when \( \omega = t \) for depth imaging, the problem boils down to parameter estimation of chirp signals.

**Sensor Design for Higher Modulation Frequencies** Most consumer-grade ToF sensors are based on continuous wave probing functions. Currently, such sensors work with high fidelity up till modulation frequency of about 80 MHz. We believe that a lot of the interesting physical phenomenon may only be observed as higher frequencies. For example, higher modulation frequencies will certainly enhance depth resolution and MPI correction capabilities. In context of fluorescence lifetime imaging, shorter lifetimes may be resolved with higher modulation frequencies. Similarly, sub-surface scattering properties can be studies with streak tubes [10]. This hints that indeed higher modulation frequencies are the pathway to scattered imaging. Such examples motivate the necessity of hardware or computational imaging solutions that can overcome the current technological limits.
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