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Abstract

Teaching machines to understand human language is one of the most elusive and
long-standing challenges in Natural Language Processing (NLP). Driven by the fast
development of deep learning, state-of-the-art NLP models have already achieved
human-level performance in various large benchmark datasets, such as SQuAD, SNLI,
and RACE. However, when these strong models are deployed to real-world applica-
tions, they often show poor generalization capability in two situations: 1. There is
only a limited amount of data available for model training; 2. Deployed models may
degrade significantly in performance on noisy test data or natural/artificial adver-
saries. In short, performance degradation on low-resource tasks/datasets and unseen
data with distribution shifts imposes great challenges to the reliability of NLP models
and prevent them from being massively applied in the wild.

This dissertation aims to address these two issues. Towards the first one, we resort
to transfer learning to leverage knowledge acquired from related data in order to
improve performance on a target low-resource task/dataset. Specifically, we propose
different transfer learning methods for three natural language understanding tasks:
multi-choice question answering, dialogue state tracking, and sequence labeling, and
one natural language generation task: machine translation. These methods are based
on four basic transfer learning modalities: multi-task learning, sequential transfer
learning, domain adaptation, and cross-lingual transfer. We show experimental results
to validate that transferring knowledge from related domains, tasks, and languages
can improve the target task/dataset significantly.

For the second issue, we propose methods to evaluate the robustness of NLP
models on text classification and entailment tasks. On one hand, we reveal that
although these models can achieve a high accuracy of over 90%, they still easily crash
over paraphrases of original samples by changing only around 10% words to their
synonyms. On the other hand, by creating a new challenge set using four adversarial
strategies, we find even the best models for the aspect-based sentiment analysis task
cannot reliably identify the target aspect and recognize its sentiment accordingly. On
the contrary, they are easily confused by distractor aspects. Overall, these findings
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raise great concerns of robustness of NLP models, which should be enhanced to ensure
their long-run stable service.

Thesis Supervisor: Peter Szolovits
Title: Professor
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Chapter 1

Introduction

1.1 Motivation

Language is the hallmark of human intelligence, distinguishing us from animals [Pinker,

2003]. Developing systems that can understand and generate human language is con-

sidered one of the most challenging tasks along the path to Artificial General Intel-

ligence [Russell and Norvig, 2002]. Although still far from being perfect, we have

witnessed significant progress in natural language processing (NLP) and computa-

tional linguistics over the last half a century.

As shown by Figure 1-1, NLP research starts from the 1950s and an early achieve-

ment is the famous IBM-Georgetown experiment, where researchers demonstrated

successful machine translation of 60 sentences from Russian to English for the first

time [Hutchins, 2005]. Soon later in 1957, Noam Chomsky published his book

“Syntactic Structures” [Chomsky and Lightfoot, 1957], which sparked the develop-

ment of phrase-structure grammar and played an important role in that era of the

1960s–1970s. Starting from the 1970s, rule-based [Winograd, 1972] and frame-based

systems [Minsky, 1974] were composed by humans to capture the semantics of text;

however, these rules/frames were only able to deal with limited problems that they

were designed for and their performance was also far from satisfactory. Ever since the

1990s, statistical approaches to NLP were introduced and started to revolutionize this

field, which utilizes statistical models to automatically learn the rules from the data
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Figure 1-1: Brief history of NLP development.

[Manning et al., 1999]. In this way, human labor was freed from crafting multifarious

rules and turned into collecting features that reflect the linguistic properties of text.

In the last decade, deep learning, as a particular category of machine learning

(ML) models, has been continuously making breakthroughs in almost every area of

NLP and has become without any doubt the model of choice when learning from data

[LeCun et al., 2015]. On the one hand, deep learning removes the need for feature

engineering by automatically learning the lexical, syntactic, and semantic features via

its hierarchical architecture. On the other, the performance of every single task has

been boosted unprecedentedly by deep learning compared with all non-deep learning

models [Devlin et al., 2019].

Powered by a large quantity of high-quality data samples, supervised learning

in NLP has rivaled human performance in many important tasks such as machine

translation (MT) [Edunov et al., 2018], question answering (QA) [Lan et al., 2019],

and natural language inference (NLI) [Lan et al., 2019]. Table 1.1 summarizes the

comparison between the state-of-the-art models’ and human performance for the sev-
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eral most important NLP tasks and datasets, which validates that the current best

NLP models can be competent compared with human performance on a broad range

of benchmark datasets. Despite all these unprecedented successes, many deep learn-

ing models are found to be poor at generalizing to unseen data by recent studies

[Belinkov and Bisk, 2018]. Over-parameterized learning algorithms can (nearly) per-

fectly fit the training data but are not able to adapt well to test data with distribution

shifts [Brown et al., 2020]. This phenomenon is referred to as data interpolation or,

informally, as memorization of the training data [Feldman, 2019].

Tasks Datasets SOTA Models SOTA Perf. Human Perf.

Text Classification SST-2 ERNIE 97.5 97.81
MNLI T5 92.2 92.01Natural Language Inference RTE T5 92.8 93.61

Paraphrasing MRPC ALBERT + DAAF 94.0 86.31
Common Sense ReCoRD T5 94.1 91.72

SQuAD 1.1 LUKE 90.2 82.03
SQuAD 2.0 ELECTRA+ATRLP+PV 89.6 86.83
BoolQ T5 91.2 89.02Question Answering

MultiRC T5 88.1 81.82

Table 1.1: Comparison between state-of-the-art models’ and human performance for
important NLP tasks and datasets. “Perf.” denotes performance.

Generalization has long been an important topic in machine learning [Moody,

1992] and plays a vital role in applying advanced ML systems into real-life production.

Models would easily have poor generalization capability with a large gap between

performance on training and test sets under two scenarios: training data is scarce

so that not enough coverage over the data distribution of test data can be provided;

training and test data have distribution shifts [Goodfellow et al., 2016]. This thesis

will focus on investigating the generalization of models from the NLP perspective by

addressing these two issues.

The above-mentioned first issue is very common given the plethora of languages,

tasks, and domains in the real world. As our world develops, new human needs

constantly arise; new tasks—from mining drug-to-drug interaction among large bio-

medical literature databases, searching for recorded court cases relevant to a current

customer’s case, to building a conversation agent to talk with people fluently—more
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and more need to be solved by NLP automatically, accurately, and efficiently. Unfor-

tunately, due to the time constraints and lack of available resources, it is not feasible to

gather enough data to train well a powerful deep leaning model to fulfill its potential

for every new setting.

What’s more, our language is diverse; the number of human languages in the

world is estimated to be between 5,000 and 7,000. However, the majority of current

NLP research and industry services are focused on English and several Asian and

European languages spoken by the largest populations. It is still important to apply

the cutting-edge techniques in NLP to those minor languages and benefit those people

speaking these minor languages. However, one of the main obstacles is the scarcity

of labeled data.

Standard supervised learning that relies on plenty of labeled data would easily

break down when facing real-world challenges since manually annotating abundant

examples for every setting is infeasible. Fortunately, transfer learning can be lever-

aged to ameliorate this failing by transferring knowledge from other related sources

to the target task. It is actually not a brand-new concept but has long been driv-

ing many fundamental advances in NLP such as the latent semantic analysis [Deer-

wester et al., 1990], Brown clusters [Brown et al., 1993], continuous word embed-

dings [Mikolov et al., 2013], and most recent prevalent pre-trained contextualized

word embeddings [Devlin et al., 2019]. These milestone-level works can all be deemed

as particular forms of transfer learning, since their proposed methods are aiming at

the same target: transferring knowledge from a general-purpose source task to a more

specialized target task.

With regards to the second issue, although current deep learning algorithms have

achieved very high benchmarking performances, recent studies [Belinkov and Bisk,

2018; Jia and Liang, 2017; Szegedy et al., 2014] show that they are still brittle in a

way similar to early rule-based systems: they can easily conform to the characteristics

of the data they have been trained on but are not able to adapt when conditions

change. In general, the generalization capability of trained models on unseen data

with natural/artificial noise or distribution shifts can be referred as robustness. A
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recent body of work has found that neural networks are susceptible to natural noise,

spurious correlations or artifacts that exist in data, as well as adversarial examples

that are distortions of inputs and can easily fool the networks [Hendrycks et al., 2019;

Tsipras et al., 2018]. This phenomenon has serious implications that our current

models fail to robustly learn the underlying concepts.

1.2 Contributions

This thesis first focuses on exploring effective approaches to improving deep learning

models on datasets or domains with inadequate or zero labeled data for both Natural

Language Understanding (NLU) and Natural Language Generation (NLG) tasks.

More specifically, techniques based on transfer learning have been investigated as the

driving forces, and three main dimensions of transfer learning for NLP have all been

covered: transfer across domains, transfer across tasks, and transfer across languages.

Secondly, we will evaluate the robustness of the current most powerful NLP models

for text classification and entailment tasks by proposing a novel adversarial attack

method and introducing a new challenge test set via adversarially revising the original

data. Overall, the contributions of this thesis are as follows:

∙ For NLU, we propose a multi-stage and multi-task transfer learning strategy

specifically for the multi-choice question answering (MCQA) task. This strategy

can in general improve performance on the four most representative MCQA

datasets by over 9% in accuracy. Combined with powerful pre-trained large-

scale language models, we can achieve close-to-human performance even with

only several hundreds of annotated samples. This work was published at AAAI

2020 [Jin et al., 2020a].

∙ Still for NLU tasks, we have two other works. One is to propose an adversar-

ial domain adaptation method, termed as Dual Adversarial Transfer Network

(DATNet), for the low-resource named entity recognition tasks, where we found

that this method can be effective for both cross-domain and cross-language
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transfer learning [Zhou et al., 2019]. The other is to transfer machine read-

ing comprehension (MRC) models to the dialogue state tracking (DST) task

for task-oriented dialogue systems, which aims to estimate the current belief

state of a dialog given all the preceding conversation. By leveraging the MRC

datasets, this method outperforms the existing approaches by a large margin in

few-shot scenarios when the availability of in-domain data is limited. More im-

portantly, even without any state tracking data, i.e., a zero-shot scenario, this

approach can achieve greater than 90% average accuracy owing to the trans-

ferred knowledge from related sources [Gao et al., 2020].

∙ For NLG, we propose a simple but effective approach to the semi-supervised

domain adaptation scenario for machine translation, where the aim is to improve

the performance of a translation model on the target domain consisting of only

non-parallel data with the help of supervised source domain data. This approach

iteratively trains a Transformer-based MT model via three training objectives:

language modeling, back-translation, and supervised translation. This method

achieved substantial performance improvements, up to +19.31 BLEU over the

strongest baseline and +47.69 BLEU over the unadapted model [Jin et al.,

2020c].

∙ To examine the generalization and robustness of current most popularly used

NLP models, we present TextFooler, a simple but strong baseline for nat-

ural language adversarial attacking [Jin et al., 2020b]. By applying it to two

fundamental natural language tasks, text classification and textual entailment,

we demonstrate that even the strongest BERT model is still fragile to sub-

tle changes in text samples. Besides, we introduce a new challenge set for

the aspect-based sentiment analysis (ABSA) task by adversarially crafting new

samples from original data. This new test set can comprehensively and fairly

evaluate how robust an ABSA model is, especially for the accurate identifica-

tion of aspects [Xiang et al., 2020]. We argue that future works on improving

the robustness of deep learning models could also contribute to better transfer
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learning performance.

1.3 Thesis Outline

The rest of this thesis is organized as follows:

In Chapter 2, we provide an overview of background information that is relevant

in order to understand the contents of this thesis. We review fundamentals of deep

learning and discuss neural network-based methods and tasks in NLP. We further

introduce the existing transfer learning methods and current progress for probing the

robustness of deep learning models for NLP.

Chapter 3 presents our work on transfer learning for NLU tasks. We first intro-

duce in detail the work on utilizing the multi-stage and multi-task transfer learning

framework to improve performance on the low-resource MCQA datasets. We then go

through the exploration of transfer learning methods applied to the sequence labeling

and dialogue state tracking tasks.

In Chapter 4, we propose a domain adaptation method for the NLG task, specif-

ically the machine translation task. Based on the iterative back-translation strategy,

we can significantly improve the translation performance on a target domain that has

zero labeled data with the help of supervised source domain data.

In Chapter 5, we focus on examining the generalization and robustness of deep

learning models for NLP, which is among the most influential factors for transfer

learning performance. We propose a textual adversarial attack method and introduce

an adversarially crafted challenge set so as to reveal that even high-performing models

can easily crash on subtle changes in the test samples.

Chapter 6 contains our conclusion, where we summarize our findings and provide

an outlook into the future.
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1.4 Where NLP meets Mechanical Engineering?

We are now in the era when more and more interdisciplinary studies/researches are

emerging. Projects/problems with high and broad impacts always integrate informa-

tion, data, techniques, tools, perspectives, concepts, and/or theories from two or more

disciplines or bodies of specialized knowledge to advance fundamental understand-

ing [Klein and Newell, 1997]. Healthcare engineering is one of the most representa-

tive examples, covering all engineering disciplines such as biomedical, chemical, civil,

computer, electrical, environmental, industrial, information, materials, mechanical,

software, and systems engineering [Chyu et al., 2015]. As our technology advances, it

is a growing trend that computer science and mechanical engineering should collab-

orate and contribute together to revolutionary impacts.

Machine learning has already been changing the Mechanical Engineering land-

scape, providing data-driven insights to understand complex phenomena and more

accurate results and analysis, in just a fraction of the time it takes compared to tradi-

tional methods. Among various machine learning algorithms, NLP has been playing

a pivotal role in establishing the interaction between a human and a machine. Think

of human-centered robotics, which studies the intersections of human behavior and

machine automation. Any communications between human and robots rely on ef-

fective understanding of human natural language by the robots, which is impossible

without the help of mature NLP techniques. Autonomous driving is a more spe-

cific example in this scenario, where people still need to give commands to vehicles

by voice even if no other human inputs are ever needed. Such fluent and efficient

conversations or dialogues between human and machines are actually built upon var-

ious aspects of text understanding and generating capabilities, such as part-of-speech

tagging, named entity recognition, syntactic parsing, coreference resolution, text clas-

sification, natural language inference, paraphrasing, discourse relation classification,

question answering, machine translation, controlled text generation, etc. Overall, the

profound progress in these sub-fields made by decades of effort from the NLP com-

munity should ultimately benefit Mechanical Engineering whenever machines need to
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understand and talk to people.
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Chapter 2

Background

This chapter provides background knowledge to set the stage for the subsequent chap-

ters. It first gives an overview of NLP tasks we will cover in the subsequent chapters

(2.1). Then we introduce the concept of transfer learning, define its taxonomy, and

go through its current research progress (2.2). Lastly we provide an overview of

robustness of NLP models (2.3).

2.1 Natural Language Processing Tasks

NLP aims to teach computers to understand natural language, however, language

itself is conceptual and abstract. We thus need to take a more concrete view by

defining a series of specific tasks so that computers can understand a piece of text

from different aspects or angles. We will now review the main NLP tasks that will be

tackled in this thesis. Examples for these tasks are shown in Table 2.1, 2.2, and 2.3.

2.1.1 Text Classification

Text classification is the process of assigning tags or categories to text that is com-

posed of a contiguous sequence of words according to its content and semantics. It

is one of the fundamental tasks in NLP with broad applications such as sentiment

analysis, topic classification, spam detection, and intent detection.
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Text Bill and Peter are hugging one another

POS Tagging NNP CC NNP VBP VBG CD DT
Chunking O O O O VP NP NP
NER PERSON O PERSON O O NUMBER O

Paraphrasing Bill and Peter are embracing each other

NLI-Entailment There are men showing affection
NLI-Contradiction Bill and Peter are playing soccer ball
NLI-Neutral Two men are celebrating after a game

MT to French Bill et Peter s’embrassent

Table 2.1: Annotations for all tasks discussed in this thesis (except machine reading
comprehension) for an example sentence. NNP: proper noun, singular; CC: coordi-
nating conjunction; VBP: verb, non-3rd person singular present; VBG: verb, gerund
or present participle; CD: cardinal number; DT: Determiner; VP: verb phrase; NP:
noun phrase.

Sentiment Analysis Sentiment analysis is the task of classifying the polarity of a

given text, which is the most popular task among all text classification applications.

Usually this polarity is binary (positive or negative) or ternary (positive, negative, or

neutral). Most datasets belong to domains that contain a large number of emotive

texts such as movie and product reviews or tweets. In review domains, star ratings

are generally used as a proxy for sentiment. The advanced variant requires models

to analyze the sentiment not only towards the whole text but also with respect to a

particular target aspect within the text [Pontiki et al., 2016].

2.1.2 Sequence Labeling

Sequence labeling involves the algorithmic assignment of a categorical label to each

word in a text. It can be further divided into the following three tasks:

Part-of-speech (POS) tagging POS tagging is the task of tagging a word in a

text with its corresponding part-of-speech, which is a category of words with similar

grammatical properties. Common English parts of speech are noun, verb, adjective,

adverb, pronoun, preposition, conjunction, etc. Parts of speech can be arbitrarily

fine-grained and are typically based on the chosen tag set. And they vary greatly

between languages due to cross-lingual differences. The current research trend for
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POS tagging is to build one model universally for multiple languages. For example,

the currently most popularly used dataset for this task, Universal Dependencies [Nivre

et al., 2016], contains more than 150 treebanks in 90 languages. When applying a

POS tagger to a new domain, current models particularly struggle with word-tag

combinations that have not been seen before.

Chunking Chunking aims to identify continuous spans of tokens that form syntactic

units. The main difference between chunking and POS tagging is that chunking

focuses more on representing higher order structures such as noun phrases or verb

phrases.

Named Entity Recognition (NER) NER is the task of detecting and tagging en-

tities in text with their corresponding type, such as PERSON or LOCATION. Entity

categories are pre-defined and differ based on the application. Common categories are

person names, organizations, locations, time expressions, monetary values, etc. NER

has become a common component of information extraction systems in many domains

such as drug-to-drug interaction discovery based on biomedical literature. Although

current models have achieved very high performance (>92% 𝐹1) on the canonical

CoNLL-2003 newswire dataset [Sang and De Meulder, 2003], current NER systems

do not generalize well to new domains such as medical and legislation domains.

Overall, both POS tagging and chunking act mostly on the grammatical and

syntactic level, while NER captures more of the semantic and meaning-related aspects

of the text.

2.1.3 Paraphrasing

Paraphrasing forms a restatement of the meaning of a text or passage using other

words. Applications of paraphrasing are varied including information retrieval, ques-

tion answering, text summarization, and plagiarism detection. It is also widely used

as an approach of data augmentation as it can generate new texts with the same

semantics to expand existing corpora.
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2.1.4 Natural Language Inference

NLI, also known as textual entailment, aims to examine a directional relation between

two text fragments. More specifically, the two texts are termed premise (𝑝) and

hypothesis (ℎ), respectively, and NLI classifies the relation between them into three

categories: entailment, contradiction, and neutral. The entailment relation holds true

if, and only if, a human would be justified in inferring the proposition expressed by ℎ

after reading the proposition expressed by 𝑝. In contrast, the contradiction relation

is chosen when a human reading 𝑝 would reject the proposition expressed by ℎ. If

neither above relations exist, the neutral relation is selected. NLI is essential in tasks

ranging from information retrieval to semantic parsing to commonsense reasoning.

And it is explicitly or implicitly an important part of many down-stream larger NLP

systems such as question answering, multi-document summarization, and dialogue

management, as they need to recognize that a particular target meaning can be

inferred from different text variants.

2.1.5 Machine Translation

MT investigates the use of software to translate text or speech from one language to

another. Since its birth in the 1950s, MT has long been a popular topic in the field

of NLP and enjoys many successful applications into real-world production. While

no system provides the holy grail of fully automatic high-quality machine translation

of unrestricted text, many fully automated systems produce reasonable output. The

quality of it can be substantially improved if the domain is restricted and controlled.

2.1.6 Machine Reading Comprehension

The task of machine reading comprehension (MRC) aims to answer comprehension

questions by reading over a passage of text. Just as we use reading comprehension

tests to measure how well a human has understood a piece of text, it can play the

same role for evaluating how well computer systems understand human language. It

is an instance of question answering, as it is essentially a question answering problem
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CNN/Daily Mail (cloze style)
Passage: (@entity4) if you feel a ripple in the force today, it may be the news
that the official @entity6 is getting its first gay character. according to the sci-
fi website @entity9, the upcoming novel “@entity11” will feature a capable but
flawed @entity13 official named @entity14 who “also happens to be a lesbian.” the
character is the first gay figure in the official @entity6–the movies, television shows,
comics and books approved by @entity6 franchise owner @entity22–according to
@entity24, editor of “@entity6” books at @entity28 imprint @entity26.
Question: characters in “ ” movies have gradually become more diverse
Answer: @entity6

MCTest (multiple choice)
Passage: Timmy liked to play games and play sports but more than anything
he liked to collect things. He collected bottle caps. He collected sea shells. He
collected baseball cards. He has collected baseball cards the longest. He likes to
collect the thing that he has collected the longest the most. He once thought about
collecting stamps but never did. His most expensive collection was not his favorite
collection. Timmy spent the most money on his bottle cap collection.
Question: Which is Timmy’s most expensive collection?
Options: A. Sea Shells; B. Baseball Cards; C. Stamps; D. Bottle Cap
Answer: D. Bottle Cap

SQuAD (span prediction)
Passage: Super Bowl 50 was an American football game to determine the cham-
pion of the National Football League (NFL) for the 2015 season. The American
Football Conference (AFC) champion Denver Broncos defeated the National Foot-
ball Conference (NFC) champion Carolina Panthers 24–10 to earn their third Super
Bowl title. The game was played on February 7, 2016, at Levi’s Stadium in the
San Francisco Bay Area at Santa Clara, California....
Question: What is the AFC short for?
Answer: American Football Conference

NarrativeQA (free-form text)
Passage: ...In the eyes of the city, they are now considered frauds. Five years later,
Ray owns an occult bookstore and works as an unpopular children s entertainer
withWinston; Egon has returned to Columbia University to conduct experiments
into human emotion; and Peter hosts a pseudo-psychic television show. Peter’s
former girlfriend Dana Barrett has had a son, Oscar, with a violinist whom she
married then divorced when he received an offer to join the London Symphony
Orchestra....
Question: How is Oscar related to Dana?
Answer: He is her son

Table 2.2: A few examples from representative MRC datasets: CNN/Daily
Mail [Hermann et al., 2015], MCTest [Richardson et al., 2013], SQuAD [Rajpurkar
et al., 2016], and NarrativeQA [Kočiskỳ et al., 2018].
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over a short passage of text. Depending on the question and answer format, we can

divide existing MRC tasks into four categories:

Cloze style The question contains a placeholder. One example of it can be like

“Tottenham manager Juande Ramos has hinted he will allow to leave if the

Bulgaria striker makes it clear he is unhappy.”. The systems must guess which word

or entity completes the question based on the passage, and the answer is either chosen

from a pre-defined set of choices or the full vocabulary/ontology.

Multiple choice For this type, several hypothesized options are provided and the

correct answer is chosen from them. Each option can be a word, a phrase or a

sentence.

Span prediction This category is also referred to as extractive question answering

and the answer must be a single span (i.e., several consecutive words) in the passage.

Free-form answer This category allows the answer to be any free-text form.

Table 2.2 gives an example for each of the above-mentioned categories.

2.1.7 Dialogue State Tracking

Dialogue state tracking (DST) is a key component in task-oriented dialogue systems,

which can track what has happened in a dialog, incorporating system outputs, user

speech, context from previous turns, and other external information. Its output is

used by the dialog policy/management to decide what action the dialogue system

should take next. As a kind of context-aware language understanding task, DST

aims to extract user goals or intents hidden in human-machine conversation and

represent them as a compact dialogue state, i.e., a set of slots and their corresponding

values. Table 2.3 gives one example for illustration from a multi-turn and multi-

domain dialogue, where the DST system aims to fill in the slot values for a set

of predefined slot names of two domains: hotel and attraction. Specifically in this

example, the “Hotel” domain contains four slot names: name, book people, book stay,
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and book day. In the first turn of dialogue, the DST system should be able to identify

that “Huntingdon Marriott Hotel” from the user utterance, “I am planning a trip to

Cambridge soon and want to stay at Huntingdon Marriott Hotel.”, is the slot value

for the slot name of “Name”. Subsequently in the second turn, “6”, “4”, and “Tuesday”

should be extracted out from the user utterance by the DST system as the slot values

for the three slot names of “Book People”, “Book Stay”, and “Book Day”, respectively.

The same pattern also applies to the following turns and other domains.

Turn Utterance Hotel Attraction
Name Book

people
Book
stay

Book
day

Type Area

1 S: Hi! How can I help you? Huntingdon
Marriott

Hotel

None None None None NoneU: I am planning a trip to Cambridge soon and want to
stay at Huntingdon Marriott Hotel.

2 S: Sure, how many days and how many people? Huntingdon
Marriott

Hotel

6 4 Tuesday None NoneU: We have 6 people staying for 4 night starting from
Tuesday.

3 S: Done! Is there anything else I can help you with today? Huntingdon
Marriott

Hotel

6 4 Tuesday Museum WestU: Any recommendations if I want to visit a museum in
the west part of town?

4 S: The Museum of Fine Arts is the most popular one,
which is close to your hotel.

Huntingdon
Marriott

Hotel

6 4 Tuesday Museum West

U: Cool! I will go there.

Table 2.3: An example of DST for a multi-turn and multi-domain dialogue. “Hotel”
and “Attraction” represent two domains. And each domain contains a set of predefined
slot names and the DST system aims to find the corresponding slot values that can be
extracted from the user utterances or a ontology that is before-hand built. Utterances
starting with “S” are from the system agents while those starting with “U” are from
users.

2.2 Transfer Learning

In this section, we will first give a definition of transfer learning, and then provide

a taxonomy by reviewing its four prevalent settings in NLP. Lastly, we conduct a

literature review over each of the four settings.

2.2.1 Definition

The traditional supervised learning paradigm breaks down when we do not have suf-

ficient labeled data for the desired task or domain to train a reliable model. Transfer

learning allows us to deal with this scenario by leveraging the data of some related
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task or domain, known as the source task and source domain. We transfer the knowl-

edge gained by solving the source task in the source domain to the target task and

target domain as illustrated by Figure 2-1. Specifically for neural network based

models that are used throughout this thesis, this knowledge relates to the learned

representation.

Source Task /
Domain Data

Target Task /
Domain Data

Model A Model B

Knowledge

Figure 2-1: The transfer learning setup.

We will now proceed to a more formal definition. At first, we introduce some

notations and definitions. We denote a domain of data as 𝒟, and it consists of two

components: a feature space 𝒳 and a marginal probability distribution 𝑃 (𝑋), where

𝑋 = {𝑥(1), ..., 𝑥(𝑛)} ∈ 𝒳 (𝑛 is the number of samples).

Given a specific domain, 𝒟 = {𝒳 , 𝑃 (𝑋)}, a task 𝒯 also consists of two compo-

nents: a label space 𝒴 and a conditional probability distribution 𝑃 (𝑌 |𝑋) that cannot

be fully observed but can be approximated by learning from the available paired data

samples {𝑥(𝑖), 𝑦(𝑖)}, where 𝑥(𝑖) ∈ 𝑋 and 𝑦(𝑖) ∈ 𝒴 . For example, in the binary senti-
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ment analysis task, 𝑥(𝑖) can be a piece of a movie review and 𝑦(𝑖) can be either the

“positive” or the “negative” label.

We now consider the typical transfer learning scenario, where there is one source

domain𝒟𝑆 = {(𝑥(1)
𝑆 , 𝑦

(1)
𝑆 ), ..., (𝑥

(𝑛𝑆)
𝑆 , 𝑦

(𝑛𝑆)
𝑆 )}, and one target domain𝒟𝑇 = {(𝑥(1)

𝑇 , 𝑦
(1)
𝑇 ), ...,

(𝑥
(𝑛𝑇 )
𝑇 , 𝑦

(𝑛𝑇 )
𝑇 )}. Here 𝑥

(𝑖)
𝑆 ∈ 𝒳𝑆, 𝑦(𝑖)𝑆 ∈ 𝒴𝑆, 𝑥(𝑖)

𝑇 ∈ 𝒳𝑇 , 𝑦(𝑖)𝑇 ∈ 𝒴𝑇 , and 0 ≤ 𝑛𝑇 ≪ 𝑛𝑆. We

now give a unified definition of transfer learning [Pan and Yang, 2009].

Definition 1 (Transfer Learning). Given a source domain 𝒟𝑆 and its associated

learning task 𝒯𝑆, a target domain 𝒟𝑇 and its learning task 𝒯𝑇 , transfer learning

aims to help improve the learning of the target predictive function 𝑓𝑇 (·) = 𝑃 (𝑌𝑇 |𝑋𝑇 )

in 𝒟𝑇 using the knowledge in 𝒟𝑆 and 𝒯𝑆, where 𝒟𝑆 ̸= 𝒟𝑇 , or 𝒯𝑆 ̸= 𝒯𝑇 .

2.2.2 Taxonomy

In the above definition, a domain is defined as a pair 𝒟 = {𝒳 , 𝑃 (𝑋)}, and a task

also as a pair 𝒯 = {𝒴 , 𝑃 (𝑌 |𝑋)}. When the source and target domains are the same,

i.e., 𝒟𝑆 = 𝒟𝑇 , and their learning tasks are the same, i.e., 𝒯𝑆 = 𝒯𝑇 , the learning

problem becomes a normal supervised learning problem, where we expect our data

to be i.i.d.. The transfer learning paradigm requires that either the domains or the

tasks should be different, and we can thus categorize transfer learning under two

sub-settings, inductive transfer learning and transductive transfer learning, based on

different situations between the source and target domains and tasks. Here we give

the formal definitions for these two settings:

Definition 2 (Inductive Transfer Learning). Given a source domain 𝒟𝑆 and its as-

sociated learning task 𝒯𝑆, a target domain 𝒟𝑇 and its learning task 𝒯𝑇 , inductive

transfer learning aims to help improve the learning of the target predictive function

𝑓𝑇 (·) = 𝑃 (𝑌𝑇 |𝑋𝑇 ) in 𝒟𝑇 using the knowledge in 𝒟𝑆 and 𝒯𝑆, where 𝒯𝑆 ̸= 𝒯𝑇 .

Definition 3 (Transductive Transfer Learning). Given a source domain 𝒟𝑆 and its

associated learning task 𝒯𝑆, a target domain 𝒟𝑇 and its learning task 𝒯𝑇 , transduc-

tive transfer learning aims to help improve the learning of the target predictive
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function 𝑓𝑇 (·) = 𝑃 (𝑌𝑇 |𝑋𝑇 ) in 𝒟𝑇 using the knowledge in 𝒟𝑆 and 𝒯𝑆, where 𝒟𝑆 ̸= 𝒟𝑇

and 𝒯𝑆 = 𝒯𝑇 .

Next we discuss each setting in mode detail:

Inductive transfer learning: In this setting, the target task is different from the

source task, no matter whether the source and target domains are the same or not. In

this case, some labeled data in the target domain are required to induce the objective

predictive model for use in the target domain. In this case, the most important

distinction is whether the tasks are learned sequentially or simultaneously. Learning

multiple tasks at the same time is known as multi-task learning, while we will use

sequential transfer learning to denote the sequential case. We will discuss these two

methods later in detail.

Transductive transfer learning: In this setting, the source and target tasks are

the same, while the source and target domains are different. In this situation, zero

or very few labeled data in the target domain are available while a lot of labeled

data in the source domain are available. In addition, according to different situations

between the source and target domains, we can further categorize the transductive

transfer learning setting into two cases.

1. 𝒳𝑆 ̸= 𝒳𝑇 . The feature spaces of the source and target domain are different.

In the context of NLP, this scenario usually corresponds to the cross-lingual

learning or cross-lingual adaptation.

2. 𝑃 (𝑋𝑆) ̸= 𝑃 (𝑋𝑇 ) while 𝒳𝑆 = 𝒳𝑇 . The marginal probability distributions of

source and target domain are different. This scenario is generally known as

domain adaptation.

In short, the complete taxonomy for transfer learning for NLP can be seen in

Figure 2-2.
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Figure 2-2: A taxonomy for transfer learning for NLP.

Considering the importance of the three above-mentioned transfer learning set-

tings: multi-task learning, sequential transfer learning, and domain adaptation, we

will elaborate them in the following three sub-sections.

2.2.3 Multi-task Learning

2.2.3.1 Introduction

Multi-task learning (MTL) is a natural fit in situations where we are interested in

obtaining predictions for multiple tasks at once. Such scenarios are common for

instance in autonomous driving perception where we might want to recognize the

cars, pedestrians, traffic lights, traffic signs, etc., simultaneously from the same im-

ages [Chowdhuri et al., 2019]; or in Bioinformatics where we might want to predict

symptoms for multiple diseases altogether [Harutyunyan et al., 2019]. In scenarios

such as drug discovery, where tens or hundreds of active compounds should be pre-

dicted, MTL accuracy increases continuously with the number of tasks [Ramsundar

et al., 2015].
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In many situations, however, we only care about performance on one task. In this

case, we still would like to find out tasks relevant to the main task as the auxiliary

tasks and conduct MTL so that model generalization can be improved by lever-

aging the domain-specific information contained in the training signals of related

tasks [Caruana, 1997].

Suppose we have 𝑁 tasks in total; for each task, we can obtain its corresponding

loss ℒ using the data from that task. Then the MTL is implemented by optimizing

the weighted sum of task losses 1
𝑁

∑︀𝑁
𝑖=1 𝜆𝑖ℒ𝑖, where 𝜆 is the weight for each task.

2.2.3.2 Two Parameters Sharing Paradigms for MTL

In the context of deep learning, multi-task learning is typically done with either hard

or soft parameter sharing of hidden layers.

Hard parameter sharing Hard parameter sharing is the most commonly used

approach to MTL in neural networks. It is implemented by sharing the bottom

hidden layers across all tasks, while keeping the upper output layers specific to each

task, which is illustrated by Figure 2-3a. Hard parameter sharing greatly reduces the

risk of overfitting, since the number of parameters can be reduced by the order of 𝑁

times when there are 𝑁 tasks.

Soft parameter sharing In this sharing paradigm, each task has its own model

with its own parameters. The distance between the parameters of each model is then

regularized/minimized in order to encourage the parameters to be similar, which is

illustrated by Figure 2-3b. The metrics for measuring the distance can be 𝑙2 dis-

tance [Duong et al., 2015] and the trace norm [Yang and Hospedales, 2017].

2.2.3.3 Auxiliary Tasks

When we are looking for auxiliary tasks to help improve the main target task via

the MTL framework, the selection criterion is that the auxiliary tasks should be

related to the main task in some way and that they should be helpful for predicting
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Figure 2-3: Two parameter sharing paradigms for MTL

the main task. However, we still do not have a good notion of when two tasks

should be considered similar or related. Prior to the deep learning era, there were

scattered studies that proposed approaches to judging the relatedness of two tasks

for machine learning models. For instance, Ben-David and Schuller [2003] proposes

that two tasks are ℱ -related if the data for both tasks can be generated from a fixed

probability distribution using a set of transformations ℱ . One example that conforms

to this requirement could be object recognition with data from cameras with different

positions, angles, and lighting conditions. Xue et al. [2007] define two classification

tasks as similar when the two classification boundaries are close, that is, when the

weight vectors of two classifiers are similar. For deep learning models, there are no

theoretical frameworks that can calculate the task relatedness but many empirical

results to demonstrate which two tasks are related and which ones are not. The most

comprehensive study on task relatedness to date has been done in computer vision

(CV), via sequential transfer learning: Zamir et al. [2018] propose a task taxonomy

that organizes 26 CV tasks based on how well a model pretrained on one task transfers

to another task. In the following, several most common types of auxiliary tasks used

in NLP will be introduced.
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2.2.3.4 Common Types of Auxiliary Tasks

Related supervised task Using a related supervised task as an auxiliary task

for MTL is the classical choice. Prominent examples include: Changpinyo et al.

[2018] empirically demonstrate that jointly training several sequence tagging tasks

such as chunking, POS tagging, and NER improves upon either independent or pair-

wise learning of the tasks; McCann et al. [2018] introduce the Natural Language

Decathlon (decaNLP), a challenge that casts ten tasks: question answering, machine

translation, summarization, natural language inference, sentiment analysis, semantic

role labeling, relation extraction, goal-oriented dialogue, semantic parsing, and com-

monsense pronoun resolution, as question answering over a context, and they present

a new multitask question answering network (MQAN) that jointly learns all tasks

without any task-specific modules or parameters.

Adversarial An adversarial loss can be added to any classification based task by

crafting small perturbations to the original data that can adversarially maximize the

training error [Miy]. By training the models over those artificially created adversarial

perturbations, they can be made more robust to unseen noises and thus can generalize

better [Zhu et al., 2019]. An adversarial auxiliary task might also help to combat bias

and ensure more privacy by encouraging the model to learn representations that do not

contain information that would allow the reconstruction of sensitive user attributes [Li

et al., 2018b].

Learning the inverse It is interesting to see that learning the inverse of the task

together with the main task might also be useful in some circumstances. For example,

in unsupervised machine translation, the back-translation technique is the back-bone,

where the model is trained to translate in both translation directions: from language

A to B and back from B to A [Lample et al., 2017]. Xia et al. [2017] show that this has

applications not only to MT, but also to image classification (with image generation

as its inverse) and sentiment classification (paired with sentence generation).
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Representation learning The goal of an auxiliary task in MTL is to enable the

model to learn representations that are shared or helpful for the main task. We can

use some unsupervised tasks that are known to induce general-purpose representa-

tions such as language modeling and denoised reconstruction to help improve the

representation learning. Rei [2017a] propose a sequence labeling framework with a

secondary training objective, learning to predict surrounding words for every word

in the dataset. This language modeling objective incentivises the system to learn

general-purpose patterns of semantic and syntactic composition, which are also use-

ful for improving accuracy on different sequence labeling tasks.

2.2.4 Sequential Transfer Learning

This section gives an overview of sequential transfer learning, arguably the most

frequently used transfer learning scenario in NLP and machine learning.

2.2.4.1 Introduction

We define sequential transfer learning as the setting where we first train the model

on the source task and then subsequently on the target task separately. The goal of

sequential transfer learning is to transfer information from the model trained on the

source task to improve performance of the target model. When we start to train the

model on the target task, we initialize all or most parameters by those optimized in

the training phase on the source task. Compared to multi-task learning, sequential

transfer learning is useful mainly in three scenarios:

∙ Data for the source and target tasks are not available at the same time.

∙ The amount of data in the source task is much larger than that in the target

task, in which multi-task learning would be inefficient and the data-imbalance

problem would hurt the performance of the target task.

∙ We need to adapt from one source task to multiple target tasks and these

adaptations may not happen at the same time.
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Generally, sequential transfer learning is expensive when training the source model,

but enables fast adaptation to a target task, while multi-task learning may be expen-

sive when training the target model.

One of the greatest disadvantages of sequential transfer learning over multi-task

learning is the catastrophic forgetting problem, which happens when the model is

being trained on the target task but gradually forgets the previously seen tasks (i.e.,

when the model is being trained on the subsequent task, it will gradually lose the

information gained by solving previous tasks and thus its performance on them will

drop). Continual learning has been actively investigated recently to prevent or alle-

viate this phenomenon [Parisi et al., 2019].

When the model is trained on the source task, we can call this process the pre-

training phase, while the transferring process from the source task to the target task

is named the adaptation phase. In the following, we will introduce these two phase

in more detail.

2.2.4.2 Pretraining

In the pretraining phase, we are always facing the choice of the appropriate and useful

source task. Over the last decade, various kinds of source tasks have been proposed,

where some of them can benefit specific target tasks while others are useful for a wide

range of target tasks. And we consider a pretraining task to be universal if it helps

on most NLP tasks, which is a long-standing challenge in representation learning and

has recently received increasing attention.

We can categorize these miscellaneous pretraining tasks into three kinds based on

the source of supervision:

∙ Traditional Supervision: Traditional supervision requires manually labeling

each training example.

∙ Distant Supervision: Large amounts of noisily supervised data can be col-

lected via web-crawling or obtained with heuristics or domain expertise without
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human annotation, and these distantly labeled data can be used to train the

source model.

∙ No Supervision: In this case, it is easy to obtain a large amount of unlabeled

text on which unsupervised training can be implemented, such as autoencoding

and language modeling.

In the following, we will elaborate these three scenarios:

Supervised Pretraining Supervised pretraining leverages any existing tasks and

datasets, which are chosen based on the particular down-stream task. For instance,

Zoph et al. [2016] train a machine translation model on a high-resource language pair

and then transfer this model to a low-resource language pair. The large open-domain

Stanford Question Answering Dataset (SQuAD) has been widely used as the pretrain-

ing task to benefit more specialized QA domains [Min et al., 2017; Wiese et al., 2017].

Some pretraining tasks can benefit more than one downstream task and discovering

such universal supervised pretraining tasks has been a hot topic recently. Here we

summarize the most representative examples among them: paraphrasing [Wieting

et al., 2016], natural language inference [Cer et al., 2018; Conneau et al., 2017], trans-

lation [McCann et al., 2017], constituency parsing [Subramanian et al., 2018], and

image captioning [Kiela et al., 2018].

Distantly Supervised Pretraining The most profound example for distantly su-

pervised pretraining is sentiment analysis. Originally, binarized emoticons were used

as noisy labels, but later also hashtags and emojis have been used to pretrain the

deep neural networks, which enables training models on millions of tweets [Moham-

mad, 2012; Severyn and Moschitti, 2015; Suttles and Ide, 2013]. Felbo et al. [2017]

scale up this strategy to predict a large number of emojis from 1246 million tweets

containing one of 64 common emojis, and obtain state-of-the-art performance on 8

benchmark datasets within sentiment, emotion and sarcasm detection using a single

pretrained model. Another example could be that Yang et al. [2017a] use a range

of external information, such as punctuation, automatic segmentation, and POS, to
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generate silver labels so that they can pretrain a neural word segmentation model to

benefit 6 down-stream datasets.

Unsupervised Pretraining Unsupervised pretraining, is a much more scalable

approach and closer to the way humans learn, without requiring millions of labeled

examples. It only needs access to unlabeled human-written text and can create la-

bels using sentences and words that compose these texts. It is also referred to as

self-supervised pretraining since the supervision labels/signals are coming from itself.

Unsupervised pretraining actually has a long history in NLP and many breakthroughs

along the direction of learning representations of words from unlabeled data can be

considered as forms of unsupervised pretraining. In the first half of the last decade,

word embeddings were invented and greatly developed via learning the word-word

co-occurrence statistics based on matrix factorization [Deerwester et al., 1990; Levy

et al., 2015] or statistical language modeling [Mikolov et al., 2013; Pennington et al.,

2014]. These word embeddings self-learned from large-scale unlabeled text enable the

representations of discrete words in low-dimensional dense and continuous vectors,

which is one of the foundations of all current deep learning models for NLP. Later

on in the last half decade, contextualized word embeddings were brought out and

achieved remarkable improvements over all NLP tasks. They pretrain a whole neu-

ral network on unlabeled text via various objectives: sequence autoencoding [Dai and

Le, 2015], next (previous) sentence prediction [Kiros et al., 2015], and character/word

level conditional/masked language modeling [Devlin et al., 2019; Lample and Con-

neau, 2019; Peters et al., 2018]. Advancement from the previous normal word embed-

ding to current contextualized word embeddings actually introduces one key paradigm

shift: going from just initializing the first layer of our models to pretraining the entire

model with hierarchical representations. The pretraining step enables the models to

learn complex language phenomena such as compositionality, polysemy, anaphora,

long-term dependencies, agreement, negation, and many more [Rogers et al., 2020],

which provides the down-stream tasks a much better start point than training from

scratch.
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2.2.4.3 Adaptation

There are many fewer works on the second stage: adaptation. In general, there are

two main ways to adapt a pretrained model to a target task: feature extraction and

fine-tuning.

∙ Feature extraction: In feature extraction, a model’s weights are frozen and

the pretrained representations are used in a downstream model similar to classic

feature based approaches. For instance, the pretrained word embeddings are

used as the features of words in text and they remain static and do not update

during the target task training process.

∙ Fine-tuning: In contrast, fine-tuning involves updating the pretrained repre-

sentations. In this case, the pretrained parameters are used as initialization

for the parameters of the model on the downstream task. Some special fine-

tuning approaches have been proposed to facilitate this process. For instance,

Howard and Ruder [2018] propose several novel techniques, such as discrimi-

native fine-tuning, slanted triangular learning rates, and gradual unfreezing, to

retain previous knowledge obtained in pretraining as much as possible and avoid

catastrophic forgetting during fine-tuning. Rebuffi et al. [2017] propose residual

adapters as a small number of target task specific parameters and only fine-

tune them in the adaptation stage while freezing all other parameters, which

adds flexibility to the model compared with features extraction but makes the

fine-tuning process much cheaper.

2.2.5 Domain Adaptation

In machine learning, training and test data are typically assumed to be i.i.d.. However,

there are many real-world cases where models are applied to data with different

distributions from the data seen during training. Generally, this would happen when

we want to obtain a decent model on a domain with no or very few supervised data

and we can find a related domain with a sufficient number of training samples. This
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Figure 2-4: Representation learning approaches to domain adaptation.

gives rise to the problem of domain adaptation, which deals with adapting from a

training distribution to a different distribution at test time.

To put it more formally, assume we have two sets of data: a source domain

𝑆 providing labeled training instances and a target domain 𝑇 providing instances

on which the classifier is meant to be deployed. We do not make the assumption

that these are drawn from the same distribution, but rather that 𝑆 is drawn from

a distribution 𝑝𝑆 and 𝑇 from a distribution 𝑝𝑇 . The learning problem of domain

adaptation consists in finding a function realizing a good transfer from 𝑆 to 𝑇 , i.e.,

it is trained on data drawn from 𝑝𝑆 and generalizes well on data drawn from 𝑝𝑇 .

There have been many efforts in developing various domain adaptation methods

in NLP and we can categorize them into three major types: representation learning,

data selection, and self-training. We will introduce them as follows.

2.2.5.1 Representation Learning

Representation learning aims to find a function that can encode the text from dif-

ferent domains into a common latent space so that the commonalities between the

source and target domains can be made use of. Glorot et al. [2011] propose the first

approach that applied a deep neural network to learn a common representation for

domain adaptation. As illustrated by Figure 2-4a, the proposed protocol is to train

a shared stacked denoising autoencoder (SDA) to reconstruct the noised input text

from both the source and target domains. In this reconstruction process, the encoder
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is induced to learn the common representation of the source and target domains. In

the second step, a linear support vector machine (SVM) model is trained on the latent

representation of the source domain training examples and then tested on that of the

targer domain test examples. This method has demonstrated decent performance

on domain adaptation, and afterwards Chen et al. [2012] propose replacing the SDA

with a marginalized denoising autoencoder (mSDA) to resolve two crucial limitations

of SDA: high computational cost and lack of scalability to high-dimensional features.

Besides reconstructing the noised source and target domain text to the original text

in the corresponding domain, Zhou et al. [2016] propose additionally transforming the

source domain examples to the target domain and vice versa, which can effectively

model the domain-specific features as well as the commonality of domains.

The above-mentioned latent feature learning approaches implicitly bring the rep-

resentations of the source and target domains input samples close to each other by

using the same model to reconstruct them. For further improvement, later works

propose approaches to explicitly enforcing that the latent spaces of the two domains

overlap as much as possible, which can be divided into the following two methods:

Representation Distance Minimization Approaches: As shown in Figure 2-

4b, this line of works proposes measuring the distance between the latent repre-

sentation of the source domain examples and that of the target domain, and the

minimization of this distance can better lead to domain invariant representations.

An early approach in this line by Tzeng et al. [2014] propose using Maximum Mean

Discrepancy (MMD) as the measurement metric of this distance, and later on Zhuang

et al. [2015] introduce the KL divergence as an alternative. As applications and ex-

tensions of this direction, Wang et al. [2018b] minimize a label-aware extension of

MMD between the source and target domain hidden representations in an LSTM for

medical NER. He et al. [2018] combine this method with self-ensemble bootstrapping

for semi-supervised learning, which can make better use of the unlabeled target data

for classifier refinement.
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Domain-Adversarial Approaches: The most widely used approach in this line

employs an adversarial loss [Ganin and Lempitsky, 2015]. As shown in Figure 2-4c,

this method adds an auxiliary classifier upon the latent representations, and it is

trained to predict the domain of the input example. More importantly, the gradients

of this classifier are reversed so that the encoder is encouraged to learn representa-

tions that will maximally confuse the classifier and will not allow it to differentiate

between the domains. This classification-based adversarial component is very effective

at reducing the difference between the source and the target domain distributions;

however, it may make the training process unstable. To solve this issue, Arjovsky

et al. [2017] propose minimizing the approximated Wasserstein distance (also known

as Earth Mover Distance) between the distributions for the source and target domains.

All previously mentioned approaches focus either on mapping representations from

one domain to the other, or on learning to extract features that are invariant to the

domain from which they were extracted. However, they ignore the individual char-

acteristics of each domain, which also play key roles in prediction. For example, the

word “beast” can be a positive indicator of camera quality, but irrelevant to restau-

rants or movies. Also, “easy” is frequently used in the electronics domain to express

positive sentiment (e.g. the camera is easy to use), while expressing negative senti-

ment in the movie domain (e.g. the ending of this movie is easy to guess). Bousmalis

et al. [2016] first bring out this issue and provide a solution to it by partitioning the

latent representation of samples into two subspaces: one component which is pri-

vate to each domain and one which is shared across domains. More specifically, the

shared space is obtained by using the above-mentioned techniques such as the de-

noised auto-encoding, the minimization of representation distance, and the domain-

adversarial technique. And the domain-specific space is enforced to be orthogonal to

the shared space so that it can store the information that is unique to each domain.

This idea was first demonstrated on computer vision tasks, and Kim et al. [2017b]

apply it to the Spoken Language Understanding (SLU) system that includes three

sub-tasks: domain classification, intent classification, and semantic slots filling, in

a single BiLSTM. Liu et al. [2018] expand the domain-specific representations with
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domain knowledge, collected by attending over a memory network of domain training

data.

2.2.5.2 Data Selection

It has been widely observed that not all data in the source domain are equally helpful

to create the best-performing system on the target domain [Tan et al., 2017; van der

Wees et al., 2017]. Fortunately, this issue can be solved by applying intelligent data

selection, which automatically selects the most similar samples in the source domain

to the target domain data. The key to the success of data selection relies on accurate

evaluation on the similarity of data between the two domains at the instance level.

Almost all data selection methods are comprised of two key components: instance

representation and similarity metric. In short, we first obtain the representations

of instances from both the source and target domains and then we measure the

similarity of these representations between two domains with a particular metric. We

will elaborate what options we generally have for each component as follows:

Instance Representation:

∙ Term distributions: The relative frequency distributions of terms in the vo-

cabulary have been successfully used to gauge similarity with respect to a target

domain [Plank and van Noord, 2011; Wu and Huang, 2016]. The underlying

assumption is that similar domains have more terms in common than dissimilar

domains. The term distribution of a domain 𝐷 is a vector 𝑡 ∈ ℛ|𝑉 | where 𝑡𝑖 is

the probability of the 𝑖-th word in the vocabulary 𝑉 appearing in 𝐷. Term dis-

tributions, however, only capture superficial occurrence statistics, which likely

cannot express a more nuanced spectrum of domain similarity.

∙ Word embeddings: A weighted sum of pre-trained word embeddings can be

used to represent an instance of text [Perone et al., 2018; Ruder et al., 2017a].

Frequent words can be discounted by weighting the word embedding 𝑣𝑤𝑖
of

each word 𝑤𝑖 occurring in the document 𝑑 with the word’s smoothed inverse
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probability
√︁

𝑎
𝑝(𝑤𝑖)

, where 𝑝(𝑤𝑖) is the probability of 𝑤𝑖 appearing in domain 𝐷

and 𝑎 is a smoothing factor.

∙ Sentence embeddings: Several pre-trained sentence encoders can be utilized

to encode the instances into latent representations [Cer et al., 2018; Conneau

et al., 2017; Kiros et al., 2015].

∙ Autoencoder representations: Denoising autoencoders have been success-

fully used in recent work on domain adaptation [Glorot et al., 2011; Zhuang

et al., 2015]. Their representations are typically created to be domain-invariant,

but might still capture information that is beneficial for modeling domain sim-

ilarity.

∙ Topic distributions: Topic distributions have proven to be convincing features

for POS tagging [Plank and van Noord, 2011] and sentiment analysis [Lu et al.,

2011].

Domain Similarity Metrics:

∙ Jensen-Shannon divergence: Jensen-Shannon divergence is one of the most

frequently used measures of domain similarity [Remus, 2012] and has been

shown to outperform other similarity metrics [Ruder et al., 2017b]. It is a

smoothed, symmetric variant of KL divergence, and given two different prob-

ability distributions 𝑃 and 𝑄, it can be written as 𝐷𝐽𝑆(𝑃 ||𝑄) = 1
2
[𝐷𝐾𝐿(𝑃 ||𝑀)+

𝐷𝐾𝐿(𝑄||𝑀)], where 𝑀 = 1
2
(𝑃+𝑄), and 𝐷𝐾𝐿 is the KL divergence: 𝐷𝐾𝐿(𝑃 ||𝑄) =∑︀𝑛

𝑖=1 𝑝𝑖
𝑝𝑖
𝑞𝑖

.

∙ Cosine similarity: Cosine similarity is traditionally used to measure the sim-

ilarity between vectors 𝑎 and 𝑏:

𝑐𝑜𝑠(𝑎, 𝑏) =
𝑎 · 𝑏

||𝑎|| · ||𝑏||
.

∙ Proxy 𝒜 distance: The A distance [Ben-David et al., 2007] aims to identify

the subset 𝐴 in a family of subsets 𝒜 on which the source domain distribution 𝑃
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and the target domain distribution 𝑄 differ the most and is defined as follows:

𝑑𝒜(𝑃,𝑄) = 2 sup
𝐴∈𝒜
|𝑃𝑟𝑃 (𝐴)− 𝑃𝑟𝑄(𝐴)|.

In practice, the proxy 𝒜 distance is widely used: first of all as many examples

from the source domain as the target domain are sampled; then all source

domain examples are labeled with 0 while all target domain examples with 1

and a logistic regression model is trained on this balanced binary dataset; finally

the probability of belonging to the target domain inferred from the logistic

regression model is used as the similarity score for each source domain example.

∙ Language model perplexity: Another similarity metric that has been suc-

cessfully used in Machine Translation is a sentence’s perplexity as determined by

language models trained separately on both the source and target domain [Ax-

elrod et al., 2011; Duh et al., 2013; van der Wees et al., 2017]. More specifically,

the bilingual cross-entropy difference (CED) is widely used as defined by:

𝐶𝐸𝐷 = (𝐻𝑇,𝑠𝑎 −𝐻𝑆,𝑠𝑎) + (𝐻𝑇,𝑠𝑏 −𝐻𝑆,𝑠𝑏),

where 𝑆 and 𝑇 denote the source and target domains, respectively; 𝑠 = (𝑠𝑎, 𝑠𝑏) ∈

𝑆 represents the sentence pairs between the language pairs 𝑎 and 𝑏 in the source

domain; 𝐻𝑇,𝑠𝑎 and 𝐻𝑆,𝑠𝑎 denote the perplexity scores of sentence 𝑠𝑎 obtained by

the language model trained on the target and source domain text of language

𝑎, respectively.

∙ Reconstruction loss: A motivation behind this metric is that in an ideal case,

if the data from the source domain are similar and useful for the target domain,

then one should be able to find a pair of encoding and decoding functions such

that the reconstruction errors on the source domain data and the target domain

data are both small [Tan et al., 2017]. So we can train a pair of encoder and

decoder on the target domain text via the reconstruction task and then rank

the similarity of source domain samples by their reconstruction loss.
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2.2.5.3 Self-training

Self-training is one of the earliest and simplest approaches to semi-supervised learn-

ing [Yarowsky, 1995]. Its application to domain adaptation has covered a variety of

tasks: parsing [Reichart and Rappoport, 2007; Sagae, 2010], summarization [Sandu

et al., 2010], NER [Ciaramita and Chapelle, 2010], sentiment analysis [He and Zhou,

2011], etc. As the name implies, self-training leverages a model’s own predictions

on unlabeled data in order to obtain additional information that can be used during

training. Typically, unlabeled examples with confident predictions (i.e., that have a

probability higher than a threshold) are used as labeled instances during the next

iteration.

The main downside of self-training is that the model is not able to correct its own

mistakes and errors may be amplified as iterations go on. A solution to this issue

is multi-view training [Blum and Mitchell, 1998], which proposes to train different

models with different views of the data. These views can differ in various ways such

as in the features they use, in the architectures of the models, or in the data on which

the models are trained. Ideally the views complement each other and the models can

collaborate in improving each other’s performance.

Tri-training [Zhou and Li, 2005] is one of the best known multi-view training

methods. It leverages the agreement of three independently trained models instead

of relying on a single model to reduce the bias of predictions on unlabeled data

and make the pseudo-labels more accurate. The main requirement for tri-training

is that the initial models are diverse, which can be achieved using different model

architectures. The most common way to obtain diversity for tri-training is to obtain

different variations of the original training data using bootstrap sampling [Ruder and

Plank, 2018]. The three models are then trained on these bootstrap samples. An

unlabeled data point is added to the training set of a model if the other two models

agree on its label. Training stops when the classifiers do not change anymore.
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2.2.6 Summary

In short, in this section we have given a comprehensive review of transfer learning. We

first introduce its definition, then discuss about its taxonomy by categorizing it into

inductive and transductive transfer learning, and finally describe each of the three

most important transfer learning settings in detail: multi-task learning, sequential

transfer learning, and domain adaptation. This section would serve as the background

for Chapter 3 and 4.

2.3 Robustness

? first discovered that deep neural networks can be made to misclassify an image by

applying a certain hardly perceptible perturbation and, even worse, the same pertur-

bation can cause a different network, that was trained on a different subset of the

dataset, to misclassify the same input. Such a shocking discovery soon sparked an

enormous number of follow-up works and discussions around the topic of deep learn-

ing robustness [Goodfellow et al., 2015; Papernot et al., 2016]. More surprisingly,

such adversaries can not only affect the image classification and recognition of digital

images, but also transfer to the physical world and affect real-world systems [Chen

et al., 2018]. Athalye et al. [2018] manufactured the first physical adversarial objects

using a 3D printing technique and successfully fooled a neural model to make differ-

ent classification predictions on images that are taken of the same object but from

different viewpoints, as illustrated by Figure 2-5.

In addition to such problems in computer vision, more and more evidence point-

ing to the existence of adversarial attacks in NLP has also been found. Belinkov and

Bisk [2018] confront NMT models with synthetic and natural sources of noise and find

that state-of-the-art models fail to translate even moderately noisy texts that humans

have no trouble comprehending. Jia and Liang [2017] propose an adversarial eval-

uation scheme for a question answering dataset, SQuAD, and test whether systems

can answer questions about paragraphs that contain adversarially inserted sentences,

which are automatically generated to distract computer systems without changing
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Figure 2-5: Randomly sampled poses of a
3D-printed turtle adversarially perturbed
to classify as a rifle at every viewpoint.

Randomly sampled poses of a
3D-printed turtle adversarially

perturbed to classify as a rifle at every
viewpoint. This figure is copied from

Athalye et al. [2018].

Figure 2-6: An adversarial example from
the SQuAD dataset.
An example from the SQuAD dataset.
The BiDAF Ensemble model originally
gets the answer correct, but is fooled by

the addition of an adversarial
distracting sentence (in blue). This
figure is copied from Jia and Liang

[2017].

the correct answer or misleading people. Figure 2-6 gives one example. In this adver-

sarial setting, the accuracy of sixteen published models drops from an average of 75%

F1 score to 36%. Over the last two or three years, there has been growing interest

in investigating the adversarial robustness of NLP models, including new methods

for generating adversarial examples and better approaches to defending against these

adversaries [Alzantot et al., 2018; Ebrahimi et al., 2017; Gao et al., 2018; Kuleshov

et al., 2018; Li et al., 2018a; Pruthi et al., 2019; Zang et al., 2020].
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Chapter 3

Transfer Learning for Natural

Language Understanding

This chapter introduces new transfer learning methods for three types of Natural Lan-

guage Understanding tasks: multi-choice question answering, dialogue state tracking,

and named entity recognition. We demonstrate that these methods specialized for

each of the three tasks can achieve significant improvements in performance. And

they are summarized as follows:

In Section 3.1, we introduce MMM, a Multi-stage Multi-task learning framework

for multi-choice reading comprehension (this section is based on this work: Jin et al.

[2019a]). This method involves two sequential stages: a coarse-tuning stage using out-

of-domain datasets and a multi-task learning stage using a larger in-domain dataset

to help our model generalize better with limited data. Furthermore, we propose a

novel multi-step attention network (MAN) as the top-level classifier for this task. We

demonstrate that MMM, as a new transfer learning strategy, can significantly advance

the state-of-the-art on the four most representative MCQA datasets.

In Section 3.2, we will demonstrate how to make transfer learning still effective

even when the source and target tasks are distant by transferring the machine reading

comprehension task to the dialogue state tracking task (this section is based on this

work: Gao et al. [2020]).1 Specifically, we divide the slot types in dialogue state

1This work is an extension of my internship project at Amazon Alexa AI: Jin et al. [2020a]. I
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into categorical or extractive to borrow the advantages from both multiple-choice and

span-based reading comprehension models. By leveraging MRC datasets, our method

outperforms the existing approaches by a large margin in few-shot scenarios when the

availability of in-domain data is limited.

In Section 3.3, we propose a new neural transfer method termed Dual Adversarial

Transfer Network for addressing low-resource Named Entity Recognition (this sec-

tion is based on this work: Zhou et al. [2019]).2 To address the noisy and imbalanced

training data, we propose a novel Generalized Resource-Adversarial Discriminator

(GRAD). Additionally, adversarial training is adopted to boost model generalization.

In experiments, we examine the effects of different components in DATNet across

domains and languages and show that significant improvement can be obtained, es-

pecially for low-resource data.

3.1 Multi-stage Multi-task Learning for Multi-choice

Reading Comprehension

3.1.1 Introduction

Building a system that comprehends text and answers questions is challenging but

fascinating, which can be used to test the machine’s ability to understand human

language [Chen, 2018; Hermann et al., 2015]. Many machine reading comprehension

(MRC) based question answering (QA) scenarios and datasets have been introduced

over the past few years, which differ from each other in various ways, including the

source and format of the context documents, whether external knowledge is needed,

and the format of the answer, to name a few. We can divide these QA tasks into

two categories: 1) extractive/abstractive QA such as SQuAD [Rajpurkar et al., 2018]

and HotPotQA [Yang et al., 2018]. 2) multiple-choice QA (MCQA) tasks such as

was involved from the idea proposal stage and provided the code and trained model parameters for
the multi-choice question answering module.

2I was involved from the idea refinement stage, conducted part of experiments, and helped write
the manuscript.
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MultiRC [Khashabi et al., 2018], and MCTest [Ostermann et al., 2018].

In comparison to extractive/abstractive QA tasks, the answers of the MCQA

datasets are in the form of open, natural language sentences and not restricted to

spans in text. Various question types exist, such as arithmetic, summarization, com-

mon sense, logical reasoning, language inference, and sentiment analysis. Therefore

it requires more advanced reading skills for the machine to perform well on this task.

Table 3.1 shows one example from one of MCQA datasets, DREAM [Sun et al.,

2019b]. To answer the first question in Table 3.1, the system needs to comprehend

the whole dialogue and use some common sense knowledge to infer that such a con-

versation can only happen between classmates rather than brother and sister. For

the second question, the implicit inference relationship between the utterance “You’ll

forget your head if you’re not careful.” in the passage and the answer option “He is

too careless.” must be figured out by the model to obtain the correct answer. Many

MCQA datasets were collected from language or science exams, which were purposely

designed by educational experts and consequently require non-trivial reasoning tech-

niques [Lai et al., 2017]. As a result, the performance of machine readers on these

tasks can more accurately gauge comprehension ability of a model.

Recently large and powerful pre-trained language models such as BERT [Devlin

et al., 2019] have been achieving the state-of-the-art (SOTA) results on various tasks;

however, its potency on MCQA datasets has been severely limited by the availability

of enough data. For example, the MCTest dataset has two variants: MC160 and

MC500, which are curated in a similar way, and MC160 is considered easier than

MC500 [Richardson et al., 2013]. However, BERT-based models perform much worse

on MC160 compared with MC500 (8–10% gap) since the data size of the former is

about three times smaller. To tackle this issue, we investigate how to improve the

generalization of BERT-based MCQA models with the constraint of limited training

data using four representative MCQA datasets: DREAM, MCTest, TOEFL, and

SemEval-2018 Task 11.

We propose MMM, a Multi-stage Multi-task learning framework for Multi-

choice question answering. Our framework involves two sequential stages: a coarse-

61



Dialogue
W: Come on, Peter! It’s nearly seven.
M: I’m almost ready.
W: We’ll be late if you don’t hurry.
M: One minute, please. I’m packing my things.
W: The teachers won’t let us in if we are late.
M: Ok. I’m ready. Oh, I’ll have to get my money.
W: You don’t need money when you are having the exam, do you?
M: Of course not. Ok, let’s go... Oh, my god. I’ve forgot my watch.
W: You’ll forget your head if you’re not careful.
M: My mother says that, too.
Question 1: What’s the relationship between the speakers?
A. Brother and sister. B. Mother and son. C. Classmates.

√

Question 2: What does the woman think of the man?
A. He is very serious. B. He is too careless.

√
C. He is very lazy.

Table 3.1: Data samples of DREAM dataset. (
√

: the correct answer)

tuning stage using out-of-domain datasets and a multi-task learning stage using a

larger in-domain dataset. For the first stage, we coarse-tuned our model with natural

language inference (NLI) tasks. For the second multi-task fine-tuning stage, we lever-

aged the current largest MCQA dataset, RACE, as the in-domain source dataset and

simultaneously fine-tuned the model on both source and target datasets via multi-

task learning. Through extensive experiments, we demonstrate that the two-stage

sequential fine-tuning strategy is the optimal choice for the BERT-based model on

MCQA datasets. Moreover, we also propose a Multi-step Attention Network (MAN)

as the top-level classifier instead of the typical fully-connected neural network for this

task and obtained better performance. Our proposed method improves BERT-based

baseline models by at least 7% in absolute accuracy for all the MCQA datasets (ex-

cept the SemEval dataset that already achieves 88.1% for the baseline). As a result,

by leveraging BERT and its variant, RoBERTa [Liu et al., 2019c], our approach ad-

vanced the SOTA results for all the MCQA datasets, surpassing the previous SOTA

by at least 16% in absolute accuracy (except the SemEval dataset). Source code is

provided at: https://github.com/jind11/MMM-MCQA.

62



Figure 3-1: Model architecture. “Encoder”is a pre-trained sentence encoder such as BERT.
“Classifier” is a top-level classifier.

3.1.2 Methods

In MCQA, the inputs to the model are a passage, a question, and answer options.

The passage, denoted as 𝑃 , consists of a list of sentences. The question and each of

the answer options, denoted by 𝑄 and 𝑂, are both single sentences. A MCQA model

aims to choose one correct answer from answer options based on 𝑃 and 𝑄.

3.1.2.1 Model Architecture

Figure 3-1 illustrates the model architecture. Specifically, we concatenate the passage,

question and one of the answer options into a long sequence. For a question with 𝑛

answer options, we obtain 𝑛 token sequences of length 𝑙. Afterwards, each sequence

will be encoded by a sentence encoder to get the representation vector 𝐻 ∈ R𝑑×𝑙,

which is then projected into a single value 𝑝 = 𝐶(𝐻) (𝑝 ∈ R1) via a top-level classifier

𝐶. In this way, we obtain the logit vector p = [𝑝1, 𝑝2, ..., 𝑝𝑛] for all options of a

question, which is then transformed into the probability vector through a softmax

layer. We choose the option with highest logit value 𝑝 as the answer. Cross entropy

loss is used as the loss function. We used the pre-trained bidirectional transformer

encoder, i.e., BERT and RoBERTa as the sentence encoder. The top-level classifier

will be detailed in the next subsection.
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3.1.2.2 Multi-step Attention Network

For the top-level classifier upon the sentence encoder, the simplest choice is a two-layer

fully-connected neural network (FCNN), which consist of one hidden layer with 𝑡𝑎𝑛ℎ

activation and one output layer without activation. This has been widely adopted

when BERT is fine-tuned for downstream classification tasks and performs very well

[Devlin et al., 2019]. Inspired from the success of the attention network widely used

in the span-based QA task [Seo et al., 2016], we propose the multi-step attention net-

work (MAN) as our top-level classifier. Similar to the dynamic or multi-hop memory

network [Kumar et al., 2016; Liu et al., 2017b], MAN maintains a state and iteratively

refines its prediction via multi-step reasoning.

The MAN classifier works as follows. A pair of question and answer option to-

gether is considered as a whole segment, denoted as 𝑄𝑂. Suppose the sequence length

of the passage is 𝑝 and that of the question and option pair is 𝑞. We first construct the

working memory of the passage 𝐻𝑃 ∈ R𝑑×𝑝 by extracting the hidden state vectors of

the tokens that belong to 𝑃 from 𝐻 and concatenating them together in the original

sequence order. Similarly, we obtain the working memory of the (question, option)

pair, denoted as 𝐻𝑄𝑂 ∈ R𝑑×𝑞. Alternatively, we can also encode the passage and

(question, option) pair individually to get their representation vectors 𝐻𝑃 and 𝐻𝑄𝑂,

but we found that processing them in a pair performs better.

We then perform 𝐾-step reasoning over the memory to output the final prediction.

Initially, the initial state s0 in step 0 is the summary of 𝐻𝑃 via self-attention: s0 =∑︀
𝑖 𝛼𝑖𝐻

𝑃
𝑖 , where 𝛼𝑖 =

𝑒𝑥𝑝(𝑤𝑇
1 𝐻𝑃

𝑖 )∑︀
𝑗 𝑒𝑥𝑝(𝑤

𝑇
1 𝐻𝑃

𝑗 )
. In the following steps 𝑘 ∈ {1, 2, ..., 𝐾 − 1}, the

state is calculated by:

s𝑘 = 𝐺𝑅𝑈(s𝑘−1,x𝑘), (3.1)

where x𝑘 =
∑︀

𝑖 𝛽𝑖𝐻
𝑄𝑂
𝑖 and 𝛽𝑖 =

𝑒𝑥𝑝(𝑤𝑇
2 [s𝑘−1;𝐻𝑄𝑂

𝑖 ])∑︀
𝑗 𝑒𝑥𝑝(𝑤

𝑇
2 [s𝑘−1;𝐻𝑄𝑂

𝑗 ])
. Here [𝑥; 𝑦] is concatenation of

the vectors 𝑥 and 𝑦. The final logit value is determined using the last step state:

𝑃 = 𝑤𝑇
3 [s𝐾−1;x𝐾−1; |s𝐾−1 − x𝐾−1|; s𝐾−1 · x𝐾−1]. (3.2)
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DREAM MCTest SemEval-2018 Task 11 TOEFL RACE

construction method exams crowd. crowd. exams exams
passage type dialogues child’s stories narrative text narrative text written text
# of options 3 4 2 4 4
# of passages 6,444 660 2,119 198 27,933
# of questions 10,197 2,640 13,939 963 97,687

non-extractive answer⋆ (%) 83.7 45.3 89.9 - 87.0

Table 3.2: Statistics of MCQA datasets. (crowd.: crowd-sourcing; ⋆: answer options are
not text snippets from reference documents.)

Basically, the MAN classifier calculates the attention scores between the passage and

(question, option) pair step by step dynamically such that the attention can refine

itself through several steps of deliberation. The attention mechanism can help filter

out irrelevant information in the passage against the (question, option) pair.

3.1.2.3 Two Stage Training

We adopt a two-stage procedure to train our model with both in-domain and out-of-

domain datasets as shown in Figure 3-2.

Coarse-tuning Stage We first fine-tune the sentence encoder of our model with

natural language inference (NLI) tasks. For exploration, we have also tried to fine-

tune the sentence encoder on other types of tasks such as sentiment analysis, para-

phrasing, and span-based question answering at this stage. However, we found that

only the NLI task shows robust and significant improvements for our target multi-

choice task. See Section 3.1.5 for details.

Multi-task Learning Stage After the coarse-tuning stage, we simultaneously fine-

tune our model on a large in-domain source dataset and the target dataset together

via multi-task learning. We share all model parameters including the sentence encoder

as well as the top-level classifier for these two datasets.
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Figure 3-2: Multi-stage and multi-task fine-tuning strategy.

3.1.3 Experimental Setup

3.1.3.1 Datasets

We use four MCQA datasets as the target datasets: DREAM [Sun et al., 2019b],

MCTest [Richardson et al., 2013], TOEFL [Ostermann et al., 2018], and SemEval-

2018 Task 11 [Tseng et al., 2016], which are summarized in Table 3.2. For the first

coarse-tuning stage with NLI tasks, we use MultiNLI [Williams et al., 2017] and SNLI

[Young et al., 2014] as the out-of-domain source datasets. For the second stage, we

use the current largest MCQA dataset, i.e., RACE [Lai et al., 2017] as the in-domain

source dataset. For all datasets, we use the official train/dev/test splits.

3.1.3.2 Speaker Normalization

Passages in the DREAM dataset are dialogues between two persons or more. Every

utterance in a dialogue starts with the speaker’s name. For example, in the utterance

“m: How would he know?”, “m” is the abbreviation of “man” indicating that this

utterance is from a man. More than 90% of utterances have the speaker names as

“w,” “f,” and “m,” which are all abbreviations. However, the speaker names mentioned
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in the questions are full names such as “woman” and “man.” In order to make it clear

for the model to learn which speaker the question is asking about, we used a speaker

normalization strategy by replacing “w” or “f” with “woman” and “m” with “man” for

the speaker names in the utterances. We found this simple strategy is quite effective,

providing us with 1% improvement. We will always use this strategy for the DREAM

dataset for our method unless explicitly mentioned.

3.1.3.3 Multi-task Learning

For the multi-task learning stage, at each training step, we randomly selected a dataset

from the two datasets (RACE and the target dataset) and then randomly fetched a

batch of data from that dataset to train the model. This process was repeated until

the predefined maximum number of steps or the early stopping criterion has been met.

We adopted the proportional sampling strategy, where the probability of sampling a

task is proportional to the relative size of each dataset compared to the cumulative

size of all datasets [Liu et al., 2019b].

3.1.3.4 Training Details

We used a linear learning rate decay schedule with warm-up proportion of 0.1. We set

the dropout rate as 0.1. The maximum sequence length is set to 512. We clipped the

gradient norm to 5 for the DREAM dataset and 0 for other datasets. The learning

rate and number of training epochs vary for different datasets and encoder types,

which are summarized in the Table 3.3. The model architecture and training settings

for the NLI task are the same as those in [Devlin et al., 2019].

More than 90% of passages have more than 512 words in the TOEFL dataset,

which exceed the maximum sequence length that BERT supports, thus we cannot

process the whole passage within one forward pass. To solve this issue, we propose

the sliding window strategy, in which we split the long passage into several snippets

of length 512 with overlaps between subsequent snippets and each snippet from the

same passage will be assigned with the same label. In the training phase, all snippets

will be used for training, and in the inference phase, we aggregate the logit vectors of
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all snippets from the same passage and pick the option with the highest logit value

as the prediction. In experiments, we found the overlap of 256 words is the optimal,

which can improve the BERT-Base model from accuracy of 50.0% to 53.2%. We

adopted this sliding window strategy only for the TOEFL dataset.

Datasets BERT-Base BERT-Large RoBERTa-Large

DREAM 2e-5 / 8 2e-5 / 8 1e-5 / 10
MCTest 1e-5 / 8 5e-6 / 8 5e-6 / 10
TOEFL 5e-6 / 8 1e-5 / 8 5e-6 / 10
SemEval 2e-5 / 8 2e-5 / 8 1e-5 / 10
RACE 5e-5 / 5 2e-5 / 5 1e-5 / 10

Table 3.3: Optimal learning rate (left number) and number of training epochs (right
number) for different datasets and encoder types.

3.1.4 Results

We first evaluate our method on the DREAM dataset. The results are summarized

in Table 3.4. In the table, we first report the accuracy of the SOTA models in

the leaderboard. We then report the performance of our re-implementation of fine-

tuned models as another set of strong baselines, among which the RoBERTa-Large

model has already surpassed the previous SOTA. For these baselines, the top-level

classifier is a two-layer FCNN for BERT-based models and a one-layer FCNN for

the RoBERTa-Large model. Lastly, we report model performance of our proposed

method, MMM , which uses all our improved techniques: MAN classifier + speaker

normalization + two stage learning strategies. As direct comparisons, we also list the

accuracy increment between MMM and the baseline with the same sentence encoder,

shown in parentheses, from which we can see that the performance augmentation is

over 9% for BERT-Base and BERT-Large. Although the RoBERTa-Large baseline

has already outperformed the BERT-Large baseline by around 18%, MMM gives us

another ∼4% improvement, pushing the accuracy closer to the human performance.

Overall, MMM has achieved a new SOTA, i.e., test accuracy of 88.9%, which exceeds

the previous best by 16.9%.
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Model Dev Test
FTLM++ [Sun et al., 2019b] 58.1 58.2
BERT-Large [Devlin et al., 2019] 66.0 66.8
XLNet [Yang et al., 2019] - 72.0
BERT-Base 63.2 63.2
BERT-Large 66.2 66.9
RoBERTa-Large 85.4 85.0
BERT-Base+MMM 72.6 (9.4) 72.2 (9.0)
BERT-Large+MMM 75.5 (9.3) 76.0 (9.1)
RoBERTa-Large+MMM 88.0 (2.6) 88.9 (3.9)
Human Performance 93.9⋆ 95.5⋆

Ceiling Performance 98.7⋆ 98.6⋆

Table 3.4: Accuracy on the DREAM dataset. Performance marked by ⋆ is reported by [Sun
et al., 2019b]. Numbers in parentheses indicate the accuracy increased by MMM compared
to the baselines.

Dataset Previous Single-Model SOTA Baselines +MMM Human
BERT-B BERT-L RoBERTa-L BERT-B BERT-L RoBERTa-L Scores

MC160 80.0 [Sun et al., 2018] 63.8 65.0 81.7 85.4 (21.6) 89.1 (24.1) 97.1 (15.4) 97.7⋆

MC500 78.7 [Sun et al., 2018] 71.3 75.2 90.5 82.7 (11.4) 86.0 (10.8) 95.3 (4.8) 96.9⋆

TOEFL 56.1 [Chung et al., 2017] 53.2 55.7 64.7 60.7 (7.5) 66.4 (10.7) 82.8 (18.1) –
SemEval 88.8 [Sun et al., 2018] 88.1 88.7 94.0 89.9 (1.8) 91.0 (2.3) 95.8 (1.8) 98.0†

Table 3.5: Performance in accuracy (%) on test sets of other datasets: MCTest (MC160 and
MC500), TOEFL, and SemEval. Performance marked by ⋆ is reported by [Richardson et al.,
2013] and that marked by † is from [Ostermann et al., 2018]. Numbers in the parentheses
indicate the accuracy increased by MMM. “-B” means the base model and “-L” means the
large model.
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Settings DREAM MC160 MC500
Full Model 72.6 86.7 83.5

– Second-Stage Multi-task Learning 68.5 72.5 78.0
– First-Stage Coarse-tuning on NLI 69.5 80.8 81.8
– MAN 71.2 85.4 81.5
– Speaker Normalization 71.4 — —

Table 3.6: Ablation study on the DREAM and MCTest-MC160 (MC160) datasets. Accu-
racy (%) is on the development set.

We also test our method on three other MCQA datasets: MCTest including

MC160 and MC500, TOEFL, and SemEval-2018 Task 11. The results are summa-

rized in Table 3.5. Similarly, we list the previous SOTA models with their scores for

comparison. We compared our method with the baselines that use the same sentence

encoder. Except for the SemEval dataset, our method can improve the BERT-Large

model by at least 10%. For both MCTest and SemEval datasets, our best scores

are very close to the reported human performance. The MC160 and MC500 datasets

were curated in almost the same way [Richardson et al., 2013] with only one difference

that MC160 is around three times smaller than MC500. We can see from Table 3.5

that both the BERT and RoBERTa baselines perform much worse on MC160 than

MC500, although questions in MC160 are somewhat easier to be solved than those

in MC500 [Richardson et al., 2013]. We think the reason is that the data size of

MC160 is not large enough to fine-tune the large models well because they have a

huge number of trainable parameters. However, by leveraging the transfer learning

techniques we proposed, we can significantly improve the generalization capability of

BERT and RoBERTa models on the small datasets so that the best performance of

MC160 can even surpass that of MC500. This demonstrates the effectiveness of our

method.

To better understand why MMM can be successful, we conducted an ablation

study by removing one feature at a time from the BERT-Base model. The results

are shown in Table 3.6. We see that the removal of the second stage multi-task

learning part hurts our method most significantly, indicating that the majority of
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improvement is coming from the knowledge transferred from the in-domain dataset.

The first stage of coarse-tuning using NLI datasets is also very important, which

provides the model with enhanced language inference ability. As for the top-level

classifier, i.e., the MAN module, if we replace it with a typical two-layer FCNN as

in [Devlin et al., 2019], we have 1–2% performance drop. Lastly, for the DREAM

dataset, the speaker normalization strategy gives us another ∼1% improvement.

3.1.5 Discussion

3.1.5.1 Why does natural language inference help?

As shown in Table 3.6, coarse-tuning on NLI tasks can help improve the performance

of MCQA. We conjecture one of the reasons is that, in order to pick the correct answer,

we need to rely on the language inference capability in many cases. As an example in

Table 3.1, the utterance highlighted in the bold and italic font in the dialogue is the

evidence sentence from which we can obtain the correct answer to Question 2. There

is no token overlap between the evidence sentence and the correct answer, indicating

that the model cannot solve this question by surface matching. Nevertheless, the

correct answer is an entailment to the evidence sentence while the wrong answers are

not. Therefore, the capability of language inference enables the model to correctly

predict the answer. We can deem the passage and the pair of (question, answer) as

a pair of premise and hypothesis. Then the process of choosing the right answer to

a certain question is similar to the process of choosing the hypothesis that can best

entail the premise. In this sense, part of the MCQA task can be deemed to be an

NLI task. This also agrees with the argument that NLI is a fundamental ability of a

natural language processing model and it can help support other tasks that require a

higher level of language processing abilities [Welleck et al., 2018]. We provided several

more examples that require language inference reading skills in Table 3.7; they are

wrongly predicted by the BERT-Base baseline model but can be correctly solved by

exposing the model to NLI data with the coarse-tuning stage. These examples reveal

to us that exposing the model to NLI data can help enhance its language inference
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ability, which is required by all these examples to get correct answers.

Dialogue 1:
man: Wonderful day, isn’t it? Want to join me for a swim?
woman: If you don’t mind waiting while I get prepared.
Question: What does the woman mean?
A. She is too busy to go.
B. She doesn’t want to wait long. ×
C. She’s willing to go swimming.

√

Dialogue 2:
woman: Shall we go to a play or to a movie?
man: It’s all the same to me.
Question: What does this man mean?
A. It makes no difference to him which they go to.

√

B. He does not want to go to either one. ×
C. The play and the movie are about the same subject.
Dialogue 3:
woman: I’m sorry, Mr Wilson. I got up early but the bus was late.
man: Your bus is always late, Jane.
Question: What does the man mean?
A. Jane used the same excuse again.

√

B. Jane stayed up too late last night.
C. Jane always gets up early. ×

Table 3.7: Examples from the DREAM dataset.
√

marks the correct answer and
the answer chosen by the NLI data enhanced BERT-Base model while × marks the
answer predicted by the BERT-Base baseline model. These examples are wrongly
solved by the BERT-Base baseline model but get correct predictions by inserting the
first stage of coarse-tuning using NLI data.

3.1.5.2 Can other tasks help with MCQA?

By analyzing the MCQA datasets, we found that some questions ask about the at-

titude of one person towards something and in some cases, the correct answer is

simply a paraphrase of the evidence sentence in the passage. This finding naturally

leads to the question: could other kinds of tasks such as sentiment classification, or

paraphrasing also help with MCQA problems?

To answer this question, we select several representative datasets for five categories

as the up-stream tasks: sentiment analysis, paraphrase, span-based QA, NLI, and
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MCQA.3 We conduct experiments where we first train the BERT-Base models on

each of the five categories and then further fine-tune our models on the target dataset:

DREAM and MC500 (MCTest-MC500). For the sentiment analysis category, we used

the Stanford Sentiment Treebank (SST-2) dataset from the GLUE benchmark [Wang

et al., 2018a] (around 60k train examples) and the Yelp dataset4 (around 430k train

examples). For the paraphrase category, three paraphrasing datasets are used from

the GLUE benchmark: Microsoft Research Paraphrase Corpus (MRPC), Semantic

Textual Similarity Benchmark (STS-B), and Quora Question Pairs (QQP), which are

denoted as “GLUE-Para.”. For the span-based QA, we use the SQuAD 1.1, SQuAD

2.05, and MRQA6 which is a joint dataset including six popular span-based QA

datasets, including HotpotQA, NaturalQuestionsShort, NewsQA, SearchQA, SQuAD

1.1, and TriviaQA-web.

Table 3.8 summarizes the results. We see that sentiment analysis datasets do

not help much with our target MCQA datasets. But the paraphrase datasets do

bring some improvements for MCQA. For span-based QA, only SQuAD 2.0 helps to

improve the performance of the target dataset. Interestingly, although MRQA is much

larger than other QA datasets (at least six times larger), it makes the performance

worst. This suggests that span-based QA might not be the appropriate source tasks

for transfer learning for MCQA. We hypothesize that this could be due to the fact

that most of the questions are non-extractive (e.g., 84% of questions in DREAM are

non-extractive) while all answers are extractive in the span-based QA datasets.

For completeness of our experiments, we also used various NLI datasets: MultiNLI,

SNLI, Question NLI (QLI), Recognizing Textual Entailment (RTE), and Winograd

NLI (WNLI) from the GLUE benchmark. We used them in three kinds of combina-

tions: MultiNLI alone, MultiNLI plus SNLI denoted as “NLI”, and combining all five

datasets together, denoted as “GLUE-NLI”. As the results show in Table 3.8, NLI and

GLUE-NLI are comparable and both can improve performance on the target dataset

3We list NLI and MCQA here to explore their individual contribution to the improvement of
our target dataset.

4https://www.yelp.com/dataset/challenge
5https://rajpurkar.github.io/SQuAD-explorer/
6https://mrqa.github.io/
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Task Type Dataset Name DREAM MC500

- Baseline 63.2 69.5

Sentiment Analy. SST-2 62.7 69.5
Yelp 62.5 71.0

Paraphrase GLUE-Para. 64.2 72.5

Span-based QA
SQuAD 1.1 62.1 69.5
SQuAD 2.0 64.0 74.0
MRQA 61.2 68.3

NLI
MultiNLI 67.0 79.5
NLI 68.4 80.0
GLUE-NLI 68.6 79.0

Combination GLUE-Para.+NLI 68.0 79.5
Multi-choice QA RACE 70.2 81.2

Table 3.8: Transfer learning results for DREAM and MC500. The BERT-Base model is
first fine-tuned on each source dataset and then further fine-tuned on the target dataset.
Accuracy is on the the development set. A two-layer FCNN is used as the classifier.

by a large margin.

Lastly, among all these tasks, using other data for the MCQA task itself, i.e.,

pretraining on the RACE dataset, can help most to boost performance. This result

agrees with the intuition that the in-domain dataset can be the ideal data for transfer

learning.

In conclusion, we find that for out-of-domain datasets, the NLI datasets can be

most helpful to the MCQA task, indicating that natural language inference capabil-

ity should be an important foundation of the MCQA systems. A larger in-domain

dataset, i.e. another MCQA dataset, can also be very useful.

3.1.5.3 NLI dataset helps with convergence

The first stage of coarse-tuning with NLI data can not only improve the accuracy but

also help the model converge faster and better. Especially for the BERT-Large and

RoBERTa-Large models that have many more trainable parameters, convergence is

very sensitive to the optimization settings. However, with the help of NLI datasets,

convergence for large models is no longer an issue, as shown in Figure 3-3. Under

the same optimization hyper-parameters, compared with the baseline, coarse-tuning
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Figure 3-3: Train loss curve with respect to optimization steps. With prior coarse-tuning
on NLI data, convergence becomes much faster and easier.

can make the training loss of the BERT-Base model decrease much faster. More

importantly, for the BERT-Large model, without coarse-tuning, the model does not

converge at all during the first several thousands of iterations, which can be completely

resolved with the help of NLI data.

3.1.5.4 Multi-stage or Multi-task

In a typical scenario where we have one source and one target dataset, we naturally

have a question about whether we should simultaneously train a model on them via

multi-task learning or first train on the source dataset then on the target sequentially.

Many previous works adopted the latter way. Chung et al. [2017]; Phang et al. [2018];

Sun et al. [2018] and Chung et al. [2017] demonstrated that the sequential fine-tuning

approach outperforms the multi-task learning setting in their experiments. However,

we had contradictory observations in our experiments. Specifically, we conducted a

pair of control experiments: one is that we first fine-tune the BERT-Base model on the

source dataset RACE and then further fine-tune on the target dataset, and the other

is that we simultaneously train the model on RACE and the target dataset via multi-

task learning. The comparison results are shown in Table 3.9. We see that compared
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Setting Configuration DREAM MC160 MC500
BERT-Base → RACE → Target 70.2 80.0 81.2
BERT-Base → {RACE, Target} 70.7 80.8 81.8
BERT-Base → {RACE, Target, NLI} 70.5 87.0 82.5
BERT-Base → NLI → {RACE, Target} 71.2 88.3 83.5

Table 3.9: Comparison between multi-task learning and sequential fine-tuning. BERT-Base
model is used and the accuracy is on the development set. Target refers to the target dataset
in transfer learning. A two-layer FCNN instead of MAN is used as the classifier.

with sequential fine-tuning, the multi-task learning achieved better performance. We

conjecture that in the sequential fine-tuning setting, while the model is being fine-

tuned on the target dataset, some information or knowledge learned from the source

dataset may be lost since the model is no longer exposed to the source dataset in this

stage. In comparison, this information can be kept in the multi-task learning setting

and thus can better help improve the target dataset.

Now that the multi-task learning approach outperforms the sequential fine-tuning

setting, we naturally arrive at another question: what if we merged the coarse-tuning

and multi-task learning stages together? That is, what if we simultaneously trained on

the NLI, the source datasets, and the target datasets alltogether under the multi-task

learning framework? We also conducted a pair of control experiments for investi-

gation. The results in Table 3.9 show that casting the fine-tuning process on these

three datasets into separate stages performs better, indicating that multi-stage train-

ing is also necessary. Considering that the NLI dataset is an out-of-domain dataset

while RACE is in-domain with respect to the target datasets, we can obtain a good

practice: we first separate the source datasets into two categories: out-of-domain

and in-domain, based on the type of the target dataset; then we can adopt a multi-

stage training strategy, that is, first fine-tune the model on the out-of-domain source

datasets, then fine-tune on the in-domain source datasets and the target dataset

together via multi-task learning.
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Figure 3-4: Effects of the number of reasoning steps for the MAN classifier. 0 steps means
using FCNN instead of MAN. The BERT-Base model and DREAM dataset are used.

3.1.5.5 Multi-steps reasoning is important

Previous results show that the MAN classifier shows improvement compared with the

FCNN classifier, but we are also interested in how the performance changes while

varying the number of reasoning steps 𝐾, as shown in Figure 3-4. 𝐾 = 0 means that

we do not use MAN but FCNN as the classifier. We observe that there is a gradual

improvement as we increase 𝐾 = 1 to 𝐾 = 5, but after 5 steps the improvements

start to degrade. This verifies that an appropriate number of steps of reasoning is

important for the memory network to reflect its benefits.

3.1.5.6 Could the source dataset be benefited?

So far we have been discussing the case where we do multi-task learning with the

source dataset RACE and various much smaller target datasets to help improve the

targets. We also want to see whether our proposed techniques can also benefit the

source dataset itself. Table 3.10 summarizes the results of the BERT-Base model on

the RACE dataset obtained by adding the coarse-tuning stage, adding the multi-task

training together with DREAM, and adding the MAN module. From this table, we

see that all three techniques can yield improvements over the baseline model for the

source dataset RACE, among which the NLI coarse-tuning stage can help elevate the
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Settings RACE-M RACE-H RACE

BERT-Base 73.3 64.3 66.9
+NLI 74.2 66.6 68.9
+DREAM 72.4 66.1 67.9
+MAN 71.2 66.6 67.9

Table 3.10: Ablation study for the RACE dataset. The accuracy is on the development
set. All parts of MMM improve this source dataset. RACE-M and RACE-H are subsets
of the RACE dataset, where RACE-M is collected from middle school examinations while
RACE-H is from high school.

Model RACE-M RACE-H RACE

Official Reports:
BERT-Base 71.7 62.3 65.0
BERT-Large 76.6 70.1 72.0
XLNet-Large 85.5 80.2 81.8
RoBERTa-Large 86.5 81.3 83.2
BERT-Base+MMM 74.8 65.2 68.0
BERT-Large+MMM 78.1 70.2 72.5
XLNet-Large+MMM 86.8 81.0 82.7
RoBERTa-Large+MMM 89.1 83.3 85.0

Table 3.11: Comparison of the test accuracy of the RACE dataset between our approach
MMM and the official reports that are from the dataset leaderboard.

scores most.

Since we found all parts of MMM can work well for the source dataset, we tried to

use them to improve the accuracy on RACE. The results are shown in Table 3.11. We

used four kinds of pre-trained sentence encoders: BERT-Base, BERT-Large, XLNet-

Large, and RoBERTa-Large. For each encoder, we listed the official report of scores

from the leaderboard. Compared with the baselines, MMM leads to improvements

ranging from 0.5% to 3.0% in accuracy. Our best result is obtained by the RoBERTa-

Large encoder.
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Major Types Sub-types Percent Accuracy

Matching Keywords 23.3 94.3
Paraphrase 30.7 84.8

Reasoning
Arithmetic 12.7 73.7
Common Sense 10.0 60.0
Others 23.3 77.8

Table 3.12: Error analysis on DREAM. The column of “Percent” reports the percentage of
question types among 150 samples that are from the development set of the DREAM dataset
that are wrongly predicted by the BERT-Base baseline model. The column of “Accuracy”
reports the accuracy of our best model (RoBERTa-Large+MMM) on these samples.

3.1.5.7 Error Analysis

In order to investigate how well our model performs for different types of questions,

we did an error analysis by first randomly selecting 150 samples from the common

wrong predictions on the development set of the DREAM dataset, obtained by three

BERT-Base baseline models, each of which was individually trained with different

random seeds. We then manually classified them into several question types based

on the following criterion:

∙ Matching:

– Keywords: The correct answer is a phrase and can match a span of text

in the passage.

– Paraphrase: The correct answer is a sentence and is a paraphrase to the

evidence sentence in the passage.

∙ Reasoning:

– Arithmetic: The correct answer is a number and some calculations must

be conducted to get it.

– Common Sense: Some common sense is needed to answer the question.
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– Others: Other kinds of questions that need some reasoning to obtain the

answer.

The annotation results are shown in Table 3.12. And we can see that the BERT-

Base baseline model still does not do well on matching problems. We then evaluate our

best model on these samples and report the accuracy of each question type in the last

column of Table 3.12. We find that our best model can improve upon every question

type significantly, especially for the matching problems, and most surprisingly, our

best model can even greatly improve its ability on solving the arithmetic problems,

achieving an accuracy of 73.7%.

Dialogue:
man: Good morning. May I help yon?
woman: I’d like to rent a car, please.
man: Okay. Full-size, mid-size, or compact, madam?
woman: Compact is OK. What’s the rate?
man: 78 dollars a day.
woman: And I’d like to have insurance just in case.
man: If you want full coverage insurance, it will be 8 dollars per day.
woman: All right, I’ll take that, too.
man: OK. Please fill in this form.
Question: How much will the woman pay in total?
A. 70 dollars.
B. 78 dollars.
C. 86 dollars.

√

Model Prediction: C. 86 dollars.

Table 3.13: Example of arithmetic question correctly solved by our best model. This
example is from the development set of the DREAM dataset.

√
marks the correct

answer.

By evaluating the accuracy of our best model on each of these question types, we

found our model can even do very well on the arithmetic problems. In order to verify

whether our model really has the ability of doing math, we sampled some arithmetic

questions that are correctly predicted by our model, made small alterations to the

passage or (question, answer) pair, and then checked whether our model can still

make correct choices. Table 3.13 shows one arithmetic problem and our model can
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Dialogue:
man: Good morning. May I help yon?
woman: I’d like to rent a car, please.
man: Okay. Full-size, mid-size, or compact, madam?
woman: Compact is OK. What’s the rate?
man: 78 dollars a day.
woman: And I’d like to have insurance just in case.
man: If you want full coverage insurance, it will be 7 dollars per day.
woman: All right, I’ll take that, too.
man: OK. Please fill in this form.
Question: How much will the woman pay in total?
A. 71 dollars.
B. 78 dollars.
C. 85 dollars.

√

Model Prediction: A. 71 dollars.

Table 3.14: Adversarial example that forces our best model to make wrong predictions
and is crafted by slightly revising the example in Table 3.13. The revisions are
highlighted in bold and italic font.

√
marks the correct answer.

get it right. The correct answer “86 dollars” should be the addition of the car rent “78

dollars” and the car insurance “8 dollars”, and it seems that our model can perform

this simple calculation. However, if we simply changed the car insurance price from

8 dollars to 7 dollars in the passage, the model would obtain the wrong prediction,

“71 dollars”, as shown in Table 3.14. We also curated another type of adversarial

example by revising the passage so that the woman in the dialogue does not want

the car insurance, in which the correct answer should be only the car rental price

“78 dollars”. As shown in Table 3.15, our model again makes the wrong choice,“70

dollars”. These two adversarial examples strongly disprove that our model really has

the ability to solve mathematical questions.

3.1.5.8 Lessons Learned

There are several lessons we have learned during experiments and we will discuss

them here for references.

∙ We have tried adding an unsupervised learning objective of masked language

81



Dialogue:
man: Good morning. May I help yon?
woman: I’d like to rent a car, please.
man: Okay. Full-size, mid-size, or compact, madam?
woman: Compact is OK. What’s the rate?
man: 78 dollars a day.
woman: And I’d like to have insurance just in case.
man: If you want full coverage insurance, it will be 7 dollars per day.
woman: Oh, that’s too expansive for me. Then I would rather not
have the insurance.

man: All right, I will cancel that for you. Please fill in this form.
Question: How much will the woman pay in total?
A. 70 dollars.
B. 78 dollars.

√

C. 86 dollars.
Model Prediction: A. 70 dollars.

Table 3.15: Adversarial example that forces our best model to make wrong predictions
and is crafted by slightly revising the example in Table 3.13. The revisions are
highlighted in bold and italic font.

√
marks the correct answer.

modeling to the multi-task learning framework while fine-tuning BERT on the

DREAM dataset, following the work from Rei [2017b]. However, this strategy

cannot bring in any improvement. Furthermore, we have also tried adding

more corpora that contain dialogues (e.g., datasets from Eric et al. [2019] and

Dinan et al. [2019]) for language modeling training in this multi-task learning

framework since the context in DREAM is also based on dialogues, but this

trail has also shown no significant improvement.

∙ If choosing FCNN instead of MAN as the classifier, there is no need to add

any hidden layers (i.e., only one output layer without activation is enough),

especially for the RoBERTa model.

∙ The training performance of BERT/RoBERTa models can be influenced by

the effective batch size, which is the product of batch size per GPU, number

of GPUs used, and number of gradient accumulation steps. In practice, the

effective batch size should be larger than 12. In the meantime, the number of

gradient accumulation steps should not be too larger and it is preferable to be
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less than 6.

3.1.6 Related Work

3.1.6.1 Reading Comprehension for Question Answering

There is increasing interest in machine reading comprehension (MRC) for question

answering (QA). The extractive QA tasks primarily focus on locating text spans from

the given document/corpus to answer questions [Rajpurkar et al., 2018]. Answers in

abstractive datasets such as MS MARCO [Nguyen et al., 2016], SearchQA [Dunn

et al., 2017], and NarrativeQA [Kočiskỳ et al., 2018] are human-generated and based

on source documents or summaries in free text format. However, since annotators

tend to copy spans as answers [Reddy et al., 2019], the majority of answers are still

extractive in these datasets. The multi-choice QA datasets are collected either via

crowd sourcing, or collected from examinations designed by educational experts [Lai

et al., 2017]. In this type of QA datasets, besides token matching, a significant portion

of questions require multi-sentence reasoning and external knowledge [Ostermann

et al., 2018].

Progress of research for MRC first relies on the breakthrough of the sentence

encoder, from the basic LSTM to the pre-trained transformer based model [Devlin

et al., 2019], which has elevated the performance of all MRC models by a large margin.

Besides, the attention mechanisms between the context and the query can empower

the neural models with higher performance [Seo et al., 2016]. In addition, some

techniques such as answer verification [Hu et al., 2019b], multi-hop reasoning [Xiao

et al., 2019], and synthetic data augmentation can be also helpful.

3.1.6.2 Transfer Learning

Transfer learning has been widely proved to be effective across many domains in NLP.

In the QA domain, the most well-known example of transfer learning would be fine-

tuning the pre-trained language model such as BERT to the downstream QA datasets

such as SQuAD [Devlin et al., 2019]. Besides, multi-task learning can also be deemed

83



as a type of transfer learning, since during the training of multiple datasets from

different domains for different tasks, knowledge will be shared and transferred from

each task to others, which has been used to build a generalized QA model [Talmor and

Berant, 2019]. However, no previous works have demonstrated that the knowledge

from the NLI datasets can also be transferred to improve the MCQA task.

3.1.6.3 Multi-task Learning

Multi-task learning has long been demonstrated to be effective in various NLP tasks

such as QA [Talmor and Berant, 2019], sequential labeling [Sanh et al., 2019], language

inference [Liu et al., 2019a], and sentence classification [Liu et al., 2019b]. It is also

related to transfer learning since during the training of multiple different datasets from

different domains for different tasks, knowledge will be shared and transferred from

each task to others [Talmor and Berant, 2019]. More importantly, multi-tasks learning

is now widely used to build a model that can learn general-purpose representations

for natural language understanding so that one model can be applied to many diverse

tasks [Liu et al., 2019b; McCann et al., 2018; Phang et al., 2018; Radford et al., 2018;

Wang et al., 2018a].

3.1.7 Summary

We propose MMM, a multi-stage multi-task transfer learning method on the multiple-

choice question answering tasks. Our two-stage training strategy and the multi-step

attention network achieved significant improvements for MCQA. We also did detailed

analyses to explore the importance of both our training strategies as well as different

kinds of in-domain and out-of-domain datasets. It is noteworthy that our proposed

transfer learning strategy can actually be generalized to various NLP tasks, where for

any given target dataset, we can find its corresponding out-of-domain and in-domain

source datasets, and then we train the model on the out-of-domain source datasets

first, and subsequently fine-tune the model on the combination of the in-domain

datasets and the target datasets via multi-task training. This strategy should always
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be effective at improving the target dataset.

3.2 Bridging the Gap From Machine Reading Com-

prehension to Dialogue State Tracking

3.2.1 Introduction

Building a task-oriented dialogue system that can comprehend users’ requests and

complete tasks on their behalf is a challenging but fascinating problem. Dialogue

state tracking (DST) is at the heart of task-oriented dialogue systems. It tracks the

state of a dialogue during the conversation between a user and a system. The state

is typically defined as the (slot_name, slot_value) pair that represents, given a slot,

the value that the user provides or system-provided value that the user accepts. More

details about DST can refer to Section 2.1.7.

Despite the importance of DST in task-oriented dialogue systems, few large datasets

are available. To address this issue, several methods have been proposed for data

collection and bootstrapping the DST system. These approaches either utilize a

Wizard-of-Oz setup via crowd sourcing [Budzianowski et al., 2018; Wen et al., 2017]

or a Machines Talking To Machines (M2M) framework [Shah et al., 2018]. Currently

the most comprehensive dataset with state annotations is MultiWOZ [Budzianowski

et al., 2018], which contains seven domains with around 10,000 dialogues. However,

compared to other NLP datasets, MultiWOZ is still relatively small, especially for

training data-intensive neural models. In addition, it is also non-trivial to get a large

amount of clean labeled data given the nature of task-oriented dialogues [Eric et al.,

2019].

Another thread of approaches have tried to utilize data in a more efficient manner.

These approaches [Wu et al., 2019; Zhou and Small, 2019] usually train the models

on several domains and perform zero-shot or few-shot learning on unseen domains.

However, these methods require slot definitions to be similar between the training

data and the unseen test data. If such systems are given a completely new slot type,
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the performance would degrade significantly. Therefore, these approaches still rely

on considerable amount of DST data to cover a broad range of slot categories.

Machine reading comprehension research aims to develop techniques to understand

human written language. Although this is in general a very difficult task, recent works

have shown impressive advances [Chen, 2018; Rajpurkar et al., 2016]. Considering

that both the MRC and DST tasks focus on the comprehension of given context (e.g.,

a paragraph, or a conversation), we are inspired to formulate the DST problem as

an instance of MRC, which should allow us to take advantage of those advances and

of the abundant MRC data that could help to overcome the scarcity of labeled DST

data.

Building upon this motivation, we formulate the DST task as a MRC one by

specially designing a question for each slot in the dialogue state, similar to Gao

et al. [2019]. For instance, we formulate a question like “What type of food does

the user want to eat?” for the slot of “Food” in the domain of “Restaurant”. In

order to solve these artificially crafted questions, we divide the slots into two types:

categorical and extractive, based on the number of slot values in the ontology. For

instance, in MultiWOZ, slots such as parking take values of {Yes, No, Don’t Care}

and can thus be treated as categorical. In contrast, slots such as hotel-name may

accept an unlimited number of possible values and these are treated as extractive.

Accordingly, we propose two machine reading comprehension models for dialogue

state tracking. For categorical slots, we use multiple-choice reading comprehension

models where an answer has to be chosen from a limited number of options. And for

the extractive dialogue state tracking, span-based reading comprehension is applied,

where the answer can be found in the form of a span in the conversation.

To summarize our approach and contributions:

∙ We divide the dialogue state slots into categorical and extractive types and

use MRC techniques for state tracking. Our approach can leverage the re-

cent advances in the field of machine reading comprehension, including both

multiple-choice and span-based reading comprehension models.
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∙ We propose a two-stage training strategy. We first coarse-train the state track-

ing models on reading comprehension datasets, then fine-tune them on the

target state tracking dataset.

∙ We show the effectiveness of our method under three scenarios: First, when

100% of training data is all used for training, we show our method achieves

close to the current state-of-the-art on MultiWoz 2.1 in terms of joint goal

accuracy.7 Second, in a few-shot setting, when only 1–10% of the training

data is available, we show our methods significantly outperform the previous

methods for five test domains in MultiWoz 2.0. In particular, we achieve 45.91%

joint goal accuracy with just 1% (around 20–30 dialogues) of hotel domain data

compared to the previous best result of 19.73% [Wu et al., 2019]. Third, in a

zero-shot setting where no state tracking data is used for training, our models

still achieve considerable average slot accuracy. More concretely, we show that

13 out of 30 slots in MultiWOZ 2.1 can achieve an average slot accuracy of

greater than 90% without any training.

3.2.2 Related Works

Traditionally, dialogue state tracking methods [Lee et al., 2019; Liu and Lane, 2017;

Mrkšić et al., 2016b; Nouri and Hosseini-Asl, 2018; Zhong et al., 2018] assume a fully-

known fixed ontology for all slots where the output space of a slot is constrained

by the values in the ontology. However, such approaches cannot handle previously

unseen values and do not scale well for slots such as restaurant-name that can take

potentially unbounded sets of values. To alleviate these issues, Rastogi et al. [2017]

and Goel et al. [2018] generate and score slot-value candidates from the ontology,

dialogue context 𝑛-grams, slot tagger outputs, or a combination of them. However,

these approaches suffer if a reliable slot tagger is not available or if the slot value is

longer than the candidate 𝑛-grams. Xu and Hu [2018] proposed an attention-based

pointing mechanism to find the start and end of the slot value to better tackle the

7Joint goal accuracy checks whether all predicted states exactly matches the ground truth state
for all slots.
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issue of unseen slot values. Gao et al. [2019] proposed using a MRC framework for

state tracking. They track slot values by answering the question “what is the value of

the slot?” through attention-based pointing to the dialogue context. Although these

approaches are more practical and scalable, they suffer when the exact slot value does

not appear in the context as expected or if the value is not pointable. More recently,

hybrid approaches have attempted to combine the benefits of both using a predefined

ontology (closed vocabulary) and dynamically generating candidate set or pointing

(open vocabulary) approaches. Goel et al. [2019] select between the two approaches

per slot based on the development set. Wu et al. [2019] utilize a pointer generator

network to either copy from the context or generate from the vocabulary.

Perhaps the most similar to our work is by Zhang et al. [2019b] and Zhou and

Small [2019] where they divide slot types into span-based (extractive) slots and pick-

list (categorical) slots and use a QA framework to point or pick values for these slots.

A major limitation of these works is that they utilize heuristics to determine which

slots should be categorical and which non-categorical. Moreover, in these settings

most of the slots are treated as categorical (21/30 and 25/30), even though some

of them have a very large number of possible values, e.g., restaurant-name. This is

not scalable, especially when the ontology is large, not comprehensive, or when new

domains/slots can occur at test time as in the DSTC8 dataset [Rastogi et al., 2019].

There are recent efforts toward building or adapting dialog state tracking systems

in low data scenarios [Wu et al., 2019; Zhou and Small, 2019]. The general idea in

these approaches is to treat all but one domain as in-domain data while the other

domains as out-of-domain data; a model is first trained on the in-domain data and

then tested on the out-of-domain data either directly (zero shot) or after being fine-

tuned on a small percentage (1%-10%) of the out-of-domain data (few shot). A major

drawback of these approaches is that they require several labeled in-domain examples

in order perform well on the unseen domain. This limits these approaches to in-

domain slots and slot definitions and they do not generalize very well to new slots or

to a completely unseen target domain. This also requires large amounts of labeled

data in the source domain, which may not be available in a real-world scenario. Our
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proposed approach, on the other hand, utilizes domain-agnostic QA datasets with zero

or a small percentage of DST data and significantly outperforms these approaches in

low-resource settings.

3.2.3 Methods

Slot Name # Possible Values Exact Match Rate Extractive Categorical
hotel.semi.type 3 61.1% × X
hotel.semi.internet 3 62.1% × X
hotel.semi.parking 4 63.1% × X
restaurant.semi.pricerange 4 97.8% X X
hotel.semi.pricerange 6 97.7% X X
hotel.semi.area 6 98.8% X X
attraction.semi.area 6 99.0% X X
restaurant.semi.area 6 99.2% X X
hotel.semi.stars 7 99.2% X X
hotel.book.people 8 98.2% X X
hotel.book.stay 8 98.9% X X
train.semi.day 8 99.3% X X
restaurant.book.day 8 98.7% X X
restaurant.book.people 8 99.1% X X
hotel.book.day 11 98.1% X X
train.book.people 12 94.7% X ×
train.semi.destination 27 98.2% X ×
attraction.semi.type 27 86.6% X ×
train.semi.departure 31 97.6% X ×
restaurant.book.time 67 97.2% X ×
hotel.semi.name 78 88.7% X ×
taxi.semi.arriveby 97 91.9% X ×
restaurant.semi.food 103 96.4% X ×
taxi.semi.leaveat 108 81.1% X ×
train.semi.arriveby 156 91.5% X ×
attraction.semi.name 158 84.3% X ×
restaurant.semi.name 182 93.9% X ×
train.semi.leaveat 201 87.4% X ×
taxi.semi.destination 251 87.9% X ×
taxi.semi.departure 253 84.6% X ×

Table 3.16: Slot statistics for MultiWOZ 2.1. We classify the slots into extractive or
categorical based on their exact match rate in conversation as well as number of possible
values. 3 slots are categorical only, 12 slots are both extractive and categorical, the remaining
15 slots are extractive only.

3.2.3.1 Dialogue State Tracking as Reading Comprehension

Dialogue as Paragraph For a given dialogue at turn 𝑡, let us denote the user

utterance tokens and the agent utterance tokens as u𝑡 and a𝑡 respectively. We con-

catenate the user utterance tokens and the agent utterance tokens at each turn to
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construct a sequence of tokens as D𝑡 = {u1, a1, ...,u𝑡}. D𝑡 can be viewed as the

paragraph that we are going to ask questions on at turn 𝑡.

Slot as Question We can formulate a natural language question q𝑖, for each slot

𝑠𝑖 in the dialogue state. Such a question describes the meaning of that slot in the

dialogue state. Examples of (slot, question) pairs can be seen in Table 3.17 and 3.18.

We formulate questions by considering characteristics of domain and slot. In this

way, DST becomes finding an answer to the question q𝑖 given the paragraph D𝑡.

Note that Gao et al. [2019] formulate the dialogue state tracking problem in a similar

way but their question formulation “what is the value of a slot ?” is more abstract,

whereas our questions are more concrete and meaningful to the dialogue.

3.2.3.2 Span-based MRC to Extractive DST

Figure 3-5: Model architecture for extractive state tracking. “Encoder”is a pre-trained
sentence encoder such as BERT.

For many slots in the dialogue state such as names of attractions, restaurants, and

departure times, one can often find their values in the dialogue context with exact

matches. Slots with a wide range of values fit this description. Table 3.16 shows

the exact match rate for each slot in MultiWOZ 2.1 dataset [Budzianowski et al.,

2018; Eric et al., 2019] where slots with a large number of possible values tend to

have higher exact match rate (≥ 80%). We call tracking such slots extractive dialogue

stack tracking (EDST).

This problem is similar to span-based MRC where the goal is to find a span in the

passage that best answers the question. Therefore, for EDST, we adopt the simple
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Dialogue
U: I’m so hungry. Can you find me a place to eat in the city centre?
A: I’m happy to help! There are a great deal of restaurants there. What type of food did
you have in mind?
U: I do not care, it just needs to be expensive.
A: Fitzbillies restaurant serves British food would that be okay?
U: Yes, may I have the address?
restaurant.semi.food: What type of food does the user want to eat?
Answer: [ 52-53 ] (I do not care, it just needs to be expensive)
restaurant.semi.name: What is the name of the restaurant where the user wants to
eat?
Answer: [ 53-55 ] (Fitzbillies restaurant)

Table 3.17: Sample dialogue from MultiWOZ dataset showing framing of extractive DST
to span-based MRC. The span text (or don’t care user utterance) is also shown in italics.

BERT-based question answering model used by Devlin et al. [2019], which has shown

strong performance on multiple datasets [Rajpurkar et al., 2016, 2018; Reddy et al.,

2019]. In this model as shown in Figure 3-5, the slot question and the dialogue are

represented as a single sequence. The probability of a dialogue token 𝑡𝑖 being the

start of the slot value span is computed as 𝑝𝑖 = 𝑒s·T𝑖∑︀
𝑗 𝑒

s·T𝑗
, where T𝑗 is the embedding

of each token 𝑡𝑗 and s is a learnable vector. A similar formula is applied for finding

the end of the span.

Handling None Values At any given turn in the conversation, there are typically,

many slots that have not been mentioned or accepted yet by the user. All these slots

must be assigned a None value in the dialogue state. We can view such cases as

no answer exists in the reading comprehension formulation. Similar to dev for the

SQuAD 2.0 task, we assign the answer span with start and end at the beginning token

[CLS] for these slots.

Handling Don’t Care Values To handle don’t care value in EDST, a span is also

assigned to don’t care in the dialogue. We find the dialogue turn when the slot value

first becomes don’t care and set the start and end of the don’t care span to be the

start and end of the user utterance of this turn. See Table 3.17 for an example.
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3.2.3.3 Multiple-Choice Reading Comprehension to Categorical Dialogue

State Tracking

Dialogue
U: I am looking for a place to to stay that has cheap price range it should be in a type of
hotel
A: Okay , Do you have a specific area you want to stay in?
U: No, I just need to make sure it’s cheap. Oh, and I need parking.
hotel.semi.area: What is the area that the user wants to book a hotel in?
A. East B. West C. North D. South E. Centre F. Don’t Care X G. Not
Mentioned
hotel.semi.parking: Does the user want parking at the hotel?
A. Yes X B. No C. Don’t Care D. Not Mentioned

Table 3.18: Sample dialogue from MultiWOZ dataset showing framing of categorical DST
to multiple-choice MRC.

Figure 3-6: Model architecture for categorical dialog state tracking. “Encoder” is a pre-
trained sentence encoder such as BERT. “Classifier” is a top-level fully connected layer.

The other type of slots in the dialogue state cannot be filled through exact match

in the dialogue context in a large number of cases. For example, a user might express

intent for hotel parking as “oh! and make sure it has parking” but the slot hotel-parking

only accepts values from {Yes, No, Don’t Care}. In this case, the state tracker needs

to infer whether or not the user wants parking based on the user utterance and to

select the correct value from the list. These kinds of slots may not have exact-match

spans in the dialogue context but usually require a limited number of values to choose

from.
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Tracking these type of slots is surprisingly similar to multiple-choice question

answering tasks. In comparison to span-based MRC tasks, the answers of the MCQA

datasets [Lai et al., 2017; Sun et al., 2019b] are often in the form of open, natural

language sentences and are not restricted to spans in text. Following the traditional

models of MCQA [Devlin et al., 2019; Jin et al., 2019a], we concatenate the slot

question, the dialogue context and one of the answer choices into a long sequence.

We then feed this sequence into a sentence encoder to obtain a logit vector. Given a

question, we can get 𝑚 logit vectors assuming there are 𝑚 answer choices. We then

transform these 𝑚 logit vectors into a probability vector through a fully connected

layer and a softmax layer; see Figure 3-6 for details.

Handling None and Don’t Care Values For each question, we simply add

two additional choices “not mentioned” and “do not care” in the answer options,

representing None and don’t care, as shown in Table 3.18. It is worth noting that

certain slots not only accept a limited number of values but also their values can be

found as an exact-match span in the dialogue context. For these slots, both extractive

and categorical DST models can be applied, as shown in Table 3.16.

3.2.4 Experiments

3.2.4.1 Datasets

# of passages # of examples

MRQA (span-based) 386,384 516,819
DREAM (multi-choice) 6,444 10,197
RACE (multi-choice) 27,933 97,687
MultiWOZ 8,420 298,978*

Table 3.19: Statistics of datasets used. (*: we only report the number of positive examples
(a non-empty value) in MultiWOZ for fair comparison.)

MultiWOZ We use the largest available multi-domain dialogue dataset with state

annotation: MultiWOZ 2.0 [Budzianowski et al., 2018] and MultiWOZ 2.1 [Eric et al.,
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2019], an enhanced, less noisy version of the MultiWOZ 2.0 dataset, which contains

7 distinct domains across 10K dialogues. We exclude the hospital and police do-

mains, which have very few dialogues. This results in 5 remaining domains attraction,

restaurant, taxi, train, hotel with a total of 30 (domain, slot) pairs in the dialog state

following Wu et al. [2019] and Zhang et al. [2019b].

Reading Comprehension Datasets For a span-based MRC dataset, we use the

dataset from the Machine Reading for Question Answering (MRQA) 2019 shared

task [Fisch et al., 2019] that was focused on extractive question answering. MRQA

contains six distinct datasets across different domains: SQuAD, NewsQA, TriviaQA,

SearchQA, HotpotQA, and NaturalQuestions. In this dataset, any answer to a ques-

tion is a segment of text or span in a given document. For a multiple-choice MRC

dataset, we leverage the current largest multiple-choice QA dataset, RACE [Lai et al.,

2017] as well as a dialogue-based multiple-choice QA dataset, DREAM [Sun et al.,

2019b]. Both of these datasets are collected from English language exams that are

carefully designed by educational experts to assess the comprehension level of English

learners. Table 3.19 summarizes the statistics of these datasets. It is worth noting

that for MultiWOZ, although the number of examples is significantly more than for

multiple-choice QA datasets, the number of distinct questions is only 30 due to the

limited number of slot types.

3.2.4.2 Canonicalization for Extractive Dialogue State Tracking

For extractive dialogue state tracking, it is common that the model will choose a

span that is either a super-set of the correct reference or has a similar meaning as

the correct value but with a different wording. Following this observation, we adopt

a simple canonicalization procedure after our span-based model prediction. If the

predicted value does not exist in the ontology of the slot, then we match the prediction

with the value in the ontology that is closest to the predicted value in terms of edit

distance.8 Note that this procedure is only applied at model inference time. At

8we use the function get_closest_matches of difflib in Python for this implementation.
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training time for extractive dialogue state tracking, the ontology is not required.

3.2.4.3 Two-stage Training

A two-stage training procedure is used to train the extractive and categorical dialogue

state tracking models with both types of reading comprehension datasets (DREAM,

RACE, and MRQA) and the dialogue state tracking dataset (MultiWOZ).

Reading Comprehension Training Stage For the categorical dialogue state

tracking model, we coarse-tune the model on DREAM and RACE. For extractive

dialogue state tracking model, we coarse-tune the model on the MRQA dataset as a

first step.

Dialog State Tracking Training Stage After being trained on the reading com-

prehension datasets, we expect our models to be capable of answering (passage, ques-

tion) pairs. In this phase, we further fine-tune these models on the MultiWOZ dataset.

3.2.5 Results and Analyses

3.2.5.1 DST with Full Training Data

Joint Goal Accuracy

SpanPtr [Xu and Hu, 2018] 29.09%
FJST [Eric et al., 2019] 38.00%
HyST [Goel et al., 2019] 39.10%
DSTreader [Gao et al., 2019] 36.40%
TRADE [Wu et al., 2019] 45.96%
DS-DST [Zhang et al., 2019b] 51.21%
DSTQA w/span [Zhou and Small, 2019] 49.67%
DSTQA w/o span [Zhou and Small, 2019] 51.17%
STARC (this work) 49.48%

Table 3.20: Joint Goal Accuracy on MultiWOZ 2.1 test set.

We use the full data in MultiWOZ 2.1 to test our models. For the first 15 slots
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with the lowest number of possible values (from hotel.semi.type to hotel.book.day in

Table 3.16, we use our proposed categorical dialogue state tracking model, whereas for

the remaining 15 slots, we use the extractive dialogue state tracking model. We use

the pre-trained word embedding RoBERTa-Large [Liu et al., 2019c] in our experiment.

Table 3.20 summarizes the results. We can see that our model, STARC (State

Tracking As Reading Comprehension), achieves close to the state-of-the-art accuracy

on MultiWOZ 2.1 in the full data setting. It is worth noting that the best performing

approach, DS-DST [Zhang et al., 2019b], cherry-picks 9 slots as span-based slots

whereas the remaining 21 slots are treated as categorical. Further, the second best

result DSTQA w/o span [Zhou and Small, 2019] does not use a span-based model

for any slot. Unlike these state-of-the-art methods, our method simply categorizes

the slots based on the number of values in the ontology. As a result, our approach

uses fewer (15 compared to 21 in DS-DST) and more reasonable (only those with few

values in the ontology) categorical slots. Thus, our approach is more practical to be

applied in a real-world scenario.

Ablation Dev Accuracy
STARC (this work) 53.95%
– MRC Coarse Tuning 52.35%
– Canonicalization 51.07%
– MRC Coarse Tuning – Canonicalization 50.84%
– Categorical Model 47.86%
– Categorical Model – Canonicalization 41.86%
DS-DST Threshold-10 49.08%
DS-DST Span Only 40.39%

Table 3.21: Ablation study with different aspects of our model and other comparable ap-
proaches. The numbers reported are joint goal accuracy on the MultiWOZ 2.1 development
set.

Ablation Study We also run an ablation study to understand which component of

our model helps with accuracy. Table 3.21 summarizes the results. For fair compari-

son, we also report the numbers for DS-DST Threshold-10 [Zhang et al., 2019b], where

they also use the first 15 slots with a categorical model and the remaining with an
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extractive model. We observe that both two-stage the training strategy using reading

comprehension data and canonicalization play important roles in achieving higher

accuracy. Without the categorical model (using an extractive model for all slots),

STARC is still able to achieve joint goal accuracy of 47.86%. More interestingly, if we

remove the categorical model as well as the canonicalization, the performance drops

drastically, but is still slightly better than using a purely extractive model in DS-DST.

Error Type Extractive Categorical
ref not none, predicted none 43.7% 31.4%
ref none, predicted not none 25.6% 58.4%
ref not none, predicted not none 30.6% 10.0%

Table 3.22: Type of errors made by each model.

Handling None Value Through error analysis of our models, we have learned

that the models’ performance on the None value has a significant impact on the

overall accuracy. Table 3.22 summarizes our findings. We found that the plurality

of errors for the extractive model comes from cases where ground-truth is not None

but the model predicted None. For the categorical model, the opposite was true.

The majority of errors were from the model predicting not the None value but the

ground-truth is actually None. We leave further investigation of this issue for future

work.

3.2.5.2 Few shot from MRC to DST

Hotel Restaurant Attraction Train Taxi

1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10%

TRADE 19.73 37.45 41.42 42.42 55.70 60.94 35.88 57.55 63.12 59.83 69.27 71.11 63.81 66.58 70.19

DSTQA N/A 50.18 53.68 N/A 58.95 64.51 N/A 70.47 71.60 N/A 70.35 74.50 N/A 70.90 74.19

STARC 45.91 52.59 57.37 51.65 60.49 64.66 40.39 65.34 66.27 65.67 74.11 75.08 72.58 75.35 79.61

Table 3.23: Joint goal accuracy for few-shot experiments. Best numbers reported by
TRADE and DSTQA are also shown.

In the few-shot setting, our models (both extractive and categorical) are pre-

trained on reading comprehension datasets and we randomly select a limited amount

of target domain data for fine-tuning. We evaluate our model with 1%, 5% and 10%
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of training data in the target domain. Table 3.23 shows the results of our model under

this setting for five domains in MultiWOZ 2.09. We also report the few-shot results

for two other models: TRADE [Wu et al., 2019] and DSTQA [Zhou and Small, 2019],

where they perform the same few-shot experiments but pre-trained with a hold-out

strategy, i.e., training on the other four domains in MultiWOZ and fine-tuning on

the held-out domain. We can see that under all three different data settings, our

model outperforms the TRADE and DSTQA models (except the attraction domain

for DSTQA) by a large margin. Especially in the 1% data setting for the hotel domain,

which contains the largest number of slots (10) among all the five domains, the joint

goal accuracy dropped to 19.73% for TRADE while our model can still achieve rela-

tively high joint goal accuracy of 45.91%. This significant performance difference can

be attributed to pre-training our models on reading comprehension datasets, which

gives our model the ability to comprehend passages or dialogues (which we have em-

pirically verified in the next section). The formulation of dialogue state tracking as a

reading comprehension task helps the model to transfer comprehension capability.

3.2.5.3 Zero shot from MRC to DST

In zero-shot experiments, we want to investigate how would the reading comprehen-

sion models behave on the MultiWOZ dataset without any training on state tracking

data. To do so, we train our models on reading comprehension datasets and test on

MultiWOZ 2.1. Note that, in this setting, we only take labels in MultiWOZ 2.1 that

are not missing, ignoring the data that is “None" in the dialogue state. For zero-

shot experiments from multiple-choice MRC to DST, we take the first fifteen slots in

Table 3.16 that are classified as categorical. For zero shot from span-based MRC to

DST, we take twenty-seven slots which are extractive except the first three slots in

Table 3.16.

Figure 3-7 summarizes the results for the hotel, restaurant, taxi, train, and attrac-

tion domains in MultiWOZ 2.1. We can see that most of the slots have an average

9We show results on MultiWOZ 2.0 rather than 2.1 for the purpose of comparison to previous
works.
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(a) Hotel
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(b) Restaurant
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(c) Taxi
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(d) Train
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(e) Attraction

Figure 3-7: Zero-shot average slot accuracy using multi-choice and span-based MRC to DST
in hotel, restaurant, taxi, and train domain of MultiWOZ 2.1. The number in parentheses
indicates the number of possible values that a slot can take.

accuracy of at least 50% or above in both multiple-choice MRC and span-based MRC

approaches, indicating the effectiveness of MRC data. For some slots such as ho-

tel.stay, hotel.people, hotel.day, restaurant.people, restaurant.day, and train.day, we

are able to achieve very high zero-shot accuracy (greater than 90%). The zero-shot

setting in TRADE [Wu et al., 2019], where the transfer is from the four source domains

to the held-out target domain, fails completely on certain slot types like hotel.name.

In contrast, our zero-shot experiments from MRC to DST are able to transfer almost
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Example (Span-based MRC model prediction is bolded) Ground Truth

Dialogue: “. . . .A: sure , what area are you thinking of staying, U: i
do not have an area preference but it needs to have free wifi and
parking at a moderate price. . . ."
Question: “which area is the hotel at?" (hotel.semi.area)

don’t care

Dialogue: “U: i am looking for something fun to do on the east side
of town . funky fun house is my favorite place on the east side...
Question: “which area is the restaurant at?" (restaurant.semi.area)

east

Dialogue: “U: I need 1 that leaves after 13:30 for bishops stortford
how about the tr8017 ? A: it leaves at 15:29 and arrives at 16:07
in bishops stortford ...."
Question: “what time will the train leave from the departure location?"
(train.semi.leaveat)

15:29

Dialogue: “U: hello i want to see some authentic architectures in
cambridge!..."
Question: “what is the type of the attraction?" (attraction.semi.type)

architecture

Dialogue: “...A: can i help you with anything else ? U: i would like to
book a taxi from the hong house to the hotel leaving by 10:15..."
Question: “where does the taxi leave from?" (taxi.semi.departure)

lan hong house

Table 3.24: Zero-shot examples to MultiWOZ 2.1 by span-based reading comprehension
model trained on MRQA dataset. The predicted span by the span-based MRC model are
bolded.

all the slots.

Table 3.24 illustrates the zero shot examples for the span-based MRC model. We

can see that although the span-based MRC model does not directly point to the state

value itself, it usually points to a span that contains the ground truth state value

and the canonicalization procedure then turns the span into the actual slot value.

Such predicted spans can be viewed as evidence for getting the ground-truth dialogue

state, which makes dialogue state tracking more explainable.

3.2.6 Summary

Task-oriented dialogue systems aim to help users to achieve a variety of tasks. It is

not unusual to have hundreds of different domains in modern task-oriented virtual

assistants. How can we ensure the dialogue system is robust enough to scale to

different tasks given a limited amount of data? Some approaches focus on domain

100



expansion by training on several source domains and then adapting to the target

domain. While such methods can be successful in certain cases, it is hard for them

to generalize to other completely different out-of-domain tasks.

Machine reading comprehension provides us a clear and general basis for under-

standing the context given a wide variety of questions. By formulating the dialogue

state tracking as reading comprehension, we can utilize the recent advances in read-

ing comprehension models. More importantly, we can utilize reading comprehension

datasets to mitigate some of the resource issues in task-oriented dialogue systems.

As a result, we achieve much higher accuracy in dialogue state tracking across dif-

ferent domains given a limited amount of data, compared to the existing methods.

As the variety of tasks and functionalities in a dialogue system continues to grow,

general methods for tracking dialogue state across all tasks will become increasingly

necessary. We hope that the developments suggested here will help to address this

need.

3.3 Dual Adversarial Neural Transfer for Low Re-

source Named Entity Recognition

3.3.1 Introduction

Named entity recognition (NER) is an important step in most natural language pro-

cessing (NLP) applications. It detects not only the type of named entity, but also

the entity boundaries, which requires deep understanding of the contextual semantics

to disambiguate the different entity types of same tokens. To tackle this challenging

problem, most early studies were based on hand-crafted rules, which suffered from

limited performance in practice. Current methods are devoted to developing learning

based algorithms, especially neural network based methods, and have been advancing

the state-of-the-art [Chiu and Nichols, 2016; Collobert et al., 2011; Huang et al., 2015;

Lample et al., 2016; Ma and Hovy, 2016]. These end-to-end models generalize well on

new entities based on features automatically learned from the data. However, when
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the annotated corpora are small, the performance of these methods degrades signifi-

cantly since the hidden feature representations cannot be learned adequately [Zhang

et al., 2016].

Recently, more and more approaches have been proposed to address low-resource

NER. Early works [Chen et al., 2010; Li et al., 2012] primarily assumed the access to

a large parallel corpus and focused on exploiting them to project information from

this high-resource dataset to those target low-resource datasets. Unfortunately, such a

large parallel corpus may not be available for many low-resource languages (i.e., those

languages where large annotated data does not exist). More recently, cross-resource

word embedding [Adams et al., 2017; Fang and Cohn, 2017; Yang et al., 2017b] was

proposed to bridge the low and high resources and enable knowledge transfer. Al-

though the aforementioned transfer-based methods show promising performance in

low-resource NER, there are two issues deserving to be further investigated: 1) Rep-

resentation Difference: they did not consider the representation difference across re-

sources and forced the feature representation to be shared across languages/domains;

2) Resource Data Imbalance: the training size in high-resource languages is usually

much larger than that in low-resource ones. The existing methods neglect such a

difference in their models, resulting in poor generalization.

In this section, we present a general neural transfer framework termed Dual Ad-

versarial Transfer Network (DATNet) to address the above issues in a unified

framework for low-resource NER. Specifically, to handle the representation difference,

we first investigate two architectures of hidden layers (we use a bi-directional long-

short term memory (BiLSTM) model as the hidden layer) for transfer. The first one is

that all the units in hidden layers are common units shared across languages/domains.

The second one is composed of both private and common units, where the private

part preserves the independent language/domain information. Extensive experiments

are conducted to show that there is not always a winner and the two transfer strate-

gies have their own advantages over each other in different situations, which is largely

ignored by existing research. On top of common units, the adversarial discriminator

(AD) loss is introduced to encourage a resource-agnostic representation so that the
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knowledge from the high resource setting can be more compatible with that from the

low resource one.

To handle the resource data imbalance issue, we further propose a variant of

the AD loss, termed Generalized Resource-Adversarial Discriminator (GRAD), to

impose the resource weight during training so that more attention can be paid to

low-resource and hard samples. In addition, we create adversarial samples to conduct

the Adversarial Training (AT), further improving the generalization and alleviating

the over-fitting problem. We unify two kinds of adversarial learning, i.e., GRAD

and AT, into one transfer learning model, termed Dual Adversarial Transfer Network

(DATNet), to achieve end-to-end training and obtain the state-of-the-art performance

on a series of NER tasks: 88.16% F1 for CoNLL-2002 Spanish, 53.43% and 42.83%

F1 for WNUT-2016 and 2017. Different from prior works, we do not use additional

hand-crafted features and do not use cross-lingual word embeddings while addressing

the cross-language tasks.

3.3.2 Related Work

Named Entity Recognition NER is typically framed as a sequence labeling

task which aims at automatic detection of named entities (e.g., person, organization,

location, etc.) from free text [Marrero et al., 2013]. The early works applied CRF,

SVM, and perceptron models with hand-crafted features [Luo et al., 2015; Passos

et al., 2014; Ratinov and Roth, 2009]. With the advent of deep learning, research focus

has been shifting towards deep neural networks (DNN), which require little feature

engineering and domain knowledge [Lample et al., 2016; Zukov Gregoric et al., 2018].

Collobert et al. [2011] propose a feed-forward neural network with a fixed sized window

for each word, which failed to consider useful long-distance relations betwee words.

To overcome this limitation, Chiu and Nichols [2016] present a bidirectional LSTM-

CNNs architecture that automatically detects word- and character-level features. Ma

and Hovy [2016] further extend it into a bidirectional LSTM-CNNs-CRF architecture,

where the CRF module was added to optimize the output label sequence. Liu et al.

[2018] propose a task-aware neural language model termed LM-LSTM-CRF, where
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character-aware neural language models were incorporated to extract character-level

embeddings under a multi-task framework.

Transfer Learning for NER Transfer learning can be a powerful tool to

low resource NER tasks. To bridge high and low resource, transfer learning methods

for NER can be divided into two types: the parallel corpora based transfer and

the shared representation based transfer. Early works mainly focused on exploiting

parallel corpora to project information between the high- and low-resource language

[Chen et al., 2010; Feng et al., 2018b; Li et al., 2012; Yarowsky et al., 2001]. For

example, Chen et al. [2010] and Feng et al. [2018b] propose to jointly identify and

align bilingual named entities. Ni and Florian [2016]; Ni et al. [2017] utilize the

Wikipedia entity type mappings to improve low-resource NER. Mayhew et al. [2017]

create a cross-language NER system, which works well for very minimal resources

by translate annotated data of high-resource into low-resource. On the other hand,

the shared representation methods do not require the parallel correspondence [Rei

and Søgaard, 2018]. For instance, Fang and Cohn [2017] propose cross-lingual word

embeddings to transfer knowledge across resources. Yang et al. [2017b] present a

transfer learning approach based on a deep hierarchical recurrent neural network

(RNN), where full/partial hidden features between source and target tasks are shared.

Al-Rfou’ et al. [2015] build massive multilingual annotators with minimal human

expertise by using language agnostic techniques. Cotterell and Duh [2017] propose

character-level neural CRFs to jointly train and predict low- and high-resource lan-

guages. Pan et al. [2017] propose a large-scale cross-lingual named entity dataset

which contains 282 languages for evaluation. In addition, multi-task learning [Aguilar

et al., 2017; Hashimoto et al., 2017; Lin et al., 2018; Luong et al., 2016; Rei, 2017a;

Yang et al., 2016] shows that jointly training on multiple tasks/languages helps im-

prove performance. Different from transfer learning methods, multi-task learning

aims at improving the performance of all the resources instead of low resource only.

Adversarial Learning Adversarial learning originates from Generative Ad-

versarial Nets (GAN) [Goodfellow et al., 2014], which shows impressive results in

computer vision. Recently, many papers have tried to apply adversarial learning to
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NLP tasks. Liu et al. [2017a] present an adversarial multi-task learning framework

for text classification. Gui et al. [2017] apply the adversarial discriminator to POS

tagging for Twitter. Kim et al. [2017a] propose a language discriminator to enable

language-adversarial training for cross-language POS tagging. Adversarial training is

another concept originally introduced by Szegedy et al. [2013] and Goodfellow et al.

[2015] to improve the robustness of image classification models by injecting malicious

perturbations into input images. Recently, Miy propose a semi-supervised text classi-

fication method by applying adversarial training, where for the first time adversarial

perturbations were added onto word embeddings. Yasunaga et al. [2018] apply adver-

sarial training to POS tagging. Different from all these adversarial learning methods,

our method is more general and integrates both the adversarial discriminator and

adversarial training in a unified framework to enable end-to-end training.

3.3.3 Dual Adversarial Transfer Network (DATNet)

In this section, we introduce DATNet in more detail. We first describe a base model

for NER, and then discuss two proposed transfer architectures for DATNet.

Char CNN

Char Emb

Word Emb

Bidirectional LSTM

CRF Layer

concat

(a) Base Model

Source Word Emb Target Word EmbShared Char CNN

Shared Char Emb
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Source CRF Layer Target CRF LayerSelfAttention

GRAD

ηwS
ηwT

Source BiLSTM Target BiLSTMShared BiLSTM

concat concat

+

(b) DATNet-P
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Figure 3-8: The general architecture of proposed models.

3.3.3.1 Basic Architecture

We follow state-of-the-art models for the NER task [Chiu and Nichols, 2016; Huang

et al., 2015; Lample et al., 2016; Ma and Hovy, 2016], i.e., a LSTM-CNNs-CRF based
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structure, to build the base model. It consists of the following pieces: character-level

embedding, word-level embedding, BiLSTM for feature representation, and CRF as

the decoder. The character-level embedding takes a sequence of characters in the

word as atomic inputs to derive the word representation that encodes the morpho-

logical information, such as root, prefix, and suffix. These character features are

usually encoded by character-level CNN or BiLSTM, then concatenated with word-

level embeddings to form the final word vectors. On top of them, the network further

incorporates the contextual information using BiLSTM to output new feature repre-

sentations, which is subsequently fed into the CRF layer to predict label sequence.

Although both the word-level layer and the character-level layer can be implemented

using CNNs or RNNs, we use CNNs for extracting character-level and RNNs for ex-

tracting word-level representations. Fig. 3-8a shows the the architecture of the base

model.

3.3.3.2 Dual Adversarial Transfer Architecture

Character-level Encoder Previous works have shown that character features can

boost sequence labeling performance by capturing morphological and semantic in-

formation [Dernoncourt et al., 2017; dos Santos and Guimarães, 2015]. For a low-

resource dataset to obtain high-quality word features, character features learned from

other languages or domains may provide crucial information for labeling, especially

for rare and out-of-vocabulary words. The character-level encoder usually uses BiL-

STM [Lample et al., 2016] or CNN [Chiu and Nichols, 2016; Ma and Hovy, 2016]

approaches. In practice, Reimers and Gurevych [2017] observe that the difference

between the two approaches is statistically insignificant in sequence labeling tasks,

but character-level CNN is more efficient and has fewer parameters. Thus, we use

character-level CNN and share character features between high- and low-resource

tasks to enhance the representations of low-resource tasks.

Word-level Encoder To learn a better word-level representation, we concate-

nate character-level features of each word with a latent word embedding as w𝑖 =
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[w𝑐ℎ𝑎𝑟
𝑖 ,w𝑒𝑚𝑏

𝑖 ], where the latent word embedding w𝑒𝑚𝑏
𝑖 is initialized with pre-trained

embeddings and fixed during training. One unique characteristic of NER is that the

left and right input for a given time step could be useful for label inference. To

exploit such a characteristic, we use a bidirectional LSTM architecture [Hochreiter

and Schmidhuber, 1997] to extract contextualized word-level features. In this way,

we can gather the information from the past and future for a particular time frame

𝑡 as follows,
−→
h 𝑡 = lstm(

−→
h 𝑡−1,w𝑡),

←−
h 𝑡 = lstm(

←−
h 𝑡+1,w𝑡). After the LSTM layer,

the representation of a word is obtained by concatenating its left and right context

representations as follows, h𝑡 = [
−→
h 𝑡,
←−
h 𝑡].

To mitigate the representation difference between domains, we introduce two

kinds of transferable word-level encoders in our model, namely DATNet-Full Share

(DATNet-F) and DATNet-Part Share (DATNet-P). In DATNet-F, all the BiLSTM

units are shared by both resources while word embeddings for different resources

are disparate. The illustrative figure is depicted in the Figure 3-8c. Different from

DATNet-F, the DATNet-P decomposes the BiLSTM units into the shared component

and the resource-related one, which is shown in the Figure 3-8b. Differently from ex-

isting works [Cao et al., 2018; Cotterell and Duh, 2017; Fang and Cohn, 2017; Yang

et al., 2017b], in this work, we investigate the performance of two different shared

representation architectures on different tasks.

Generalized Resource-Adversarial Discriminator In order to make the fea-

ture representation extracted from the source domain more compatible with that

from the target domain, we encourage the outputs of the shared BiLSTM part to

be resource-agnostic by constructing a resource-adversarial discriminator, which is

inspired by the Language-Adversarial Discriminator proposed by Kim et al. [2017a].

Unfortunately, previous works did not consider the imbalance of training size for two

resources. Specifically, the target domain consists of very limited labeled training

data, e.g., 10 sentences. In contrast, labeled training data in the source domain

are much richer, e.g., 10k sentences. If such imbalance was not considered during

training, the stochastic gradient descent (SGD) optimization would make the model
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more biased to the high resource data [Lin et al., 2017b]. To address this imbal-

ance problem, we impose a weight 𝛼 on two resources to balance their influences.

However, in the experiment we also observe that the easily classified samples from

the high resource data comprise the majority of the loss and dominate the gradient.

To overcome this issue, we further propose the Generalized Resource-Adversarial Dis-

criminator (GRAD) to enable adaptive weights for each sample (note that the sample

here means each sentence of a resource), which focuses the model training on hard

samples.

To compute the loss of GRAD, the output sequence of the shared BiLSTM is firstly

encoded into a single vector via a self-attention module [Bahdanau et al., 2015], and

then projected into a scalar 𝑟 via a linear transformation. The loss function of the

resource classifier is formulated as:

ℓ𝐺𝑅𝐴𝐷 = −
∑︁
𝑖

{I𝑖∈𝒟𝑆
𝛼(1− 𝑟𝑖)

𝛾 log 𝑟𝑖

+I𝑖∈𝒟𝑇
(1− 𝛼)𝑟𝛾𝑖 log(1− 𝑟𝑖)} (3.3)

where I𝑖∈𝒟𝑆
, I𝑖∈𝒟𝑇

are the identity functions to denote whether a sentence is from the

high resource source or the low resource target, respectively; 𝛼 is a weighting fac-

tor to balance the loss contribution from high and low resource data; the parameter

(1− 𝑟𝑖)
𝛾 (or 𝑟𝛾𝑖 ) controls the loss contribution from individual samples by measuring

the discrepancy between prediction and true label (easy samples have a smaller con-

tribution); and 𝛾 scales the contrast of loss contribution from hard and easy samples.

In practice, the value of 𝛾 does not need to be tuned much and is usually set as 2

in our experiment. Intuitively, the weighting factors 𝛼 and (1 − 𝑟𝑖)
𝛾 reduce the loss

contribution from high resource and easy samples, respectively. Note that though the

resource classifier is optimized to minimize the resource classification error, when the

gradients originating from the resource classification loss are back-propagated to the

model parts other than the resource classifier, they are negated for parameter updates

so that these bottom layers are trained to be resource-agnostic.
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Label Decoder The label decoder induces a probability distribution over sequences

of labels, conditioned on the word-level encoder features. In this paper, we use a

linear chain model based on the first-order Markov chain structure, termed the chain

conditional random field (CRF) [Lafferty et al., 2001], as the decoder. In this decoder,

there are two kinds of cliques: local cliques and transition cliques. Specifically, local

cliques correspond to the individual elements in the sequence. Transition cliques, on

the other hand, reflect the evolution of states between two neighboring elements at

time 𝑡 − 1 and 𝑡 and we define the transition distribution as 𝜃. Formally, a linear-

chain CRF can be written as 𝑝(y|h1:𝑇 ) = 1
𝑍(h1:𝑇 )

exp
{︁∑︀𝑇

𝑡=2 𝜃𝑦𝑡−1,𝑦𝑡 +
∑︀𝑇

𝑡=1W𝑦𝑡h𝑡

}︁
,

where 𝑍(h1:𝑇 ) is a normalization term and y is the sequence of predicted labels as

follows: y = 𝑦1:𝑇 . Model parameters are optimized to maximize this conditional

log likelihood, which acts as the objective function of the model. We define the loss

function for source and target resources as follows, ℓ𝑆 = −
∑︀

𝑖 log 𝑝(y|h1:𝑇 ), ℓ𝑇 =

−
∑︀

𝑖 log 𝑝(y|h1:𝑇 ).

Adversarial Training So far our model can be trained end-to-end with standard

back-propagation by minimizing the following loss:

ℓ = ℓ𝐺𝑅𝐴𝐷 + ℓ𝑆 + ℓ𝑇 (3.4)

Recent works have demonstrated that deep learning models are fragile to adversarial

examples [Goodfellow et al., 2015]. In computer vision, those adversarial examples

can be constructed by changing a very small number of pixels, which are virtually

indistinguishable to human perception [Pin-Yu et al., 2018]. Recently, adversarial

samples are widely incorporated into training to improve the generalization and ro-

bustness of the model, which is called adversarial training (AT) [Miy]. It emerges

as a powerful regularization tool to stabilize training and prevent the model from

being stuck in local minima. In this paper, we explore AT in the context of NER. To

be specific, we prepare an adversarial sample by adding the original sample with a
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perturbation bounded by a small norm 𝜖 to maximize the loss function as follows:

𝜂x = arg max
𝜂:‖𝜂‖2≤𝜖

ℓ(Θ;x + 𝜂) (3.5)

where Θ is the current model parameters set. However, we cannot calculate the value

of 𝜂 exactly in general, because the exact optimization with respect to 𝜂 is intractable

in neural networks. Following the strategy in Goodfellow et al. [2015], this value can

be approximated by linearizing it as follows,

𝜂x = 𝜖
g

‖g‖2
, where g = ∇ℓ(Θ;x) (3.6)

where 𝜖 can be determined on the validation set. In this way, adversarial examples

are generated by adding small perturbations to the inputs in the direction that most

significantly increases the loss function of the model. We find such 𝜂 against the

current model parameterized by Θ at each training step, and construct an adversarial

example by x𝑎𝑑𝑣 = x + 𝜂x. Note that we generate this adversarial example on the

word and character embedding layer, respectively, as shown in Fig. 3-8b and 3-8c.

Then, the classifier is trained on the mixture of original and adversarial examples to

improve its generalization. To this end, we augment the loss in Eqn. 3.4 and define

the loss function for adversarial training as:

ℓ𝐴𝑇 = ℓ(Θ;x) + ℓ(Θ;x𝑎𝑑𝑣) (3.7)

where ℓ(Θ;x), ℓ(Θ;x𝑎𝑑𝑣) represents the loss from an original example and its adver-

sarial counterpart, respectively. Note that we present the AT in a general form for the

convenience of presentation. For different samples, the loss and parameters should

correspond to their counterparts. For example, for the source data with word embed-

ding w𝑆, the loss for AT can be defined as follows, ℓ𝐴𝑇 = ℓ(Θ;w𝑆)+ℓ(Θ;w𝑆,𝑎𝑑𝑣) with

w𝑆,𝑎𝑑𝑣 = w𝑆 + 𝜂w𝑆
and ℓ = ℓ𝐺𝑅𝐴𝐷 + ℓ𝑆. Similarly, we can compute the perturbations

𝜂c for char-embedding and 𝜂w𝑇
for target word embedding.
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3.3.4 Experiments

3.3.4.1 Datasets

In order to evaluate the performance of DATNet, we conduct the experiments on the

following widely used NER datasets: CoNLL-2003 English NER [Kim and De, 2003],

CoNLL-2002 Spanish & Dutch NER [Kim, 2002], WNUT-2016 & 2017 English Twitter

NER [Zeman, 2017]. The statistics of these datasets are described in Table 3.25.

We use the official split of training/validation/test sets. Since our goal is to study

the effects of transferring knowledge from a high-resource dataset to a low-resource

dataset, unlike previous works [Chiu and Nichols, 2016; Collobert et al., 2011; Yang

et al., 2017b] that append one-hot gazetteer features to the input of the CRF layer,

and the works [Aguilar et al., 2017; Limsopatham and Collier, 2016; Partalas et al.,

2016] that introduce orthographic feature as additional input for learning social media

NER in tweets, we do not experiment with hand-crafted features and only consider

word and character embeddings as the inputs of our model. We used only the train

set for model training for all datasets except the WNUT-2016 NER dataset. Since in

this dataset, all the previous studies merged the training and validation sets together

for training, we followed the same procedure, for fair comparison. Specifically, we

use the CoNLL-2003 English NER dataset as high-resource (i.e., source) for all the

experiments on CoNLL and WNUT datasets, while CoNLL-2002 Spanish & Dutch

NER datasets and WNUT-2016 & 2017 Twitter NER datasets as low-resource (i.e.,

target) in cross-language and cross-domain NER settings, respectively.

In addition to the CoNLL and WNUT datasets, we also experiment on the cross-

language named entity dataset described in Pan et al. [2017], which contains datasets

for 282 languages including more low-resource languages such as Galician (gl), West

Frisian (fy), Ukrainian (uk) and Marathi (mr), etc., to evaluate our methods and in-

vestigate the transferability of different linguistic families and branches in both low-

and high-resource scenarios. We choose 9 languages in our experiment, where Gali-

cian (gl), West Frisian (fy), Ukrainian (uk) and Marathi (mr) are target languages,

the corresponding source languages are Spanish (es), Dutch (nl), Russian (ru) and
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Hindi (hi), and Arabic (ar) is also a source language, which is from different linguistic

family. Following the setting in Cotterell and Duh [2017], we also simulate the low-

and high-resource scenarios by creating 100 and 10,000 sentences split for training

target language datasets, respectively. Then we create 1,000 sentences split for vali-

dation and test, respectively. For source languages, we create 10,000 sentence split for

training only. For high-resource scenario, we only conduct experiments on Galician

(gl-high) and Ukrainian (uk-high). The list of selected datasets are described in Table

3.26.

Benchmark Resource Language # Training Tokens (# Entities) # Dev Tokens (# Entities) # Test Tokens (# Entities)

CoNLL-2003 Source English 204,567 (23,499) 51,578 (5,942) 46,666 (5,648)

Cross-language NER

CoNLL-2002 Target Spanish 207,484 (18,797) 51,645 (4,351) 52,098 (3,558)

CoNLL-2002 Target Dutch 202,931 (13,344) 37,761 (2,616) 68,994 (3,941)

Cross-domain NER

WNUT-2016 Target English 46,469 (2,462) 16,261 (1,128) 61,908 (5,955)

WNUT-2017 Target English 62,730 (3,160) 15,733 (1,250) 23,394 (1,740)

Table 3.25: Statistics of CoNLL and WNUT Named Entity Recognition Datasets.

3.3.4.2 Experimental Setup

We use 50-dimensional publicly available pre-trained word embeddings for English,

Spanish and Dutch languages of the CoNLL and WNUT datasets in our experiments,

Language Resource Linguistic Family Linguistic Branch # Training Sentences # Dev Sentences # Test Sentences

Spanish (es) Source Indo-European Romance 10,000 - -

Galician (gl / gl-high) Target Indo-European Romance 100 / 10,000 1,000 1,000

Dutch (nl) Source Indo-European Germanic 10,000 - -

West Frisian (fy) Target Indo-European Germanic 100 1,000 1,000

Russian (ru) Source Indo-European Slavic 10,000 - -

Ukrainian (uk / uk-high) Target Indo-European Slavic 100 / 10,000 1,000 1,000

Hindi (hi) Source Indo-European Indo-Aryan 10,000 - -

Marathi (mr) Target Indo-European Indo-Aryan 100 1,000 1,000

Arabic (ar) Source Afro-Asiatic Semitic 10,000 - -

Table 3.26: List of Named Entity Recognition Datasets in Pan et al. [2017].

112



which are trained by the word2vec package10 on the corresponding Wikipedia articles

(2017-12-20 dumps) [Lin et al., 2018]. For the named entity datasets selected from

Pan et al. [2017], we use 300-dimensional pre-trained word embeddings trained by

the fastText package11 on Wikipedia [Bojanowski et al., 2017], and 30-dimensional

randomly initialized character embeddings are used for all the datasets. We set the

filter number as 20 for char-level CNN and the dimension of hidden states of the word-

level LSTM as 200 for both base model and DATNet-F. For DATNet-P, we set 100 for

source, share, and target LSTM dimension, respectively. Parameter optimization is

performed by the Adam optimizer [Kingma and Ba, 2014] with gradient clipping of 5.0

and the learning rate decay strategy. We set the initial learning rate as 𝛽0 = 0.001 for

all experiments. At each epoch 𝑡, learning rate 𝛽𝑡 is updated using 𝛽𝑡 = 𝛽0/(1+𝜌×𝑡),

where 𝜌 is decay rate and set as 0.05. To reduce over-fitting, we also apply Dropout

[Srivastava et al., 2014] to the embedding layer and the output of the LSTM layer.

3.3.5 Results

3.3.5.1 Comparison with State-of-The-Art Results

In this section, we compare our approach with state-of-the-art (SOTA) methods on

the CoNLL and WNUT benchmark datasets. In the experiment, we exploit all the

source data (i.e., CoNLL-2003 English NER) and target data to improve performance

on target tasks. The averaged results with standard deviation over 10 repetitive runs

are summarized in Table 3.27, and we also report the best results on each task for

fair comparison with other SOTA methods. From results, we observe that incorpo-

rating the additional resource is helpful to improve performance. The DATNet-P

model achieves the highest F1 score on CoNLL-2002 Spanish and second F1 score on

CoNLL-2002 Dutch, while the DATNet-F model beats others on WNUT-2016 and

WNUT-2017 English Twitter datasets. Differently from other state-of-the-art models,

DATNets do not use any additional features12.
10https://github.com/tmikolov/word2vec
11https://github.com/facebookresearch/fastText
12Although our model performance on CONLL-2002 Dutch NER dataset is only comparable to

the SOTA result, on the one hand, we do not use any additional features that the SOTA method
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Mode Methods
Additional Features CoNLL Datasets WNUT Datasets

POS Gazetteers Orthographic Spanish Dutch WNUT-2016 WNUT-2017

Mono-language

/domain

Gillick et al. [2016] × × × 82.59 82.84 - -

Lample et al. [2016] ×
√

× 85.75 81.74 - -

Partalas et al. [2016]
√ √ √

- - 46.16 -

Limsopatham and Collier [2016] × ×
√

- - 52.41 -

Lin et al. [2017a]
√ √

× - - - 40.42

Our Base Model
Best

Mean & Std
× × ×

85.53

85.35±0.15

85.55

85.24±0.21

44.96

44.37±0.31

35.20

34.67±0.34

Cross-language

/domain

Yang et al. [2017b] ×
√

× 85.77 85.19 - -

Lin et al. [2018] ×
√

× 85.88 86.55 - -

Feng et al. [2018b]
√

× × 86.42 88.39 - -

von Däniken and Cieliebak [2017] ×
√

× - - - 40.78

Aguilar et al. [2017]
√

×
√

- - - 41.86

DATNet-P
Best

Mean & Std
× × ×

88.16

87.89±0.18

88.32

88.09±0.13

50.85

50.41±0.32

41.12

40.52±0.38

DATNet-F
Best

Mean & Std
× × ×

87.04

86.79±0.20

87.77

87.52±0.19

53.43

53.03±0.24

42.83

42.32±0.32

Table 3.27: Comparison with State-of-the-art Results in CoNLL and WNUT datasets (F1-
score).

3.3.5.2 Transfer Learning Performance

In this section, we investigate the improvements with transfer learning under multiple

low-resource settings with partial target data. To simulate a low-resource setting, we

randomly select subsets of target data with varying data ratio at 0.05, 0.1, 0.2, 0.4,

0.6, and 1.0. For example, 20,748 training tokens are sampled from the training set

under a data ratio of 𝑟 = 0.1 for the dataset CoNLL-2002 Spanish NER (Cf. Table

3.25). The results for cross-language and cross-domain transfer are shown in Fig.

3-9a and 3-9b, respectively, where we compare the results with each part of DATNet

under various data ratios. From those figures, we have the following observations: 1)

both adversarial training and the adversarial discriminator in DATNet consistently

contribute to the performance improvement; 2) the transfer learning component in

the DATNet consistently improves over the base model results and the improvement

margin is more substantial when the target data ratio is lower. For example, when the

data ratio is 0.05, the DATNet-P model outperforms the base model by more than 4%

did use; on the other, we are not sure if the SOTA method has incorporated the validation set into
training. And if we merge training and validation sets, we can push the F1 score to 88.71, which
outperforms the SOTA method.
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Figure 3-9: Comparison with Different Target Data Ratio, where AT stands for adversarial
training, F(P)-Transfer denotes the DATNet-F(P) without AT.

absolutely in F1-score on Spanish NER and the DATNet-F model improves around

13% absolutely in F1-score compared to the base model on WNUT-2016 NER.

In the second experiment, we further investigate DATNet in the extremely low

resource cases, e.g., the number of training target sentences is 10, 50, 100, 200, 500

and 1,000. The setting is quite challenging and fewer previous works have studied

this before. The results are summarized in Table 3.28. We have two interesting ob-

servations13: 1) DATNet-F outperforms DATNet-P on cross-language transfer when

the target resource is extremely low; however, this situation is reversed when the

target dataset size is large enough (here for this specific dataset, the threshold is 100

sentences); 2) DATNet-F is always superior to DATNet-P on cross-domain transfer.

For the first observation, it is because DATNet-F with more shared hidden units

is more efficient to transfer knowledge than DATNet-P when data size is extremely

small. For the second observation, because cross-domain transfers are in the same

language, more knowledge is in common between the source and target domains, re-

quiring more shared hidden features to carry over this knowledge compared to cross-

language transfer. Therefore, for cross-language transfer with extremely low resources

13For other tasks/languages we have the similar observation, we only report CoNLL-2002 Spanish
and WNUT-2016 Twitter results as illustration.
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and cross-domain transfer, we suggest using the DATNet-F model to achieve better

performance. As for cross-language transfer with relatively more training data, the

DATNet-P model is preferred.

Tasks CoNLL-2002 Spanish NER WNUT-2016 Twitter NER

# Target train sentences 10 50 100 200 500 1000 10 50 100 200 500 1000

Base 21.53 42.18 48.35 63.66 68.83 76.69 3.80 14.07 17.99 26.20 31.78 36.99

+ AT 19.23 41.01 50.46 64.83 70.85 77.91 4.34 16.87 18.43 26.32 35.68 41.69

+ P-Transfer 29.78 61.09 64.78 66.54 72.94 78.49 7.71 16.17 20.43 29.20 34.90 41.20

+ F-Transfer 39.72 63.00 63.36 66.39 72.88 78.04 15.26 20.04 26.60 32.22 38.35 44.81

DATNet-P 39.52 62.57 64.05 68.95 75.19 79.46 9.94 17.09 25.39 30.71 36.05 42.30

DATNet-F 44.52 63.89 66.67 68.35 74.24 78.56 17.14 22.59 28.41 32.48 39.20 45.25

Table 3.28: Experiments on Extremely Low Resource (F1-score).

3.3.5.3 Cross-language Transfer Learning

Table 3.29 summarizes the results of our methods under different cross-language trans-

fer settings as well as the comparison with Cotterell and Duh [2017]. In this exper-

iment, we study the transferability between languages not only from same linguistic

family and branch, but also from different linguistic families or branches. Accord-

ing to the results, DATNets outperform the transfer method of Cotterell and Duh

[2017] for both low- and high-resource scenarios within the same linguistic family

and branch (i.e., in-family in-branch) transfer case. We also observe that: 1) For

the low-resource scenario, transfer learning is significantly helpful for improving the

performance of target datasets within both same and different linguistic family or

branch (i.e., in/cross-family in/cross-branch) transfer cases, while the improvements

are more prominent under the in-family in-branch case. 2) For the high-resource sce-

nario, say, when the target language data is sufficient, the improvements of transfer

learning are not very distinct compared with that for low-resource scenario under in-

family in-branch case. We also find that there is no effect by transferring knowledge

from Arabic to Galician and Ukrainian. We suspect that it is caused by the great

linguistic differences between source and target languages, since, for example, Arabic

and Galician are from totally different linguistic families.
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Language
Transferring Strategy

Cotterell and Duh [2017] Our Methods

Source Target Base Model Transfer Base Model DATNet-P DATNet-F

nl fy In-Family In-Branch 58.43 72.12 57.47 75.08 76.05

hi fy In-Family Cross-Branch - - 57.47 69.25 68.44

ar fy Cross-Family Cross-Branch - - 57.47 67.89 66.05

hi mr In-Family In-Branch 39.02 60.92 43.55 68.55 64.87

nl mr In-Family Cross-Branch - - 43.55 63.83 60.50

ar mr Cross-Family Cross-Branch - - 43.55 63.28 59.76

es gl In-Family In-Branch 49.19 76.40 49.94 79.60 86.01

hi gl In-Family Cross-Branch - - 49.94 60.57 61.68

ar gl Cross-Family Cross-Branch - - 49.94 59.18 60.43

es gl-high In-Family In-Branch 89.42 89.46 92.78 93.14 93.02

ar gl-high Cross-Family Cross-Branch - - 92.78 92.63 92.21

ru uk In-Family In-Branch 60.65 76.74 61.48 79.02 80.76

hi uk In-Family Cross-Branch - - 61.48 72.73 73.84

ar uk Cross-Family Cross-Branch - - 61.48 71.55 72.24

ru uk-high In-Family In-Branch 87.39 87.42 93.29 93.62 93.51

ar uk-high Cross-Family Cross-Branch - - 93.29 92.83 92.42

Table 3.29: Results of Varying Cross-language Transfer Settings in Pan et al. [2017] Datasets
(F1-score). Base model means the model is trained by using target language dataset only.

3.3.5.4 Ablation Study of DATNet

In the proposed DATNet, both GRAD and AT play important roles in low resource

NER. In this experiment, we further investigate how GRAD and AT help transfer

knowledge across language/domain. In the first experiment14, we used t-SNE [Maaten

and Hinton, 2008] to visualize the feature distribution of BiLSTM outputs without

AD, with normal AD (GRAD without considering data imbalance), and with the

proposed GRAD in Figure 3-10. From this figure, we can see that the GRAD in

DATNet makes the distribution of extracted features from the source and target

datasets much more similar by considering the data imbalance, which indicates that

the outputs of BiLSTM are resource-invariant.

To better understand the working mechanism, Table 3.30 further reports the quan-

titative performance comparison between models with different components. We ob-

serve that GRAD shows stable superiority over the normal AD regardless of other

14We used data ratio 𝜌 = 0.5 for training model and randomly selected 10k testing data for
visualization.
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Figure 3-10: The visualization of extracted features from shared bidirectional-LSTM layer.
The left, middle, and right figures show the results when no Adversarial Discriminator (AD),
AD, and GRAD is performed, respectively. Red points correspond to the source CoNLL-2003
English examples, and blue points correspond to the target CoNLL-2002 Spanish examples.

components. There is no consistent winner between DATNet-P and DATNet-F on

different settings. The DATNet-P architecture is more suitable to cross-language

transfer while DATNet-F is more suitable to cross-domain transfer.

CoNLL-2002 Spanish NER WNUT-2016 Twitter NER

Model F1-score Model F1-score Model F1-score Model F1-score

Base 85.35 +AT 86.12 Base 44.37 +AT 47.41

+P-T (no AD) 86.15 +AT +P-T (no AD) 86.90 +P-T (no AD) 47.66 +AT +P-T (no AD) 48.44

+F-T (no AD) 85.46 +AT +F-T (no AD) 86.17 +F-T (no AD) 49.79 +AT +F-T (no AD) 50.93

+P-T (AD) 86.32 +AT +P-T (AD) 87.19 +P-T (AD) 48.14 +AT +P-T (AD) 49.41

+F-T (AD) 85.58 +AT +F-T (AD) 86.38 +F-T (AD) 50.48 +AT +F-T (AD) 51.84

+P-T (GRAD) 86.93
+AT +P-T (GRAD)

(DATNet-P)
88.16 +P-T (GRAD) 48.91

+AT +P-T (GRAD)

(DATNet-P)
50.85

+F-T (GRAD) 85.91
+AT +F-T (GRAD)

(DATNet-F )
87.04 +F-T (GRAD) 51.31

+AT +F-T (GRAD)

(DATNet-F )
53.43

Table 3.30: Quantitative Performance Comparison between Models with Different Com-
ponents. AT: Adversarial Training; P-T: P-Transfer; F-T: F-Transfer; AD: Adversarial
Discriminator; GRAD: Generalized Resource-Adversarial Discriminator.

From the previous results, we know that AT helps enhance the overall performance

by adding perturbations to inputs with the limit of 𝜖 = 5, i.e., ‖𝜂‖2 ≤ 5. In this

experiment, we further investigate how target perturbation 𝜖w𝑇
with fixed source

perturbation 𝜖w𝑆
= 5 in AT affects knowledge transfer and the results on Spanish

NER are summarized in Table 3.31. The results generally indicate that less training

data requires a larger 𝜖 to prevent over-fitting, which further validates the necessity

of AT in the case of low resource data.
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𝜖w𝑇 1.0 3.0 5.0 7.0 9.0

Ratio CoNLL-2002 Spanish NER

𝜌 = 0.1 75.90 76.23 77.38 77.77 78.13

𝜌 = 0.2 81.54 81.65 81.32 81.81 81.68

𝜌 = 0.4 83.62 83.83 83.43 83.99 83.40

𝜌 = 0.6 84.44 84.47 84.72 84.04 84.05

Table 3.31: Analysis of Maximum Perturbation 𝜖w𝑇 in AT with Varying Data Ratio 𝜌
(F1-score).

Finally, we analyze the discriminator weight 𝛼 in GRAD and results are sum-

marized in Table 3.32. From the results, it is interesting to find that 𝛼 is directly

proportional to the data ratio 𝜌, which means that more target training data requires

larger 𝛼 (i.e., smaller 1 − 𝛼 to reduce training emphasis on the target domain) to

achieve better performance.

𝛼 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8

Ratio CoNLL-2002 Spanish NER

𝜌 = 0.1 78.37 78.63 78.70 78.32 77.96 77.92 77.88 77.78 77.85 77.90 77.65 77.57 77.38 77.49 77.29

𝜌 = 0.2 80.99 81.71 82.18 81.57 81.53 81.55 81.44 81.25 81.32 81.16 81.02 81.16 80.63 80.79 80.54

𝜌 = 0.4 83.76 83.73 84.18 84.48 84.26 84.12 83.54 83.40 83.52 84.18 83.42 83.47 83.28 83.33 83.19

𝜌 = 0.6 85.18 85.24 85.85 85.68 85.84 86.10 85.71 85.74 85.42 85.60 85.20 85.40 85.26 85.24 84.98

Table 3.32: Analysis of Discriminator Weight 𝛼 in GRAD with Varying Data Ratio 𝜌
(F1-score).

3.3.6 Summary

In this section we develop a transfer learning model DATNet for low-resource NER,

which aims at addressing two problems remained in existing work, namely represen-

tation difference and resource data imbalance. We introduce two variants of DAT-

Net, DATNet-F and DATNet-P, which can be chosen for use according to the cross-

language/domain user case and the target dataset size. To improve model generaliza-

tion, we propose dual adversarial learning strategies, i.e., AT and GRAD. Extensive

experiments show the superiority of DATNet over existing models and it achieves new

state-of-the-art performance on CoNLL NER and WNUT NER benchmark datasets.
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3.4 Conclusions

In this chapter, we have explored various transfer learning methods on three types

of natural language understanding tasks: multi-choice question answering, dialogue

state tracking, and named entity recognition. For the MCQA task, we present a

transfer learning framework that combines multi-task learning and sequential transfer

learning, which achieves significant improvements over either alone. To leverage the

success of question answering models and abundant data from this task, we adapt

the dialogue state tracking task into a combination of multi-choice and span-based

question answering tasks and achieve decent performance on the few-shot and zero-

shot settings via sequential transfer learning. Finally, for the task of NER, we propose

a dual adversarial transfer learning framework for domain adaptation so that the

low-resource domains can be boosted by a large margin by the high-resource source

domain data. Overall, we have made novel contributions to all three of the most

popular paradigms of transfer learning, as mentioned in Section 2.2.2.
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Chapter 4

Transfer Learning for Natural

Language Generation

In Chapter 2, we have reviewed the previous methods for transfer learning; however,

the majority of them are targeted for NLU tasks. And in Chapter 3, we introduced

our newly proposed transfer learning methods specially for NLU. Now in this chap-

ter we will describe our work on transfer learning for Natural Language Generation

(NLG) (this chapter is based on this work: [Jin et al., 2020c]), which is fundamen-

tally different from those for NLU due to the difference in nature between NLU and

NLG. Specifically, we will focus on the machine translation task, which is the most

important and widely studied NLG task. Although it is easy to obtain millions of

translation pairs as supervised data for several most widely spoken languages such

as English, French, Chinese, etc., there are still hundreds of languages that are used

by small populations and thus it is difficult to collect enough data to train a decent

neural model for them. Even for those languages spoken by large populations, we

are still facing the low-resource problem for those specialized domains such as edu-

cation, legislation, technology, and medicine, to name a few. Moreover, in this era

of deep learning, we are compelled to adopt larger and larger neural models due to

their proved unparalleled performance, which further amplifies the problem of data

insufficiency. One of the most effective solutions to this issue is transfer learning,

which distills the knowledge from high-resource languages/domains as much as possi-
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Figure 4-1: Three types of DAMT: supervised, unsupervised, and semi-supervised
(the focus of our paper). L1 is the source language and L2 is the target language of
MT.

ble to help improve their low-resource counterparts. This chapter will propose a new

method in this direction, more specifically on domain adaptation, which focuses on

generalizing a translation model trained on a source domain with a large amount of

supervised data to the target domain with only unsupervised data.

4.1 Introduction

Machine Translation (MT) is an attractive and successful research field. For many

general domains, millions of parallel data are annotated. For example, the WMT14

dataset alone has 4M supervised sentence pairs. However, for more specific domains

such as law, medicine, and technology [Nakov and Tiedemann, 2012], there is very

little supervised data. In practice, collecting supervised data in specialized fields is

expensive and in some cases even impractical.
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To obtain a good translation model on these specialized domains (our target do-

mains), semi-supervised domain adaptation for machine translation (DAMT) has

become an active research field. It aims to generalize the MT models trained on

the source domain with large-scale supervised data to the target domain that has no

supervised data at all, as illustrated in Figure 4-1.

Existing approaches for semi-supervised DAMT can be categorized into two lines:

model-centric and data-centric methods. Model-centric methods focus on multi-task

learning of the translation task on the source domain parallel data and the language

modeling task on the target domain target-language data [Domhan and Hieber, 2017;

Dou et al., 2019]. By contrast, data-centric methods rely on a pseudo-parallel corpus

constructed either by simply copying the target-language sentences to the source side

in the target domain, termed Copy [Currey et al., 2017], or by pairing the target-

language sentences with their back-translated counterparts by a well-trained MT

model, termed back-translation [Sennrich et al., 2015]. Specifically, back-translation

first generates translations from the target language to the source language, and

then trains the translation model to map the generated sentences back to the target

language. Despite its simplicity, the back-translation strategy has been demonstrated

to be most effective in many cases.

Inspired by the success of back-translation, we propose a simple but much stronger

approach as illustrated by Figure 4-2. We first initialize both encoder and decoder

of the sequence-to-sequence model with pre-trained parameters as a good starting

point. The pre-training process is implemented via language modeling over large-

scale monolingual corpora from Wikipedia. Afterwards, we implement iterative back-

translation (in both L1→L2 and L2→L1 directions) and language modeling training

over the target domain non-parallel data, which serves as our base method. We further

augment this base method by incorporating the supervised translation training step

over the source domain data into each iteration, which leads to more significant

performance gains.

Despite the simple nature of this method, we call attention to our approach

because it demonstrates significant improvements over all previous state-of-the-art
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DAMT models on all experiments. We conduct experiments with two different do-

main adaptation settings and on two language pairs. First, for domain adaptation

between two specific domains, our base method achieves up to +9.48 BLEU score

improvement over the strongest out of four baseline models and +27.77 BLEU over

the unadapted baseline. Second, for domain adaptation from a general domain with

large-scale supervised data (WMT) to specific domains, our model combined with

data augmentation by supervised source domain data achieves up to +19.31 BLEU

improvement over the best previous method and +47.69 BLEU improvement over the

unadapted model. Source code is provided at: https://github.com/jind11/DAMT.

4.2 Related Work

There are three scenarios for domain adaptation for machine translation, as illustrated

in Figure 4-1:

1. Supervised: Both source and target domains have supervised parallel data,

although the amount of source domain data is much larger than that of the

target.

2. Unsupervised: Neither of the source or target domains has parallel data.

3. Semi-supervised: Only the source domain has parallel data while the target

does not.

Supervised DAMT Most previous works for DAMT focus on the supervised set-

ting [Chu et al., 2017; Fadaee and Monz, 2018; Guzmán et al., 2019]. For example,

sequential fine-tuning [Freitag and Al-Onaizan, 2016; Luong and Manning, 2015] first

trains a neural machine translation (NMT) model on source domain data and subse-

quently fine-tunes it on the target domain data. Britz et al. [2017] proposes to jointly

train the translation task and the domain discrimination task to mitigate the domain

shift. Kobus et al. [2016] uses the domain tokens and domain embeddings to force the

NMT model to take into account the domain information. Joty et al. [2015] assigns
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Figure 4-2: The schema of our method. We first initialize the encoder and decoder
via language modeling pre-training over the wiki monolingual corpora for both the
source language (W-L1) and target language (W-L2). Then we train the model
via iteratively optimizing the back-translation loss (BT in both T-L1→T-L2 and T-
L2→T-L1 directions) and two language modeling losses (LM (T-L1) and LM (T-L2))
on the non-parallel target domain data, as the base method. We further enhance this
base by adding one more optimization step on the supervised translation loss using
the source domain data (e.g., S-L1→S-L2).

125



higher weights to those source domain data that more resemble the target domain so

as to remove unwanted noise.

Unsupervised DAMT DAMT in the unsupervised setting has started only re-

cently, where Sun et al. [2019a] defines several scenarios for it and proposes modified

domain adaptation methods to improve the performance of adaptation in these sce-

narios.

Semi-Supervised DAMT Our proposed baseline falls under the semi-supervised

scenario, where related works can be divided into two threads: data-centric and

model-centric. Data-centric methods mainly propose to select or generate domain-

related pseudo-parallel data for model training. For data selection, Duh et al. [2013]

uses language models to rank the source domain data and select the top-ranked par-

allel sentences as synthetic data. More representative methods are back translation-

based [Sennrich et al., 2015] and copy-based [Currey et al., 2017], which are simple

yet have been widely demonstrated to be effective. On the other hand, model-based

methods propose to change model architectures to leverage the monolingual corpus by

introducing a new learning objective, such as auto-encoding [Cheng et al., 2016] and

language modeling [Dou et al., 2019; Ramachandran et al., 2017] on the target-side

sentences.

In contrast, we would like to re-visit the classic back-translation method and pro-

pose extending it to the online iterative version so as to make better use of the target

domain data in an unsupervised manner. The iterative back-translation scheme we

adopt has achieved great success in unsupervised NMT and text style transfer in

the past two years [Artetxe et al., 2017; He et al., 2016; Jin et al., 2019c; Lample

et al., 2018]. In this paper, we propose a novel adaptation of it to the specific set-

ting of semi-supervised DAMT and achieve profound improvements over all previous

state-of-the-art methods.
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4.3 Method

In this section, we first introduce the architecture of our method, and then formulate

the overall training strategy.

4.3.1 Model Architecture

We adopt the Transformer [Vaswani et al., 2017] with the encoder-decoder structure

as the sequence-to-sequence translation model, as shown in Figure 4-3. Following the

practice in [Lample and Conneau, 2019], we add the language embeddings to the

standard token and position embeddings via the element-wise summation operation.

This language embedding can inform both encoder and decoder which language it

is processing. For instance, when translating from German to English, we set the

language embedding of the encoder to German (through a look-up table) while setting

that of the decoder to English. For the reversed direction of translation (i.e., from

English to German), we just need to reverse the language embedding settings for the

encoder and decoder without changing the model architecture. In this way, the same

model can be used to translate any language pair.

Three key properties of our model are introduced in the following paragraphs:

Shared Sub-Word Vocabulary In our experiments, we process all languages with

the same shared vocabulary created through Byte Pair Encoding (BPE) [Sennrich

et al., 2016]. This not only enables us to translate between any language pair with

the same model, but improves the alignment of embedding spaces across languages

that share either the same alphabet or anchor tokens such as digits. The BPE splits

are learned on the concatenation of sentences from the monolingual corpora.

Shared Latent Representations All encoder parameters (including the embed-

ding matrices, since we perform joint tokenization) are shared across the source and

target languages so that the encoder can map the input of any source language into a

shared latent representation space, which is then translated to the target language by

the decoder. Furthermore, we share the decoder parameters across the two languages
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to reduce parameter size. We also share the encoder and decoder between the trans-

lation and language modeling tasks (will be introduced in the Section 4.3.2), which

ensures that the benefits of language modeling, implemented via the denoising auto-

encoder objective, nicely transfer to translation and helps the NMT model translate

more fluently.

Pre-Training Both the encoder and decoder are initialized by pre-trained pa-

rameters from Lample and Conneau [2019], which are obtained by pre-training a

transformer based language model with both the conditional language modeling and

masked language modeling (MLM) objectives on large-scale monolingual corpora of

both languages in the language pair (the corpora are extracted from the Wikipedia

dump). We refer readers to the original paper for more technical details on the pre-

training process. Such initialization not only accelerates the model convergence but

also improves the adaptation performance, which will be discussed in Section 4.6.1.
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Figure 4-3: Transformer-based model architecture.
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4.3.2 Training Objectives

In the semi-supervised domain adaptation setting, we assume access to parallel trans-

lation pairs as the training corpus (𝑋src, 𝑌src) in the source domain, and non-parallel

data 𝑋tgt and 𝑌tgt in the target domain. As illustrated by Figure 4-2, we train our

model with the following three objectives:

Language Modeling (LM) The language modeling objective is implemented via

denoising auto-encoding, by minimizing

ℒlm =E𝑥∈𝑋tgt [− log𝑃s→s(𝑥|𝐶(𝑥);𝜃)]+

E𝑦∈𝑌tgt [− log𝑃t→t(𝑦|𝐶(𝑦);𝜃)], (4.1)

where 𝐶 is a word corruption function with some words randomly dropped, blanked,

and swapped; 𝑃s→s and 𝑃t→t are the composition of encoder and decoder both op-

erating on the source language 𝑠 and target language 𝑡, respectively; 𝜃 denotes the

model parameters.

Iterative Back-Translation We have two NMT models, Models2t(·) which trans-

lates from the source language 𝑠 to the target language 𝑡, and Modelt2s(·) vice versa

(they are implemented by one model architecture). In each iteration, we translate on

the fly from each source language sentence in the target domain 𝑥 ∈ 𝑋tgt to the tar-

get language sentence Models2t(𝑥). Similarly, we translate from every target sentence

𝑦 ∈ 𝑌tgt to its counterpart in the source language Modelt2s(𝑦). Then the pairs of

(𝑥,Models2t(𝑥)) and (Modelt2s(𝑦),𝑦) can be used as synthetic parallel data to train

the NMT model in two directions by minimizing the following loss:

ℒback =E𝑥∈𝑋tgt [− log𝑃t→s(𝑥|Models2t(𝑥);𝜃)]+

E𝑦∈𝑌tgt [− log𝑃s→t(𝑦|Modelt2s(𝑦);𝜃)]. (4.2)

Note that, when minimizing this objective function, we do not back-propagate
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Algorithm 1 Training Strategy
Require: Non-parallel data 𝑋tgt and 𝑌tgt in the target domain, parallel data (𝑋para, 𝑌para),

and model parameters 𝜃
1: while 𝜃 has not converged do
2: Sample 𝑥 from 𝑋tgt and 𝑦 from 𝑌tgt
3: Create pairs (𝐶(𝑥),𝑥) and (𝐶(𝑦),𝑦) via word corruption
4: Update 𝜃 by minimizing Eq. (4.1)
5: Sample 𝑥 from 𝑋tgt and 𝑦 from 𝑌tgt
6: Create (𝑥,Models2t(𝑥)) and (Modelt2s(𝑦),𝑦) via back-translation
7: Update 𝜃 by minimizing Eq. (4.2)
8: Sample (𝑥,𝑦) from (𝑋para, 𝑌para)
9: Update 𝜃 by minimizing Eq. (4.3)

10: end while

through the models that are used to generate translations.

Supervised Machine Translation When given parallel data, denoted as (𝑋para, 𝑌para),

we can also minimize the supervised translation loss:

ℒsup = E𝑥∈𝑋para,𝑦∈𝑌para [− log𝑃s→t(𝑦|𝑥;𝜃)]. (4.3)

The parallel data can be the source domain supervised data (𝑋src, 𝑌src) or the

back-translated synthetic pairs by an NMT model trained on the source domain data.

4.3.3 Training Strategy

As shown in Algorithm 1, in each iteration, we randomly draw a batch of data to

minimize the aforementioned three loss equations 4.1, 4.2 and 4.3. The training will

continue until the validation set BLEU score does not increase for a certain number

of iterations.
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Language Pair Corpus Words Sentences W/S

De-En

MED 14,533,613 1,104,752 13.2

LAW 18,461,140 715,372 25.8

IT 3,212,130 337,817 9.5

TED 3,110,970 151,627 20.5

WMT-14 126,735,962 4,468,840 28.4

Ro-En

MED 13,142,512 990,220 13.3

LAW 10,631,517 450,715 23.6

TED 3,328,621 161,291 20.6

WMT-16 10,796,138 399,375 27.0

Table 4.1: Statistics of the corpora used for training (target side).

4.4 Experiments

4.4.1 Datasets

We validate our model under two different adaptation settings. For the first setting,

we test the domain adaptation ability of our method for adapting from one specific

domain to another specific one on every pair of the following specific domains: law

(LAW), medical (MED), and Information Technology (IT). The other setting is to

adapt models trained on the general-domain WMT datasets to specific domains:

TED [Duh, 2018] (TED talks),1 LAW, and MED datasets [Tiedemann, 2012]. Two

language pairs are tested, German-English (DE-EN) and Romanian-English (RO-

EN). The general-domain WMT datasets for DE-EN and RO-EN come from the

WMT-142 and WMT-163 tasks, respectively. Data statistics for the train sets are in

Table 4.1. The size of validation and test sets for WMT-14 are both 3K, and all the

other domains are 2K.

1https://www.ted.com/
2https://www.statmt.org/wmt14/translation-task.html
3https://www.statmt.org/wmt16/translation-task.html
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For fair comparison, we follow previous works [Dou et al., 2019; Hu et al., 2019a]

to build the unaligned corpus for each domain. Specifically, we randomly shuffle the

original parallel corpus and split it into two equal halves. We then use the first half

of the source-side sentences and the second half of the target-side ones, which form

the non-parallel corpus for the target domain. In this way, we assure that there are

no parallel sentences in the target domain.

4.4.2 Baselines

We compare our models with the following baselines described below.

Unadapted We train the NMT model on the supervised source domain data and

directly test its performance on the target domain.

Copy [Currey et al., 2017] The target-side sentences in the target domain are

copied to the source-side, and then they are combined with the parallel source domain

data as the train data to train an NMT model.

Back [Sennrich et al., 2015] This is the one time back-translation baseline. A

target-to-source NMT model is first trained on the parallel source domain data and

then used to generate pseudo parallel data in the target domain for model training

by translating the target domain target-language sentences to the source language.

DALI [Hu et al., 2019a] Lexicon induction is first performed to extract a lexicon

in the target domain, and then a pseudo-parallel target domain corpus is constructed

by performing word-to-word back-translation of monolingual sentences of the target

language, which is used for fine-tuning a pre-trained source domain NMT model.

DAFE [Dou et al., 2019] It performs multi-task learning on a translation model

on source domain parallel data and a language model on target domain target-

side monolingual data, while inserting domain and task embedding learners into the

transformer-based model.
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4.4.3 Settings

Both encoder and decoder in the transformer model have 6 layers, 8 heads, and a

dimension of 1024. For the word corruption function, word dropping and blanking

adopt a uniform distribution with a probability of 0.1, and word shuffling is imple-

mented with a window of 3 tokens. The Adam optimizer uses a learning rate of

0.0001.

Our implemented methods involve three variants:

IBT It serves as the base of our method. For this variant, we do not use any

supervised data. And we train our model by optimizing Equation 4.1 and 4.2 only

with the target domain non-parallel data.

IBT+Src Based on the variant of IBT, besides optimizing Equation 4.1 and 4.2,

we additionally optimize Equation 4.3 using the supervised data from the source

domain.

IBT+Back Similar to the variant of IBT+Src, instead of using the source do-

main data for solving Equation 4.3, we use the pseudo parallel data provided by the

aforementioned baseline Back.

4.5 Results

4.5.1 Main Results

Adapting between Specific Domains Our main results are shown in Table 4.2,

with the left six columns showing the adaptation setting where models are adapted

between specific domains. In this table, the second row lists the source domains

whereas the third row shows the target domains. From this table, we see that the

unadapted baseline model, Unadapted, performs very poorly, verifying the previous

statement that current NMT models cannot generalize well to test data from a new

domain. In contrast, the copy method, Copy, and back-translation method, Back,
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Methods
DE to EN RO to EN

LAW MED IT WMT-14 WMT-16
MED IT LAW IT LAW MED TED LAW MED TED LAW MED

(1) Unadapted 18.76 6.62 7.92 5.94 6.19 10.90 23.36 23.77 24.42 23.59 33.26 18.39
(2) Copy 23.57 10.58 11.44 12.83 9.39 18.19 24.32 25.25 27.67 29.29 38.23 27.37
(3) Back 33.94 22.21 23.74 23.56 22.43 31.00 31.02 31.27 35.69 36.98 49.28 43.70
(4) DALI 11.32 8.75 26.98 19.49 11.65 10.99 – – – – – –
(5) DAFE 26.96 15.41 14.28 13.03 11.67 21.30 34.89 31.46 38.79 37.05† 49.63† 46.77†

(6) IBT 38.67 31.69 27.89 31.69 27.89 38.67 30.88 27.89 38.67 34.48 49.45 61.55
(7) IBT+Src 41.22 34.33 29.54 32.47 30.20 39.77 33.23 32.81 41.40 38.68 53.49 60.98
(8) IBT+Back 40.40 35.41 30.27 35.76 30.49 40.28 34.15 33.35 42.08 38.90 54.39 66.08
(9) MT (Sup.) 48.95 59.38 37.72 59.38 37.72 48.95 38.97 37.72 48.95 42.22 61.69 80.32

Table 4.2: Translation accuracy (BLEU) under different settings. The second and
third columns are source and target domains respectively. “DE”, “EN”, and “RO”
denote German, English, and Romanian, respectively. DALI and DAFE results are
the best results from the original papers, except that numbers marked by † are from
our re-implementation. Settings (7) IBT+Src and (8) IBT+Back uses the out-of-
domain data and back-translated data to minimize the supervised machine translation
loss, respectively. (9) “MT (Sup.)” results are obtained by training an NMT model
on the supervised target domain data.

can significantly improve the adaptation performance, with Back showing much

superior performance. Note that, Back even outperforms the other two baselines:

DALI and DAFE, by a large margin in the majority of cases, although it was proposed

earlier and is much simpler.

Our method variant IBT, shown in row (6) of Table 4.2, achieves higher perfor-

mance than all baselines, with absolute gains of +0.91 to +9.48 BLEU scores over

the strongest baseline, and +19.91 to +27.77 BLEU scores over the Unadapted

baseline. Notably, IBT only needs the target domain non-parallel data but can still

substantially outperform those baselines that rely on the parallel source domain data

(e.g., Back, DALI, DAFE), indicating that previous methods have not exhausted

the potential contained within the target domain data.

Adapting from a General to a Specific Domain In the second adaptation

setting, the right six columns of Table 4.2 show the results by adapting a NMT

model trained on the general domain corpus (WMT) to specific domains (TED, LAW,

and MED) for two language pairs: from German to English and from Romanian to

English. In this setting, both Copy and Back achieve better performance compared
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to the previous setting where the source domain is specific. Our method variant IBT

surpasses Unadapted by a large margin but it does not outperform the baselines

Back and DAFE in some cases. To complement this gap, we next augment IBT with

supervised data either directly from the source domain or from the back-translated

data using a NMT model trained on the source domain.

Combining IBT with Source Domain or Back-Translated Data IBT is

trained purely on the non-parallel target domain data and can be augmented by

adding supervised data, which leads to the two variants: IBT+Src and IBT+Back.

In row (7) of Table 4.2, for IBT+Src, we insert the supervised translation task using

the source domain data, which can bring in around +1 to +4 BLEU improvements

consistently compared with IBT (except for the MED target domain in the ro-en

language pair). For IBT+Back, we replace the source domain data with the back-

translated data provided by the baseline Back, and it achieves even better perfor-

mance, as shown in row (8) of Table 4.2. The superior performance of both variants

demonstrates the benefit from the supervised data. And by comparing IBT+Src

and IBT+Back, we see that although the back-translated data is obtained by per-

forming inference of a model trained on the source domain data, the back-translated

data is still a better option for domain adaptation than the latter one. Overall, our

best setting can harvest up to +19.31 BLEU improvement over the best baseline

model and +47.69 BLEU improvement over the Unadapted model. Notably, we

have also tried combining the source domain parallel data with the back-translated

data for supervised translation training but found that it performs worse than current

settings.

4.5.2 Ablation Study

To check the importance of the each component in our model, we conduct an ab-

lation study on the domain adaptation performance of the best performing model,

IBT+Back. We report the validation set BLEU scores by adapting from the LAW

domain to two target domains, MED and IT, in Table 4.3.
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Model
Target Domain BLEU

MED IT

IBT+Back 42.13 47.64

– Pre-training 31.80 (↓10.33) 27.71 (↓19.93)

– ℒbt 33.75 (↓8.38) 25.37 (↓22.27)

– ℒlm 40.97 (↓1.16) 40.82 (↓6.82)

– Source-side ℒlm 40.04 (↓2.09) 42.66 (↓4.98)

– ℒbt – Source-side ℒlm 37.29 (↓4.84) 35.06 (↓12.58)

Table 4.3: Ablation study on the domain adaptation performance of IBT+Back.
The source domain is LAW, and target domains are MED and IT. “– Source-side
ℒlm” means no language modeling on the source-side sentences.

The most important components of our model are Pre-training and ℒbt. If the

model is not initialized with pre-trained parameters (“– Pre-training”), the model

suffers from a substantial performance decrease by 10 to 20 BLEU scores. If we

remove the iterative back translation objective (ℒbt), the performance also drops

significantly, ↓8.38 on MED and ↓22.27 on IT. We also find that ℒlm and source-side

ℒlm are also important to the BLEU scores but not as crucial as the previous two

components. However, an interesting finding is that if back translation ℒbt and the

source-side language modeling ℒlm are removed together (“– ℒbt – Source-side ℒlm”),

the domain adaptation performance is better than mere “– ℒbt”. The reason is that if

back translation is removed, the decoder just needs to learn the target language, and

language modeling on the source-side will impose a negative effect.
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4.6 Discussion

4.6.1 Is Pre-Training Always Helpful?

Through the experiments, we find that initializing the translation model with pre-

trained parameters can not only benefit our method but also the baselines. In Ta-

ble 4.4, we compare two settings: with and without pre-training, for three baselines:

Unadapted, Copy, Back, where we adapt from the LAW domain to MED and

IT domains. For all three baselines, pre-training consistently brings in substantial

improvements, although the pre-training process is performed via unsupervised lan-

guage modeling training on Wikipedia text that is irrelevant to the target domain

data we used here. This shows that proper initialization of models is crucial to the

domain adaptation problem to circumvent the lack of supervised data in the target

domain.

Target
Unadapted Copy Back
w/ w/o w/ w/o w/ w/o

MED 17.44 9.69 24.38 17.42 36.61 26.75
IT 5.35 3.87 8.73 5.07 28.32 9.21

Table 4.4: The comparison of three baselines: unadapted, copy, and back, be-
tween cases with and without pre-training when adapting them from the domain of
LAW to MED and IT. Validation set BLEU scores are reported.

4.6.2 Do More Non-parallel Data Help?

One advantage of our method is that it keeps gaining improvement if the non-parallel

data get larger. To verify this statement, we collected additional non-parallel data,

combined them with the original target domain data,4 and analyzed the performance

difference before and after adding these extra data, as shown in Table 4.5. Specifically,

we studied the adaptation from the WMT data to TED for both DE-EN and RO-EN

4When combining the extra non-parallel data with the original target domain data, we always
up-sample the original data via replication so that it can have the same size as the additional data.
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language pairs. We consider two sources of extra non-parallel data: source domain

and target domain. The source domain data source can be the WMT data itself,

whereas for the target domain, we collected an additional dataset of TED talks.

After scraping all the TED talk web-pages5 until early January 2020, we extracted

the transcripts in three languages, English, German and Romanian, and kept the

unique TED talk identifier of the transcript. Note that for any language pair, we

made sure that the transcript of a TED talk only appeared once in either the source

or the target side to avoid any parallel sentences.

From Table 4.5, we see that in general adding extra non-parallel data to our

method can always lead to better performance, and choosing those extra data that

have the same data distribution as the target domain is optimal. However, if we could

not get more non-parallel data from the target domain, those in the source domain

that are more readily to be obtained may also potentially improve the adaptation

performance. By adding extra data, our best setting achieved even higher BLEU

scores that are very close to supervised translation performance, as shown in Table 4.5.

This set of experiments have shown the great potential of our method: we can always

seek to collect more non-parallel data to keep improving the adaptation performance.

Model + Data
WMT14→ WMT16→

TED (DE-EN) TED (RO-EN)

IBT – 30.88 34.48
IBT WMT 32.45 37.03
IBT TED 33.34 39.01

IBT+Back – 34.15 38.90
IBT+Back WMT 34.74 38.79
IBT+Back TED 36.45 40.92

MT (Sup.) – 38.97 42.22

Table 4.5: Test set BLEU scores after adding extra non-parallel data (“+Data”) from
the source WMT domain (“WMT”) or from the target TED domain (“TED”).

5https://www.ted.com/
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Figure 4-4: Effects of source domain dataset size on four adaptation methods:
Unadapted, Back, IBT, and IBT+Back. We adapt from the general domain
(WMT14) to the IT domain for the German-English language pair. All the target
domain monolingual data, and sub-sampled 0.1, 0.5, 1, and 4 million source domain
parallel pairs are used, respectively.

4.6.3 How do Different Sizes of Source Domain Data Influence

the Performance?

In this section, we want to examine the effects of source domain dataset size on var-

ious adaptation methods. To this end, we sub-sample the source domain parallel

data at different sampling ratios, and report the validation set BLEU scores on four

adaptation methods: Unadapted, Back, IBT, and IBT+Back, as shown in Fig-

ure 4-4. Specifically, we adapt from the general domain (WMT14) to the IT domain

for the German-English language pair. We use all the target domain non-parallel

data, and sub-sample 0.1, 0.5, 1, and 4 million source domain parallel data. In Fig-

ure 4-4, IBT does not use any source domain data so it stays unchanged, while all

the other settings demonstrate improved performance with the increasing number

of source domain data, and the performance gradually saturates when the number
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of source domain data exceeds 1 million. Notably, IBT+Back consistently outper-

forms all others by a large margin, and its performance also increases at a higher rate,

indicating that our method makes better use of the source domain supervised data.

4.7 Conclusion

In this chapter, we empirically identify that the iterative back-translation training

scheme can yield large improvements to semi-supervised domain adaptation for NMT.

On three low-resource domains, this basic approach demonstrates improvements of up

to +9.48 BLEU scores over the strongest of four previous models, and up to +27.77

BLEU over the unadapted baseline. By further combining with popular data aug-

mentation methods and utilizing supervised data from the source domain, our model

shows a substantial improvement of up to +19.31 BLEU higher than the strongest

baseline model, and up to +47.69 over the unadapted model. We put forward this

method as a simple but strong baseline for semi-supervised domain adaptation for

MT and future works in this direction should be compared with it.
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Chapter 5

Robustness of Natural Language

Processing Models

In the previous chapters, we have been extensively investigating various approaches to

improving model performance on low-resource datasets/tasks through transfer learn-

ing, and have shown that these methods are incredibly effective and can even push

some models to human-level performance. Albeit achieving such high numbers of

performance metrics on the official released test sets, we still cannot guarantee that

these models can generalize well to unseen data and are robust to natural noise that

may exist in real-word applications. It is possible that the models are just over-

fitted to the given static test set and would catastrophically degrade when given

new data even with exactly the same data distribution. Such robustness issues are

indeed very common in deep learning models due to their sheer number of param-

eters and strong expressive power. Negative examples revealing to researchers that

deep learning models are indeed not robust but surprisingly susceptible to human-

imperceptible perturbations were first found in computer vision [Szegedy et al., 2013]

and later in NLP [Jia and Liang, 2017]. Later on, this field has been attracting more

and more attention from the community with one side proposing new methods to test

the robustness of models and the other side introducing effective ways of improving

robustness.

This chapter will introduce our two works on probing the robustness of NLP
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models: one is to propose an adversarial attack method to reveal the weakness of NLP

models on text classification and NLI tasks (in Section 5.1 based on this work: Jin

et al. [2020b]); and the other is to propose a new challenge set to test the robustness of

models for the aspect-level sentiment analysis task (in Section 5.2 based on this work:

Xiang et al. [2020]).1 The heart of our proposed methods lies in crafting adversarial

examples based on the original data samples so that the newly created data would

be perceived to be semantically the same as the original one by people but can fool

models to make wrong predictions. They are described in detail as follows.

5.1 Is BERT Really Robust?

5.1.1 Introduction

In the last decade, Machine Learning (ML) models have achieved remarkable suc-

cess in various tasks such as classification, regression and decision making. However,

recently they have been found vulnerable to adversarial examples that are legiti-

mate inputs altered by small and often imperceptible perturbations [Kurakin et al.,

2016a,b; Papernot et al., 2017; Zhao et al., 2017]. These carefully curated examples

are correctly classified by a human observer but can fool a target model, raising se-

rious concerns regarding the security and integrity of existing ML algorithms. On

the other hand, it is shown that robustness and generalization of ML models can be

improved by crafting high-quality adversaries and including them in the training data

[Goodfellow et al., 2015].

While existing works on adversarial examples have obtained success in the image

and speech domains [Carlini and Wagner, 2018; Szegedy et al., 2013], it is still chal-

lenging to deal with text data due to its discrete nature. Formally, besides the ability

to fool the target models, outputs of a natural language attacking system should

also meet three key utility-preserving properties: (1) human prediction consistency—

prediction by humans should remain unchanged, (2) semantic similarity—the crafted

1Zhijing and I together proposed the idea of this work and I provided guidance for all experiments
and helped with paper writing.
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example should bear the same meaning as the source, as judged by people, and (3)

language fluency—generated examples should look natural and grammatical. Previ-

ous works barely conform to all three requirements. For example, methods such as

word misspelling [Gao et al., 2018; Li et al., 2018a], single-word erasure [Li et al.,

2016], and phrase insertion and removal [Liang et al., 2017] result in unnatural sen-

tences. Moreover, there is almost no work that attacks the newly-risen BERT model

on text classification.

In this work, we present TextFooler, a simple but strong baseline for natural

language attack in the black-box setting, a common case where no model architecture

or parameters are accessible. We design a more comprehensive paradigm to create

both semantically and syntactically similar adversarial examples that meet the afore-

mentioned three desiderata. Specifically, we first identify the important words for the

target model and then prioritize to replace them with the most semantically similar

and grammatically correct words until the prediction is altered. We successfully ap-

plied this framework to attack three state-of-the-art models in five text classification

tasks and two textual entailment tasks, respectively. On the adversarial examples,

we can reduce the accuracy of almost all target models in all tasks to below 10% with

only less than 20% of the original words perturbed. In addition, we validate that the

generated examples are (1) correctly classified by human evaluators, (2) semantically

similar to the original text, and (3) grammatically acceptable by human judges.

Our main contributions are summarized as follows:

∙ We propose a simple but strong baseline, TextFooler, to quickly generate

high-profile utility-preserving adversarial examples that force the target models

to make wrong predictions under the black-box setting.

∙ We evaluate TextFooler on three state-of-the-art deep learning models over

five popular text classification tasks and two textual entailment tasks, and it

achieves the state-of-the-art attack success rate and perturbation rate.

∙ We propose a comprehensive four-way automatic and three-way human evalua-

tion of language adversarial attacks to evaluate the effectiveness, efficiency, and
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utility-preserving properties of our system.

∙ We open-source the code, pre-trained target models, and test samples for the

convenience of future benchmarking at: https://github.com/jind11/TextFooler.

5.1.2 Method

5.1.2.1 Problem Formulation

Given a corpus of 𝑁 sentences 𝒳 = {𝑋1, 𝑋2, . . . , 𝑋𝑁}, and a corresponding set of 𝑁

labels 𝒴 = {𝑌1, 𝑌2, . . . , 𝑌𝑁}, we have a pre-trained model 𝐹 : 𝒳 → 𝒴 , which maps

the input text space 𝒳 to the label space 𝒴 .

For a sentence 𝑋 ∈ 𝒳 , a valid adversarial example 𝑋adv should conform to the

following requirements:

𝐹 (𝑋adv) ̸= 𝐹 (𝑋), and Sim(𝑋adv, 𝑋) ≥ 𝜖, (5.1)

where Sim : 𝒳 × 𝒳 → (0, 1) is a similarity function and 𝜖 is the minimum similarity

between the original and adversarial examples. In the natural language domain,

Sim(·) is often a semantic and syntactic similarity function.

5.1.2.2 Threat Model

Under the black-box setting, the attacker is not aware of the model architecture,

parameters, or training data. It can only query the target model with supplied

inputs, getting as results the predictions and corresponding confidence scores.

The proposed approach for adversarial text generation is shown in Algorithm 2,

and consists of the two main steps:

Step 1: Word Importance Ranking (line 1-6) Given a sentence of 𝑛 words

𝑋 = {𝑤1, 𝑤2, . . . , 𝑤𝑛}, we observe that only some key words act as influential signals

for the prediction model 𝐹 , echoing the discovery of [Niven and Kao, 2019] that

BERT attends to the statistical cues of some words. Therefore, we create a selection
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mechanism to choose the words that most significantly influence the final prediction

results. Using this selection process, we minimize the alterations, and thus maintain

the semantic similarity as much as possible.

Note that the selection of important words is trivial in a white-box scenario, as

it can be easily solved by inspecting the gradients of the model 𝐹 , while most other

words are irrelevant. However, under the more common black-box set up in our work,

the model gradients are unavailable. Therefore, we create a selection mechanism as

follows. We use the score 𝐼𝑤𝑖
to measure the influence of a word 𝑤𝑖 ∈ 𝑋 towards

the classification result 𝐹 (𝑋) = 𝑌 . We denote the sentence after deleting the word

𝑤𝑖 as 𝑋∖𝑤𝑖
= 𝑋 ∖ {𝑤𝑖} = {𝑤1, . . . , 𝑤𝑖−1, 𝑤𝑖+1, . . . 𝑤𝑛}, and use 𝐹𝑌 (·) to represent the

prediction score for the 𝑌 label.

The importance score 𝐼𝑤𝑖
is therefore calculated as the prediction change before

and after deleting the word 𝑤𝑖, which is formally defined as follows,

𝐼𝑤𝑖 =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝐹𝑌 (𝑋)− 𝐹𝑌 (𝑋∖𝑤𝑖

), if 𝐹 (𝑋) = 𝐹 (𝑋∖𝑤𝑖
) = 𝑌

(𝐹𝑌 (𝑋)− 𝐹𝑌 (𝑋∖𝑤𝑖
)) + (𝐹𝑌 (𝑋∖𝑤𝑖

)− 𝐹𝑌 (𝑋)),

if 𝐹 (𝑋) = 𝑌, 𝐹 (𝑋∖𝑤𝑖
) = 𝑌 , and 𝑌 ̸= 𝑌 .

(5.2)

After ranking the words by their importance score, we further filter out stop

words derived from NLTK2 and spaCy3 libraries such as “the”, “when”, and “none”.

This simple step of filtering is important to avoid grammar destruction.

Step 2: Word Transformer (lines 7-30) For a given word 𝑤𝑖 ∈ 𝑋 with a

high importance score obtained in Step 1, we need to design a word replacement

mechanism. A suitable replacement word needs to fulfill the following criteria: it

should (1) have similar meaning to the original one, (2) fit within the surrounding

context, and (3) force the target model to make wrong predictions. In order to select

replacement words that meet such criteria, we propose the following workflow.

Synonym Extraction: We gather a candidate set Candidates for all possi-

ble replacements of the selected word 𝑤𝑖. Candidates is initiated with 𝑁 closest
2https://www.nltk.org/
3https://spacy.io/
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Algorithm 2 Adversarial Attack by TextFooler
Require: Sentence example 𝑋 = {𝑤1, 𝑤2, ..., 𝑤𝑛}, the corresponding ground truth label

𝑌 , target model 𝐹 , sentence similarity function Sim(·), sentence similarity threshold 𝜖,
word embeddings Emb over the vocabulary Vocab.

Ensure: Adversarial example 𝑋adv

1: Initialization: 𝑋adv ← 𝑋
2: for each word 𝑤𝑖 in 𝑋 do
3: Compute the importance score 𝐼𝑤𝑖 via Eq. (5.2)
4: end for
5:
6: Create a set 𝑊 of all words 𝑤𝑖 ∈ 𝑋 sorted by the descending order of their importance

score 𝐼𝑤𝑖 .
7: Filter out the stop words in 𝑊 .
8: for each word 𝑤𝑗 in 𝑊 do
9: Initiate the set of candidates Candidates by extracting the top 𝑁 synonyms using

CosSim(Emb𝑤𝑗 , Embword) for each word in Vocab.
10: Candidates← POSFilter(Candidates)
11: FinCandidates← { }
12: for 𝑐𝑘 in Candidates do
13: 𝑋 ′ ← Replace 𝑤𝑗 with 𝑐𝑘 in 𝑋adv

14: if Sim(𝑋 ′, 𝑋adv) > 𝜖 then
15: Add 𝑐𝑘 to the set FinCandidates
16: 𝑌𝑘 ← 𝐹 (𝑋 ′)
17: 𝑃𝑘 ← 𝐹𝑌𝑘

(𝑋 ′)
18: end if
19: end for
20: if there exists 𝑐𝑘 whose prediction result 𝑌𝑘 ̸= 𝑌 then
21: In FinCandidates, only keep the candidates 𝑐𝑘 whose prediction result 𝑌𝑘 ̸= 𝑌
22: 𝑐* ← argmax

𝑐∈FinCandidates
Sim(𝑋,𝑋 ′

𝑤𝑗→𝑐)

23: 𝑋adv ← Replace 𝑤𝑗 with 𝑐* in 𝑋adv

24: return 𝑋adv

25: else if 𝑃𝑌𝑘
(𝑋adv) > min

𝑐𝑘∈FinCandidates
𝑃𝑘 then

26: 𝑐* ← argmin
𝑐𝑘∈FinCandidates

𝑃𝑘

27: 𝑋adv ← Replace 𝑤𝑗 with 𝑐* in 𝑋adv

28: end if
29: end for
30: return None
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synonyms according to the cosine similarity between the embeddings of 𝑤𝑖 and every

other word in the vocabulary.

To represent the words, we use word embeddings from [Mrkšić et al., 2016a].

These word vectors are specially curated for finding synonyms, as they achieve the

state-of-the-art performance on SimLex-999, a dataset designed to measure how well

different models judge semantic similarity between words [Hill et al., 2015].

Using this set of embedding vectors, we identify the top 𝑁 synonyms whose cosine

similarities with 𝑤 are greater than 𝛿. Note that enlarging 𝑁 or lowering 𝛿 would

both generate more diverse synonym candidates; however, the semantic similarity

between the adversary and the original sentence would decrease. In our experiments,

empirically setting 𝑁 to be 50 and 𝛿 to be 0.7 strikes a balance between diversity and

semantic similarity.

POS Checking: In the set Candidates of the word 𝑤𝑖, we only keep the ones

with the same part-of-speech (POS)4 as 𝑤𝑖. This step is to assure that the grammar

of the text is mostly maintained (line 10 in Algorithm 2).

Semantic Similarity Checking: For each remaining word 𝑐 ∈ Candidates,

we substitute it for 𝑤𝑖 in the sentence 𝑋, and obtain the adversarial example 𝑋adv =

{𝑤1, . . . , 𝑤𝑖−1, 𝑐, 𝑤𝑖+1, . . . , 𝑤𝑛}. We use the target model 𝐹 to compute the corre-

sponding prediction scores 𝐹 (𝑋adv). We also calculate the sentence semantic similar-

ity between the source 𝑋 and adversarial counterpart 𝑋adv. Specifically, we use the

Universal Sentence Encoder (USE) [Cer et al., 2018] to encode the two sentences into

high dimensional vectors and use their cosine similarity score as an approximation of

semantic similarity. The words resulting in similarity scores above a preset threshold

𝜖 are placed into the final candidate pool FinCandidates (lines 11-19 in Algorithm

2).

Finalization of Adversarial Examples: If there exists any candidate in the

final candidate pool FinCandidates that can already alter the prediction of the

target model, then we select the word with the highest semantic similarity score

among these winning candidates. But if not, then we select the word with the least

4We used the off-the-shelf spaCy tagger, available at https://spacy.io/api/tagger
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confidence score of label 𝑦 as the best replacement word for 𝑤𝑖, and repeat Step 2 to

transform the next selected word (lines 20-30 in Algorithm 2).

Overall, the algorithm first uses Step 1 to rank the words by their importance

scores, and then repeats Step 2 to find replacements for words in the sentence 𝑋 until

the prediction of the target model is altered.

5.1.3 Experiments

5.1.3.1 Tasks

We study the effectiveness of our adversarial attack on two important NLP tasks,

text classification and textual entailment. The dataset statistics are summarized in

Table 5.1. Following the practice by Alzantot et al. [2018], we evaluate our algorithm

on a set of 1,000 examples randomly selected from the test set.

Task Dataset Train Test Avg Len

Classification

AG’s News 30K 1.9K 43

Fake News 18.8K 2K 885

MR 9K 1K 20

IMDB 25K 25K 215

Yelp 560K 38K 152

Entailment
SNLI 570K 3K 8

MultiNLI 433K 10K 11

Table 5.1: Overview of the datasets.

Text Classification To study the robustness of our model, we use text classifica-

tion datasets with various properties, including news topic classification, fake news

detection, and sentence- and document-level sentiment analysis, with average text

length ranging from tens to hundreds of words.

∙ AG’s News (AG): Sentence-level classification with regard to four news topics:

World, Sports, Business, and Science/Technology. Following the practice of
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Zhang et al. [2015], we concatenate the title and description fields for each news

article.

∙ Fake News Detection (Fake): Document-level classification on whether a

news article is fake or not. The dataset comes from the Kaggle Fake News

Challenge.5

∙ MR: Sentence-level sentiment classification on positive and negative movie re-

views [Pang and Lee, 2005]. We use 90% of the data as the training set and

10% as the test set, following the practice in [Li et al., 2018a].

∙ IMDB: Document-level sentiment classification on positive and negative movie

reviews.6

∙ Yelp Polarity (Yelp): Document-level sentiment classification on positive

and negative reviews [Zhang et al., 2015]. Reviews with a rating of 1 and 2 are

labeled negative and 4 and 5 positive with the rating of 3 omitted.

Textual Entailment

∙ SNLI: A dataset of 570K sentence pairs derived from image captions. The task

is to judge the relationship between two sentences: whether the second sentence

can be derived from entailment, contradiction, or neutral relationship with the

first sentence [Bowman et al., 2015].

∙ MultiNLI: A multi-genre entailment dataset with a coverage of transcribed

speech, popular fiction, and government reports [Williams et al., 2017]. Com-

pared to SNLI, it contains more linguistic complexity with various written and

spoken English texts.

5.1.3.2 Attacking Target Models

For each dataset, we train three state-of-the-art models on the training set, and

achieved test set accuracy scores similar to the original implementation, as shown in
5https://www.kaggle.com/c/fake-news/data
6https://datasets.imdbws.com/
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Table 5.2. We then generate adversarial examples which are semantically similar to

the test set to attack the trained models and make them generate different results.

WordCNN WordLSTM BERT

AG 92.5 93.1 94.6

Fake 99.9 99.9 99.9

MR 79.9 82.2 85.8

IMDB 89.7 91.2 92.2

Yelp 95.2 96.6 96.1

InferSent ESIM BERT

SNLI 84.6 88.0 90.7

MultiNLI 71.1/71.5 76.9/76.5 83.9/84.1

Table 5.2: Original accuracy of target models on standard test sets.

On the sentence classification task, we target three models: word-based convolu-

tional neural network (WordCNN) [Kim, 2014], word-based long-short term memory

(WordLSTM) [Hochreiter and Schmidhuber, 1997], and the state-of-the-art Bidirec-

tional Encoder Representations from Transformers (BERT) [Devlin et al., 2019].

For the WordCNN model, we used three window sizes of 3, 4, and 5, and 100

filters for each window size with dropout of 0.3. For the WordLSTM, we used a

1-layer bidirectional LSTM with 150 hidden units and a dropout of 0.3.7 For both

models, we used the 200 dimensional Glove word embeddings pre-trained on 6B tokens

from Wikipedia and Gigawords [Pennington et al., 2014]. We used the 12-layer BERT

model with 768 hidden units and 12 heads, with 110M parameters, which is called

the base-uncased version.8

We also implemented three target models on the textual entailment task: standard

InferSent9 [Conneau et al., 2017], ESIM10 [Chen et al., 2016], and fine-tuned BERT.

7All these hyper-parameters are tuned on the development set of the MR dataset and they work
generally well for all datasets we used.

8https://github.com/huggingface/pytorch-pretrained-BERT
9https://github.com/facebookresearch/InferSent

10https://github.com/coetaur0/ESIM
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5.1.3.3 Setup of Automatic Evaluation

We first report the accuracy of the target models on the original test samples before

attack as the original accuracy. Then we measure the accuracy of the target models

against the adversarial samples crafted from the test samples, denoted as after-attack

accuracy. By comparing these two accuracy scores, we can evaluate how successful

the attack is — a larger gap between the original and after-attack accuracy signals

the more successful our attack is. Apart from these accuracies, we also report the

perturbed word percentage as the ratio of the number of perturbed words to the text

length. Furthermore, we apply USE11 to measure the semantic similarity between the

original and adversarial texts. These two metrics, the perturbed words percentage

and the semantic similarity score, together evaluate how semantically similar the

original and adversarial texts are. We finally report the number of queries the attack

system made to the target model to fetch the output probability scores. This metric

can reveal the efficiency of the attack model.

5.1.3.4 Setup of Human Evaluation

We conduct a human evaluation on three criteria: semantic similarity, grammatical-

ity, and classification accuracy. We randomly select 100 test sentences of each task

to generate adversarial examples, one targeting WordLSTM on the MR dataset and

another targeting BERT on SNLI. We first shuffle a mix of original and adversar-

ial texts and asked human judges to rate their grammaticality on a Likert scale of

1−5, similar to the practice of [Gagnon-Marchand et al., 2018]. Next, we evaluate the

classification consistency by asking human judges to classify each example in the shuf-

fled mix of the original and adversarial sentences and then calculate the consistency

rate of both classification results. Lastly, we evaluate the semantic similarity of the

original and adversarial sentences by asking humans to judge whether the generated

adversarial sentence is similar, ambiguous, or dissimilar to the source sentence. Each

task is completed by two independent human judges who are native English speakers.

11https://tfhub.dev/google/ universal-sentence-encoder
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WordCNN WordLSTM BERT

MR IMDB Yelp AG Fake MR IMDB Yelp AG Fake MR IMDB Yelp AG Fake

Original Accuracy 78.0 89.2 93.8 91.5 96.7 80.7 89.8 96.0 91.3 94.0 86.0 90.9 97.0 94.2 97.8

After-Attack Accuracy 2.8 0.0 1.1 1.5 15.9 3.1 0.3 2.1 3.8 16.4 11.5 13.6 6.6 12.5 19.3

% Perturbed Words 14.3 3.5 8.3 15.2 11.0 14.9 5.1 10.6 18.6 10.1 16.7 6.1 13.9 22.0 11.7

Semantic Similarity 0.68 0.89 0.82 0.76 0.82 0.67 0.87 0.79 0.63 0.80 0.65 0.86 0.74 0.57 0.76

Query Number 123 524 487 228 3367 126 666 629 273 3343 166 1134 827 357 4403

Average Text Length 20 215 152 43 885 20 215 152 43 885 20 215 152 43 885

Table 5.3: Automatic evaluation results of the attack system on text classification
datasets, including the original model prediction accuracy before being attacked
(“Original Accuracy”), the model accuracy after the adversarial attack (“After-Attack
Accuracy”), the percentage of perturbed words with respect to the original sentence
length (“% Perturbed Words”), and the semantic similarity between original and ad-
versarial samples (“Semantic Similarity”).

InferSent ESIM BERT

SNLI MultiNLI (m/mm) SNLI MultiNLI (m/mm) SNLI MultiNLI (m/mm)

Original Accuracy 84.3 70.9/69.6 86.5 77.6/75.8 89.4 85.1/82.1

After-Attack Accuracy 3.5 6.7/6.9 5.1 7.7/7.3 4.0 9.6/8.3

% Perturbed Words 18.0 13.8/14.6 18.1 14.5/14.6 18.5 15.2/14.6

Semantic Similarity 0.50 0.61/0.59 0.47 0.59/0.59 0.45 0.57/0.58

Query Number 57 70/83 58 72/87 60 78/86

Average Text Length 8 11/12 8 11/12 8 11/12

Table 5.4: Automatic evaluation results of the attack system on textual entailment
datasets. “m” means matched, and “mm” means mismatched, which are the two
variants of the MultiNLI development set.

The volunteers have university-level education backgrounds and passed a test batch

before they started annotation.

5.1.4 Results

5.1.4.1 Automatic Evaluation

The main results of black-box attacks in terms of automatic evaluation on five text

classification and two textual entailment tasks are summarized in Table 5.3 and 5.4,

respectively. Overall, as can be seen from our results, TextFooler achieves a high

success rate when attacking with a limited number of modifications on both tasks. No

matter how long the text sequence is, and no matter how accurate the target model

is, TextFooler can generally reduce the accuracy from the state-of-the-art values
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to below 15% (except on the Fake dataset) with less than 20% word perturbation

ratio (except the AG dataset under the BERT target model). For instance, it only

perturbs 5.1% of the words on average when reducing the accuracy from 89.8% to

only 0.3% on the IMDB dataset against the WordLSTM model. Notably, our attack

system makes the WordCNN model on the IMDB dataset totally wrong (reaching

an accuracy of 0%) with only 3.5% word perturbation rate. In the IMDB dataset,

which has an average length of 215 words, the system only perturbed 10 words or

fewer per sample to conduct successful attacks. This means that our attack system

can successfully mislead the classifiers into assigning wrong predictions via subtle

manipulation.

Even for BERT, which has achieved seemingly “robust” performance compared

with the non-pretrained models such as WordLSTM and WordCNN, our attack model

can still reduce its prediction accuracy by about 5–7 times on the classification task

(e.g., from 95.6% to 6.8% for the Yelp dataset) and about 9-22 times on the NLI task

(e.g., from 89.4% to 4.0% for the SNLI dataset), which is unprecedented. Our curated

adversarial examples can contribute to the study of the interpretability of the BERT

model [Feng et al., 2018a].

Another two observations can be drawn from Tables 5.3 and 5.4. (1) Models with

higher original accuracy are, in general, more difficult to attack. For instance, the

after-attack accuracy and perturbed word ratio are both higher for the BERT model

compared with WordCNN on all datasets. (2) The after-attack accuracy of the Fake

dataset is much higher than all other classification datasets for all three target models.

We found in experiments that it is easy for the attack system to convert a real news

article to a fake one, whereas the reverse process is much harder, which is in line with

intuition.

Comparing the semantic similarity scores and the perturbed word ratios in both

Tables 5.3 and 5.4, we find that the two results have a high positive correlation.

Empirically, when the text length is longer than 10 words, the semantic similarity

measurement becomes more stable. Since the average text lengths of text classification

datasets are all above 20 words and those of textual entailment datasets are around
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or below 10 words, we need to treat the semantic similarity scores of these two tasks

individually. Therefore, we performed a linear regression analysis between the word

perturbation ratio and semantic similarity for each task and obtained r-squared values

of 0.94 and 0.97 for text classification and textual entailment tasks, respectively.

Such high values of r-squared reveal that our proposed semantic similarity has a

high correlation (negative) with the perturbed words ratio, which can both be good

automatic measurements to evaluate the degree of alteration of the original text.

We include the average text length of each dataset in the last row of Tables 5.3

and 5.4 so that it can be conveniently compared against the number of queries. That

number is almost linear in the text length, with a ratio in (2, 8). Longer text correlates

with a smaller ratio, which validates the efficiency of TextFooler.

Benchmark Comparison We compared TextFooler with the previous state-

of-the-art adversarial attack systems against the same target model and dataset. Our

baselines include Li et al. [2018a] that generates misspelled words by character- and

word-level perturbation, Alzantot et al. [2018] that iterates through every word in

the sentence and find its perturbation, and Kuleshov et al. [2018] that uses word

replacement by greedy heuristics. From the results in Table 5.5, we can see that

our system beats the previous state-of-the-art models in both the attack success

rate (calculated by dividing the number of wrong predictions by the total number of

adversarial examples) and perturbed word ratio.

5.1.4.2 Human Evaluation

We sampled 100 adversarial examples on the MR dataset with the WordLSTM and

100 examples on SNLI with BERT. We verified the quality of our examples via three

experiments. First, we ask human judges to give a grammaticality score of a shuffled

mix of original and adversarial text.

As shown in Table 5.7, the grammaticality of the adversarial texts are close to

that of the original texts on both datasets. By sensibly substituting synonyms,

TextFooler generates smooth outputs such as “the big metaphorical wave” in Ta-
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Dataset Model Success Rate % Perturbed Words

IMDB

[Li et al., 2018a] 86.7 6.9

[Alzantot et al., 2018] 97.0 14.7

Ours 99.7 5.1

SNLI
[Alzantot et al., 2018] 70.0 23.0

Ours 95.8 18.0

Yelp
[Kuleshov et al., 2018] 74.8 -

Ours 97.8 10.6

Table 5.5: Comparison of our attack system against other published systems. The
target model for IMDB and Yelp is LSTM and SNLI is InferSent.

Movie Review (Positive (POS) ↔ Negative (NEG))

Orig. (Label: NEG) The characters, cast in impossibly contrived situations,
are totally estranged from reality.

Adv. (Label: POS) The characters, cast in impossibly engineered circum-
stances, are fully estranged from reality.

Orig. (Label: POS) It cuts to the knot of what it actually means to face your
scares, and to ride the overwhelming metaphorical wave
that life wherever it takes you.

Adv. (Label: NEG) It cuts to the core of what it actually means to face your
fears, and to ride the big metaphorical wave that life
wherever it takes you.

SNLI (Entailment (ENT), Neutral (NEU), Contradiction (CON))

Premise Two small boys in blue soccer uniforms use a wooden set of
steps to wash their hands.

Orig. (Label: CON) The boys are in band uniforms.

Adv. (Label: ENT) The boys are in band garment .

Premise A child with wet hair is holding a butterfly decorated beach
ball.

Orig. (Label: NEU) The child is at the beach .

Adv. (Label: ENT) The youngster is at the shore .

Table 5.6: Examples of original and adversarial sentences from MR (WordLSTM)
and SNLI (BERT) datasets. Orig.: original; Adv.: adversary.
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MR SNLI

Source Text (WordLSTM) (BERT)

Original 4.22 4.50

Adversarial 4.01 4.27

Table 5.7: Grammaticality of original and adversarial examples for MR (WordLSTM)
and SNLI (BERT) on 1− 5 scale.

ble 5.6.

We then asked the human raters to assign classification labels to a shuffled set

of original and adversarial samples. The overall agreement between the labels of the

original sentence and the adversarial sentence is relatively high, with 92% on MR

and 85% on SNLI. Though our adversarial examples are not perfect in every case,

this shows that majorities of adversarial sentences have the same attribute as the

original sentences from a human perspective. Table 5.6 shows typical examples of

sentences with almost the same meanings that result in contradictory classifications

by the target model.

Lastly, we asked the judges to decide whether each adversarial sample retains

the meaning of the original sentence. They need to decide whether the synthesized

adversarial example is similar, ambiguous, or dissimilar to the provided original sen-

tence. We regard similar as 1, ambiguous as 0.5, and dissimilar as 0, and obtained

sentence similarity scores of 0.91 on MR and 0.86 on SNLI, which shows the perceived

difference between original and adversarial text is small.

5.1.5 Discussion

5.1.5.1 Ablation Study

Word Importance Ranking To validate the effectiveness of Step 1 in Algorithm

2, i.e., the word importance ranking, we remove this step and instead randomly select

the words in text to perturb. We keep the perturbed word ratio and Step 2 the same.

We use BERT as the target model and test on three datasets: MR, AG, and SNLI.

The results are summarized in Table 5.8. After removing Step 1 and instead randomly
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selecting the words to perturb, the after-attack accuracy increases by more than 45%

on all three datasets, which reveals that the attack becomes ineffective without the

word importance ranking step. The word importance ranking process is crucial to

the algorithm in that it can accurately and efficiently locate the words which cast the

most significant effect on the predictions of the target model. This strategy can also

reduce the number of perturbed words so as to maintain the semantic similarity as

much as possible.

MR AG SNLI

% Perturbed Words 16.7 22.0 18.5

Original Accuracy 86.0 94.2 89.4

After-Attack Accuracy 11.5 12.5 4.0

After-Attack Accuracy (Random) 68.3 80.8 59.2

Table 5.8: Comparison of the after-attack accuracies before and after removing the
word importance ranking of Algorithm 2. For control, Step 2 and the perturbed words
ratio are kept the same. BERT model is used as the target model.

Semantic Similarity Constraint In Step 2 of Algorithm 2, for every possible

word replacement, we check the semantic similarity between the newly generated

sample and the original text, and adopt this replacement only when the similarity

is above a preset threshold 𝜖. We found that this strategy can effectively filter out

irrelevant synonyms to the selected word. As we can see from the examples in Table

5.9, the synonyms extracted by word embeddings are noisy, so directly injecting them

into the text as adversarial samples would probably shift the semantics significantly.

By applying the sentence-level semantic similarity constraint, we can obtain more

related synonyms as good replacements. To be noted, applying the semantic similarity

constraint will also increase the difficulty in finding successful attacks, as indicated

by the increased after-attack accuracy and percentage of perturbed words in Table

5.10.
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Original like a south of the border melrose place

Adversarial like a south of the border melrose spot

- Sim. like a south of the border melrose mise

Original their computer animated faces are very expressive

Adversarial their computer animated face are very affective

- Sim. their computer animated faces are very diction

Table 5.9: Qualitative comparison of adversarial attacks with and without the se-
mantic similarity constraint (“-Sim.”). We highlight the original word, TextFooler’s
replacement, and the replacement without semantic constraint.

MR IMDB SNLI MNLI(m)

After-Attack Accuracy 11.5/6.2 13.6/11.2 4.0/3.6 9.6/7.9

% Perturbed Words 16.7/14.8 6.1/4.0 18.5/18.3 15.2/14.5

Query Number 166/131 1134/884 60/57 78/70

Semantic Similarity 0.65/0.58 0.86/0.82 0.45/0.44 0.57/0.56

Table 5.10: Comparison of automatic evaluation metrics with and without the seman-
tic similarity constraint (numbers in the left and right of the symbol “/” represent
results with and without the constraint, respectively). The target model is BERT-
Base.

5.1.5.2 Transferability

We examined transferability of adversarial text, that is, whether adversarial samples

curated based on one model can also fool another. For this, we collected the adver-

sarial examples from IMDB and SNLI test sets that are wrongly predicted by one

target model and then measured the prediction accuracy of them against the other

two target models. As we can see from the results in the Table 5.11, there is a mod-

erate degree of transferability between models, and the transferability is higher in the

textual entailment task than in the text classification task. Moreover, the adversarial

samples generated based on the model with higher prediction accuracy, i.e. the BERT

model here, show higher transferability.
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WordCNN WordLSTM BERT

IMDB

WordCNN — 84.9 90.2

WordLSTM 74.9 — 87.9

BERT 84.1 85.1 —

InferSent ESIM BERT

SNLI

InferSent — 62.7 67.7

ESIM 49.4 — 59.3

BERT 58.2 54.6 —

Table 5.11: Transferability of adversarial examples on IMDB and SNLI dataset. Row
𝑖 and column 𝑗 is the accuracy of adversaries generated for model 𝑖 evaluated on
model 𝑗.

5.1.5.3 Adversarial Training

Our work casts insights on how to better improve the original models through these

adversarial examples. We conducted a preliminary experiment on adversarial training,

by feeding the models both the original data and the adversarial examples (adversarial

examples share the same labels as the original counterparts), to see whether the

original models can gain more robustness. We collected the adversarial examples

curated from the MR and SNLI training sets that fooled BERT and added them to

the original training set. We then used the expanded data to fine-tune BERT and

attacked this adversarially-trained model. As is seen in the attack results in Table

5.12, both the after-attack accuracy and perturbed words ratio after adversarial re-

training get higher, indicating the greater difficulty to attack. This reveals one of the

potential benefits of our attack system — we can enhance the robustness of a model

to future attacks by training it with the generated adversarial examples.

5.1.5.4 Error Analysis

Our adversarial samples are susceptible to two types of errors: word sense ambiguity,

and grammatical error. It is difficult for our model to disambiguate the word senses.

For example, the sentence “One man shows the ransom money to the other” has the
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MR SNLI

Af. Acc. Pert. Af. Acc. Pert.

Original 11.5 16.7 4.0 18.5

+ Adv. Training 18.7 21.0 8.3 20.1

Table 5.12: Comparison of the after-attack accuracy (“Af. Acc.”) and percentage of
perturbed words (“Pert.”) of original training (“Original”) and adversarial training
(“+ Adv. Train”) of BERT model on MR and SNLI dataset.

adversary “One man testifies the ransom money to the other”, where “testify” in this

context is not the appropriate synonym of “show” though it fits in other cases. There

also exist grammatical errors. For example, in the adversarial example “A man with

headphones is motorcycle”, “motorcycle” is similar to the original word “biking” but

is not grammatical here. As future work, we will improve the heuristic design, and

use a pre-trained language model over large-scale corpora such as GPT-2 [Radford

et al., 2019].

Content shift can be seen in a task-specific situation. In the sentiment classifica-

tion task, a change of words might not affect the overall sentiment, whereas in the

task of textual entailment, the substitution of words might result in a fundamental

difference. For example, if the premise is “a kid with a red hat is running”, and

the original hypothesis is “a kid is running (Entailment)”, then if the adversarial

example becomes “a girl is running”, the sensible result turns into Neutral instead.

5.1.5.5 Limitations and Future Work

In this section, we will discuss some limitations in this work and cast light onto

possible future work to resolve these limitations:

∙ Although we can rely on human evaluation to verify the validity of generated

adversaries as a compliment to automatic evaluation for three aspects of label

preservation, semantic similarity, and fluency, human evaluation is still more

or less subject to the subjectivity of annotators. And it is resource- and time-

consuming, thus only a small number of samples can be evaluated. For bench-
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marking comparison, every new work needs to conduct human evaluation again

and again for all previous works, which severely hinders the development of

this field. Future work should put more efforts on proposing better automatic

evaluation metrics that can highly align with human evaluation so that it can

serve as a good replacement.

∙ Although we replace the tokens by their synonyms, we cannot guarantee that

every replacement can strictly conform to grammar rules and every new token

can well fit into the sentence to form a fluent one. To alleviate this issue,

a strong and well-trained language model can be used to rank the candidate

tokens so that the one that can best fit the sentence is selected. However, the

use of such a language model will also add tremendous computation and thus

make the attack process very slow. Some techniques to accelerate the inference

process of the language model added should be developed.

∙ Our proposed adversarial attack method can be used to create a challenge set

to any existing text classification and entailment dataset, however, further re-

moval of unqualified and in-fluent sentences by human annotation is still needed.

Future work is needed to validate this process and demonstrate that such a strat-

egy can effectively and efficiently create a challenge set by showcasing on several

important datasets such as NLI, IMDB, etc..

5.1.6 Related Work

Adversarial attack has been extensively studied in computer vision [Kurakin et al.,

2016a; Moosavi-Dezfooli et al., 2017]. Most works make gradient-based perturbations

on continuous input spaces [Goodfellow et al., 2015; Szegedy et al., 2013].

Adversarial attack on discrete data such as text is more challenging. Inspired by

the approaches in computer vision, early work in language adversarial attack focuses

on variations of gradient-based methods. For example, Zhao et al. [2017] transform

input data into a latent representation by generative adversarial networks (GANs),

and then retrieve adversaries close to the original instance in the latent space.
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Other works observed the intractability of GAN-based models on text and the shift

in semantics in the latent representations, so heuristic methods such as scrambling,

misspelling, or removing words were proposed [Alzantot et al., 2018; Li et al., 2018a,

2016]. Ribeiro et al. [2018] automatically craft the semantically equivalent adversarial

rules from the machine generated paraphrases using back-translation techniques.

5.1.7 Summary

Overall, we study adversarial attacks against state-of-the-art text classification and

textual entailment models under the black-box setting. Extensive experiments demon-

strate the effectiveness of our proposed system, TextFooler, at generating targeted

adversarial texts. Human studies validated that the generated adversarial texts are

legible, grammatical, and similar in meaning to the original texts.

5.2 Probing Aspect Robustness in Aspect-Based Sen-

timent Analysis

5.2.1 Introduction

Aspect-based sentiment analysis (ABSA) is an advanced sentiment analysis task that

aims to classify the sentiment towards a specific aspect (e.g., burgers or fries in the

review “Tasty burgers, and crispy fries.”). The key to a strong ABSA model is that

it should be sensitive to only the sentiment words of the target aspect, and therefore

not be interfered with by the sentiment of any non-target aspect. Although state-of-

the-art models have shown high accuracy on existing test sets, we still question their

robustness. Specifically, given the prerequisite that a model outputs correct sentiment

polarity for the test sentence, we have the following questions:

(Q1) If we reverse the sentiment polarity of the target aspect, can the model change

its prediction accordingly?

(Q2) If the sentiments of all non-target aspects become opposite to the target one,
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SubQ. Generation Strategy Example

Prereq. Source: The original sample from the
test set

Tasty burgers, and crispy fries. (Tgt:
burgers)

Q1 RevTgt: Reverse the sentiment of the
target aspect

Terrible burgers, but crispy fries.

Q2 RevNon: Reverse the sentiment of
the non-target aspects with originally the
same sentiment as target

Tasty burgers, but soggy fries.

Q3 AddDiff: Add aspects with the opposite
sentiment from the target aspect

Tasty burgers, crispy fries, but poor-
est service ever!

Table 5.13: The generation strategies and examples of the prerequisite (Prereq) and
three questions (Q1)-(Q3). Each example is annotated with the target aspect (Tgt),
and altered sentence parts.

can the model still make the correct prediction?

(Q3) If we add more non-target aspects with sentiments opposite to the target one,

can the model still make the correct prediction?

A robust ABSA model should both meet the prerequisite and have affirmative an-

swers to all the questions above. For example, if a model makes the correct sentiment

classification (i.e., positive) for burgers in the original sentence “Tasty burgers, and

crispy fries”, it should flip its prediction (to negative) when seeing the new context

“Terrible burgers, but crispy fries”. Hence, these questions together form a probe to

verify if an ABSA model has high aspect robustness .

Unfortunately, existing ABSA datasets have very limited capability to probe aspect

robustness. For example, the Twitter dataset [Dong et al., 2014] has only one aspect

per sentence, so the model does not need to discriminate against non-target aspects.

In the most widely used SemEval 2014 Laptop and Restaurant datasets [Pontiki et al.,

2014], for 83.9% and 79.6% samples in the test sets, the sentiments of the target aspect

and all non-target aspects are all the same. Hence, we cannot decide whether models

that make correct classifications attend only to the target aspect, because they may

also wrongly look at the non-target aspects, which are confounding factors. Only a

small portion of the test set can be used to answer our target questions proposed

in the beginning. Moreover, when we test on the subset of the test set (59 samples
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in Laptop, and 122 samples in Restaurant) where the target aspect sentiment differs

from all non-target aspect sentiments (so that the confounding factor is disentangled),

the best model [Xu et al., 2019a] drops from 78.53% to 59.32% on Laptop and from

86.70% to 63.93% on Restaurant. This implies that the success of previous models

may over-rely on the confounding non-target aspects, but not necessarily on the

target aspect only. However, no existing datasets can be used to analyze the aspect

robustness in greater depth.

We develop an automatic generation framework that takes as input the original

test sentences from SemEval 2014, and applies three generation strategies shown in

Table 5.13. Samples generated by RevTgt, RevNon, and AddDiff can be used

to answer the questions (Q1)-(Q3), respectively. The generated new sentences largely

overlap with the content and aspect terms of the original sentence, but manage to

disentangle the confounding sentiment polarity of non-target aspects from the target,

as shown in the examples in Table 5.13. In this way, we produce an “all-rounded” test

set that can test whether a model robustly captures the target sentiment instead of

using other irrelevant clues.

We enriched the laptop dataset by 294% from 638 to 1,877 samples and the restau-

rant dataset by 315% from 1,120 to 3,530 samples. By human evaluation, more than

92% of the new aspect robustness test set (ARTS) shows high fluency and desired

sentiment on all aspects. Using our new test set, we analyze the aspect robustness of

nine existing models. Experiment results show that their performance degrades by

up to 55.64% on Laptop and 69.73% on Restaurant.

The contributions are as follows:

1. We develop simple but effective automatic generation methods that generate

new test samples (with over 92% accuracy by human evaluation) to challenge

the aspect robustness.

2. We construct ARTS, a new test set targeting aspect robustness for ABSA mod-

els, and propose a new metric, Aspect Robustness Score.

3. We probe the aspect robustness of nine models, and reveal up to 69.73% per-

formance drop on ARTS compared with the original test set.
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4. We provide solutions to enhance aspect robustness for ABSA models (Sec-

tion 5.2.5).

5.2.2 Data Generation

As shown in Table 5.13, we aim to build a systematic method to generate all possible

aspect-related alternations, in order to remove the confounding factors in the existing

ABSA data. In the following, we will introduce three generation strategies.

5.2.2.1 RevTgt

The first strategy is to generate sentences that reverse the original sentiment of the

target aspect. The word spans of each aspect’s sentiment in SemEval 2014 data are

provided by [Fan et al., 2019]. We design two methods to reverse the sentiment, and

one additional step of conjunction adjustment on top of the two methods to polish

the resulting sentence.

Strategy Example

Flip Opinion
It’s light and easy to transport.

→ It’s heavy and difficult to transport.

Add Negation
The menu changes seasonally.

→ The menu does not change seasonally.

Adjust The food is good, and the decor is nice.

Conjunctions → The food is good, but the decor is nasty.

Table 5.14: Three strategies and examples of RevTgt.

Strategy Example

Original sentence & sentiment
It has great food and a reasonable price, but the service is poor.

(Tgt) food:+ price:+ service:− overall:#
RevNon

Flip same-sentiment non-target as-
pects (and adjust conjunctions)

It has great food but an unreasonable price, and the service is poor.

Exaggerate opposite-sentiment It has great food but an unreasonable price, and the service is extremely poor.

non-target aspects (Tgt) food:+ price:− service:−− overall:−

Table 5.15: The generation process of RevNon. The target aspect (Tgt), and senti-
ments of all aspects are annotated.
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Flip Opinion Words Suppose we have the sentence “Tasty burgers and crispy

fries,” where the sentiment term for the target aspect is Tasty. We aim to generate a

new sentence that flips the sentiment Tasty. A baseline approach is antonym replace-

ment by looking up WordNet [Miller, 1995]. However, due to polysemy, the simple

lookup is very likely to derive an inappropriate antonym and cause incompatibility

with the context. Among the retrieved set of antonyms, we only keep words with the

same Part-of-Speech (POS) tag as original, using the stanza package12 which takes the

context into account by the state-of-the-art neural network-based model.13 Lastly, in

the case of multiple antonyms, we prioritize the words that are already in the existing

vocabulary, and then randomly select an antonym from the candidate set.

Add Negation The above strategy of flipping by the antonym is constrained by

the availability of antonyms. For those cases without suitable antonyms, including

long phrases, we add negation according to the linguistic features. In most cases, the

sentiment expression is an adjective or verb term, so we simply add negation (i.e.,

“not”) in front of it. If the sentiment term is not an adjective or verb, we add negation

to its closest verb. For example, in Table 5.14, there are no available antonyms for

“change” in the original sentence “The menu changes seasonally.”, so we simply negate

it as “The menu does not change seasonally.”

Adjust Conjunctions As pinpointed in Section 5.2.1, 79.6∼83.9% of the test sen-

tences have the same sentiment for all aspects. A possible result of reversing one

aspect’s sentiment is that the other aspects’ sentiments will be opposite to the al-

tered one. So we need to adjust the conjunctions for language fluency. If the two

closest surrounding sentiments of a conjunction word have the same polarity, then

cumulative conjunctions such as “and” should be applied; otherwise, we should adopt

adversative conjunctions such as “but”. In the example in Table 5.14, after flipping

the sentiment, we derive the sentence “The food is good, and the decor is nasty”

12https://stanfordnlp.github.io/stanza/
13For the candidate filter, we do not use GPT-2 perplexity because of its low accuracy, e.g., 38.4%

on a random sample set. And its output is also less interpretable than the POS filter.
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which is very unnatural, so we replace the conjunction “and” with “but”, and thus

generate the sentence “The food is good, but the decor is nasty.”

5.2.2.2 RevNon

Changing the target sentiment by RevTgt can test if a model is sensitive enough

towards the target-aspect sentiment, but we need to further complement this probe

by perturbing the sentiments of the non-target aspects (RevNon). As shown in

Table 5.15, for all the non-target aspects with the same sentiment as the target

aspect’s, we reverse their sentiments using the same method as RevTgt. And for

all the remaining non-target aspects, whose sentiments are already opposite from the

target sentiment, we exaggerate the extent by randomly adding an adverb (e.g., “very”,

“really” and “extremely”) from a dictionary of adverbs of degree that is collected based

on the training set. The resulting test sentence will be a solid proof of the ABSA

quality, because only the target aspect has the desired sentiment, and all non-target

aspects have been flipped to or exaggerated with the opposite sentiment.

5.2.2.3 AddDiff

The first two strategies, RevTgt and RevNon, have explored how the sentiment

changes of existing aspects will challenge an ABSA model, and AddDiff further

investigates if adding more non-target aspects can confuse the model. Moreover, the

existing SemEval 2014 test sets have only on average of 2 aspects per sentence, but the

real-world applications can have more aspects. With these motivations, we develop

AddDiff as follows.

We first form a set of aspect expressions AspectSet by extracting all aspect ex-

pressions from the entire dataset. Specifically, for each sentence in the dataset, we

first identify each sentiment term (e.g., “reasonable” in “Food at a reasonable price”)

and then extract its linguistic branch as the aspect expression (e.g., “at a reason-

able price”) by pretrained constituency parsing [Joshi et al., 2018]. Table 5.16 shows

several examples of AspectSet in the restaurant domain.

Using the AspectSet, we randomly sample 1-3 aspects that are not mentioned in
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Sentiment Aspect Expression

Positive

staff is friendly and knowledgeable

desserts are out of this world

texture is velvety

Negative

service is severely slow

dining experience is miserable

tables are uncomfortably close

Table 5.16: Example aspect expressions from AspectSet of the restaurant domain.

the original test sample and whose sentiments are different from the target aspect’s,

and then append these to the end of the original sentence. For example, “Great food

and best of all GREAT beer!” AddDiff−−−−−→ “Great food and best of all GREAT beer, but

management is less than accommodating, music is too heavy, and service is severely

slow.”

5.2.3 ARTS Dataset

5.2.3.1 Overview

Our source data is the most widely used ABSA dataset, SemEval 2014 Laptop and

Restaurant Reviews [Pontiki et al., 2014].14 We follow Wang et al. [2016], Ma et al.

[2017], and Xu et al. [2019a] to remove samples with conflicting polarity and only

keep positive, negative, and neutral labels. We use the train-dev split as in [Xu et al.,

2019a]. The resulting Laptop dataset has 2,163 training, 150 validation, and 638 test

data, and Restaurant has 3,452 training, 150 validation, and 1,120 test data.

Building upon the original SemEval 2014 data, we generate enriched test sets of

1,877 samples (294% of the original size) in the laptop domain, and 3,530 samples

(315%) in the restaurant domain using generation method introduced in Section 5.2.2.

The statistics of our ARTS test set are in Table 5.17.
14http://alt.qcri.org/semeval2014/task4/
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Laptop Restaurant

Original Test Set 638 1,120

Enriched Test Set 1,877 3,530

Relative Size 294.20% 315.17%

Fluency Check
Accepted Samples 1,732 3,260

Fixed Samples 145 270

Acceptance Rate 92.27% 92.35 %

Inter-Agreement 91.10% 92.69%

Sentiment Check
Accepted Samples 1,763 3,362

Fixed Samples 114 168

Acceptance Rate 93.93% 95.24%

Inter-Agreement 94.14% 95.61%

Table 5.17: Overall statistics of the ARTS test set and results of fluency and sentiment
checks.
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5.2.3.2 Quality Inspection

We conduct human evaluation to validate the generation quality of our ARTS dataset

on two criteria:

1. Fluency: Does the generated sentence maintain the fluency of the source sen-

tence?

2. Sentiment Correctness: Does the sentiment of each aspect have the desired

polarity?

∙ RevTgt: Is the target sentiment reversed?

∙ RevNon: For non-target aspects with originally the same sentiment as the

target, is it reversed? For the rest, are they exaggerated?

∙ AddDiff: Is the target sentiment unchanged?

Each task is completed by two native-speaker judges. We first calculate the inter-

agreement rate of the human annotators, and then resolve the divergent opinions on

samples where they disagree. We accept the samples that both judges considered as

correct or are resolved to be correct after our check. Finally, we ask the annotators to

fix the rejected samples by some minimal edit that does not change the aspect term

or the sentence meaning, but satisfies both criteria.

Fluency Check The evaluation results on fluency are shown in Table 5.17. Most

samples (92.27% of Laptop and 92.35% of Restaurant test sets) are accepted as fluent

text. The inter-rater agreement between the two human judges is also high, 91.10%

and 92.69% on the two datasets.

Sentiment Check We also evaluate the sentiment correctness of the generated

text. Note that for RevNon, we count the samples with all “yes” answers as accepted

samples. Overall, the acceptance rate of the generated samples is 93.93% on Laptop

and 95.24% on Restaurant, along with inter-rater agreement of over 94.14% on both

datasets.
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5.2.3.3 Dataset Analysis

After checking the quality of our enriched ARTS test set, we analyze the dataset

characteristics and make comparisons with the original test sets.

Laptop Restaurant

Ori ARTS Ori ARTS

#Words/Sent 18.56 22.27 19.37 23.15

Vocab Size 1565 1746 2197 2451

Labels

Positive 341 883 728 1953

Negative 128 587 196 1104

Neutral 169 407 196 473

#Positive/#Negative 2.66 1.5 3.71 1.77

Aspect-Related Challenge

#Aspects/Sent 2.05 2.75 2.57 3.28

Opp. Nontgt ≥ 1 16% 59% 20% 67%

Opp. Nontgt = All 9% 38% 11% 42%

#Opp. Nontgt/Sent 0.23 1.16 0.27 1.39

Table 5.18: Characteristics of the New (“New”) test sets in comparison to the Original
(“Ori”) Laptop and Restaurant test sets.

For general statistics, we can see from Table 5.18 that the sentence length in the

new test set is on average 4 words more than the original, and the vocabulary size

is also larger by around two hundred. For the label distribution, we can see that the

new test set has an increasing number of all labels, and especially balances the ratio

of positive-to-negative labels from the original 2.66 to 1.5 on Laptop, and from 3.71

to 1.77 on Restaurant.

For the aspect-related challenge in the test set, the new test set has a larger

number of aspects per sentence than the original. Our test set also features a higher
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disentanglement of the target aspect from the non-target aspects that have the same

sentiment as the target: the portion of samples with at least one non-target aspect

with sentiments different from the target is 59-67%, and on average 45% higher than

the original test sets. And the portion of the most challenging samples where all

non-target aspects have sentiments different from the target one on the new test set

is on average 30% more than that of the original test set. The average number of non-

target aspects with opposite sentiments per sample in the new test set is on average

5 times that of the original set.

5.2.3.4 Aspect Robustness Score (ARS)

As mentioned in Section 5.2.1, a model is considered to have high aspect robustness

if it satisfies both the prerequisite and all three questions (Q1)-(Q3). So we propose

a novel metric, Aspect Robustness Score (ARS), that counts the correct classification

of the source sentence and all its variations (RevTgt, RevNon, and AddDiff) as

one unit of correctness. Then we apply the standard calculation of accuracy. Note

that the three variations correspond to questions (Q1)-(Q3), respectively.

5.2.4 Evaluating ABSA Models

We use our enriched test set as a comprehensive test on the aspect robustness of

ABSA models.

5.2.4.1 Models

For a comprehensive overview of the ABSA field, we conduct extensive experiments

on models with a variety of neural network architectures.

TD-LSTM: [Tang et al., 2016a] uses two Long Short-Term Memory Networks

(LSTM) to encode the preceding and following contexts of the target aspect (inclusive)

and concatenates the last hidden states of the two LSTMs to make the sentiment

classification.
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AttLSTM: Wang et al. [2016] apply an Attention-based LSTM on the concate-

natation of the aspect and word embeddings of each token.

GatedCNN: Xue and Li [2018] use a Gated Convolutional Neural Networks

(CNN) that applies a Tanh-ReLU gating mechanism to the CNN-encoded text with

aspect embeddings.

MemNet: Tang et al. [2016b] use memory networks to store the sentence as

external memory and calculate the attention with the target aspect.

GCN: Aspect-specific Graph Convolutional Networks (GCN) [Zhang et al., 2019a]

first applies GCN over the syntax tree of the sentence and then imposes an aspect-

specific masking layer on its top.

BERT: Xu et al. [2019a] uses a BERT-based baseline [Devlin et al., 2019] and

takes as input the concatenation of the aspect term and the sentence.

BERT-PT: Xu et al. [2019a] post-train BERT on other review datasets such as

Amazon laptop reviews [He and McAuley, 2016] and Yelp Dataset Challenge reviews,

and finetune on ABSA tasks.

CapsBERT: [Jiang et al., 2019] encode the sentence and the aspect term with

BERT, and then feed it into Capsule Networks to predict the polarity.

BERT-Sent: For more in-depth analysis, we also implement a sentence classifi-

cation baseline that only feeds the sentence without aspect information into BERT,

and directly predicts the sentiment.

5.2.4.2 Implementation Details

For all existing models, we use the authors’ official implementation. For our self-

proposed BERT-Sent, we use the Adam optimizer with a learning rate of 5e-5, weight

decay of 0.01, batch size of 32, apply the 𝑙2 regularization with 𝜆 = 10−4, and train

50 epochs.
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Model Entire Test RevTgt Subset RevNon Subset AddDiff Subset

Ori → New (Change) Ori → New (Change) Ori → New (Change) Ori → New (Change)

Laptop Dataset

MemNet 64.42 → 16.93 (↓47.49)⋆ 72.10 → 28.33 (↓43.77)⋆ 82.22 → 79.26 (↓02.96) 64.42 → 56.58 (↓07.84)⋆

GatedCNN 65.67 → 10.34 (↓55.33)⋆ 75.11 → 24.03 (↓51.08)⋆ 83.70 → 78.52 (↓05.18) 65.67 → 45.14 (↓20.53)⋆

AttLSTM 67.55 → 09.87 (↓57.68)⋆ 72.96 → 27.04 (↓45.92)⋆ 85.93 → 75.56 (↓10.37)⋆ 67.55 → 39.66 (↓27.89)⋆

TD-LSTM 68.03 → 22.57 (↓45.46)⋆ 73.39 → 29.83 (↓43.56)⋆ 83.70 → 77.04 (↓06.66) 68.03 → 60.66 (↓07.37)⋆

GCN 72.41 → 19.91 (↓52.50)⋆ 78.33 → 35.62 (↓42.71)⋆ 88.89 → 74.81 (↓14.08)⋆ 72.41 → 52.51 (↓19.90)⋆

BERT-Sent 73.04 → 17.40 (↓55.64)⋆ 78.76 → 59.44 (↓19.32)⋆ 88.15 → 42.22 (↓45.93)⋆ 73.04 → 34.64 (↓38.40)⋆

CapsBERT 77.12 → 25.8616 (↓51.26)⋆ 80.69 → 57.73 (↓22.96)⋆ 88.89 → 49.63 (↓39.26)⋆ 77.12 → 45.14 (↓31.98)⋆

BERT 77.59 → 50.94 (↓26.65)⋆ 83.05 → 65.02 (↓18.03)⋆ 93.33 → 71.85 (↓21.48)⋆ 77.59 → 71.00 (↓06.59)⋆

BERT-PT 78.53 → 53.29 (↓25.24)⋆ 82.40 → 60.09 (↓22.31)⋆ 93.33 → 83.70 (↓09.63)⋆ 78.53 → 75.71 (↓02.82)

Average 71.60 → 25.23 (↓46.37)⋆ 77.42 → 43.01 (↓34.41)⋆ 87.57 → 70.29 (↓17.28)⋆ 71.60 → 53.45 (↓18.15)⋆

Restaurant Dataset

MemNet 75.18 → 21.52 (↓53.66)⋆ 80.73 → 27.54 (↓53.19)⋆ 84.46 → 73.65 (↓10.81)⋆ 75.18 → 60.71 (↓14.47)⋆

GatedCNN 76.96 → 13.12 (↓63.84)⋆ 85.11 → 23.17 (↓61.94)⋆ 88.06 → 72.97 (↓15.09)⋆ 76.96 → 54.91 (↓22.05)⋆

AttLSTM 75.98 → 14.64 (↓61.34)⋆ 82.98 → 28.96 (↓54.02)⋆ 86.26 → 61.26 (↓25.00)⋆ 75.98 → 52.32 (↓23.66)⋆

TD-LSTM 78.12 → 30.18 (↓47.94)⋆ 85.34 → 34.99 (↓50.35)⋆ 88.51 → 75.68 (↓12.83)⋆ 78.12 → 70.18 (↓07.94)⋆

GCN 77.86 → 24.73 (↓53.13)⋆ 86.76 → 35.58 (↓51.18)⋆ 88.51 → 79.50 (↓09.01)⋆ 77.86 → 65.00 (↓12.86)⋆

BERT-Sent 80.62 → 10.89 (↓69.73)⋆ 89.60 → 44.80 (↓44.80)⋆ 89.86 → 57.21 (↓32.65)⋆ 80.62 → 30.89 (↓49.73)⋆

CapsBERT 83.48 → 55.36 (↓28.12)⋆ 89.48 → 71.87 (↓17.61)⋆ 90.99 → 74.55 (↓16.44)⋆ 83.48 → 77.86 (↓05.62)⋆

BERT 83.04 → 54.82 (↓28.22)⋆ 90.07 → 63.00 (↓27.07)⋆ 91.44 → 83.33 (↓08.11)⋆ 83.04 → 79.20 (↓03.84)⋆

BERT-PT 86.70 → 59.29 (↓27.41)⋆ 92.20 → 72.81 (↓19.39)⋆ 92.57 → 81.76 (↓10.81)⋆ 86.70 → 80.27 (↓06.43)⋆

Average 79.77 → 31.62 (↓48.15)⋆ 86.92 → 44.75 (↓42.17)⋆ 88.96 → 73.32 (↓15.64)⋆ 79.77 → 63.48 (↓16.29)⋆

Table 5.19: Model accuracy on Laptop and Restaurant data. We compare the accu-
racy on the Original and our New test sets (Ori → New), and calculate the change
of accuracy. Besides the Entire Test Set, we also list accuracy on subsets where the
generation strategies RevTgt, RevNon and AddDiff can be applied. The accu-
racy of Entire Test-New is calculated using ARS. ⋆ indicates whether the performance
drop is statistically significant (with p-value ≤ 0.05 by Welch’s 𝑡-test).

5.2.4.3 Results on ARTS

We list the accuracy15 of the nine models on the Laptop and Restaurant test sets in

Table 5.19.

Overall Performance On the entire test set, we can see that the accuracy of all

models on the original test set is very high, achieving up to 78.53% on Laptop and

86.70% on Restaurant, but it drops drastically (↓69%–↓25%) on our new test sets.

15For ABSA, accuracy is the standard metric to be reported [Tang et al., 2016b; Wang et al.,
2016; Xue and Li, 2018]. For Entire Test-New in Table 5.19, accuracy is calculated using ARS.
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Performance of Different Models From the overall performance on our new test

set, we can see that BERT models on average are more robust to the aspect-targeted

challenges that our new test set poses. The most effective model BERT-PT scores

the best on both original accuracy and robustness. It has 53.29% ARS on Laptop

and 59.29% on Restaurant. However, the accuracy of non-BERT models on average

drops drastically to under 30% by over ↓50%.

Performance on Different Subsets We list in detail the performance of each

model on the three subsets of our new test set: RevTgt, RevNon, and AddDiff.

They correspond to the three questions (Q1)-(Q3). RevTgt on average induces

the most performance drop, as it requires the model to pay precise attention to the

target sentiment words. RevNon makes the performance of the sentence classifier

BERT-Sent drop the most, by up to ↓45.93%, and the model CapsBERT also drops

by up to ↓39.26%. The last subset AddDiff causes most non-BERT models to drop

significantly, indicating that these models are not robust enough against an increased

number of non-target aspects, which should have been irrelevant.

5.2.5 Analysis

5.2.5.1 Variations of Generation Strategies

Combining Multiple Strategies Each sample in the ARTS test set is gener-

ated by one of the three strategies. However, it is also worth exploring whether

combining several strategies can make a more challenging probe on the aspect ro-

bustness of ABSA models. As a case study, we analyze the model robustness against

test samples generated by the combination of RevNon+AddDiff. By comparing

the performance decrease caused by RevNon+AddDiff in Table 5.20 and by only

RevNon and AddDiff in Table 5.19, we can see that the accuracy of each model

decreases by a much larger extent on RevNon+AddDiff than either of RevNon

or AddDiff.
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Model Laptop Restaurant

Ori → New (Change) Ori → New (Change)

MemNet 82.22 → 72.59 (↓09.63) 84.46 → 50.90 (↓33.56)⋆

GatedCNN 84.44 → 59.26 (↓25.18)⋆ 87.84 → 53.83 (↓34.01)⋆

AttLSTM 85.93 → 51.85 (↓34.08)⋆ 86.26 → 38.06 (↓48.20)⋆

TD-LSTM 83.70 → 68.89 (↓14.81)⋆ 88.51 → 65.99 (↓22.52)⋆

GCN 88.89 → 60.74 (↓28.15)⋆ 88.51 → 72.52 (↓15.99)⋆

BERT-Sent 88.15 → 11.85 (↓76.30)⋆ 89.86 → 11.94 (↓77.92)⋆

CapsBERT 90.37 → 24.44 (↓65.93)⋆ 90.99 → 66.89 (↓24.10)⋆

BERT 93.33 → 68.15 (↓25.18)⋆ 91.44 → 76.58 (↓14.86)⋆

BERT-PT 93.33 → 78.52 (↓14.81)⋆ 92.57 → 78.60 (↓13.97)⋆

Average 87.57 → 55.14 (↓32.43) ⋆ 88.96 → 57.26 (↓31.70)⋆

Table 5.20: The accuracy of each model on the original test set and the new test set
generated by RevNon+AddDiff in laptop and restaurant domains.

AddDiff with More Aspects Some strategies such as AddDiff can be param-

eterized by 𝑘, where 𝑘 is the number of additional non-target aspects to be added.

We select three models (the best, the worst, and an average-performing one), and plot

their accuracy on test samples generated by AddDiff(𝑘) on Laptop in Figure 5-1.

As 𝑘 gets larger, the test samples become more difficult. The sentence classification

baseline BERT-Sent drops drastically, BERT-PT remains high, and GCN lies in the

middle.

5.2.5.2 How to Effectively Model the Aspect?

An important usage of our ARTS is to understand what model components are key

to aspect robustness. We list the aspect-specific mechanisms of all models according

to the descending order of their ARS on the Laptop dataset in Table 5.21. We can

see that for BERT-based models, BERT-PT, which is further trained on large review
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Figure 5-1: Accuracy of BERT-PT, GCN, and BERT-Sent on the test samples in the
laptop domain generated by AddDiff(𝑘) where 𝑘 varies from 1 to 5.

corpora, gets the best accuracy and aspect robustness. More complicated structures

like CapsBERT underperforms the basic BERT by 25.08%.

Among the non-BERT models, the aspect position-aware models TD-LSTM and

GCN are the most robust, as they have a stronger sense of the location of the target

aspect in a sentence. On the contrary, the other models with poorer robustness

(9.87%–16.93% in Table 5.21) only use mechanisms such as aspect-based attention,

or concatenating the aspect embedding to the word embedding.

To summarize, the main takeaways are

∙ For BERT models, additional pretraining is the most effective.

∙ For non-BERT models, explicit position-aware designs lead to more aspect ro-

bustness.

5.2.5.3 Does Better Training Help?

The following three settings explore whether better training can improve the aspect

robustness.
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Model ARS Asp+W Emb Posi-Aware Asp Att

AttLSTM 9.87 3 7 3

GatedCNN 10.34 3 7 3

MemNet 16.93 7 7 3

GCN 19.91 7 3 3

TD-LSTM 22.57 7 3 7

CapsBERT 25.86 7 7 3

BERT 50.94 7 7 7

BERT-PT 53.29 7 7 7

Table 5.21: Models in the descending order of their ARS on Laptop. We list their
aspect-specific mechanisms, including concatenating the aspect and word embeddings
(Asp+W Emb), position-aware mechanism for aspects (Posi-Aware), and attention
using the aspect (Asp Att). We highlight 3 for Posi-Aware as it is the most related
to aspect robustness for non-BERT models.

Training and Testing on MAMS A recent dataset, Multi-Aspect Multi-Sentiment

(MAMS) [Jiang et al., 2019], is collected from the same data source as the SemEval

2014 Restaurant dataset [Ganu et al., 2009]. However, the sentences are more compli-

cated, each having at least two aspects with different sentiment polarities. Table 5.22a

checks the aspect robustness of models trained on MAMS using the original MAMS

test set (O→O) and the new test set that we produced by applying the same gener-

ation strategies to its test set (O→N). Models trained and tested on MAMS have a

smaller performance decrease than those on the Restaurant dataset. This shows that

a more challenging training set can make models more robust.

Training on MAMS and Testing on Restaurant As MAMS and Restaurant are

collected from the same source data, we test whether MAMS-trained models perform

well on the new test set of Restaurant (in the column “MAMS→N” of Table 5.22b).

We can see that all models trained on MAMS are more robust than those trained on
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Model
MAMS

O→O O→N

MemNet 70.51 37.80

GatedCNN 66.02 32.93

AttLSTM 67.14 39.67

TD-LSTM 77.62 49.25

GCN 76.95 47.98

BERT-Sent 49.25 10.48

CapsBERT 83.38 60.18

BERT 84.51 61.38

BERT-PT 85.10 64.37

(a) Accuracy of each model
trained on the MAMS
Original training data and
evaluated on the Original
test data (O→O), as well as
the New test set generated
by our models (O→N).

Restaurant Laptop

O→O O→N MAMS→N Adv→N O→O O→N Adv→N

75.18 21.52 24.02 37.95 64.42 16.93 31.82

76.96 13.13 18.48 37.50 65.67 10.34 41.85

75.98 14.64 22.32 48.66 67.55 9.87 42.63

78.12 30.18 41.60 62.76 68.03 22.57 54.86

77.86 24.73 46.51 61.52 72.41 19.91 56.43

80.62 10.89 12.95 45.80 73.04 17.40 53.92

83.66 55.36 61.43 75.80 76.80 25.86 61.23

83.04 54.82 62.77 74.82 77.59 50.94 65.67

86.70 59.29 62.77 74.64 78.53 53.29 66.93

(b) Accuracy of each model trained on the Original data
and evaluated on the Original test set (O→O), and the
New test set (O→N), as well as that trained on the
Adversarial data and evaluated on the New test set
(Adv→N). For Restaurant, we also test models trained on
MAMS dataset and tested on the New test set of Restau-
rant (MAMS→N).

Table 5.22: Improvements on the new test set MAMS using different training data.

the Restaurant dataset. For example, the accuracy of BERT and BERT-PT on the

new test set is lifted up to 62.77%.

Training on Adversarial Samples Adversarial training is also a good way to

enhance models’ aspect robustness. We conducted adversarial training on the Laptop

and Restaurant datasets, and analyze its effect in Table 5.22b. In both domains,

adversarial training (Adv→N) leads to significant performance improvement over only

training on the original datasets (O→N). On the Restaurant datasets, adversarial

training is even more effective than training on MAMS, because our generated samples

comprehensively covered all possible perturbations of the non-target aspects, and

naturally collected datasets might not be comparable.
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5.2.6 Error Analysis

We analyze the error types in the subset that was fixed by human judges. Two most

significant error types are wrong antonyms (∼2%), such as “the weight of the laptop is

light→dark”, and negation which causes grammatical errors (∼1.1%). In future work,

we can fix the latter by applying a grammatical error correction system on top of our

generation. Also, RevTgt and RevNon cannot be applied to 1.4–6.6% samples with

complicated sentiment expressions which rely on commonsense. For example, “a 2-

hour wait” is negative but too difficult to alter in our current generation framework.

It needs more advanced models such as text style transfer [Jin et al., 2019c; Shen

et al., 2017].

5.2.7 Related Work

Robustness in NLP Robustness in NLP has attracted extensive attention in re-

cent works [Hsieh et al., 2019; Li et al., 2016]. As a popular method to probe the

robustness of models, adversarial text generation becomes an emerging research field

in NLP. Techniques include adding extraneous text to the input [Jia and Liang, 2016],

character-level noise [Belinkov and Bisk, 2018; Ebrahimi et al., 2018], and word re-

placement [Alzantot et al., 2018; Jin et al., 2019b]. Using the adversarial generation

techniques, new adversarial test sets are proposed for several tasks such as paraphras-

ing [Zhang et al., 2019c] and entailment [Glockner et al., 2018].

Aspect-Based Sentiment Analysis ABSA has emerged as an active research

area recently. Early works hand-craft sentiment lexicons and syntactic features for

rule-based classifiers [Kiritchenko et al., 2014; Vo and Zhang, 2015]. Recent neural

network-based models use architectures such as LSTM [Tang et al., 2016a], CNN

[Xue and Li, 2018], Attention mechanisms [Wang et al., 2016], Capsule Networks

[Jiang et al., 2019], and the pretrained model BERT [Xu et al., 2019a]. Similar to the

motivation in our paper, some work shows preliminary speculation that the current

ABSA datasets might be downgraded to sentence-level sentiment classification [Xu
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et al., 2019b].

5.2.8 Summary

In this section, we proposed a simple but effective mechanism to generate test samples

to probe the aspect robustness of sentiment analysis models. We enhanced the original

SemEval 2014 test sets by 294% and 315% in the laptop and restaurant domains.

Using our new test set, we probed the aspect robustness of nine ABSA models, and

discussed model designs and better training that can improve their robustness.

5.3 Conclusions

In this chapter, we have proposed two approaches to probing the robustness of NLP

models for text classification, natural language inference, and aspect-based senti-

ment analysis tasks, based on adversarial attacking. On one hand, we successfully

demonstrate that even the best-performing BERT models are vulnerable to small per-

turbations to the original data although these crafted alterations are not perceivable

by people. On the other hand, such a probing method can be used to automatically

create a new test set as a challenge set to more comprehensively evaluate the current

state-of-the-art and future models. Overall, in order for deep learning models to be

used in real-world scenarios, we need to evaluate and enhance their robustness and

the works introduced in this chapter can be good contributions to this direction.

181



182



Chapter 6

Conclusions

6.1 Synopsis

In this dissertation, we first proposed a series of transfer learning methods to help

improve the performance of deep learning models on those low-resource tasks/datasets

and prevent them from over-fitting due to the scarce training data. Besides pursuing

high performance on the benchmark test sets, we further explored the robustness of

state-of-the-art deep learning models on NLP tasks and evaluated their performance

on noisy data that more commonly exist in real-world applications.

In Chapter 2, we first gave a brief introduction of the NLP tasks that have been

tackled in this dissertation. Then we summarized in detail the definition, the taxon-

omy, and the four divisions of transfer learning, i.e., multi-task learning, sequential

transfer learning, domain adaptation, and cross-lingual learning. Last, we introduced

the background for understanding robustness, especially focusing on adversarial ro-

bustness, including its origin, theories behind it, its development, and general meth-

ods. This chapter lays the knowledge foundation for the following chapters and helps

readers to have a better technical understanding.

In Chapter 3, we proposed three different transfer learning methods for three NLP

tasks: multi-choice question answering, dialogue state tracking, and named entity

recognition. First of all, we introduced a multi-stage and multi-task transfer learning

strategy to boost the performance of four low-resource MCQA datasets by at least
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9%, close to human-level performance. Secondly, we proposed casting a dialogue state

tracking task into a combination task of multi-choice question answering and span-

based question answering so that we can leverage the advances and large datasets from

the question answering field via sequential transfer learning. Lastly, we proposed a

dual adversarial domain adaptation method to bring close the latent representations

across different domains and languages for the NER task so that models can better

learn the common knowledge between high- and low-resource domains/languages.

Overall, all these proposed methods can help boost the performance of state-of-the-

art deep learning models on low-resource natural language understanding tasks.

In Chapter 4, we focused on improving the low-resource natural language gener-

ation task, particularly the machine translation task. Specifically, we proposed an

iterative back-translation based approach, where the translation model is iteratively

trained to map the translated sentences back to the source language so that the

model can make use of non-parallel low-resource domain data. We multi-task train

this model on the parallel high-resource domain data via a supervised translation

objective and on the non-parallel low-resource domain data via the mentioned itera-

tive back-translation. In this way, this model can not only be regularized by source

domain data but also be customized to the language characteristics of target domain

data. Based on experiments on two adaptation settings and two language pairs, we

demonstrated that this method can improve the semi-supervised domain adaptation

of the machine translation task significantly.

In chapter 5, we raised the concern that although current best deep learning mod-

els can achieve impressive performance on various clean benchmark datasets, they

are still susceptible to natural noise/artifacts that exist in the data or to adversarial

perturbations that are small and human-imperceptible distortions of the input, yet

can easily fool neural networks. To study the robustness of NLP models, we proposed

a method to create adversarial samples that are semantically similar to the original

text but can force models to make wrong predictions. Such a method can degrade the

best text classification and entailment models from a high accuracy of around 90% to

around 10% with less than 20% of words in the text changed to their synonyms. We
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also introduced a new challenge set for the aspect-based sentiment analysis task so as

to comprehensively evaluate the robustness of state-of-the-art methods for this task.

Such a challenge set is created by our proposed four kinds of adversarial strategies.

Overall, with all findings mentioned in this chapter, we revealed the weakness of cur-

rent NLP models and urge future works to enhance their robustness before applying

them into the wild.

All together, we are really excited about the progress that has been made in this

field for the past 3 years and have been glad to be able to contribute to improving and

evaluating the generalization of NLP models. At the same time, we also deeply believe

that there is still a long way to go towards genuine human-level natural language

understanding, and we are still facing enormous challenges and a lot of open questions

that we will need to address in the future.

6.2 Limitations and Future Works

Understanding task relationships Through massive experiments, we can find

out the best transfer learning strategy for a specific task and dataset. However, such

a trial and error strategy is not scalable and time- and resource-consuming. It would

be very helpful to come up with a metric to calculate the task similarity between two

tasks and relate this metric to the transfer performance from one to the other. In this

way, we can have a prior judgment of whether one task would be beneficial to another

one before conducting any transfer learning experiments, which can save much effort

and many resources. Alternatively, we can have a large-scale study on enormous ex-

isting NLP datasets, similar to the one done by Zamir et al. [2018] in computer vision,

to obtain the empirical transfer learning performance between every pair of datasets

among all investigated candidates and then summarize the performance results into

a taxonomy, which can be used by future works as a reference. Another interesting

direction is that we can possibly leverage techniques from AutoML [He et al., 2019]

to search the best transfer learning strategy by algorithms instead of human efforts

for a certain target task.
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Challenge sets As we become more cognizant of the brittleness of our current

methods, there is an emerging research trend that various challenge problems and

data sets are proposed for some existing important tasks, such as adversarial NLI [Nie

et al., 2020], contrast sets on ten popular datasets [Gardner et al., 2020], and our work

on ABSA datasets [Xiang et al., 2020]. Such challenges probe particular aspects, such

as certain linguistic phenomena on which current models fail, and can thus teach us

what current models are still not good at. Challenge sets have been mainly created

for tasks such as text classification, question answering, and machine translation and

mostly for English. In the future, we expect the creation of challenge sets for other

tasks and non-English languages. Ideally, when new datasets are created, in addition

to a random test set, dedicated out-of-domain test sets will become common practice.

This will enable us to test whether our models truly generalize.

Robustness to out-of-distribution and adversarial data Although we now

have been aware of models’ potential degradation in performance on those adversar-

ially created data or out-of-distribution challenge sets, we hope that more work will

focus on making them more robust, which is still a hot and open question. Adversarial

training can be a good method to enhance the robustness of models by training them

on augmented data obtained by combining the original data with newly adversarially

generated data. However, such a straightforward method has only achieved a lim-

ited improvement of robustness and also worse performance on clean test sets. More

advanced methods such as certified robustness [Jia et al., 2019] should be developed.

Transfer Learning On a broader note, in the long-term we expect transfer learning

to be an integral part of NLP systems. Language is a reflection of our context and

experience. Training from a blank slate deprives our models of experience and the

ability to interpret context. Ultimately, in order to come closer to the elusive goal

of true natural language understanding, we need to equip our models with as much

relevant knowledge and experience as possible. For example, common sense knowledge

is a valuable knowledge source that has stored human experience over thousands of
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years, and thus it would be extremely beneficial to develop components that can

acquire and integrate common sense and world knowledge from disparate sources

into our models. And transfer learning can surely play an important role in this

integration process.
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