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Abstract

Rising antibiotic resistance rates pose a serious public health threat and are largely
driven by overuse and inappropriate use of antibiotics. Antibiotic stewardship efforts
have been established around the world to improve prescription practices, but further
optimization of antibiotic usage is still needed. Improvement is particularly neces-
sary in the empiric treatment setting, the period of time immediately after a patient
presents with an infection, during which clinicians must select a treatment without
microbiological testing results.

In this thesis, we develop methods to learn treatment policies for empiric antibiotic
prescription that are tailored to individual characteristics. We present three policy
learning approaches and evaluate them in the setting of uncomplicated urinary tract
infections (UTIs) using data from two Boston-area hospitals. All three approaches
learn policies that significantly improve over clinicians and practice guidelines with
respect to rates of inappropriate antibiotic therapy (IAT) and broad spectrum antibi-
otic usage, and are able to trade off between these two outcomes as desired.

We then address considerations important for deploying such learned policies as
clinical decision support tools in real-world medical settings. We present techniques
for learning treatment policies with the ability to defer to clinician decisions and
strategies for improving the interpretability and transparency of the learned policies.
We are able to successfully derive an effective, clinically intuitive treatment policy that
uses fewer than 20 features. Even after accounting for several real-world treatment
considerations, this policy is able to reduce rates of IAT by 20% and broad spectrum
usage by nearly 50% relative to clinicians. We hope that the work presented in this
thesis provides a meaningful step towards using machine learning to improve antibiotic
stewardship practices in the future.

Thesis Supervisor: David Sontag
Title: Associate Professor
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Chapter 1

Introduction

In this chapter, we introduce the goal of this thesis: developing a clinical decision

support system to help doctors select better antibiotic treatments. We first outline

the antibiotic resistance problem and motivate the need for data-driven techniques

that can learn more effective antibiotic prescription policies. We then highlight the

challenges of deploying tools based on these techniques into real-world settings. We

conclude the chapter with the contributions and organization of this thesis.

1.1 The Antibiotic Resistance Problem

The invention of antibiotics is one of the great achievements of modern medicine,

but the rapid rise in pathogens exhibiting antibiotic resistance has become a major

threat to global health in the 21𝑠𝑡 century. Rising resistance rates have increased the

difficulty of treating a wide variety of common infections, leading to higher medical

costs, longer hospital stays, and most importantly, higher mortality rates. In the

United States alone, antibiotic resistant infections cost the health care system more

than $8 billion and lead to almost 23,000 deaths on an annual basis [11, 50].

Overuse and misuse of antibiotics are major drivers of the growth of antibiotic

resistance. Studies have shown clear relationships between the volume of antibiotic

exposures and incorrect antibiotic prescriptions with the development of resistant

pathogens. Over 47 million unnecessary antibiotic prescriptions are made in the U.S.
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annually, and a 2010 study found that the average American was prescribed roughly

22 standard units (e.g., a pill) of antibiotics in a year [11, 50]. In other countries,

overuse is further encouraged by over-the-counter availability of common antibiotics.

Studies have also shown that the choice of antibiotic or treatment dosage is in-

correct in 30-50% of cases [50]. These decisions have limited or no health benefit and

expose patients to unnecessary negative side effects. Antibiotics are the largest cause

of adverse drug reactions in patients, accounting for nearly a quarter of such events

[30]. While the magnitude of these numbers are staggering, they also indicate that

there are significant opportunities to improve the ways antibiotics are prescribed.

1.2 Learning Personalized Treatment Policies

As the antibiotic resistance problem has grown over the past several decades, the

medical world has simultaneously been transformed by the use of vast amounts of data

to improve the way patients are diagnosed and treated. The availability of patient

data has been driven by the widespread adoption of electronic health records (EHRs),

enabling researchers to access and analyze healthcare data at an unprecedented scale.

In recent years, there has been particular interest in using machine learning techniques

to learn personalized treatment policies that can improve patient health outcomes.

This is particularly useful in highly heterogeneous conditions, where there is no single

therapy that works uniformly across most of the population.

Prior work has developed reinforcement learning (RL) methods that uses clinical

data to learn such personalized treatment regimes for the management of complex

conditions such as sepsis [23]. Other work has developed models that can use indi-

vidual genetic data to predict the most effective antiviral therapies to treat HIV [25].

Despite the extensive literature in this area, there has been limited work to develop

methods to learn similar personalized treatment policies for prescribing antibiotics.

We next motivate the need for such techniques in this domain and outline the specific

problem that we will tackle in this work.

20



1.3 Improving Antibiotic Stewardship

The World Health Organization (WHO) has outlined a global action plan for com-

bating antibiotic resistance with 5 goals, one of which is optimizing the usage of an-

tibiotics, also known as ‘antibiotic stewardship’ [39]. The Centers for Disease Control

(CDC) indicate that improved antibiotic stewardship programs can improve patient

outcomes, reduce antibiotic resistance rates, and decrease health care costs [11].

In this work, we aim to improve antibiotic stewardship by developing decision

algorithms that use patient data from the EHR to help doctors make prescription

decisions that reduce inappropriate or unnecessary treatment. We are specifically

interested in improving decisions made in the empiric treatment setting, the period

immediately after a patient presents with an infection. During this time, doctors do

not have access to microbiological test results indicating the effectiveness of various

antibiotics for an infection; completing these tests typically take a couple days. They

instead use patient health records and personal clinical experience to make this deci-

sion. This initial treatment decision often has a significant effect on patient outcomes,

so it is crucial to make an effective choice here whenever possible [22].

Doctors face a difficult trade-off when making empiric treatment decisions. On

one hand, the selected antibiotic should be effective against the infecting pathogen. If

one only cares about this objective, doctors should treat patients with broad spectrum

(2nd-line) agents, powerful antibiotics that are generally more effective and minimize

risk of treatment failure. However, overuse of broad spectrum antibiotics has several

negative consequences. They are associated with adverse patient-level side effects,

such as secondary C. dificile infections and aortic dissections [3, 8]. Overuse also leads

to rising resistance rates against these agents, reducing their future effectiveness in

the population. As a result, reducing usage of broad spectrum agents is a major goal

of many antibiotic stewardship programs, and clinicians should aim to treat patients

with effective narrow spectrum (1st-line) treatments as much as possible.

Despite this goal, clinicians still frequently use broad spectrum agents in the em-

piric treatment setting; for some infections, these are the most frequently used class
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of treatments [19]. There is currently an unmet need for data-driven approaches that

can identify effective narrow spectrum antibiotic treatments for patients. The work

presented in this thesis aims to fill this gap by developing machine learning-based

methods for learning treatment policies that are able to recommend effective antibi-

otics while minimizing the usage of broad spectrum antibiotics. If integrated into

clinical workflows, such algorithms can have significant implications for improving

antibiotic stewardship practices. However, as we discuss next, successfully deploying

such tools into hospitals and other healthcare settings is a challenge in and of itself.

1.4 Deploying Clinical Decision Support Tools

Research into machine learning for healthcare-related applications has exploded in re-

cent years, but these advances have not always translated into successful deployment

of tools to support clinicians in real-world settings. Recent efforts to comprehensively

survey the impact of deployed ML-based clinical decision support tools across various

medical fields have produced conflicting results, with some indicating a positive im-

pact on successful clinical diagnoses, and others suggesting that they have essentially

no effect [47]. Other studies also show that decision support tools can suffer from

subpar user interfaces and excessive alerts, leading to ‘alert fatigue’ in clinicians and

further diminishing any potential impact these tools could have [34, 52]. It is clear

that state-of-the-art performance on curated research datasets do not immediately

translate into meaningful impact for patients and doctors.

In this thesis, we develop our methods for learning treatment policies with an em-

phasis on incorporating real-world considerations that would affect ease of deployment

and integration into clinical settings. We aim to develop models for empiric antibi-

otic prescription that are interpretable, portable, and transparent, enabling doctors

to make informed evaluations of the algorithm’s recommendations and encouraging

widespread adoption of the resulting treatment policies. We also consider the pres-

ence of the clinician in the decision-making process and develop methods for learning

treatment policies with the ability to defer to clinician decisions, helping us overcome
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problems such as alert fatigue or lack of confidence in the support tool’s decisions.

Accounting for these factors will enable us to more easily deploy the methods de-

veloped in this work as a clinical decision support tool that can have a meaningful

impact on antibiotic usage practices.

1.5 Contributions

Our primary contributions in this thesis are as follows:

1. Effective policy learning methods for antibiotic prescription. We for-

malize the task of prescribing antibiotics while balancing rates of effective ther-

apy and broad spectrum usage as a policy learning problem in a setting with

fully observed outcomes and multiple objectives. We present three methods for

learning sets of policies in these settings that are optimal for a range of trade-offs

between the multiple objectives, and highlight pros and cons of each approach.

Using a dataset of patients with uncomplicated urinary tract infections (UTIs),

we show that all our methods learn effective policies for antibiotic selection that

exceed the performance of clinicians, practice guidelines, and previous baselines

with respect to rates of ineffective therapy and broad spectrum usage while

achieving a wide range of trade-offs between these objectives.

2. Design for a clinical decision support system for empiric antibiotic

prescription. We address several considerations necessary for the construction

of a deployed clinical decision support (CDS) tool for antibiotic prescription.

We first address the problem of incorporating an option to defer to clinician

decisions. We present and formalize the problem of learning to defer in set-

tings where algorithm errors or interventions are costly, and extend our policy

learning methods to obtain policies that defer on appropriate examples for each

of these settings. We then outline strategies to make the proposed tool more

interpretable, portable, and transparent to clinicians. We derive a simple, but

highly effective, treatment policy that uses fewer than 20 features from the EHR
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and is straightforward to deploy. We also identify two examples of situations

where a CDS tool may make serious mistakes - treatment contraindications and

an incomplete patient record in the EHR - and propose strategies for address-

ing these issues in a transparent manner in the system’s design. Retrospective

evaluation of our proposed CDS tool shows that it is able to reduce ineffective

therapy rates by 20% and broad spectrum usage rates by nearly 50% relative

to clinicians. It also reduces ineffective therapy rates by nearly 10% relative to

a modified version of practice guidelines.

1.6 Thesis Organization

This thesis is organized as follows. In Chapter 2, we provide further background on

the antibiotic treatment problem and survey related work that addresses this specific

problem, as well as work related to our methods in the broader machine learning and

biostatistics communities. In Chapter 3, we provide an overview of the data used

in this work and define the patient cohort to be used for training and evaluating

our methods on a real-world dataset. In Chapter 4, we present our policy learning

approaches and evaluate their performance using synthetic data. In Chapter 5, we

present the results of applying our policy learning methods to the real-world dataset.

In the last two chapters, we address considerations necessary for successful de-

ployment of our treatment policies into clinical workflows. In Chapter 6, we examine

approaches for extending our policy learning methods to accommodate deferral to

clinician decisions. In Chapter 7, we outline the design of a deployable CDS tool for

antibiotic prescription that relies on a simple, highly interpretable treatment policy

and address potential limitations of this tool in real medical settings. In Chapter 8,

we conclude with some additional discussion of our findings and steps for future work.
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Chapter 2

Background and Related Work

In this chapter, we provide further background on the development of antibiotic

resistance, the process of antibiotic prescription, and treatments for urinary tract

infections (UTIs), the class of infections addressed in detail in this thesis. Finally, we

survey related work that has previously tackled the problem of antibiotic prescription

using machine learning techniques, along with work related to the methods we develop

for learning treatment policies.

2.1 Background

2.1.1 Antibiotic Resistance and Testing

Antibiotic resistance occurs when bacteria evolve to develop resistance to antimicro-

bial agents to which they were previously susceptible. Resistance is driven by the

high plasticity of bacterial genomes, which allows them to quickly mutate in response

to changing environments, with the ‘fittest’ organisms surviving to pass on resistance

to future generations. There are two major genetic mechanisms associated with the

development of resistance: mutational resistance and horizontal gene transfer [32].

Mutational resistance occurs when a bacterial cell develop mutations in genes

that affect antibiotic activity in some way. The antibiotic destroys the remaining

susceptible members of the population, selecting for those with the resistant mutation.
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Overuse of antibiotics accelerates this process and increases the proportion of resistant

pathogens in the population. Mutations can lead to resistance in several ways, such

as decreasing the drug’s affinity for the bacteria, producing enzymes that modify the

antibiotic molecule to render it ineffective, or the activation of pathways that remove

the antibiotic from the bacterial cell [32]. Horizontal gene transfer (HGT) occurs

when a bacteria acquires foreign DNA from bacteria of either the same or different

species, potentially introducing genes conferring resistance to that organism [32].

Clinicians identify antibiotic resistance in an infecting pathogen using microbi-

ological testing. After extracting a bacterial specimen from the patient’s infection

site, tests generally involves growing a culture of that specimen and examining its

growth in the presence of different concentrations of an antibiotic. Specimens re-

quiring a sufficiently high concentration of antibiotic to be killed are considered to

be resistant to that agent. Two metrics are commonly used to quantify the activity

of an agent against a pathogen: minimum inhibitory concentration (MIC) and disk

diameter (DD). MIC measures the lowest concentration of antibiotic required to kill

an antibiotic, while DD corresponds to the diameter of dead bacteria when an an-

tibiotic is placed in the center of a plated culture [26]. Pre-determined breakpoints

for these metrics are used to classify specimens into susceptible, intermediate, and

resistant categories [6]. These testing procedures typically take a couple of days, and

the results define a patient’s antibiogram.

2.1.2 Antibiotic Prescriptions

When a patient first presents in the hospital with an infection, clinicians diagnose the

patient by identifying the infection site and generating hypotheses about the infecting

pathogen. Doctors then request microbiological testing to identify the pathogen and

the patient’s antibiogram, but this process can take anywhere between 24 to 72 hours

[24]. A doctor typically has to make an antibiotic prescription prior to receiving this

information; treatment selections made during this time are referred to as empiric

prescriptions. These empiric treatment decisions are crucial, as failed therapies

at this stage are associated with longer hospital stays and higher mortality rates
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[22]. Treatment with an antibiotic to which the patient is resistant is also known as

inappropriate antibiotic therapy (IAT).

Empiric prescriptions are primarily guided by the patient’s clinical presentation.

There are numerous factors that drive this decision, including the infection site, any

prior bacterial infections in this patient, and local resistance rates and antibiograms

at the hospital. Doctor generally also account for patient characteristics, including

age, special health conditions (e.g, pregnancy), and prior antibiotic exposures [24].

Doctors are forced to make several trade-offs when selecting an antibiotic therapy.

In this work, we focus on the trade-off between effective therapy and antibiotic spec-

trum, which we highlighted in the introduction. In practice, however, there are other

important variables, including treatment cost and the likelihood of patient adherence

to a treatment regimen.

Once information about the infecting pathogen and the patient’s antibiogram does

become available, clinicians aim to narrow the spectrum of the selected antibiotic

treatment as much as possible based on this data. As described in the introduction,

unnecessary use of broad spectrum agents can lead to negative side effects and increase

population-level resistance rates.

Selecting an empiric prescription is an extremely complex decision, and it is nearly

impossible for doctors to incorporate the multitude of relevant factors when coming

to a treatment decision. Numerous health organizations, such as the Infectious Dis-

eases Society of America (IDSA), have published guidelines to assist clinicians in this

process [15]. While these are certainly a useful tool, they are not a uniform solution

to this difficult problem and are not a replacement for a doctor’s clinical judgment.

2.1.3 Urinary Tract Infections (UTIs)

In this work, we focus primarily on empiric prescriptions for urinary tract infec-

tions (UTIs). A UTI is a bacterial infection in any part of an individual’s urinary

system, and are among the most common infections in humans. In the U.S. alone,

UTIs account for over 13 million annual ER and outpatient hospital visits, and over 4.7

million antibiotic prescriptions [19, 36]. UTIs are generally more common in women
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than men, and are especially dangerous when the infecting pathogen is resistant to

antibiotic treatments.

We are particularly interested in uncomplicated UTIs, which refer to infections

in the structurally normal lower urinary tract of otherwise healthy females. Nearly

half of women have an uncomplicated UTI at some point in their life, and nearly a

quarter will face recurrent infections [29]. E. coli is the mostly common pathogen

in this infection, accounting for between 75-95% of infections [29]. We choose to

focus on this condition because it is generally treated with a small, well-defined set

of antibiotics, making comparisons to clinician and guideline decisions tractable and

enabling evaluation of the clinical impact of our learned treatment policies. There are

four commonly used empiric therapies to treat uncomplicated UTIs: nitrofurantoin

(NIT), trimethoprim-sulfamethoxazole (SXT), ciprofloxacin (CIP), and levofloxacin

(LVX). NIT and SXT are narrow spectrum (1st-line) agents, while CIP and LVX

are broad spectrum (2nd-line) agents. We use these abbreviations throughout the

remainder of this thesis.

Current prescription guidelines generally recommend using SXT as a 1st-line ther-

apy unless its resistance rates exceed 10-20% in a given location [18]. Broad spectrum

agents are intended to be a last-resort option in communities with high resistance

rates to 1st-line therapies or for patients who cannot tolerate those therapies (e.g,

due to allergies). Despite these guidelines targeting reduced usage of broad spectrum

agents, these agents are the most common class used to treat uncomplicated UTIs,

accounting for over 40% of prescriptions in some cases [19]. The excessive use of broad

spectrum agents is likely driven by increasing resistance rates to 1st-line therapies,

particularly SXT, pushing doctors to use more powerful agents to lower the risk of

treatment failure. These troubling trends highlight a clear need for further optimiza-

tion of antibiotic prescriptions for this class of infection, encouraging reduction of

broad spectrum treatments while still maintaining or reducing current rates of IAT.
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2.2 Related Work

In this section, we discuss prior work relevant to the policy learning methods we

develop in this thesis, as well as recent work in the specific area of learning treatment

policies for antibiotic prescription.

2.2.1 Learning Individualized Treatment Rules (ITRs)

The problem of learning individualized treatment rules (ITRs) - treatment policies

tailored to individual characteristics - has been studied extensively in the biostatis-

tics community. There are two broad classes of methods for this problem: direct

approaches and indirect approaches. Indirect methods first learn models of the condi-

tional distribution of treatment outcomes given patient characteristics for each treat-

ment of interest. The selected treatment for a given patient is then the one that

maximizes the estimated outcome. Approaches such as Q-learning, A-learning, and

regret regression fall into this group [33, 43, 16].

A limitation of this type of approach is that the model class of the resulting ITR

is dependent on the model class used for the conditional outcomes. If a linear ITR is

desired, then it necessitates the use of a linear model class for the conditional outcome

models. In cases where a simple outcome model does not accurately capture the true

conditional outcome function, the learned ITR may be sub-optimal [31].

By contrast, direct approaches sidestep the problem of learning conditional out-

come models. Instead, they construct an estimator of the expected outcome as a

function of the decision rule, and optimize this estimator by searching directly over

the space of allowed decision rules. This removes the dependence between the com-

plexity of the learned ITR and the outcome models to avoid misspecification. For

problems with binary treatments, this direct optimization problem is equivalent to

weighted binary classification, and is referred to as outcome weighted learning [58].

Recent work has also focused on developing and analyzing convex surrogates for this

problem to allow for efficient optimization of the objective and extend this to the

multi-action setting [17, 57].
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2.2.2 Cost-Sensitive Learning

Most work on learning ITRs assumes that one only has access to observational data

that provides a single treatment outcome per individual. In the antibiotic prescription

setting, however, the results of resistance testing for all antibiotics provide us with

ground-truth information about the counterfactual outcomes of all possible treat-

ments of interest. Thus, our setting is also closely related to cost-sensitive multi-class

classification, which considers a loss function that is the multi-class equivalent of a

weighted 0-1 loss for binary classification [10]. Prior work has proposed smooth con-

vex surrogates for optimizing this objective, and shown that they are consistent for

the Bayes-optimal classifier [48, 56, 59]. In this work, we develop a convex surro-

gate similar to one recently developed for learning ITRs and prove its consistency

for the Bayes-optimal policy [17]. The cost-sensitive classification literature is pri-

marily focused on learning deterministic policies, and that is what we study here as

well. Deterministic policies are generally optimal for cases where exploration is not

required, and stochastic policies can introduce further optimization difficulties [53].

2.2.3 Multi-Objective Policy Optimization

Our policy learning problem is centered around the trade-off between treatment ef-

fectiveness and broad spectrum antibiotic usage, so it is an inherently multi-objective

setting. Multi-objective settings have been studied in the context of both single de-

cisions and sequential decision-making [42, 51, 55]. In the sequential setting, these

problems are generally formalized as a Markov Decision Process (MDP) with a vector-

valued objective - where each dimension contains the ‘reward’ for one of the objectives

- and a scalarization function that maps the vector objective to a scalar reward. This

function is typically assumed to possess some simple structure (e.g., a linear combi-

nation of the vector objective), but is unknown at training time [35]. Methods for

multi-objective policy learning maintain a set of policies that are optimal for differ-

ent linear scalarization functions, and can be seen as indirect methods in their use

of Q-functions to do so [1, 27, 35]. The set of objective values achieved by the set
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of optimal policies - each optimal for a different possible scalarization function - is

known as the Pareto frontier [53].

2.2.4 Improving Empiric Antibiotic Prescription

Modeling patient resistance to antibiotics is an obvious first step towards learning

an effective antibiotic treatment policy. The use of machine learning techniques to

predict antibiotic resistance from patient EHR data has gained popularity in recent

years. Prior work has used simple classification models, such as logistic regression

or decision trees, to predict resistance to specific antibiotics in small patient cohorts

[46, 49]. However, this body of work generally focuses on only the prediction problem

and interpretation of features predictive of resistance, and does not use these predic-

tive models to derive prescription policies that can be applied to improve antibiotic

stewardship in practice.

There has been some recent progress towards the policy learning problem in this

setting. Yelin et al. proposed two indirect approaches for learning improved antibi-

otic treatment policies for UTIs [54]. Both approaches involve first learning models

of treatment effectiveness for each antibiotic. Their unconstrained approach then

selects the antibiotic with the highest predicted effectiveness, while the constrained

approach constructs a policy based on these predictions that is also forced to match

the treatment distribution used by clinicians. However, they do not directly address

how their policies affect usage of broad spectrum treatments, a crucial consideration

for practical deployment and adoption of empiric prescription policies.

Another recent work developed a method for predicting treatment resistance in a

way that accounts for the multi-objective nature of the empiric antibiotic prescription

problem, selecting a threshold to binarize the predictions of a resistance model by

optimizing a utility-based objective that incorporates factors such as treatment cost

and the cost of a negative patient outcome [38]. However, their analysis was limited

to predictive performance on a small cohort of bloodstream infections. They do not

address how these predictions could be integrated into a decision tool for empiric

prescription or examine impact on clinical outcomes.
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In this thesis, we develop policy learning methods for antibiotic prescription with

a central focus on the trade-off between IAT rates and usage of 2nd-line treatments,

and learn sets of treatment policies expressing a wide range of trade-offs between

these two objectives. We also develop direct methods for policy learning that do

not require learning models of resistance for each antibiotic of interest beforehand.

Neither of these points have been addressed in prior work in this area.
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Chapter 3

Dataset and Cohort Selection

In this chapter, we provide an overview of the dataset used for training and evaluating

the policy learning approaches presented in this work. We also define the patient

cohort to be used for all our real-world experiments, along with a description of

features used in our models.

3.1 Dataset Overview

The dataset used in this work consists of data from the electronic health record

(EHR) for over 200,000 patients who submitted a specimen for microbiological testing

at either Massachusetts General Hospital (MGH) or Brigham & Women’s Hospital

(BWH) between 2000 and 2016. The dataset contains both traditional structured

data about patients (e.g, demographics, medications, etc.) and unstructured data

(e.g, clinical notes). This study was approved by the Institutional Review Board of

Massachusetts General Hospital with a waived requirement for informed consent.

3.1.1 Structured Data

We list the categories of patient-level information found in the EHR, highlighting

information later used as model inputs.

∙ Demographics: The EHR contains a person’s birth date, gender, race, and
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veteran status. The recorded race is a binary variable, so we are only able to

identify whether or not patients are white.

∙ Location: The EHR records the specific location (e.g., clinic/facility name)

at which each microbiological specimen was collected, as well as whether the

patient was treated as an inpatient, outpatient, or in the ER/ICU.

∙ Medications: The EHR contains a record of any prescriptions given to a

patient, including the name of the medication, the prescribed dosage, and the

date of prescription.

∙ Procedures / Diagnoses: The EHR records all procedures conducted on or

diagnoses given to a patient. This includes a human-readable name, date, and

standardized billing code for the procedure/diagnosis.

∙ Patient encounters: Each patient ‘encounter’ refers to a single inpatient or

outpatient visit to the hospital. The data contains the patient’s admission and

discharge date for each visit, along with the location that they were admitted

from and discharged to.

∙ Labs: The EHR contains names, dates, and raw numeric results of any lab tests

ordered for a patient by physicians. Examples of recorded lab tests include white

blood cell (WBC), lymphocyte, and neutrophil counts.

∙ Microbiological testing data: Our dataset contains microbiological testing

results for all specimens sent to the labs at MGH and BWH. This includes the

identity of the infecting pathogen and susceptibility testing to various antibi-

otics. The data contains the metric used for each test (MIC vs. DD) and the

numeric value of the corresponding test result, as well as the date and location

of specimen collection. We transform these numeric results into categorical phe-

notypes by applying the published 2017 CLSI breakpoints, which convert the

results into one of three phenotypes: susceptible (S), intermediate (I), and resis-

tant (R) [6]. We treat both intermediate and resistant phenotypes as resistant,

which is generally how they are treated in clinical practice.
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3.1.2 Text Data

The available unstructured data primarily consists of clinical notes. Across the full

dataset from 2000-2016, we have over 22 million available notes. The notes come

from 4 sources: (1) discharge summaries, (2) outpatient notes, (3) inpatient visit

notes, and (4) legal medical record (LMR) notes. As the vast majority of patients in

our dataset were treated in outpatient settings, outpatient notes are by far the most

common source of text data.

The notes vary significantly in their formatting and structure. While there are

several notes that share the same general writing structure and section patterns, it

is extremely difficult to design an automated way of processing these notes into a

more structured form (e.g., dividing into specific sections). Information relevant to

antibiotic prescription is also extremely sparse in these notes. In Chapter 7, we discuss

methods for extracting useful information from these notes in a systematic manner

to supplement the data in the EHR.

3.2 Feature Construction

We use the available EHR data to construct features used as inputs for our treatment

policies. While the data is recorded at a patient level, we wish to construct features at

the specimen level, as we make separate treatment decisions for each specimen from a

patient. We must also avoid constructing features containing information unavailable

to clinicians at the time of an empiric treatment decision. For instance, while the

microbiological data contains information about the infecting pathogen, clinicians

would not have this information when selecting an empiric prescription.

Some pieces of data can be used directly as features without further processing,

such as patient demographic information (e.g., age, race). However, the vast ma-

jority of features are computed as windowed features, which we describe in the

next section. We then define two population-level features computed by aggregating

patient-level data and describe the process for constructing them.
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Feature Lower Bound Backward Windows

Prior antibiotic exposures 2 7, 14, 30, 90, 180, All

Prior resistance 7 14, 30, 90, 180, All

Prior infecting organisms 7 14, 30, 90, 180

Comorbidities 0 7, 14, 30, 90, 180

Procedures 0 7, 14, 30, 90, 180

Labs 0 7, 14, 30, 90, 180

Encounters 0 7, 14, 30, 90, 180

Table 3.1: List of all windowed features computed for each specimen. All numerical
window lengths are in days. ‘All’ refers to summarizing a feature over all available
patient history without a bound on the backward window.

3.2.1 Windowed Features

Most specimen features are computed by aggregating the corresponding patient’s data

within a specified backward time window from the specimen collection date; we refer

to such features as windowed features. For example, we construct binary indicator

features indicating whether a patient received a specific antibiotic in the 90 days prior

to specimen collection. We compute this same feature for multiple backward window

lengths from the specimen date. We also enforce a lower bound on the time window

for some of these features, as we do not want to incorporate any data that would not

be available to the doctor when making the empiric decision. For instance, we only

consider antibiotic prescriptions made at least 2 days prior to the date of specimen

collection when constructing features. Any prescriptions made within 2 days are

considered to be an empiric prescription targeted against that specimen.

Table 3.1 contains a full list of these features and the time windows over which

they are aggregated. All features except labs and encounters are binary indicators:

1 if the event corresponding to the feature occurred in the specified time window

and 0 otherwise. Lab test features are averaged across all available test results for

an individual in the specified backward window, and the number of encounters for a

patient are counted up within the specified window.
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3.2.2 Population-Level Features

Colonization Pressure

We define the colonization pressure of an antibiotic as the rate of resistance to

that agent within a specified location and time period. In our work, we compute the

colonization pressure for a given specimen as the proportion of specimens resistant to

an antibiotic in the period ranging from 7 days before to 90 days before the date of

specimen collection. We compute colonization pressure at three location hierarchies:

∙ Floor-level: resistance rate across specimens collected at the same floor/ward/clinic.

∙ Hospital-level: resistance rate for specimens collected at the same hospital

and service category (e.g, MGH outpatient settings). There are two hospitals

(MGH, BWH) and four service categories (outpatient, inpatient, ICU, and ER).

∙ Overall: resistance rate across all specimens in the dataset.

In total, we compute the colonization pressure for 25 antibiotics across all urinary

tract specimens.

Total Antibiotic Usage

We also compute the hospital system-wide usage of several antibiotics in a specified

time window prior to specimen collection. We calculate the total number of prescrip-

tions of each antibiotic in the 90 days preceding specimen collection, then normalize

this value by the total volume of inpatient and outpatient specimens during that time.

3.3 Uncomplicated UTI Cohort

We now define the uncomplicated UTI cohort used for the majority of experiments in

this thesis. We first excluded all microbiological specimens collected prior to 2007, as

there were shifts in antibiotic resistance testing methodologies in 2007 that rendered

test results collected after this time incomparable to those collected before. We then
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limited our cohort to urinary tract specimens collected from non-pregnant women be-

tween the ages of 18-55 who had not undergone a surgical procedure or had catheters

in the 90 days preceding specimen collection.1 We also excluded any patients with a

pyelonephritis diagnosis in the last 90 days. Patients who do not satisfy all of these

criteria are generally considered to have ‘complicated’ UTIs. The remaining set of

specimens contains all patients with uncomplicated UTIs.

Further filtering of the cohort was required to enable evaluation of our policy

learning methods. We filtered to only specimens that underwent susceptibility testing

to all 4 antibiotics considered in this work: NIT, SXT, CIP, and LVX. Without this

information, we cannot determine whether a particular treatment would have been

effective for a patient. We also limited our cohort to patients treated with exactly

one of these four agents within the empiric treatment period, which we define as the

period spanning 2 days prior to 1 day after the recorded date of specimen collection.

Finally, we separated our cohort into datasets used for training and evaluation

of our policy learning methods. The training set consists of specimens collected

from 2007-13; the test set contains specimens collected from 2014-16. To avoid any

data leakage between training and test sets, we remove any specimens in the test

set collected from patients who also had specimens in the training set. In total,

our dataset consists of 15,806 specimens collected from 13,682 unique patients with

UTIs between 2007 and 2016. Figure 3-1 provides a detailed overview of the filtering

process used to derive the uncomplicated UTI cohort.

Table A.1 contains a summary of basic cohort statistics for the training and test

sets. Resistance rates to 1st-line agents have generally remained steady, while resis-

tance rates to 2nd-line agents have increased over time. This rise in resistance rates

reaffirms the need to develop effective treatment policies that use fewer 2nd-line an-

tibiotics. Clinicians have reduced the rate at which they prescribe 2nd-line agents

over time, moving towards increased usage of NIT instead, but an even more dramatic

shift is necessary to prevent the continued rise in broad spectrum resistance rates.

1We note that multiple specimens may be collected from a patient for the same infection. We
treat specimens collected from the same individual within 14 days of one another as being from the
same infection, and only keep the first specimen in such a sequence.
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271,827 patients (1,243,453 
specimens) in cohort

184,220 patients (812,131 
specimens) submitted between 

01/01/2007 and 12/31/2016

104,476 patients (262,693 
specimens) with a urinary 

source

15,795 patients (19,675 
specimens) with uncomplicated 

UTI

14,297 patients (17,394 specimens) 
empirically prescribed NIT, 

TMP-SMX, CIP, LVX

13,682 patients (16,541 specimens) 
tested for all 4 antibiotics

13,682 patients (15,806 specimens) 
non-overlapping between training / 

test periods

10,053 patients (11,865 specimens) 
in training set 

(01/01/2007-12/31/2013)

3,629 patients (3,941 specimens) 
in test set 

(01/01/2014-12/31/2016)

Figure 3-1: Filtering criteria for construction of the uncomplicated UTI cohort. Un-
complicated UTI is precisely defined as a UTI occurring in a non-pregnant women be-
tween 18 and 55 with no record of surgery, immunosuppression, indwelling catheters,
or neurologic dysfunction in the 90 days prior to specimen collection.
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Chapter 4

Indirect and Direct Methods for

Policy Learning

In this chapter, we formalize our policy learning problem and identify unique char-

acteristics of our setting that inform the development of our methods. We present

three different methods for tackling this problem: two indirect approaches and one

direct approach, and discuss trade-offs between these approaches. We conclude this

chapter by highlighting the advantages of the direct method over indirect approaches

in a synthetic environment.

4.1 Problem Overview

Our goal is to learn treatment policies that map specimen features to an antibiotic

prescription. Most methods for learning such individualized treatment policies are

designed for learning from observational data, in which one only observes the outcome

of a single treatment for a patient e.g., the one that was actually given. In these cases,

policy learning methods must develop estimators for the unobserved outcomes for a

patient to derive good treatment policies. However, our setting is unique, as the

results of antibiotic susceptibility testing in our data provides us with strong proxies

for the counterfactual outcomes for a given specimen under all possible treatment

options. Thus, we are learning in a setting with fully observed outcomes.
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Our policy learning problem is also multi-objective in nature. As discussed pre-

viously, clinicians selecting an empiric treatment must make a trade-off between the

effectiveness of a given antibiotic therapy (i.e, the likelihood of a treatment result-

ing in IAT) and the rate of broad spectrum antibiotic usage. The optimal trade-off

between objectives may vary across locations or types of patients. Thus, instead of

learning a single, fixed policy, we wish to learn a set of policies exhibiting different

trade-offs between two objectives, and return this set to users of the model. Once the

models are deployed, practitioners have the responsibility of selecting the policy and

corresponding trade-off which makes the most sense in their particular context.

4.2 Problem Formalization

We first provide a general formalization of the multi-objective policy learning problem.

We let 𝒜 = [𝐾] denote the action space, where 𝐾 is the number of discrete actions,

and denote features as X ∈ R𝑚.1 Our goal is to learn a deterministic policy 𝜋 : R𝑚 →

𝒜 which maps from features (i.e., patient characteristics) to a recommended action.

We are focused on optimizing between two objectives in our setting: treatment

effectiveness and broad spectrum usage. The following formalization is specific to

the two-objective setting, but the extension to incorporate additional objectives is

straightforward. Our dataset is of the form {(X𝑖,Y𝑖,C𝑖)}𝑛𝑖=1, where X𝑖 ∈ R𝑚 are

patient features, and Y𝑖,C𝑖 represent our competing objectives, a benefit and a cost

respectively. In the antibiotic prescription setting, Y𝑖 ∈ {0, 1}𝐾 , where 𝑌 (𝑎) is an in-

dicator for whether antibiotic 𝑎 is effective in treating an infection, and C𝑖 ∈ {0, 1}𝐾 ,

where 𝐶(𝑎) is an indicator for whether the chosen antibiotic is broad spectrum.

We present three approaches in this chapter. Each approach will return a set of

policies Π, where each element 𝜋 ∈ Π represents an optimal policy for some trade-off

between 𝑌 and 𝐶. The first two methods are indirect approaches, requiring us to

1Notation: Bold-faced symbols (e.g., X) denote vectors, and 𝑋(𝑖) denotes the 𝑖-th entry of a
vector X.
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learn a separate model for the conditional mean of 𝑌 under each treatment,2 denoted

𝑓𝑎(𝑥) ≈ E(Y(𝑎) | X = 𝑥). The third approach is a direct approach - it does not

not require learning predictive models for individual outcomes, but instead optimizes

directly for a treatment policy. We provide a brief overview of these three approaches:

1. Thresholding: After learning treatment outcome models, convert each 𝑓𝑎(𝑥)

into a binary prediction of treatment effectiveness 𝑌 (𝑎) using carefully chosen

thresholds. The policy chooses the treatment with lowest cost that is also

predicted to be effective.

2. Expected Reward Maximization: We combine the two objectives C and Y

into a single objective 𝑟𝜔 (a ‘reward’), where 𝜔 parameterizes a linear trade-off

between the two objectives. The policy selects the treatment that maximizes

the expected value of 𝑟𝜔 under 𝑓𝑎(𝑥).

3. Direct Policy Optimization: We construct a surrogate loss function for the

value of a treatment policy using the notion of ‘reward’ defined in approach

(2). We optimize this objective to learn a model that directly maps from input

features to a treatment decision.

4.3 Thresholding

The decision logic underlying the thresholding method is intuitive: we predict which

treatments will be effective, and then choose the effective treatment with the lowest

cost. Given our learned models 𝑓𝑎(𝑥) of predicted effectiveness, which output values

between 0 and 1, we apply carefully-chosen thresholds to make a binary prediction of

effectiveness 𝑌 (𝑎) for each treatment. We combine these predictions with the fixed

cost associated with broad spectrum antibiotics to choose the lowest-cost treatment

that is still predicted to be effective.

2In our case, costs are determined by the choice of treatment itself, so we only need to model the
conditional mean of treatment effectiveness, but it is straightforward to extend both methods to the
case where all objectives must be modeled.
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Formally, let the set of thresholds used to binarize each prediction be denoted

by {𝑡𝑎}𝐾𝑎=1; there is one threshold per action. We let 𝑌𝑎(𝑥) be an indicator3 that

represents whether treatment 𝑎 is predicted to be effective for patient with features

𝑥, given by

𝑌𝑎(𝑥) = 1 [𝑓𝑎(𝑥) ≥ 𝑡𝑎] . (4.1)

The treatment policy is then defined as the action that minimizes cost, among the

treatments that are predicted to be effective:

𝜋(𝑥) = arg min
𝑎
{𝐶(𝑎) | 𝑌𝑎(𝑥) = 1}. (4.2)

If 𝑌𝑎(𝑥) = 0 for all 𝑎 ∈ 𝒜, the treatment policy falls back to an option 𝑎 that

minimizes the cost 𝐶(𝑎). In the context of antibiotic prescription, this corresponds

to defaulting to a first-line antibiotic.

We now discuss the process used to select the thresholds {𝑡𝑎}𝐾𝑎=1. Recall that our

goal is to learn a set of policies Π = {𝜋𝑗}𝐽𝑗=1, where each 𝜋𝑗 ∈ Π expresses a different

trade-off between the objectives of effectiveness and cost. We control this trade-off

with a set of cost constraints {𝑏𝑗}𝐽𝑗=1, where 𝑏𝑗 represents the maximum cost that can

be incurred by policy 𝜋𝑗.

Each threshold combination implicitly defines a policy with a fixed trade-off be-

tween effectiveness and other costs. To learn each policy 𝜋𝑗, we perform a brute

force search over different choices of threshold combinations {𝑡𝑎}𝐾𝑎=1 ∈ 𝒯 , where 𝒯

is a large (but finite) search space. For each threshold combination, we evaluate the

corresponding policies on a validation set to obtain empirical estimates of its benefit

E[𝑌 (𝜋(𝑥))] and cost E[𝐶(𝜋(𝑥))]. 𝜋𝑗 is then given by

𝜋𝑗 = arg max
𝜋
{E[𝑌 (𝜋(𝑥))] : E[𝐶(𝜋(𝑥))] ≤ 𝑏𝑗}. (4.3)

In words, we choose the policy for each 𝑏𝑗 which achieves the highest mean value of

𝑌 in our validation set, subject to the constraint that the mean cost is less than 𝑏𝑗.
3Throughout, we use 1 [𝑃 ] as an indicator function that is equal to 1 if the expression 𝑃 is true,

and 0 if 𝑃 is false
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While the logic behind this approach is highly interpretable, it has significant

drawbacks. First, it is computationally intensive: it requires us to perform a brute

force search over a large set of thresholds 𝒯 , and there are no guarantees that our finite

search space will contain an optimal threshold combination. In addition, information

is lost when thresholding predicted probabilities. Two treatments with equal cost

may both be predicted to be effective after thresholding, but the underlying outcome

models may be far more confident in the effectiveness of one treatment. We cannot

recover this information after thresholding. In the next section, we present a method

that circumvents these issues, while making the trade-off that the resulting decision

logic (maximizing an expected reward) may be less interpretable to a lay audience.

4.4 Expected Reward Maximization

We motivate this approach by first considering the single-objective setting where we

are only concerned with treatment effectiveness. In this case, the simplest approach

for converting predictions of treatment effectiveness into a policy for a patient with

features 𝑥 would be to select the treatment 𝑎* with the highest likelihood of effective-

ness (i.e, 𝑎* = arg max𝑎 𝑓𝑎(𝑥)). We can extend this approach to the multi-objective

setting by first scalarizing the values of the multiple objectives into a single value rep-

resenting a notion of reward, then selecting the action that maximizes this quantity.

More formally, recall that our goal is to learn a deterministic treatment policy

𝜋 : R𝑚 → 𝒜, which maps patient features to a deterministic decision. We combine our

objectives with a linear preference parameter 𝜔 ∈ [0, 1] such that the reward is linear

combination of our competing objectives. In our particular case, we parameterize this

as follows, to account for the fact the our cost is a binary variable

r𝜔 = 𝜔 ·Y + (1− 𝜔) · (1−C), (4.4)

where r𝜔(𝑎) represents the reward under treatment 𝑎. We will omit the subscript

where it is clear from context.
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In the setting of linear preferences, commonly used in the multi-objective optimiza-

tion literature [35, 45] we do not lose anything by restricting ourselves to deterministic

policies, because there exists an optimal policy that is deterministic [42]. For a given

preference 𝜔, we can define the Bayes-optimal policy 𝜋*
𝜔 as the one that maximizes

the expected reward for a given 𝑥. Formally, it is given by:

𝜋*
𝜔(𝑥) = arg max

𝑎∈𝐴
E[𝑟𝜔(𝑎) | 𝑥], (4.5)

where the maximization is performed over the true (unknown) conditional expecta-

tions. In this work, we learn a set of policies Π that are each optimal according to

some preference 𝜔, allowing users to select a policy from this set which corresponds

to their desired trade-off. This is referred to as the “decision support” setting - in-

stead of obtaining an explicit preference 𝜔 from decision makers, we provide a set of

alternatives that are each optimal for some 𝜔 [42].

Using this formalism and the definition of reward in Equation (4.4), we can use

our models 𝑓𝑎(𝑥), which approximate E[𝑌 (𝑎)|𝑋 = 𝑥], to construct a prediction of

this reward under each action 𝑎, and then define our treatment policy 𝜋𝜔(𝑥) as the

one that chooses the action with the highest predicted reward

𝜋𝜔(𝑥) = arg max
𝑎

𝜔 · 𝑓𝑎(𝑥) + (1− 𝜔) · (1− 𝐶(𝑎)). (4.6)

Constructing such a decision rule for each 𝜔 produces our desired set of policies Π.

With this approach, we no longer need to perform a time-consuming enumeration over

a large set of thresholds, and we can directly incorporate the information available in

the predicted probabilities.

However, this approach still requires us to build predictive models of treatment

effectiveness, and can introduce a trade-off between policy performance and inter-

pretability. For instance, representing the outcome models 𝑓𝑎 with linear functions

allows us to interpret the learned policy and gain insight into features driving deci-
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sions by examining differences in coefficients.4 In many settings, linear models may be

too simple to accurately model outcomes, which can lead to poor performing models

(and therefore policies). On the other hand, more complex models sacrifice the in-

terpretability of the resulting policy. In the next section, we present a method which

instead seeks to find a policy of the desired model class (e.g., linear) directly.

4.5 Direct Policy Optimization

In this approach, we seek to directly learn a policy which has an interpretable form,

without learning any specific models of treatment effectiveness. We will use the same

notion of reward defined in Section 4.4, and will optimize the (estimated) value of a

treatment policy 𝜋, 𝑉𝜔(𝜋). As before, we learn a range of policies corresponding to

different values of 𝜔. We first define the value of a policy 𝑉𝜔(𝜋) as

𝑉𝜔(𝜋) := E𝑥,𝑟

[︃∑︁
𝑎∈𝒜

𝑟𝜔(𝑎)1 [𝑎 = 𝜋(𝑥)]

]︃
, (4.7)

where 𝑉𝜔(𝜋) is the empirical estimate of this quantity. In this case, our goal is to find

a function 𝜋 : R𝑚 → 𝒜 which maximizes this objective. We note that any such policy

can be written as 𝜋(𝑥) = arg max𝑎∈𝒜 𝑑(𝑥, 𝑎) for some function 𝑑 : R𝑚 ×𝒜 → R. The

optimal policy 𝜋*
𝜔 can then be written as

𝜋*
𝜔 = arg max

𝜋
E𝑥,𝑟

[︃∑︁
𝑎∈𝒜

𝑟𝜔(𝑎)1

[︂
𝑎 = arg max

𝑎∈𝒜
𝑑(𝑥, 𝑎)

]︂]︃
. (4.8)

We will omit 𝜔 in the remainder of this section, as we will choose a finite set of

values for 𝜔 to generate a set of optimal policies 𝜋𝜔 for each.

We wish to optimize over the space of decision functions 𝑑 using the empirical esti-

mate of 𝑉 (𝜋) to find an optimal policy, but the argmax operation makes this objective

non-convex. Instead, we will use a differentiable convex surrogate objective [48, 59],

4If there are two actions, then this is a direct consequence of the formulation, and for more than
two actions the policy can be interpreted as a set of linear classifiers by comparing the difference in
coefficients for models of pairs of treatments.
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in our case the multinomial deviance loss [17, 59]. This objective has several appeal-

ing properties: it is convex, differentiable, and yields a consistent estimator of the

Bayes-optimal policy when solved to optimality. Concretely, we optimize over func-

tions 𝑓𝑎 : R𝑚 → R, where our resulting policy will be given by 𝜋(𝑥) = arg max𝑎 𝑓𝑎(𝑥),

and seek to minimize the following quantity in our empirical sample

E𝑥,𝑟�̃�(𝑓, 𝑥, 𝑟) := −E

[︃∑︁
𝑎∈𝒜

𝑟(𝑎) log
exp 𝑓𝑎(𝑥)∑︀
𝑎′ exp 𝑓𝑎′(𝑥)

]︃
. (4.9)

In this work, we parameterize the functions 𝑓𝑎 with a linear model, such that 𝑓𝑎(𝑥) =

𝜃𝑇𝑎 𝑥. As noted, this objective yields a policy that is consistent for the Bayes-optimal

policy when solved to optimality (proof provided in the Appendix):

Proposition 1. For nonnegative rewards r, and for an 𝑓 * that satisfies

𝑓 * = inf𝑓 E𝑥,𝑟�̃�(𝑓, 𝑥, 𝑟), the corresponding policy 𝜋*(𝑥) = arg max𝑎 𝑓
*
𝑎 (𝑥) is equivalent

to the the Bayes-optimal policy 𝜋*(𝑥) = arg max𝑎 E[𝑟(𝑎)|𝑋].

Directly optimizing for a treatment policy in this way decouples the complexity

of the outcome models in a given setting from the complexity of an effective treat-

ment policy. This enables the learning of interpretable decision-making policies even

in settings where modeling outcomes requires extremely sophisticated models. In

the following section, we demonstrate a setting where this decoupling is crucial for

achieving good performance.

4.6 Synthetic Evaluation: Direct vs. Indirect

In this section, we demonstrate a synthetic setting where direct policy learning can

significantly outperform an indirect approach. In particular, this can occur when

the true treatment outcome models are complex, but the optimal treatment rule is

simple. For clarity, we illustrate the benefit of direct learning in a single-objective

setting in these synthetic experiments, but an extension to multi-objective settings

in the framework discussed previously is straightforward.
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Figure 4-1: Comparison of indirect and direct policy learning approaches in syn-
thetic setting. The direct method significantly outperforms the indirect approach,
particularly in the low-training data regime, and approaches the performance of the
Bayes-optimal policy.

Our environment consists of 𝑚-dimensional feature vectors X ∈ R𝑚 and an action

space 𝒜 with 3 actions. All feature values are drawn i.i.d. from a standard Gaussian

distribution. 𝑌 (𝑎) is a binary random variable denoting the outcome of action 𝑎. The

values of each 𝑌 (𝑎) for a given 𝑋 are generated according to the following models:

𝑌 (𝑎) | 𝑋 ∼ Bernoulli
(︁
𝜎
(︁
𝑋𝑎 +

𝑚∑︁
𝑖=4

𝛼𝑖𝑋
2
𝑖 +

∑︁
(𝑖,𝑗)∈𝑆

𝛽𝑖𝑋𝑖𝑋𝑗

)︁)︁
(4.10)

for 𝑎 = 1, 2, 3, where 𝛼𝑖, 𝛽𝑖 are coefficients that are fixed across all 3 outcome models

and 𝑆 is a subset of all distinct pairs of features. These are all nonlinear functions

of the features 𝑋, but the Bayes-optimal treatment rule for maximizing under these

outcome models is given by an argmax over linear functions

𝜋*(𝑋) = arg max
𝑎∈{1,2,3}

𝑋𝑎. (4.11)

We compare the performance of an indirect approach (expected reward maximiza-

tion) and the direct policy optimization approaches for policy learning in this envi-

ronment. In the indirect approach, we independently train logistic regression models
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ℎ𝑎 to predict the outcomes 𝑌 (𝑎) for each 𝑎. The treatment rule is then defined as

arg max𝑎 ℎ𝑎(𝑥). In the direct approach, we optimize the following loss function, where

𝑓 is parameterized by a linear model:

�̃�(𝑓, 𝑥) = −
𝑛∑︁

𝑖=1

∑︁
𝑎∈𝒜

1 [𝑌 (𝑎) = 1] log
exp 𝑓𝑎(𝑥)∑︀
𝑎′ exp 𝑓𝑎′(𝑥)

(4.12)

The results are shown in Figure 4-1. We plot the mean outcome of both approaches

on a held-out test set for various training set sizes. We only compute the mean

performance on the subset of examples in the test set for which outcomes were not

uniform across all 3 actions (i.e, not all 0 or 1), as performance on the remaining

samples does not depend on the policy. We also plot the mean performance of the

Bayes-optimal policy given in Equation (4.11).

We observe that direct policy learning significantly outperforms the indirect ap-

proach across a wide range of training set sizes and rapidly approaches the Bayes-

optimal performance with far fewer samples. This synthetic experiment demonstrates

that the direct learning approach, in contrast to the indirect approach, is able to take

advantage of scenarios where the optimal treatment policy is simple, even when the

true conditional outcome models are complex.
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Chapter 5

Policy Learning for Uncomplicated

UTIs

In this chapter, we evaluate the policy learning methods presented in Chapter 4 on

the task of antibiotic prescription for uncomplicated UTIs. We first describe our

setup for policy training and evaluation. We then evaluate our three approaches

and compare their performance to several baselines, including clinicians and existing

practice guidelines. We interpret our learned policies to identify important features

for decision-making in this setting. Finally, we examine the utility of using data from

complicated UTIs for learning better treatment policies for uncomplicated UTIs.

5.1 Experiment Setup

Recall that our patient cohort consists of uncomplicated UTI specimens collected

between 2007-16 from two Boston-area hospitals (Chapter 3). We learned all treat-

ment policies using a training set containing uncomplicated UTI specimens collected

between 2007-13. Model hyperparameters for all methods were tuned by optimizing

for the average validation performance across twenty 70%/30% train/validation splits

of the training cohort. Further details of hyperparameter selection can be found in

Appendix B.

We evaluated our learned policies on a test set containing specimens from 2014-16
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with respect to the outcomes of IAT rate and the proportion of 2nd-line antibiotic

usage. The IAT rate is defined as the proportion of specimens treated with an an-

tibiotic to which they are resistant, while the 2nd-line usage rate is the proportion of

specimens treated with either CIP or LVX.

5.1.1 Features

All features described in Chapter 3 were used as inputs to the models trained in this

chapter. We filtered out features with zero variance in the training set (e.g., features

that were not present in any specimens).

5.1.2 Indirect Methods

We parameterized the conditional treatment effectiveness models 𝑓𝑎(𝑥) for each an-

tibiotic with logistic regression models. In practice, we trained our models to predict

treatment resistance instead of predicting treatment effectiveness. We experimented

with more complex, nonlinear model choices, such as random forests and XGBoost,

but did not find significant gains in predictive performance on the validation set and

thus chose not to use them in experiments. We trained separate models to predict re-

sistance for each antibiotic, tuning the regularization strength and type (𝐿1 vs. 𝐿2).

Hyperparameters were chosen to optimize the average AUC across the validation sets.

Thresholding

As described in Chapter 4, the thresholding method requires the definition of a thresh-

old search space 𝒯 . We implicitly defined 𝒯 using a set of false negative rates (FNRs)

for predicting resistance. Given a FNR value for a particular antibiotic, we used the

training ROC curve for that agent’s treatment resistance model to derive the prob-

ability threshold attaining that FNR. We note that a higher FNR corresponds to a

higher resistance threshold (i.e., fewer specimens will be predicted resistant to that

agent). The threshold space 𝒯 is defined all combinations of thresholds corresponding

to these FNR values.
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Due to the high correlation between resistance to CIP and LVX, we constrained our

search space to combinations where the resistance thresholds for the broad spectrum

agents are equal to reduce the computation required during the tuning process. With

this constraint, our search space consisted of 1,331 threshold combinations.

To produce a prescription decision given a specimen’s features 𝑥, we generate

predicted resistance probabilities for each antibiotic using the models 𝑓𝑎(𝑥), then

select the narrowest spectrum antibiotic whose predicted resistance probability is

under the resistance threshold corresponding to that agent. The treatment selection

order used in the experiments, from narrowest to broadest, is: NIT < SXT < CIP

< LVX. If a specimen is predicted to be resistant to all 4 agents for a given set of

thresholds, we default to prescribing NIT, as it was observed to have a significantly

lower resistance rate than SXT in the training set (Table A.1).

Expected Reward Maximization

We provide a concrete instantiation of the reward function r𝜔 to be used for decision

making under this approach. We recall the definition of the composite reward function

given in Section 4.4 used for the expected reward maximization and direct policy

learning approaches. The treatment effectiveness vectors Y correspond to a patient’s

susceptibility to each antibiotic 𝑌𝑖(𝑎) = 1 [patient 𝑖 is susceptible to antibiotic 𝑎], and

the cost vectors C for the treatments are a function of the class of the chosen antibiotic

𝐶𝑖(𝑎) = 1 [𝑎 is a 2nd-line antibiotic].

The composite treatment reward is defined as a linear combination of the ef-

fectiveness and costs for each antibiotic using the preference 𝜔 ∈ [0, 1], given by

r𝑖 = 𝜔 ·Y𝑖 + (1 − 𝜔) · (1 −C𝑖). As 𝜔 is reduced, more weight is placed on avoiding

2nd-line antibiotic usage, even at the cost of additional cases of IAT. Varying 𝜔 al-

lows us to learn a set of treatment policies that achieve different trade-offs between

treatment effectiveness and broad spectrum usage.
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5.1.3 Direct Policy Optimization

We recall from Chapter 4 that we parameterize the functions 𝑓𝑎(𝑥) used in the direct

policy model with linear models for our experiments. We use the same reward function

r𝜔 defined in Section 4.4 to construct the surrogate loss. We optimize the surrogate

loss using an Adam optimizer and add an L2 regularization term on the model weights

[21]. We tune the number of training epochs using an early stopping criterion on the

mean reward earned on the validation set. All models for the direct approach are

implemented in PyTorch [40].

5.1.4 Baselines

IDSA Guidelines

The Infectious Diseases Society of America (IDSA) has published recommended prac-

tice guidelines for prescribing antibiotics to patients with UTIs [15]. We introduce a

simplified adaptation of these guidelines to serve as a baseline for our learned policies.

The decision logic in these guidelines is as follows:

If annual hospital-wide resistance rates to SXT exceeded 20% in the prior year,

the guidelines recommend treatment with NIT unless the patient has a record of prior

exposure or resistance to NIT in the past 90 days. If that is the case, the guidelines

recommend treatment with CIP.

If the annual resistance rate to SXT did not exceed 20%, the guidelines recommend

SXT as the second treatment option if the patient does not satisfy the conditions

for treatment with NIT. If the patient has resistance or exposures to both 1st-line

agents, the guidelines recommend CIP. In our dataset, annual resistance rates to

SXT across all specimens exceed 20% in every year between 2007-16, so applying

these guidelines to our patient cohort produces a policy that completely avoids SXT

and always prescribes either NIT or CIP.
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Clinician-adjusted Guidelines

Given the limited amount of prior exposure and resistance history available in the

uncomplicated UTI cohort, strict adherence to the guidelines described in the previous

section results in a policy with unrealistically low levels of 2nd-line treatment that

would never be observed in actual clinical settings. We propose an adaptation of

these guidelines that incorporates clinician decisions, allowing for a policy that uses

more levels of 2nd-line usage and enabling comparison of our learned policies to a

more reasonable baseline.

The adjusted guidelines only differ from the previously described guidelines on

specimens where the guidelines recommend a 1st-line treatment, but clinicians empir-

ically selected a 2nd-line treatment. Among these specimens, the guideline’s decision

is replaced with the clinician’s decision with some fixed probability 𝑝. Adjusting 𝑝

allows the adjusted guidelines to use more or less 2nd-line usage. Since clinicians use

significantly more 2nd-line treatment than practice guidelines, increasing 𝑝 leads to a

baseline policy that uses higher levels of 2nd-line treatment. For all other specimens,

the adjusted guidelines adhere to the decision of the unmodified practice guidelines.

Baselines from Yelin et al. (2019) [54]

We also compare our methods to the unconstrained and constrained treatment selec-

tion approaches introduced in [54]. These methods were presented specifically in the

context of antibiotic prescription for UTIs, so they serve as the most direct compari-

son to our methods. Unlike our approaches, however, the methods in [54] only learn

a single policy, not sets of policies that trade off across the multiple objectives.

In both approaches, we first learn conditional outcome models 𝑓𝑎 to predict treat-

ment resistance, just as in our indirect approaches. The policy defined by the un-

constrained approach selects the treatment with the lowest predicted probability of

resistance from these models:

𝜋(𝑥) = arg min
𝑎

𝑓𝑎(𝑥).
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This approach does not constrain the rate of 2nd-line treatment in any way.

The constrained approach seeks to minimize the IAT rate while constraining the

empirical treatment distribution of the learned policy to match that of clinicians.

The resistance probabilities predicted by the outcome models are adjusted by adding

treatment-specific costs to each prediction:

𝑓 ′
𝑎(𝑥) = 𝑓𝑎(𝑥) + 𝑐𝑎,

where 𝑐𝑎 are treatment specific costs. The policy defined by the constrained approach

then selects the treatment with the minimal adjusted ‘score’:

𝜋C(𝑥) = arg min
𝑎

𝑓 ′
𝑎(𝑥).

The costs 𝑐𝑎 are chosen to constrain the treatment distribution of 𝜋C to match the

empirical treatment distribution of clinicians. We solve for the costs by iteratively

updating them according to the following equation until convergence:

𝑐𝑡+1
𝑎 ← 𝑐𝑡𝑎 + 𝛼 · (Count𝜋

𝑡

(𝑎)− Countdoc(𝑎)),

where 𝛼 is a step size, Count𝜋
𝑡

(𝑎) is the number of uses of treatment 𝑎 in the policy

defined by the costs at step 𝑡, and Countdoc(𝑎) is the number of clinician uses of

treatment 𝑎.

5.2 Results

5.2.1 Predicting Resistance

We first examine the performance of the conditional outcome models 𝑓𝑎(𝑥) trained

to predict resistance for each of the four antibiotics (Table 5.1). We are worst at

predicting resistance to NIT, while we are relatively better at predicting resistance

to the broad spectrum agents. When prediction is constrained to the subset of the
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Antibiotic All specimens Prior exposure / resistance

NIT 0.563 0.605

SXT 0.593 0.673

CIP 0.637 0.764

LVX 0.637 0.766

Table 5.1: Test AUCs = for predicting resistance to antibiotics. There are 3941 total
specimens in the test cohort, and 1033 specimens have a prior history of antibiotic
exposure or resistance in the past 180 days.

test cohort with a prior recorded history of antibiotic exposure or resistance in the

last 180 days (roughly 25% of the cohort), predictive performance is significantly

improved for all four agents, with a particularly large improvement for the broad

spectrum agents. Overall, however, reliably predicting resistance to these agents for

patients with uncomplicated UTI is quite difficult due to the limited availability of

patient history.

5.2.2 Policy Learning

We now examine the performance of our policy learning methods with respect to the

clinical outcomes of interest: the IAT rate and 2nd-line usage rate. In Figure 5-1,

we plot the performance of the policy sets learned by each of the three approaches

on the test cohort. The three methods we have proposed all achieve similar perfor-

mance across a wide range of trade-offs between the two objectives and significantly

outperform clinicians, practice guidelines, and the methods presented in [54].

In the reward maximization and direct learning approaches, the reward weight

𝜔 successfully controls the trade-off learned by the policy, producing a reasonably

‘smooth’ policy performance frontier. As 𝜔 is reduced (i.e, treatment effectiveness is

less important), policy performance moves down and to the right along the frontier

shown in Figure 5-1. In the thresholding approach, the 2nd-line usage constraints

𝑏𝑗 control the trade-offs between objectives fairly well, but the movement along the

performance frontier is somewhat less consistent than the other two approaches.
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Figure 5-1: Comparison of test performance for policy sets learned by each of the
three proposed learning approaches against clinicians and baselines. The IDSA
and adjusted guidelines refer to the policies described in the first two sections of
Section 5.1.4. The constrained and unconstrained baselines refer to the policies
produced by the approaches presented in [54], discussed in the last section of
Section 5.1.4.

Policies for the expected reward and direct learning approaches were calcu-
lated using values of 𝜔 in the interval [0.85, 1.0], and outcomes for the adjusted
baseline are shown for several values of the parameter 𝑝 in the interval [0.0, 1.0]. Our
approaches significantly outperform all baselines across a wide range of trade-offs
between the IAT and 2nd-line usage rates.
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IAT 2nd-line usage

Doctor 11.9% 33.6%

Thresholding 8.9% 33.1%

Expected reward maximization 9.0% 28.2%

Direct learning 8.9% 30.4%

Constrained selection [54] 10.6% 33.6%

Table 5.2: Comparison of primary outcomes for learned policies using similar levels
of 2nd-line treatment as clinicians.

IAT 2nd-line usage

Doctor 11.9% 33.6%

Thresholding 10.9% 0.8%

Expected reward maximization 10.8% 1.0%

Direct learning 10.7% 0.9%

IDSA Guidelines 10.9% 3.9%

Table 5.3: Comparison of primary outcomes for learned policies using minimal levels
of 2nd-line treatment.

We examine the performance of policies at a few points along the trade-off frontier.

In Table 5.2, we provide the performance of policies learned by our approaches that

use similar levels of 2nd-line treatments as clinicians. All three policies reduce the

IAT rate by over 25% relative to clinicians while also achieving minor improvements

in the usage of 2nd-line antibiotics. We also outperform the constrained selection

approach from [54], reducing the IAT rate by over 15%. In Table 5.3, we examine the

performance of learned policies that use extremely low levels of 2nd-line treatment.

These policies are still able to achieve almost a 10% improvement in the IAT rate

relative to clinicians while essentially eliminating all 2nd-line usage.

The unconstrained baseline proposed in [54] produces a policy achieving an ex-

tremely low IAT rate while using essentially only 2nd-line treatments. This is a prod-

uct of the significantly lower resistance rates to 2nd-line treatments in both training
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IAT 2nd-line usage

Adjusted guidelines 10.8% 9.7%

Thresholding 9.5% 12.7%

Expected reward maximization 10.0% 10.0%

Direct learning 9.9% 9.7%

Table 5.4: Comparison of primary outcomes for learned policies relative to a clinician-
adjusted modification of practice guidelines.

and test sets, which results in predicted resistance probabilities that are also almost

always lower than predictions for 1st-line treatments. Such high usage of 2nd-line

treatments would not be useful in clinical practice.

Our learned policies also outperform the simplified version of the IDSA guidelines,

which achieve a 10.9% IAT rate at a 3.9% 2nd-line usage rate on the test cohort

(Table 5.3). We note that strict adherence to these guidelines is already a significant

improvement over current clinician performance with respect to both objectives, but

all three of our proposed approaches are able to achieve similar IAT rates with lower

2nd-line usage. For instance, the direct optimization approach is able to learn a

policy achieving a slightly lower IAT rate of 10.7% with only 0.9% 2nd-line usage, a

reduction of over 75% relative to guidelines.

However, as noted in Section 5.1.4, these practice guidelines use very little 2nd-

line treatment, and such low levels of broad spectrum usage would never occur in

clinical practice. We compare our learned policies to the clinician-adjusted version of

the practice guidelines that utilize more reasonable levels of 2nd-line treatment. We

select the policy from each learned policy set that was learned with the parameter

setting that minimizes IAT while achieving no more than 10% 2nd-line usage on

the validation set. We apply the same criteria for selecting the parameter 𝑝 in the

clinician-adjusted guidelines. With this choice of parameters, we find that our learned

policies still exhibit meaningful improvement over these clinician-adjusted guidelines

(Table 5.4). For instance, the direct optimization approach reduces the IAT rate by

8% without a change in the rate of 2nd-line usage.
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Overall, the results in this section indicate that the three policy learning methods

introduced in Chapter 4 achieve similar performance relative to one another. However,

all the approaches do exhibit large improvements in rates of treatment effectiveness

and broad spectrum usage relative to clinicians, practice guidelines, and previous

methods presented in the literature.

5.3 Comparison with Clinician Decisions

In this section, we perform a post-hoc analysis of our model’s actions relative to

clinician decisions to better understand where our model is able to achieve its im-

provements over clinician performance. To do so, we first group each specimen in the

test cohort into four groups depending on (1) whether the clinician used a 2nd-line

treatment and (2) whether the clinician’s decision resulted in IAT. For the specimens

in each of these four groups, we perform the same breakdown into four subgroups,

based on the selected policy’s treatment decisions for those specimens. Here, we only

present this analysis for the policy learned by the thresholding approach at the trade-

off listed in Table 5.4; analyzing policies learned via the other two approaches yields

similar results. This breakdown is shown in Figure 5-2.

The learned policy successfully selects an appropriate 1st-line treatment in many

cases where a clinician treated a patient with an appropriate 2nd-line treatment in-

stead. The policy depicted in Figure 5-2 switches 80% of the specimens receiving

appropriate 2nd-line treatment to an appropriate 1st-line treatment, while switching

less than 7% of these cases to an inappropriate 1st-line treatment. Our learned poli-

cies are thus significantly better than clinicians at identifying candidates for which

2nd-line treatment is unnecessary.

The learned policy is also able to give an appropriate 1st-line treatment in nearly

50% of the cases where clinicians gave an inappropriate 1st-line treatment. Compared

to clinicians, we are much more effectively able to select between the two 1st-line

antibiotics, achieving lower IAT rates among the groups of patients for whom we

assign NIT and SXT. While clinicians achieve IAT rates of 11.1% and 19.1% when
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they prescribe NIT or SXT, respectively, the policy shown in Figure 5-2 achieves far

lower IAT rates of 9.8% and 6.7% when using these treatments.

Clinician Decision Algorithm Decision

Second line 
agent 

(n=1323)

Inappropriate 
(n=78)

Inappropriate 
(n=392)

Appropriate 
(n=1245)

Appropriate 
(n=2226)

First line 
agent 

(n=2618)

Figure 5-2: Breakdown of decisions made by thresholding policy at the trade-off in
Table 5.4 relative to clinician decisions.

5.4 Feature Interpretation

In this section, we interpret the policies learned by our methods. We first analyze

the most predictive features of resistance in the models trained for the two indirect

approaches. We then describe approaches to extract the most important features

used for decision-making by our direct model.
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5.4.1 Treatment Resistance Models

We first examine the features learned by the individual logistic regression models

trained to predict resistance for each antibiotic of interest. We extract the top 10

most positive and negative coefficients for predicting resistance to each agent; these

are shown in Tables A.2 through A.9.

Many of the features predictive of resistance to NIT and SXT are unsurprising; for

instance, we find that prior infection with a pathogen resistant to a particular agent

is highly predictive of current resistance to that agent. Interestingly, recent exposure

to SXT is highly predictive of current resistance to the agent, but prior exposure

to NIT does not seem to have a large effect on current resistance. We observe that

both prior resistance and exposures are highly predictive of resistance to the 2nd-

line antibiotics.1 As mentioned previously, resistance to these two agents is highly

correlated, so the predictive features identified for these agents are almost identical.

5.4.2 Direct Policy Learning

The direct policy learning approach enables interpretation of the learned treatment

policy to understand features important for decision-making. The linear model learns

a 𝑚× |𝒜| matrix 𝜃, where 𝑚 is the dimensionality of the feature space and 𝒜 is the

action space. Each column contains the coefficients used to calculate the model

output for a particular antibiotic. We extract the features important in our policy’s

decisions for recommending antibiotic 𝑎 over antibiotic 𝑎′ using pairwise differences

in coefficient values in the corresponding columns of 𝜃. The features 𝑖 for which

𝜃𝑎(𝑖)− 𝜃𝑎′(𝑖) is largest are most important in driving recommendation of 𝑎 over 𝑎′.2

We first focus on the factors important in driving recommendation of NIT over

SXT and vice versa. As noted in Section 5.3, our algorithm’s ability to effectively

select between these agents contributes significantly to its improvement over clini-

cians. We extract these features from a direct policy learned with reward parameter

1Both CIP and LVX belong to a class of antibiotic known as fluoroquinolones, which appear in
the list of important features.

2We denote the value in the 𝑖𝑡ℎ row and 𝑗𝑡ℎ column of 𝜃 as 𝜃𝑗(𝑖).
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𝜔 = 0.85, which learns a policy that uses essentially no 2nd-line treatment. The

features identified in this analysis are listed in Tables A.10 and A.11. Many of the

features identified here overlap with features that are highly predictive of resistance

to one of these agents. For instance, prior resistance or exposure to SXT is an impor-

tant feature in driving recommendation of NIT over SXT; similarly, prior resistance

to NIT drives recommendation of SXT over NIT. Features that are negatively pre-

dictive of resistance to SXT also drive recommendation over NIT, such as being of a

white race or having prior resistance to cefazolin.

We next examine the features predictive of 2nd-line usage over 1st-line usage,

and vice versa. There is no obvious way to extract these features directly from 𝜃.

We instead fit a regularized logistic regression model that uses specimen features to

predict the specimens for which the policy selected 2nd-line agents. This is a post-hoc

analysis of our learned policy, not a prediction task, so we fit this model directly on

specimens in the test cohort. The most positive (negative) coefficients in this model

can be interpreted as the features most predictive of 2nd-line (1st-line) usage. We fit

this model on the decisions of a direct policy learned with reward parameter 𝜔 = 0.91,

which achieves a 9.4% IAT rate with 14% 2nd-line usage on the test cohort.

The features obtained from this analysis are shown in Tables A.12 and A.13.

While some of the identified features are unsurprising, such as prior resistance or

exposure to 2nd-line treatments driving selection of a 1st-line treatment, we also

observe several features that have not appeared in previous analyses. We find that

prior comorbidities, including obesity, diabetes, and depression, are significant drivers

of 2nd-line treatment in our learned policy. Examination of resistance rates in these

populations during the training period (2007-13) confirms that these patients have

higher resistance rates to 1st-line agents. For instance, 24% of patients with diabetes

are resistant to NIT, while 27% are resistant to SXT. Among patients with depression,

20% are resistant to NIT, while 25% are resistant to SXT. These rates are significantly

higher than the 11% and 19% resistance rates for NIT and SXT, respectively, across

the full uncomplicated cohort.

We perform the same analysis on the clinicians’ empiric treatment policy in the
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test cohort to compare the features learned by our model to features driving clinician

usage of broad spectrum antibiotics. These results are shown in Tables A.14 and A.15.

There is minimal overlap between the features used for treatment selection by clini-

cians and our learned policy. Clinicians seem to be creatures of habit: prior 2nd-line

usage on a patient is highly predictive of the clinician choosing 2nd-line treatment

again. Similarly, prior usage of NIT or SXT (a folate inhibitor) is predictive of 1st-

line treatment. Location is also a significant driver of clinician behavior, as 2nd-line

prescriptions are much more frequent in the ER than in outpatient settings. However,

clinicians do use prior resistance to 2nd-line treatment as an indicator to avoid using

2nd-line antibiotics. This analysis suggests that clinicians are driven to 2nd-line usage

by factors largely unrelated to resistance, and can significantly improve usage of these

agents by instead focusing on more relevant aspects of a patient’s medical history.

5.5 Learning from Complicated UTIs

So far, we have only used data from patients with uncomplicated UTIs to learn

treatment policies, discarding data from patients with complicated UTIs that did not

satisfy the selection criteria described in Section 3.3. In this section, we examine the

utility of data from complicated UTIs for learning better policies to guide treatment

selection in uncomplicated UTIs. We first provide an overview of the cohort of patients

with complicated UTIs to highlight differences compared to the uncomplicated cohort.

We then describe how this additional data can be incorporated into the policy learning

process and evaluate its impact on performance.

5.5.1 Complicated Cohort Overview

Our training set of uncomplicated UTIs consists of 11,865 specimens collected between

2007-13 (Section 3.3). However, there are also 69,097 additional UTI specimens from

this time period that were filtered out of the uncomplicated cohort due to at least

one of the reasons specified in Section 3.3. Patients with complicated UTIs during

the training period exhibit significantly higher resistance rates to all treatments, and
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Antibiotic Complicated Uncomplicated

NIT 23.6% 11.2%

SXT 25.8% 19.6%

CIP 23.4% 5.3%

LVX 24.6% 5.1%

Table 5.5: Resistance rates for complicated and uncomplicated UTIs from 2007-13.

Prior exposures Prior resistance

Complicated Uncomplicated Complicated Uncomplicated

NIT 20.2% 5.7% 18.5% 13.1%

SXT 20.2% 10.2% 31.0% 28.3%

CIP 18.7% 3.6% 39.5% 25.5%

LVX 22.1% 3.8% 32.4% 10.0%

Table 5.6: Prior history of antibiotic resistance and exposures in complicated and
uncomplicated UTI cohorts.

this difference is particularly large for 2nd-line treatments (Table 5.5). Unlike the

uncomplicated cohort, there is no meaningful difference between resistance rates for

1st and 2nd-line treatments in complicated UTIs.

While resistance rates are significantly higher among complicated UTIs, patients

with these UTIs are also far more likely to have a prior history of antibiotic resistance

or exposures compared to patients with uncomplicated UTIs. Table 5.6 shows the

percentage of patients with any history of resistance or exposure to each of the 4

antibiotics; the gap in prior resistance rates is particularly large for all treatments.

The significantly richer patient history may help us better learn underlying relation-

ships between patient attributes and resistance that were not easily identified from

the sparser data available for patients with uncomplicated UTIs.
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5.5.2 Experiment Setup

Our setup generally follows the descriptions presented for our original set of exper-

iments in Section 5.1. The only difference is in the choice of training set for both

learning predictive models of resistance and the direct policy.

When learning models to predict resistance to an agent, we expand the training

set to include all examples from complicated UTIs with a recorded resistance label

for that antibiotic. All specimens in the uncomplicated cohort have resistance labels

for all specimens (by construction), but 17% of specimens in the complicated cohort

are missing labels for at least one treatment. Hyperparameters for these predictive

models are tuned using validation sets consisting of only uncomplicated UTI patients

using the same process outlined in Section 5.1.

When learning policies via the direct approach, our training set is expanded to

include examples from complicated UTIs with recorded resistance labels for all four

antibiotics, as all labels are necessary to construct the loss incurred by an example.

Due to this additional restriction, the training set for the direct policy is smaller than

the training sets for any of the predictive models used in indirect approaches. We

also modify the surrogate loss to apply importance weights derived from kernel mean

matching to training examples corresponding to complicated UTIs [14]. Details of the

procedure used to compute these importance weights can be found in Appendix B.4.

5.5.3 Results

Expanding the training set yielded improvements in predicting resistance for all agents

except NIT, with a particularly large increase in AUC for the 2nd-line treatments

(Table 5.7). In Figure 5-3, we compare the full performance frontier of the policy

sets learned from each approach using uncomplicated UTIs vs. all UTIs. Figure 5-4,

shows a head-to-head comparison of the policies learned by each method when trained

on all UTIs. The test performance of a selected few policies from each frontier are

shown in Tables 5.8 and 5.9, alongside the performance of policies learned using only

uncomplicated UTIs at similar trade-offs between outcomes.
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Full Cohort Prior Resistance / Exposure

Antibiotic Uncomp. UTIs All UTIs Uncomp. UTIs All UTIs

NIT 0.563 0.556 0.605 0.608

SXT 0.593 0.605 0.673 0.681

CIP 0.637 0.660 0.764 0.782

LVX 0.637 0.659 0.766 0.762

Table 5.7: Test AUCs for predicting resistance to antibiotics using models trained on
data from only uncomplicated UTIs vs. all UTIs.

All UTIs Uncomplicated UTIs

IAT 2nd-line usage IAT 2nd-line usage

Thresholding 9.0% 28.4% 8.9% 33.1%

Expected reward maximization 9.0% 21.4% 9.0% 28.2%

Direct learning 8.9% 21.6% 8.9% 30.4%

Table 5.8: Comparison of primary outcomes for learned policies trained using data
from only uncomplicated UTIs vs. all UTIs.

All UTIs Uncomplicated UTIs

IAT 2nd-line usage IAT 2nd-line usage

Thresholding 10.8% 0.9% 10.9% 0.8%

Expected reward maximization 10.9% 1.0% 10.8% 1.0%

Direct learning 10.5% 1.0% 10.7% 0.9%

Table 5.9: Comparison of primary outcomes for learned policies trained using data
from only uncomplicated UTIs vs. all UTIs.

68



0.05 0.06 0.07 0.08 0.09 0.10 0.11
IAT

0.0

0.2

0.4

0.6

0.8

1.0

2n
d 

lin
e 

us
ag

e

Thresholding
All UTIs
Uncomp. UTIs

0.05 0.06 0.07 0.08 0.09 0.10 0.11
IAT

0.0

0.2

0.4

0.6

0.8

1.0

2n
d 

lin
e 

us
ag

e

Expected reward
All UTIs
Uncomp. UTIs

0.05 0.06 0.07 0.08 0.09 0.10 0.11
IAT

0.0

0.2

0.4

0.6

0.8

2n
d 

lin
e 

us
ag

e

Direct learning
All UTIs
Uncomp. UTIs

Figure 5-3: Comparison of policy performance frontiers learned using all UTIs and
uncomplicated UTIs for thresholding (left), expected reward maximization (middle),
and direct optimization (right). The expected reward and direct learning approaches
learn superior policies when trained on the expanded dataset of UTIs.

0.05 0.06 0.07 0.08 0.09 0.10 0.11
IAT rate

0.0

0.2

0.4

0.6

0.8

1.0

2n
d-

lin
e 

us
ag

e

Direct
Expected reward
Thresholding

Figure 5-4: Comparison of policy performance frontiers learned using all UTIs for the
three policy learning methods. The expected reward and direct learning approaches
outperform the thresholding approach when trained on the expanded dataset of UTIs.
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The improvements in predictive modeling translated into meaningful improve-

ments in the performance of policies from the expected reward maximization approach

across most trade-offs between IAT and 2nd-line usage, but did not yield an improve-

ment in policies learned via the thresholding approach. Policies learned via the direct

optimization approach also benefited from the additional training data, and actually

exhibited the most improvement across most trade-offs between the two outcomes

and slightly outperformed the expected reward maximization approach. In general,

the improvements in performance occurred at trade-offs using higher levels of 2nd-line

treatment (e.g., > 10%), which aligns with the greater improvement in performance

for predicting resistance to 2nd-line treatments noted previously. For an appropriate

choice of the trade-off between outcomes, the direct learning approach yields a policy

that reduces the IAT rate by 25% relative to clinicians while also reducing 2nd-line

treatment levels by over 35% (Table 5.8).

The improved conditional outcome models and direct policies identify some im-

portant features that did not previously appear in analyses of policies learned from

uncomplicated UTIs alone. For instance, we find that high colonization pressure to

NIT and CIP are predictive of resistance to those respective agents. For the most

part, however, the features most predictive of resistance to each agent largely stay

the same. A comprehensive overview of the important features in these models, high-

lighting the newly identified features, are shown in Tables A.16 through A.23.

These results confirm the value of data from complicated UTI patients for learning

policies to be applied on uncomplicated UTI patients. Despite having completely

different distributions of features and labels (e.g., significantly higher resistance rates),

the underlying models of resistance for each of these groups appear to be fairly similar

and generalize effectively when evaluated on only patients with uncomplicated UTIs.
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Chapter 6

Learning to Defer

In our work thus far, we have yet to account for a crucial component of the clinical

decision-making process: doctors. Treatment policies developed for applications such

as antibiotic prescription are not deployed in isolation. Instead, they are intended to

be used as decision-support tools that are integrated into existing clinician workflows

and decision-making processes. For instance, it is often not necessary for the algorithm

to provide input on every decision, and clinicians are likely to grow tired of a tool that

does so. As such, it is important that we develop algorithms that learn policies with

the ability to defer to clinician decisions prior to deployment in real-world settings.

In this chapter, we consider the problem of learning to defer to clinicians in the

empiric antibiotic prescription setting. We first present and formalize two settings

with very different implications for when the algorithm should defer to clinicians.

We then introduce three approaches for learning treatment policies with a deferral

option in these settings, and end the chapter by presenting results from applying

these approaches to the uncomplicated UTI cohort.

6.1 Goals of Deferral

There are several possible objectives when learning treatment policies with the ability

to defer to an external decision-maker, and the desired objective is generally depen-

dent on the setting of interest. In many contexts, we are interested in combining
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clinician and algorithm decisions in a way that improves overall performance of the

decision-making system. A learned policy and clinicians may achieve poor perfor-

mance on relatively disjoint portions of the population. By learning to defer on cases

where the algorithm under-performs clinician decisions, the combined performance of

the algorithm and clinicians may be better than either decision-maker alone.

In our antibiotic prescription setting, however, the results of Chapter 5 and some

additional analyses suggest that doctors underperform learned treatment policies in

both clinical outcomes of interest across all parts of the population. It is unlikely that

combining clinician and algorithm decisions can significantly improve overall policy

performance; thus, we are not interested in addressing this setting in this chapter.

We instead examine two settings with alternate objectives for deciding when to defer:

1. Algorithm errors are costly. In many high-stakes decision-making settings,

errors made by an algorithmic actor may be significantly more costly than errors

made by a human. For instance, in medical settings, a poor decision provided

by a decision support tool may have significant legal and ethical repercussions,

while errors made by clinicians are common occurrences. In this setting, it is

desirable to minimize the amount of decision-making errors made by non-human

agents, and one might want the algorithm to defer on cases where it is likely to

achieve poor performance, even if doctors do not perform any better on those

cases. Minimizing algorithm errors on the portion of the population where it

makes a decision may promote trust in the algorithm and increase adoption.

2. Algorithm interventions are costly. In some decision-making settings, each

algorithm intervention may incur some cost, either monetary or psychological.

In clinical settings, frequently alerting doctors with algorithm decisions may

lead to a phenomenon known as ‘alert fatigue’, resulting in clinicians excluding

these tools from their workflows and ignoring potentially valuable input from

learned policies in the long run [34]. If an algorithm treats all cases with equal

importance and always provides a recommendation, it becomes difficult for the

clinician to identify when they should pay more attention to the tool’s input. In
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this setting, we wish to optimize the combined performance of the learned policy

and clinicians, subject to an upper limit on the number of decisions taken by

the algorithm. In other words, the algorithm should aim to provide input in the

portion of the population where it performs significantly better than clinician

decisions. Designing a system in this way may also increase the likelihood that

clinicians incorporate algorithm input into their decision-making process.

Successfully achieving these objectives can play a significant role in the adoption of

a newly deployed decision support tool, but they have not been explicitly examined

in prior work on deferral in medical decision-making settings. In this chapter, we

further formalize these settings and develop methods that can be adapted to learn

policies that achieve either of these objectives.

6.2 Related Work

The problem of learning a classifier with a deferral or rejection option,1 also known as

rejection learning, has been studied extensively. Approaches to the general rejection

learning problem generally assume the presence of a downstream expert, who can

achieve essentially perfect performance on the task at hand, and imposes a cost for

deciding to defer to this expert. The objective is to maximize overall performance

subject to this deferral cost.

This problem formulation was first studied by Chow, who investigated the trade-

off between a classifier’s error and rejection rates and constructed a Bayes-optimal

rule for minimizing error for a given rejection rate in the binary setting [5]. Early

work developed and analyzed confidence-based approaches for learning to defer, con-

straining the rejector to be a simple thresholding function of the predictions of the

learned classifier [2, 12]. Later work moved beyond the paradigm of threshold-based

rejection decisions, proposing methods for jointly learning a classifier and a more

general rejector function in the binary classification setting [7]. More recent work

has extended both thresholding and joint learning approaches to multi-class settings.
1We use the terms deferral and rejection interchangeably in this section.
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Theoretical work in this area has proven that thresholding-based approaches in the

multi-class setting are consistent for the Bayes-optimal classifier/rejector pair, while

jointly learning the classifier and rejector with a convex surrogate loss does not have

this property [37].

However, our setting does not have a perfect downstream expert, as clinician

decisions are severely flawed. There has been work towards learning models that adapt

to an imperfect downstream expert’s performance and seek to optimize the overall

performance and fairness properties of the combined classifier and expert system [28].

Similar to [7], the approach presented in [28] jointly learns a classifier and rejector,

but incorporates the expert’s loss on each example into the objective function. This

allows the rejector to account for the expert’s performance when deciding where to

defer. Other approaches to this problem involve estimating the uncertainty of both

the learned classifier and an imperfect expert on a given example, leaving the final

decision to the decision-maker with the lower estimated uncertainty [41].

These approaches assume that the ultimate goal is optimization of the combined

performance of algorithms and human experts. As noted in Section 6.1, we are

not as interested in this goal; instead, one of our desired objectives is optimizing

the system’s combined decision-making performance, subject to a limited number of

allowed interventions from the algorithm. While this also requires the policy to defer

in a way that adapts to the expert’s performance, it ultimately has a different goal

than the works just described, and in this section, we propose methods to achieve

this alternate objective.

In Section 6.1, we noted that we are also interested in learning to defer in a way

that minimizes algorithm errors when it chooses to make a decision. It is useful

to examine this aim through the lens of selective classification, which provides a

reframing of the rejection learning problem. While the general rejection learning

framework assumes that deferral incurs a fixed cost, selective classification instead

poses the problem as maximizing accuracy - or another metric of interest - subject to

a constraint on the desired coverage rate, defined as the proportion of examples on

which the classifier makes a decision.
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Weiner et al. introduced the low error selective strategy (LESS) for selective

classification in the binary setting, quantifying the difficulty of classifying an example

by examining the difference between models trained with each of the two possible

labelings of the example [9]. However, such an approach does not extend naturally to

multi-class settings. Geifman et al. proposed a simple thresholding-based approach

to convert a trained neural network into a selective multi-class classifier, only making

decisions on examples where the model expressed sufficiently high confidence in one

of the label classes [13].

In this work, we move beyond selective classifiers and develop methods for learning

selective treatment policies that aim to maximize the average treatment outcome on

the subset of patients where a decision is taken, which has not been addressed in

previous work. In standard classification settings, each example is typically assumed

to belong to exactly one target class, and this assumption plays a key role in previous

work to construct loss functions for learning such classifiers with a deferral option. In

policy learning settings, however, there is not necessarily a single ‘correct’ treatment.

We instead have the notion of a treatment outcome (or reward), where it is possible

for multiple treatments to be optimal (i.e., reward-maximizing) for the same patient.

As we have highlighted previously, the empiric antibiotic prescription setting is

also multi-objective in nature; prior work on learning to defer has largely focused on

learning in settings with a single objective. Here, we extend the methods introduced

in Chapter 3 to learn policies that are both able to defer to human actors while

learning policies that trade-off among the multiple clinical objectives of interest.

6.3 Methods

In this section, we first formalize each of the two settings introduced in Section 6.1,

and define the objectives we wish to optimize in each setting. We then present three

methods for learning treatment policies with the option to defer to clinicians, and

adapt them to achieve the objectives for each setting of interest.

The first approach naturally incorporates deferral as an action in the direct policy
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learning framework introduced in Chapter 4. We assign a reward for deferral for

each example, then simultaneously learn a good treatment policy and where to defer

for a given objective. The second approach is analogous to the expected reward

maximization approach: we learn conditional outcome models to predict the reward

earned under each action, including deferral, and select the action maximizing the

predicted reward. The final approach does not use a notion of reward; instead, we

first learn a policy without deferral as an option, then learn a rejector function used

to indicate where the original policy should defer instead of taking a decision.

6.3.1 Formalizing the Problem

We use the same notation introduced in Section 4.2. Our goal is to learn a policy

𝜋 : R𝑚 → 𝒜′, mapping from specimen covariates to a recommended action. The

action space 𝒜′ consists of both available treatments and a ‘defer’ action. If the policy

chooses to defer on a particular example, it falls back on the empiric prescription

selected by the clinician for that case.

We introduce some useful terminology that will be used throughout this chapter.

We define the decision cohort for a policy as the subset of examples where the

policy makes a decision (i.e., does not defer), and the coverage rate of a policy as

the proportion of examples for which the policy makes a decision. We now precisely

define the objectives to be optimized for each of the settings discussed in Section 6.1.

Algorithm errors are costly.

We first consider the setting in which algorithm errors are costly. Here, our goal is to

maximize the algorithm’s performance in the decision cohort, subject to a constraint

that the coverage rate exceeds some target value. We recall the definition of the com-

posite reward function 𝑟𝜔(𝑎) introduced in Section 4.4. Before defining our objective,

we first define the reward 𝑟doc𝜔 for a clinician action 𝑎 in this setting:

𝑟doc𝜔 (𝑎) = 𝑟𝜔(𝑎) + 𝛼 · 1 [𝑎 is suboptimal] , (6.1)
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where a suboptimal action is one that does not maximize 𝑟𝜔. Intuitively, the 𝛼 term

introduces an asymmetric cost for suboptimal decisions taken by clinicians relative

to the learned policies.

We define ℎ(𝑥) := 1 [𝜋(𝑥) ̸= defer], an indicator for whether the policy 𝜋 makes

a decision on an example with features 𝑥. Formally, we then wish to learn the policy

𝜋* that is the solution to the following optimization problem:

arg max
𝜋

E𝑥,𝑟

[︁
ℎ(𝑥) · 𝑟𝜔(𝜋(𝑥)) + (1− ℎ(𝑥)) · 𝑟doc𝜔 (𝑎doc(𝑥))

]︁
s.t. E[ℎ(𝑥)] ≥ 𝑐, (6.2)

where 𝑎doc(𝑥) is the action selected by a doctor on an example with features 𝑥, and

𝑐 is the desired lower bound on the coverage rate. We can re-write this optimization

problem in its Lagrangian form to incorporate the lower bound on the coverage rate

into a single objective:

arg max
𝜋

E𝑥,𝑟

[︁
ℎ(𝑥) · 𝑟𝜔(𝜋(𝑥)) + (1− ℎ(𝑥)) · 𝑟doc𝜔 (𝑎doc(𝑥)) + 𝜆(ℎ(𝑥)− 𝑐)

]︁
= arg max

𝜋
E𝑥,𝑟

[︁
ℎ(𝑥) · 𝑟𝜔(𝜋(𝑥)) + (1− ℎ(𝑥)) · 𝑟doc𝜔 (𝑎doc(𝑥))

+ 𝜆(ℎ(𝑥) · (1− 𝑐) + (1− ℎ(𝑥)) · (−𝑐))
]︁

= arg max
𝜋

E𝑥,𝑟

[︁
ℎ(𝑥) · (𝑟𝜔(𝜋(𝑥)) + 𝜆 · (1− 𝑐)) + (1− ℎ(𝑥)) · 𝑟doc𝜔 (𝑎doc(𝑥)− 𝜆 · 𝑐)])

]︁
= arg max

𝜋
E𝑥,𝑟

[︁
ℎ(𝑥) · 𝑟𝜔(𝜋(𝑥)) + (1− ℎ(𝑥)) · (𝑟doc𝜔 (𝑎doc(𝑥))− 𝜆)

]︁
The second line follows from the fact that ℎ(𝑥) is an indicator variable, and the third

line follows from rearranging terms. In the last step, we subtract the constant 𝜆·(1−𝑐)

from the objective function, which does not affect the identity of the optimal policy.

We see that imposing a lower bound on the coverage rate modifies the optimization by

shifting the rewards earned from choosing to defer downward by some fixed constant.

Algorithm interventions are costly.

We next consider the setting where algorithm interventions are costly. Here, we wish

to optimize the performance of the learned policy 𝜋, subject to an upper bound on the

77



coverage rate of 𝜋. Using the same notation introduced in the previous section, we

wish to learn the policy 𝜋* that is the solution to the following optimization problem:

arg max
𝜋

E𝑥,𝑟

[︁
ℎ(𝑥) · 𝑟𝜔(𝜋(𝑥)) + (1− ℎ(𝑥)) · 𝑟𝜔(𝑎doc(𝑥))

]︁
s.t. E[ℎ(𝑥)] ≤ 𝑐. (6.3)

As in the previous section, we rewrite the objective in its Lagrangian form to incor-

porate the constraint on the coverage rate into the optimization problem and follow

a series of similar steps:

arg max
𝜋

E𝑥,𝑟

[︁
ℎ(𝑥) · 𝑟𝜔(𝜋(𝑥)) + (1− ℎ(𝑥)) · 𝑟𝜔(𝑎doc(𝑥))− 𝜆(ℎ(𝑥)− 𝑐)

]︁
= arg max

𝜋
E𝑥,𝑟

[︁
ℎ(𝑥) · 𝑟𝜔(𝜋(𝑥)) + (1− ℎ(𝑥)) · 𝑟𝜔(𝑎doc(𝑥))

− 𝜆(ℎ(𝑥) · (1− 𝑐) + (1− ℎ(𝑥)) · (−𝑐))
]︁

= arg max
𝜋

E𝑥,𝑟

[︁
ℎ(𝑥) · (𝑟𝜔(𝜋(𝑥))− 𝜆 · (1− 𝑐)) + (1− ℎ(𝑥)) · [𝑟𝜔(𝑎doc(𝑥) + 𝜆 · 𝑐)]

]︁
= arg max

𝜋
E𝑥,𝑟

[︁
ℎ(𝑥) · 𝑟𝜔(𝜋(𝑥)) + (1− ℎ(𝑥)) · (𝑟𝜔(𝑎doc(𝑥)) + 𝜆)

]︁
In contrast to the previous objective, we see that imposing an upper bound on the

coverage rate shifts the rewards earned from choosing to defer upward by some fixed

constant 𝜆. In practice, we will choose the appropriate value for 𝜆 by examining the

coverage rate achieved on a validation set.

6.3.2 Direct Policy Optimization with Deferral

We first present a direct approach to learning treatment policies with the option to

defer, extending the approach presented in Section 4.5. Recall that our original direct

learning method optimized the empirical estimate of the following convex surrogate

to learn a value-maximizing policy:

E𝑥,𝑟�̃�(𝑓, 𝑥, 𝑟) := −E

[︃∑︁
𝑎∈𝒜

𝑟(𝑎) log
exp 𝑓𝑎(𝑥)∑︀
𝑎′ exp 𝑓𝑎′(𝑥)

]︃
, (6.4)
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where each 𝑓𝑎 is a linear function that produces a ‘score’ associated with selecting

action 𝑎. To directly learn a policy that allows for deferral, we simply expand the ac-

tion space to include an option corresponding to deferral and define the corresponding

reward for deferring on each example. We directly extract the rewards for deferral in

each setting from our development of the objectives in Section 6.3.1. In the setting

where algorithm errors are costly, the reward for deferral is:

𝑟(defer) = 𝑟(𝑎doc) + 𝛼 · 1
[︀
𝑎doc is suboptimal

]︀
− 𝜆, (6.5)

where 𝛼 is a fixed positive parameter, and 𝜆 is a parameter that varies based on the

desired coverage rate. In the setting where algorithm interventions are costly, the

reward for deferral is:

𝑟(defer) = 𝑟(𝑎doc) + 𝜆, (6.6)

where 𝜆 is again a positive parameter that depends on the upper bound on the

coverage rate. Then, the new surrogate loss is given by:

E𝑥,𝑟𝐿𝑑(𝑓, 𝑥, 𝑟) := −E

[︃∑︁
𝑎∈𝒜

𝑟(𝑎) log
exp 𝑓𝑎(𝑥)∑︀
𝑎′ exp 𝑓𝑎′(𝑥)

+ 𝑟(defer) log
exp 𝑓defer(𝑥)∑︀

𝑎′ exp 𝑓𝑎′(𝑥)

]︃
,

(6.7)

where the summations over 𝑎′ are across all treatment options and the deferral action.

As before, we can optimize the empirical estimate of this quantity in our training sam-

ple using gradient-based techniques. This surrogate remains convex and consistent

for the Bayes-optimal solution to the objectives introduced in Section 6.3.1.

Conceptually, this approach is very simple, as it treats deferral no differently than

any other treatment option and requires no modification to the original direct learning

approach beyond the construct of a new reward. While it is limited to usage with the

direct policy learning approach and cannot be used with the indirect methods, this is

not a huge drawback in this setting given the comparable performance of direct and

indirect approaches observed in Chapter 5.
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6.3.3 Expected Reward Maximization

We next present an indirect approach to learning treatment policies with a deferral op-

tion, extending the expected reward maximization approach presented in Section 4.4.

Recall that in our original approach, we first learned conditional treatment effec-

tiveness models 𝑓𝑎(𝑥) predicting the probability that a patient will be susceptible to

treatment 𝑎. For an example with features 𝑥, we then selected the reward-maximizing

action, given by:

arg max
𝑎

𝑟𝜔(𝑥, 𝑎) = 𝜔 · 𝑓𝑎(𝑥) + (1− 𝜔) · (1− 𝐶(𝑎)), (6.8)

where 𝐶(𝑎) is an indicator for whether treatment 𝑎 is a 2nd-line antibiotic. In order

to incorporate deferral into this method, we also need to build an estimator of the

reward for deferring on a given example.

We use the same reward definitions introduced in the previous section to learn

functions 𝑔 : R𝑚 → R that predict the reward for choosing to defer. This function

is learned from the empiric prescriptions (and corresponding rewards) selected by

clinicians in the training set. Since the reward definition for deferral is different

across the two settings we are considering, this estimator is also learned separately in

each setting and for each value of the parameter 𝜆.

The learned treatment policy is then given by:

𝜋𝜔(𝑥) =

⎧⎪⎨⎪⎩arg max𝑎 𝑟𝜔(𝑥, 𝑎) max𝑎 𝑟𝜔(𝑥, 𝑎) > 𝑔(𝑥)

defer otherwise
. (6.9)

In words, we only choose to defer if the estimated reward for deferring predicted

by 𝑔 is greater than the reward-maximizing action among the available treatment

options; otherwise, we stick with the original reward-maximizing treatment.
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6.3.4 Deferring with a Rejector

Finally, we present a rejector-based approach to deferral to serve as a baseline for the

previous two methods. This approach does not use a notion of a ‘reward’ for deferral,

and hence does not seek to directly optimize the objectives presented in Section 6.3.1.

Instead, we first learn a treatment policy without a deferral option using the methods

presented in Chapter 4, then use a rejector function to convert some of the policy’s

original decisions to deferral. This post-processing stop requires a model of the cases

where the algorithm should defer to achieve a particular objective.

Formally, we first learn a treatment policy 𝜋 : R𝑚 → 𝒜, mapping from specimen

features to a treatment option (note that this does not include a deferral option). We

then learn a separate rejector ℎ : R𝑚 → [0, 1], which maps from specimen features to

a score quantifying the preference for deferral on this example. The method used to

learn ℎ depends on the particular setting and the corresponding deferral objective.

Finally, we create a new policy 𝜋′ : R𝑚 → 𝒜∪ {defer} that defers on specimens

𝑥 where ℎ(𝑥) > 𝑡, where 𝑡 is a probability threshold chosen from the training set

based on the desired coverage rate, and takes action 𝜋(𝑥) otherwise. Higher values

of 𝑡 correspond to the treatment policy making decisions on larger proportions of the

population (i.e, a higher coverage rate).

We next propose targets that can be used to learn the rejector function ℎ in

each of the two settings we have introduced. In settings where algorithm errors are

costly, we train the rejector to predict a binary label indicating whether the clinician

decision resulted in a suboptimal treatment (i.e., if treatment resulted in IAT or was

an unnecessary usage of 2nd-line treatments). Intuitively, this rejector pushes the

algorithm to defer on cases where clinicians make mistakes, since it incurs a much

lesser cost than an algorithm error on the same instance.

In contexts where algorithm interventions are costly, we train the rejector to pre-

dict a binary label that is 1 for instances where either (1) the clinician decision was

optimal or (2) the decision of the original policy 𝜋 was suboptimal. Learning such a

rejector leads the final policy to make decisions on cases where the algorithm takes
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Setting Target Description

Errors are costly Clinician suboptimality Indicator for suboptimal
clinician decision

Interventions are costly Clinician/algorithm parity Indicator for whether clini-
cian decision was at least as
good as algorithm decision

Table 6.1: Targets used for learning rejectors in settings where algorithm errors or
interventions or costly.

an optimal decision, but the clinician does not, incentivizing the model to avoid un-

necessary interventions where it cannot improve on clinician selections. These targets

are summarized in Table 6.1.

Rejector-based approaches can be used with any of the policy learning methods

presented in Chapter 4, as the training procedure for ℎ does not depend on how 𝜋

was learned. These approaches are also highly interpretable, as one can analyze the

learned rejector to understand the features driving the model to defer. In practice,

however, ℎ may be extremely difficult to learn and require a more complex model class

with low interpretability to be effective. Furthermore, the policy is learned separately

from the rejector, and is trained to achieve good performance across the full cohort; it

does not adapt to the rejector to perform better in the parts of the population where

it actually ends up making a decision.

6.4 Experiments

6.4.1 Setup

Direct policy learning with deferral

We learn policies via the direct method for several trade-offs between IAT and 2nd-

line usage rates. In both settings, training proceeds in two stages. We first train the

model without allowing for deferral (i.e., excluding the corresponding reward from

the loss function) until we have learned a good policy that only selects from among
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the four antibiotics. We then add the reward for deferral into the loss and continue

training, using an early stopping criteria based on the validation reward.

By initializing the model with a good policy that does not defer using the first

training phase, we mitigate overfitting to a particular small subset of the population

where the algorithm ends up making decisions. We use the same train/validation

sets for tuning hyperparameters (e.g., learning rate, regularization) as described in

Section 5.1.3 for direct policy learning without deferral.

We now describe how to select actions given a policy trained via direct learning.

In the previous chapter, we derived a policy 𝜋 from the trained policy model by

selecting the action with maximum score in the predicted policy distribution for a

given example. In the setting where algorithm interventions are costly, we obtain

the final policy in the same way. However, in the setting where algorithm errors are

costly, we find that we need to slightly modify the way we derive a policy from the

policy model to achieve good performance within the decision cohort.

For an example with features 𝑥, the policy model produces a distribution over the

available actions, including deferral; let 𝑑(𝑥) be the predicted probability correspond-

ing to the deferral action in this distribution. For a given coverage rate 𝑐, we choose a

threshold 𝑡 and defer on all examples where 𝑑(𝑥) > 𝑡; otherwise, we select the action

with the maximum value among the remaining options in the policy distribution (i.e.,

the highest value among the actual treatment options). The threshold 𝑡 corresponds

to the probability threshold that would yield a coverage rate of exactly 𝑐 using this

procedure on the training set. We found that this approach empirically yielded better

results on the validation set for the setting where algorithm errors are costly, but did

not yield much benefit for the setting where algorithm interventions are costly, and

thus do not use it in the latter setting.

In the setting where algorithm errors are costly, we train models using only a

single value of 𝜆 for each value of 𝜔 and construct policies for various coverage rates

as described in the previous paragraph. In the setting where algorithm interventions

are costly, we train models for several values of 𝜆 for each values of 𝜔 to learn policies

for different coverage rates.
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Expected reward maximization

We learn conditional outcome models for treatment effectiveness using logistic regres-

sion models, tuning hyperparameters as described in Section 5.1. We parameterize

the deferral reward predictor 𝑔 with a regularized linear regression model, and tune

regularization strength using the same train/validation splits used for tuning the mod-

els of treatment resistance. As with the direct approach, we learn policies through

the expected reward maximization approach for several values of 𝜆 and 𝜔, re-fitting

the predictor for the reward earned for deferral for each parameter setting.

Deferring with a rejector

We first learn policies without deferral for a variety of values of 𝜔 using the direct

learning approach. For each of the two deferral settings, we then learn rejectors ℎ(𝑥)

to predict the corresponding targets described in Section 6.3.4. In each case, the

rejector is parameterized by a logistic regression model, and hyperparameters are

tuned using the same train/validation splits used for training the original policy.

In this approach, we are able to directly control the coverage rate by modifying

the rejector threshold 𝑡. For a given target coverage rate c on the test set, we choose

𝑡 to be the threshold that produces a coverage rate of exactly 𝑐 on the training set.

Evaluation

We evaluate learned policies according to slightly different criteria across the two

deferral settings we have outlined in this chapter. In the setting where algorithm

errors are costly, we examine the algorithm performance in the decision cohort for

several lower bounds on the policy coverage rate and for a variety of trade-offs between

the objectives of IAT and 2nd-line antibiotic usage. In the setting where algorithm

interventions are costly, we examine the overall performance of the model (not just

on the decision cohort) for several upper bounds on the coverage rate and a variety

of trade-offs between the two objectives.

84



0.07 0.08 0.09 0.10
IAT rate

0.0

0.1

0.2

0.3

0.4
2n

d 
lin

e 
us

ag
e

Coverage: 0.25
Direct
Exp. reward
Rejector

0.07 0.08 0.09 0.10
IAT rate

0.0

0.1

0.2

0.3

0.4

2n
d 

lin
e 

us
ag

e

Coverage: 0.45
Direct
Exp. reward
Rejector

0.070 0.075 0.080 0.085 0.090 0.095 0.100 0.105
IAT rate

0.0

0.1

0.2

0.3

0.4

0.5

0.6

2n
d 

lin
e 

us
ag

e

Coverage: 0.75
Direct
Exp. reward
Rejector

Figure 6-1: Performance frontiers of policies learned via direct learning, expected
reward maximization, and the rejector-based approach on the test cohort at coverage
rates of 25% (left), 45% (middle), and 75% (right). Each point represents the com-
bined performance of the policy on the decision cohort for a different setting of the
reward parameter 𝜔.

Coverage 25% 45% 75%

Method IAT 2nd-line IAT 2nd-line IAT 2nd-line

Direct learning 8.9% 0.5% 9.1% 2.2% 8.3% 26.8%

Expected reward 9.4% 0.0% 9.2% 4.2% 8.1% 35.2%

Rejector-based 10.5% 0.8% 10.2% 5.7% 8.6% 29.3%

Table 6.2: Comparison of algorithm performance in the decision cohort across meth-
ods at various lower bounds on the coverage rate for selected trade-offs between IAT
and 2nd-line usage.

6.4.2 Results

Minimizing algorithm errors

We first examine the performance of these approaches in the setting where we aim to

minimize algorithm errors in the decision cohort. In Figure 6-1, we plot the perfor-

mance frontier of policies obtained from each approach for several lower bounds on

the desired coverage rate of the learned policies. Each point represents the perfor-

mance of a policy within its corresponding decision cohort. In Table 6.2 we compare

the performance of the three approaches in the decision cohort at coverage rates of

25%, 45%, and 75%

Across all coverage rates, the expected reward and direct learning approaches
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Figure 6-2: Comparison of policy IAT rates within decision cohort across a wide
range of coverage rates in the setting where algorithms errors are costly. The policies
depicted here use almost no 2nd-line treatments. The direct approach outperforms
the expected reward and rejector-based approach across a range of coverage rates
between 25% to 70%.

outperform the rejector-based approach. At higher coverage rates (e.g., 75%), the

direct and expected reward approaches achieves similar performance in the decision

cohort across a wide range of trade-offs between outcomes, as shown in the rightmost

panel of Figure 6-1.

However, at lower coverage rates, policies learned via the direct learning approach

achieve superior performance to those learned via the expected reward approach

within the decision cohort. In the left and middle panels of Figure 6-1, we can

also see that the gap in performance frontiers between the two approaches widens as

the coverage rates is reduced from 45% to 25%, suggesting that the direct approach

is able to better learn a policy specific to a small decision cohort, while the expected

reward approach fails to do so.

In Figure 6-2, we provide an alternative view comparing the performance of these

approaches. We plot IAT rates (within the decision cohort) of policies derived from

each method across various coverage rates. The policies selected for this plot use

essentially no 2nd-line treatments, so those values are not shown here. We can clearly
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see that the direct learning approaches outperforms the expected reward approach

across a wide range of coverage rates from roughly 25% to 70%. As the required

coverage rate is reduced from 90% to 40%, the decision cohort IAT rate of policies

learned via the direct approach decrease from 10.2% to 8.6%, a relative reduction of

over 15%. While this is a significant reduction in errors within the decision cohort,

the learned policies are unable to identify a subpopulation where they can achieve

close to perfect performance. Identifying such a subgroup appears to be extremely

difficult to do in this particular setting.

Overall, however, the results of this section suggest that the direct approach is

able to take advantage of jointly learning a good treatment policy and where to

defer, particularly at intermediate coverage rates, and is able to outperform alternate

approaches with respect to errors in the decision cohort.

Minimizing algorithm interventions

We next examine the performance of these approaches in the setting where algorithm

interventions are costly. In Figure 6-3, we plot the performance frontier of policies

learned via each approach for a few different upper bounds on the allowed coverage

rate; each point on this plot represents the combined performance of clinician and

algorithm decisions across the full test cohort. In Table 6.3, we compare the perfor-

mance of a few of the policies depicted in Figure 6-3 for various trade-offs between

IAT and 2nd-line usage.

The expected reward and direct learning approaches generally achieve similar

performance across several coverage rates. There is some variation in performance -

for instance, the expected reward approach achieves slightly better performance than

direct learning at a coverage rate of 50%, while the reverse is true at a coverage

rate of 75% - but neither approach appears to be significantly better than the other.

At higher coverage rates (e.g., > 50%), these two approaches produce policies that

achieve minor improvements in performance over the rejector-based approach.

We can also examine the improvement in performance that the algorithm achieves

over clinicians within the decision cohort for a given coverage rate. A larger improve-
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Figure 6-3: Performance frontiers of policies learned via direct learning, expected
reward maximization, and the rejector-based approach on the test cohort at coverage
rates of 25% (left), 50% (middle), and 75% (right). Each point represents the com-
bined performance of clinicians and policy on the test cohort for a different setting of
the reward parameter 𝜔.

ment in the decision cohort leads to an improvement in combined performance of

clinicians and algorithm across the entire cohort. In Table 6.4, we compare the im-

provement in the decision cohort for the policies shown in Table 6.3 at a coverage rate

of 50% . The expected reward and direct learning approaches reduce the IAT relative

to clinicians by about 10%, while reducing the IAT by over 80%. The rejector-based

approach yields a relative improvement in IAT of around 12% while lowering 2nd-line

usage by 70%. While the expected reward and direct learning approaches exhibit a

larger improvement over clinicians in the decision cohort, these improvements trans-

late into only minor improvements in overall performance, as seen in Table 6.3.

We note that the decision cohorts identified by all three of these policies consist

of cases where clinicians achieve below average performance, as clinician decisions

lead to a 11.9% IAT with 33.6% 2nd-line usage on the full test cohort. Our methods

are successful at identifying populations where clinicians are less effective and targets

decision-making toward these groups.

6.5 Summary

In this chapter, we examined how learning treatment policies with deferral may be

useful in settings where either algorithm errors or interventions are costly. We pre-
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Coverage 25% 50% 75%

Method IAT 2nd-line IAT 2nd-line IAT 2nd-line

Direct learning 11.5% 26.2% 10.9% 20.6% 10.4% 12.1%

Expected reward 11.5% 27.4% 10.7% 20.2% 10.8% 12.0%

Rejector-based 11.6% 27.8% 11.2% 20.2% 10.8% 11.5%

Table 6.3: Comparison of combined performance of algorithm and clinicians across
test cohort across methods at various upper bounds on the policy’s coverage rate for
select trade-offs between IAT and 2nd-line usage.

Algorithm Clinician

Method IAT 2nd-line usage IAT 2nd-line usage

Direct learning 10.9% 6.1% 13.2% 33.9%

Expected reward 11.0% 4.8% 13.3% 32.1%

Rejector-based 10.4% 11.4% 11.9% 40.2%

Table 6.4: Comparison of clinician and algorithm performance in the decision cohort
across methods at a coverage rate of 50% for the learned policies with performance
shown in Table 6.3.

sented three approaches for learning treatment policies with a deferral option in these

settings. The first two approaches are extensions of the direct learning and expected

reward maximization techniques introduced in Chapter 4, and use the notion of a

‘reward’ for choosing to defer to a clinician to learn an effective policy. The last

approach involves learning a rejector function that identifies cases where a policy

originally trained without a deferral option should forgo its initial decision.

In settings where algorithm errors are costly, the direct learning approach out-

performed the expected reward and rejector-based approaches across a wide range of

coverage rates, learning policies that achieved better performance within the subset

of examples where the policy makes a decision. In settings where algorithm interven-

tions are costly, the expected reward and direct learning approaches achieved slightly

better performance than the rejector-based approaches at higher coverage rates, but
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the improvements observed here were all relatively minor.

While we evaluated our approaches on the task of antibiotic prescription, the

methods presented here can be easily adapted to any medical decision-making sce-

nario, helping to ease some of the difficulties associated with integrating the decisions

of clinicians and newly deployed decision support algorithms. In the next chapter,

we examine additional difficulties in deploying such tools into clinical settings.

90



Chapter 7

Towards a Deployable Decision

Support Tool

Deploying machine learning-based clinical decision support (CDS) systems into real-

world clinical settings is challenging. These systems have to integrate smoothly with

existing clinical workflows and a hospital’s digital infrastructure while preserving high

standards of patient safety. In this chapter, we outline a CDS tool for empiric an-

tibiotic prescription with the ultimate goal of easy and successful deployment across

multiple hospitals. We first identify common critiques and failure modes of deployed

CDS systems and propose desirable properties and features to mitigate these issues.

We then outline strategies to achieve these properties in the antibiotic prescription

setting. We derive a simplified - but highly effective - treatment policy that is more

straightforward to deploy than policies discussed in previous chapters. We then ex-

amine the limitations of our proposed CDS tool in the presence of data missingness

and treatment contraindications, and propose strategies for exposing these drawbacks

to clinicians in a transparent way.

7.1 Deployment of Decision Support Tools

Advances in machine learning algorithms have dramatically improved performance in

a variety of important medical decision-making tasks, but several studies have shown
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that integrating these algorithms into regular clinical workflows as decision support

tools has been a challenge. Several common reasons have been identified for these

deployment failures.

Clinicians consistently point to a lack of consideration for the human-computer

interaction (HCI) aspects of CDS systems as the primary reason for lack of adop-

tion [52]. They complain of the excessive computerized alerts introduced by these

tools and the obtrusive integrations into clinical workflows. Support tools are often

designed under the assumption that clinicians will identify situations in which they

need assistance and make the effort to use an additional system to help them make a

better decision. In practice, this is rarely the case.

Most machine learning-based CDS tools are also black boxes to clinicians, who

may not have a clear understanding of the inputs being used by the model or the

general underlying mathematical logic used to arrive at a decision [20]. Clinicians are

unlikely to trust a system that does not provide a clear justification for its decisions,

particularly in high-stakes situations. This local interpretability of the model is espe-

cially important in situations where the clinician’s decision is significantly different

from that of the CDS tool.

Clinicians also often desire global insights into the behaviors of the support tool,

including a general description of its known strengths and weaknesses or examples

of specific edge cases where the model may provide incorrect decisions [4]. Since

patient safety is paramount in most settings, doctors need to be able to precisely

identify situations in which they should down-weight the importance of an algorithm’s

suggestion and resort to their own clinical judgment.

Based on these common failure modes and clinician critiques, we can highlight a

few desirable properties of CDS tools that are deployed into real-world settings. First,

they must be embedded as much as possible within the existing clinician decision-

making process without introducing an additional mental burden, but must be visible

enough that they can still positively impact decision-making. Second, the models

must either provide a highly interpretable justification for its treatment selection

whenever it chooses to provide input to clinicians, or should be simple enough that
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clinicians can form a clear mental model of the attributes used by the model to make

a decision. Finally, the tool should provide ways of flagging cases where there may

be relevant information that it has not accounted for in its decision-making process,

indicating where clinicians may need to examine additional context to make a decision.

In this chapter, we propose a CDS tool for antibiotic prescription with these

desirable properties; namely, we would like the tool to impose a limited burden on

clinicians while also being highly interpretable and transparent to clinicians regarding

its own limitations. We have already made progress towards achieving some of these

properties through the development of our methods in previous chapters:

∙ Limiting mental burden on clinicians. One approach to limit the burden

of a decision support tool is to constrain the number of alerts it can produce.

In Chapter 6, we developed methods to learn policies with the ability to defer

to clinicians in settings with a constraint on the number of decisions that could

be provided by the algorithm. Such a constraint could be specified a priori by

individual clinicians to tailor policies and the volume of interventions to each

physician’s personal preferences, and could help mitigate the issue of excessive

alerts in a systematic way.

∙ Interpretability. In Section 5.4.2, we showed how to extract features impor-

tant for the selection of one treatment over another from a policy learned via the

direct approach. For a given treatment decision, a decision support tool could

identify and display the subset of these important features that are present in

the current case and contributed to the model’s decision to choose a particular

treatment over other options. This would provide clinicians with clear insights

into the reasons for particular choices made by the algorithm for each patient.

In the rest of this chapter, we describe additional strategies to design a CDS tool

for antibiotic prescription that is interpretable, portable, and transparent. We first

derive an effective treatment policy that uses fewer than 20 features; such a policy

is more likely to be interpretable to clinicians and more portable than models based

on hundreds of features. We then describe two important edge cases where model
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decisions may fail - unrecorded patient data and treatment contraindications - and

propose changes to the design of a support tool to mitigate these potential failure

modes and expose them to clinicians in a transparent manner.

7.2 A Simplified Treatment Policy

Deployed CDS tools should make decisions that are interpretable to clinicians while

also being portable enough for easy integration across a variety of hospitals and

clinical settings. A tool that depends on a simple underlying model requiring only a

small number of features, while still preserving most of the effectiveness of a much

larger model, achieves both these goals.

If a deployed CDS tool depends on a large model, clinicians may not be able to

build an effective mental model of the system’s decisions, even if an interface provides

explicit indications of the pieces of information driving certain choices on a case-by-

case basis. A smaller model may allow the clinician to have more trust in their

understanding of the algorithm’s decisions, and allow them to incorporate additional

context to override recommendations if needed.

Large models are also more difficult to deploy across a wide range of settings.

The necessary data inputs for such models may not be available at all hospitals,

and conventions for naming and storing information may also vary, requiring system

specialization at each deployed location. If the learned model only consists of a small

set of features being combined in a relatively simple way, this would significantly

reduce the effort needed for widespread policy deployment. In this section, we derive

such a simple policy for empiric antibiotic prescription in uncomplicated UTIs and

evaluate it against policies learned using much larger feature sets.

Our proposed policy consists of two steps that are relatively intuitive and highly

interpretable. In the first step, we use a small linear model to identify whether the

clinician should prioritize 1st- or 2nd-line treatment for a given patient and construct

a corresponding treatment preference order. In the second step, we recommend the

first treatment in the preference order to which the patient does not exhibit a strong
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Antibiotic Resistance Indicators

NIT Any prior resistance to NIT

SXT Any prior resistance to SXT

Folate inhibitor exposure in past 30 days

CIP Any prior resistance to CIP / LVX

Fluoroquinolone exposure in past 30 days

Table 7.1: Features used as strong indicators for each of the treatments used in simple
treatment policy.

indicator of resistance. In more detail, the steps are:

1. Selection of treatment preferences. We learn a function 𝑓 : R𝑑 → [0, 1],

mapping from specimen features to a value quantifying the preference for 2nd-

line usage. Here, 𝑓 is a highly regularized linear model trained to predict the

2nd-line usage of a policy previously learned on all features.

When making a treatment decision, if 𝑓(𝑥) > 𝑡 for a chosen threshold 𝑡 and

specimen 𝑥, then the policy prioritizes 2nd-line usage, and the preference order

is given by: CIP < NIT < SXT. Otherwise, the policy prioritizes 1st line usage

and the preference order is given by: NIT < SXT < CIP. 1 The threshold 𝑡

controls the IAT vs. 2nd-line usage trade-off; a higher 𝑡 results in a policy with

lower 2nd-line usage. Our preference order prioritizes NIT over SXT in both

cases due to the significantly lower resistance rates to NIT in our population.

2. Treatment selection. We select the first agent in the preference order from

step 1 to which the patient does not have a ‘strong indicator’ of resistance.

These indicators are derived from inspection of the most important features in

the predictive models of resistance learned for each of these treatments.

1For simplicity, we do not include LVX in these preference lists, as treatment with CIP has the
same outcome as LVX in the vast majority of uncomplicated UTIs.
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In Section 5.5, we found that direct policies learned from training on all UTIs

outperformed policies trained on only uncomplicated UTIs, so we use these policies

as the starting point for extracting our simplified policy. We obtain the model used in

step 1 of the policy by fitting a highly regularized logistic regression model to predict

the 2nd-line usage of a direct policy trained on all features with 𝜔 = 0.92. This

linear model has 18 features with nonzero coefficients, listed in Table A.24 with the

corresponding coefficient values.

Nearly half the 18 features in this model are directly associated with prior expo-

sure or resistance to one of the 4 antibiotic treatment options in this setting. For

instance, prior resistance to NIT or CIP/LVX drives the policy to prefer 2nd line

or 1st line treatments, respectively. Interestingly, prior resistance to SXT actually

drives the policy to prefer 1st-line rather than 2nd-line treatment as one might ex-

pect. Further inspection of our cohort shows that this group of patients also has

extremely high resistance rates to 2nd-line treatments, comparable to their resistance

rates for NIT. Since the likelihood of IAT is comparable regardless of whether NIT

or a 2nd-line treatment is given, the policy learns to prioritize 1st-line treatment for

these individuals. The remaining features in this model are a mixture of other prior

antibiotic exposures, colonization pressure, demographics, and location features.

The resistance models trained on all UTIs also achieved better predictive perfor-

mance than the models trained on only uncomplicated UTIs (Section 5.5). We thus

extract the strong indicators of resistance for each antibiotic by inspecting the top

5 most predictive features of resistance in these models (Tables A.16, A.18, A.20).

These features are listed in Table 7.1.

We evaluate the performance of this simplified policy on the test cohort of un-

complicated UTIs, and compare its performance to policies trained with all features

using the direct learning and expected reward maximization approaches. The full

performance frontiers are shown in Figure 7-1, and Table 7.2 contains comparisons

for policies at a few points along this trade-off frontier. Despite using fewer than 20

features, the simple policy achieves comparable performance to both the direct learn-

ing and expected reward approaches trained on all UTIs for a wide range of trade-offs
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Figure 7-1: Comparison of simplified policy performance on the test cohort for several
values of threshold 𝑡 against policy sets learned via direct learning and expected
reward maximization approaches on the dataset of all UTIs.

between IAT and 2nd-line usage, and even achieves slightly better performance with

respect to IAT in the extremely low 2nd-line treatment regime.

We also evaluated our simplified policy at a trade-off that uses clinically reason-

able levels of 2nd-line treatment against clinicians and the adjusted IDSA guidelines

introduced in Chapter 5 (Table 7.3). We chose the threshold 𝑡 in the first step of

the simple policy to constrain 2nd-line usage in the validation set below 10%, and set

the parameter 𝑝 in the adjusted guidelines to constrain validation 2nd-line usage at

the same level. The resulting policy reduces IAT by nearly 20% and 2nd-line usage

by 70% relative to clinicians, and reduces IAT by over 10% relative to the adjusted

guidelines with only a minor increase in 2nd-line usage.

We perform an in-depth analysis of our policy and guidelines at the trade-offs in

Table 7.3 to better understand the gains made by our simplified policy. We produce

breakdowns of the policy and guideline decisions as a function of the clinician decision

as described in Section 5.3. These are shown in Figures 7-2 and 7-3, respectively.
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Figure 7-2: Breakdown of decisions made by simplified policy at the trade-off in
Table 7.3 relative to clinician decisions.
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Figure 7-3: Breakdown of decisions made by adjusted IDSA guidelines at the trade-off
in Table 7.3 relative to clinician decisions.
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IAT 2nd-line IAT 2nd-line

Simplified policy 9.5% 13.2% 10.1% 4.5%

Expected reward 9.5% 13.8% 10.6% 4.2%

Direct optimization 9.4% 13.9% 10.4% 4.1%

Table 7.2: Comparison of primary outcomes for simplified policy relative to learning
models with all available features at two points along the trade-off frontier.

IAT 2nd-line

Simplified policy 9.7% 10.5%

Clinicians 11.9% 33.6%

Adjusted guidelines 10.8% 9.7%

Table 7.3: Comparison of primary outcomes for simplified policy relative to clinicians
and modified version of IDSA guidelines.

We find that our policy improves upon guideline performance in a few ways.

First, our policy is better at identifying appropriate 1st-line treatments for patients

empirically treated with an appropriate 2nd-line agent - we do this successfully in 82%

of cases where clinicians gave appropriate 2nd line treatment, while the guidelines

only do this in 71% of cases. We are also better at identifying appropriate 1st-

line treatments for cases where clinicians gave inappropriate 2nd-line treatment -

we do this successfully in 87% of cases where clinicians gave inappropriate 2nd line

treatment, while the guidelines only do this in 77% of cases.

Finally, our policy less frequently switches an effective empiric treatment given

by clinicians to an ineffective treatment - our policy only does this in 5.9% of cases,

while the guidelines do this in 6.4% of cases. However, we note that our policy is

slightly worse at switching inappropriate 1st-line treatment decisions by clinicians to

appropriate 1st-line treatments - we do this in 49% of cases, while the guidelines do

it in 53% of cases.

These results suggest that only a small number of features are necessary to deploy

an antibiotic prescription policy that achieves dramatic improvement over current
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clinician performance and practice guidelines. Given its simplicity, the policy pro-

posed in this section does not require a sophisticated implementation, and could

likely be easily embedded into any clinical workflow without significant trouble.

7.3 Handling Unrecorded Patient Data

So far, we have treated the EHR as a ground truth source of information. In reality,

it is a virtual certainty that some data will be missing from this structured record. In

some cases, the missing information may only be present in a patient’s record of clin-

ical notes, and may provide critical information for making an appropriate treatment

decision. When a treatment policy is deployed, producing a treatment recommen-

dation without accounting for these missing pieces of information could mislead a

clinician - who may be more likely incorporate information from previous notes into

their decision - and reduce trust in the system. We wish to better understand the

significance of the data missingness problem in our setting and develop strategies for

handling these cases in a CDS tool.

To get a sense for the importance of missingness in our data, we attempted to

recover prior exposure and resistance information for the four antibiotic treatments

considered in this work, as we have clearly identified these as the most relevant

features for producing a treatment decision. If needed, the approach described in

this section could easily be adapted to identify mentions related to other features in

the notes. We take the following approach to extract unidentified prior exposures:

1. Identify relevant terms. We construct a linear bag-of-words (BoW) model

that uses a patient’s past history of clinical notes to predict whether the struc-

tured record indicates a prior exposure to a specific antibiotic. Analyzing terms

with the most positive coefficients in this model suggest words associated with

exposures to this antibiotic.

2. Extract potential unrecorded exposures. We extract the notes that do

not have a record of prior exposure to the antibiotic of interest, but do contain
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Antibiotic Terms Train Test

NIT macrobid, nitrofurantoin 0.8% 0.5%

SXT bactrim 3.5% 4.2%

CIP cipro, ciprofloxacin 5.5% 3.2%

LVX levofloxacin, levaquin 1.3% 0.4%

Table 7.4: Terms used to identify candidates for unrecorded antibiotic exposures
and proportion of cases identified as having unrecorded exposures in train and test
cohorts.

the relevant terms identified in step 1 within their notes.

3. Filtering. The relevant terms can occasionally be used in contexts not ref-

erencing a prescription, such as an allergy to that medication. We perform a

simple filtering step using string matching to remove these mentions.2

We examined around 15 of the notes flagged by this process and successfully veri-

fied that they actually referenced a previously unrecorded treatment. However, we do

note that this process is imperfect and may result in some false negatives (i.e., fails

to detect additional unrecorded exposures). This is just one approach to identifying

these unrecorded pieces of data, and one could imagine building more sophisticated

clinical entity extraction techniques to recover this information. Table 7.4 lists the

terms used to identify potential unrecorded antibiotic exposures, along with the pro-

portion of specimens in the training and test sets for which exposures were identified.

Exposures to SXT and CIP were most frequently unrecorded in the EHR, but in gen-

eral, there are relatively few instances of missing data for exposures to these agents.

We repeated this process to identify unrecorded mentions of prior resistance to

these agents, but were unable to find any such mentions, suggesting that the record

of microbiological tests in the EHR is essentially comprehensive.

We examined the impact of modifying features to include these previously un-

recorded exposures on our simplified policy and the modified IDSA guidelines at the
2We note that allergies are important for making treatment decisions, but are distinct from

treatment resistance. We address mentions of allergies explicitly in Section 7.4.
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Recorded data only W/ unrecorded exposures

IAT 2nd-line IAT 2nd-line

Simplified policy 9.7% 10.5% 9.7% 10.3%

Adjusted guidelines 10.8% 9.7% 10.7% 10.2%

Clinicians 11.9% 33.6% 11.9% 33.6%

Table 7.5: Comparison of primary outcomes for simplified policy relative to learning
models with all available features at two points along the trade-off frontier.

trade-off described in Section 7.2 (Table 7.5). The impact of these updated features

is minimal, but does appear to produce a slight improvement in the 2nd-line usage

of the simplified policy. This relatively minor improvement is unsurprising given the

small proportion of examples with missing exposure data in our test set.

These results suggest that data missingness is not a significant problem in devel-

oping an effective antibiotic prescription tool for the hospitals in our dataset, but it

is likely that data missingness will play a much more important role in settings where

the EHR record is not as complete. It is important to have mechanisms for recover-

ing this data and potentially flagging them for clinician review. Notes which contain

terms known to be relevant to the current treatment decision can provide clinicians

with a starting point to review appropriate portions of a patient history, saving them

the trouble of manually sorting through a lengthy history of notes to identify useful

information. A deployed tool could also allow clinicians to update the structured

record with previously missing data based on a review of the notes flagged by the

system, helping further mitigate the data missingness problem for future models.

7.4 Treatment Contraindications

Policies deployed in clinical settings also need to provide mechanisms for identifying

and accounting for a patient’s treatment contraindications, pieces of information in a

patient’s medical record that prohibit certain treatments. In the antibiotic prescrip-

tion setting, the most common and important contraindications are patient allergies
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to specific antibiotics (note that this is not the same as resistance to an antibiotic).

Allergy information is not readily available in the structured portions of our data,

but is generally recorded by clinicians in their notes when recording a patient’s treat-

ment plan. In this section, we first examine the volume of contraindications in our

patient cohort and examine whether our policies continue to exhibit improvements

over clinicians after accounting for them. We then provide suggestions for how a de-

ployed support tool can integrate information about contraindications when providing

recommendations to clinicians.

We extracted these relevant contraindications from available notes and examine

the effect on the decisions of our learned policies. We particularly focused on: (1)

sulfa allergies, which prohibit treatment with SXT (a sulfa-based antibiotic) and (2)

pyelonephritis, a UTI involving kidney infection which are generally treated with 2nd-

line agents. Note that when constructing the uncomplicated UTI cohort, we initially

aimed to filter out patients with this condition (Section 3.3); however, it is likely that

some cases with this diagnosis were not explicitly recorded in the EHR and slipped

through our filters. These are by far the most common contraindications in our data.

We extracted sulfa allergies by identifying patients with at least one note in their

history containing the term sulfa and an allergy-related term (e.g., allergies, allergic)

in close proximity to one another in the text. Many notes have an "Allergies" section

that records this information in an organized manner, but doctors also reference

allergies in a variety of other ways, so we found this simple approach to be most

effective. We also filter out references containing negation terms (e.g., no, never)

immediately prior to the sulfa allergy reference, as clinicians sometimes specifically

highlight the lack of an allergy.

We adopted a similar approach for extracting mentions of pyelonephritis, searching

for notes that contain the term pyelo, a common abbreviation for the condition. Here,

we only examined notes from the time period immediately preceding the recorded

date of specimen collection for an infection, as past instance of pyelonephritis do not

prohibit treatment with a 2nd-line agent. As with sulfa allergies, we filtered out notes

that contain negated references to pyelonephritis. We examined around 15-20 of the
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selected notes and successfully verified the validity of the identified contraindication

references.

In the training cohort, our filtering procedure finds that 817 (6.9%) examples

have sulfa allergies, and 621 (5.2%) examples have mentions of pyelonephritis. In

the test cohort, our filtering procedure finds that 259 (6.6%) examples have sulfa

allergies, and 298 (7.6%) examples have mentions of pyelonephritis. These are non-

trivial subgroups within our cohort, suggesting that treatment policies are likely to

be significantly affected by these contraindications.

We compare the performance of our simplified policy from Section 7.2 and the

modified IDSA guidelines after accounting for these contraindications. We start with

the policies whose performance is shown in Table 7.3. We adjust the simplified policy

by selecting the first treatment in the derived preference order for a given example to

which the patient has neither a strong indicator of resistance nor a contraindication.

The guidelines only select between NIT and CIP, and neither of the contraindica-

tions considered here prohibit treatment with CIP, so we simply adjust the original

guidelines by switching to CIP in cases with relevant contraindications.

We show the results of these adjusted policies in Table 7.6. Overall, accounting for

contraindications switches roughly 7% of the original decisions made by the simplified

policy and modified guidelines. Both of these policies shift to use additional 2nd-line

treatments with a slight reduction in IAT. This is what we would expect, as both

contraindications considered here are ones that prohibit certain 1st-line treatments.

While this is a substantial increase in 2nd-line treatment for only a small reduction in

IAT, the performance of our simplified policy is still better than clinicians or practice

guidelines. We reduce IAT and 2nd-line usage rates by 20% and 50% relative to

clinicians, and reduce IAT rates by around 8% relative to guidelines at similar levels

of 2nd-line usage. Our policy’s improvement is robust to contraindications.

We now suggest ways in which deployed CDS tools can account for contraindica-

tions in their design. It is not feasible for an automated system to perfectly identify

all contraindications from clinical notes, and failing to do so appropriately could re-

sult in extreme negative medical consequences for patients. It is inadvisable for the
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No Contraindications w/ Contraindications

IAT 2nd-line IAT 2nd-line

Simple policy 9.7% 10.5% 9.5% 17.7%

Adjusted guidelines 10.8% 9.7% 10.3% 16.4%

Clinicians 11.9% 33.6% 11.9% 33.6%

Table 7.6: Comparison of performance of simple policy and adjusted guidelines before
and after accounting for contraindications referenced in clinical notes.

system to attempt to automatically account for contraindications and provide a single

treatment recommendation to clinicians. Even a few failures to do so appropriately

would likely result in significant loss of trust from the clinician’s perspective.

We make two suggestions for how deployed prescription support tools can account

for this issue. First, a deployed tool should provide a ranking of treatment options,

advising the clinician of the next treatment option in the event that there is a known

contraindication to the first option. In the case of our simplified policy, this ranking

can be derived easily from the preference order produced in the 1st step. Treatments

to which the patient has a strong indicator of resistance would be moved to the

end of the ranking, and the remaining treatments would appear in the same relative

positions as in the suggested preference ordering.

We can also extract such treatment rankings from policies learned via the expected

reward maximization and direct policy learning approaches presented in Chapter 4.

In the case of expected reward maximization, the ranking would contain treatments

in order of the estimated reward for each option. The direct learning approach out-

puts ‘scores’ associated with the suitability of each treatment for a given example.

Typically, we select the treatment maximizing this score; a treatment ranking would

simply list the available options in descending order of these scores.

Second, the tool should flag notes that contain possible mentions of contraindi-

cations and display this information to clinicians for review. Examination of specific

treatment decisions in our dataset revealed multiple cases where clinicians empiri-
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cally treated a patient with an antibiotic to which they are allergic, despite records

of this allergy in past notes. In the case of sulfa allergies, this was relatively rare - it

occurred in less than 3% of the cases we identified - but not nonexistent. Flagging

notes that are likely to contain information about contraindications can help mitigate

such dangerous mistakes and provide another avenue for improving the quality of care

through this decision support tool.

7.5 Summary

In clinical settings, doctors need to know when, where, and how to use the outputs of a

machine learning-based decision support tool. A concise way to convey the pertinent

information about a model to clinicians interacting with the tool is through a ‘Model

Facts’ sheet, similar to the ‘Drug Facts’ information included with most medications

[44]. We conclude this chapter by presenting a sample ‘Model Facts’ sheet for the

simplified policy for empiric antibiotic prescription we have outlined in this chapter.

This sheet presents the high-level design of our proposed tool, its intended use

cases, and the benefits and risks associated with the system. In the "Mechanism"

section, we highlight the nature of the training data used to learn the underlying

model, necessary data inputs, and the output that will be displayed to a clinician.

In the "Uses and direction" section, we emphasize the role of this tool as a support

system with the potential to reduce rates of ineffective therapy and broad spectrum

usage if used in appropriate settings. We also describe the system’s ability to identify

features important for decision-making and the clinician’s ability to control the volume

of alerts produced by the tool. In the "Warnings" section, we explain the risks

associated with using this tool in the presence of unrecorded patient data, treatment

contraindications, and in new settings beyond the hospital system used for training

and evaluation of our models. Designing a tool that meets the criteria described

on this sheet and clearly communicating the properties and appropriate usage of the

resulting system is likely to significantly improve the chances of successful deployment

into regular clinical workflows.
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Model Facts Model Name: UTI Prescrip!on Locale: Partners Healthcare System (Boston, MA)

Summary 

This model uses EHR data from a pa!ent’s en!re medical history to recommend empiric an!bio!c prescrip!ons for pa!ents who sa!sfy 
the condi!ons for an uncomplicated urinary tract infec!on (UTI). It was developed in 2018-2020 by MIT and Partners Healthcare.

Mechanism
Outcomes: Inappropriate an!bio!c therapy (IAT), broad spectrum an!bio!c usage

Output: Ranking of an!bio!c prescrip!on op!ons among: nitrofurantoin (NIT), trimethoprim-sulfamethoxazole 
(SXT), ciprofloxacin (CIP), or levofloxacin (LVX)

Target popula;on: Females between 19-55 y.o. with an uncomplicated UTI.

Time of predic;on: Single decision at !me of empiric an!bio!c prescrip!on

Input data source: Electronic health record (EHR)

Input data type: Demographics, prior an!bio!c resistance and exposures, comorbidi!es, procedures, local resistance rates

Training data loca;on/;me: Mass. General Hospital, Brigham & Women’s Hospital; 01/2007-12/2013

Model type Logis!c regression

Valida;on and performance
Retrospec;ve evalua;on on pa;ent cohort from 01/2014-12/2016:   Model:        IAT rate: 9.5%     Broad spectrum usage: 17.7% 

Clinicians:  IAT rate: 11.9%  Broad spectrum usage: 33.6%

Uses and direc;ons
Benefits: Selec!on of effec!ve 1st-line an!bio!c treatments in the empiric treatment se#ng can improve pa!ent outcomes and lower risks for 
adverse side effects or future increases in popula!on-level resistance rates associated with unnecessary usage of broad spectrum treatments.

Target popula;on / use case:  At the point of empiric an!bio!c treatment selec!on for a pa!ent sa!sfying criteria for uncomplicated UTI, a tool 
embedded in the EHR will use this model to produce a ranking over common treatment op!ons. The tool allows control over the propor!on of 
cases where the model provides a decision to mi!gate poten!al alert fa!gue.

General use: This model is intended to support, not replace, clinician empiric treatment selec!ons for UTIs. Clinicians should use the model’s 
recommenda!on as an addi!onal piece of informa!on in their decision-making process to guide treatment selec!on. This model is interpretable 
and will display specific elements of pa!ent history that led to its recommenda!on.

Before using model: The model should be evaluated retrospec!vely on a pa!ent cohort that closely reflects the se#ng where this model is 
intended to be deployed.

Warnings

Risks: This model does not always recommend a treatment that is effec!ve or avoids unnecessary broad spectrum usage. Inappropriate therapy 
leads to a higher risk of poor pa!ent outcomes, and broad spectrum treatment can expose pa!ents to higher risk of side effects.

Contraindica;ons: The model does not account for pa!ent contraindica!ons in its recommenda!on.  It will flag cases with the poten!al for 
common contraindica!ons (e.g., sulfa allergies, pyelonephri!s) based on simple examina!on of available notes. Clinicians should carefully review 
contraindica!ons before selec!ng a treatment. The model performance reported above provides an approxima!on of IAT and broad spectrum 
usage rates a$er accoun!ng for sulfa allergies and pyelonephri!s.

Unrecorded pa;ent data: The model only relies on pa!ent data recorded in the EHR, and does not extract addi!onal context from clinical notes. 
The model will flag cases where pa!ent informa!on was not recorded appropriately in the EHR to highlight instances where the model’s output 
needs addi!onal audi!ng.

Generalizability: This model was evaluated on pa!ents with uncomplicated UTIs at two hospitals in the Partners Healthcare System. It should 
not be used on pa!ents with other types of infec!ons or in other loca!ons without further evalua!on.

Figure 7-4: Sample ‘model facts’ sheet for a deployed version of the empiric prescrip-
tion CDS tool outlined in this chapter.

108



Chapter 8

Conclusion

Rising antibiotic resistance rates pose a major public health challenge, and signifi-

cant action is needed to mitigate the growth of this issue. Antibiotic stewardship

- optimizing the usage of antibiotic agents - is a crucial step towards solving this

problem, and the growing availability of EHR data provides the opportunity to learn

personalized treatment policies that can reduce unnecessary or inappropriate antibi-

otic treatments. In this thesis, we have introduced methods for learning antibiotic

treatment policies from patient EHR data, with the objective of providing effective

treatments while also minimizing usage of broad spectrum antibiotics.

We evaluated these methods in the context of empiric prescriptions for a cohort

of patients with uncomplicated UTIs, finding that our techniques can (1) produce

dramatic improvement over clinicians and current practice guidelines with respect

to both treatment success rates and usage rates of 2nd line treatment and (2) learn

policies expressing a wide range of trade-offs between these outcomes. Our methods

include both direct and indirect policy learning approaches; in the uncomplicated

UTI setting, both classes of approaches achieve roughly the same performance with

respect to clinical outcomes. While the different approaches have similar performance

on this cohort, they have trade-offs with respect to other desired properties, including

computational efficiency and interpretability of the resulting policies.

We have demonstrated the success of these policy learning approaches in the very

specific clinical context of uncomplicated UTI; such a precise cohort definition was
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necessary for a fair comparison to clinician behaviors. More work is needed to develop

similar cohort definitions for other classes of infectious diseases and to understand

whether such treatment policies can be used in patients that do not satisfy these

specific cohort inclusion criteria.

In this work, we also addressed several real-world considerations needed for suc-

cessful deployment of a learned treatment policy, including the ability to defer to

clinician decisions and improving the interpretability of learned policies and provid-

ing transparency surrounding the tool’s limitations. Successful integration of these

features into a deployed clinical decision support system can significantly ease the

pain of introducing new tools into clinical workflows and encourage doctors to use

them more frequently.

However, there are numerous other factors that must also be accounted for prior

to deployment at a wider scale, including questions of algorithmic bias and fairness -

are specific groups of patients receiving far worse treatment than before due to this

learned policy? Our current analyses were also limited to data from a single hospital

system; it is unclear whether these policies will transport effectively to locations with

entirely different populations and resistance rate distributions. Further work is needed

to collect similar large-scale microbiological datasets from other locations to better

understand the robustness of learned policies to distributional shift.

The work in this thesis also rests on the assumption that antibiotic resistance tests

are extremely reliable indicators for a treatment’s success on a patient. In practice,

this is not necessarily true - patients infected with a pathogen susceptible to their

antibiotic treatment may not actually respond to that agent, and vice versa. Our

dataset generally does not have long-term follow-up information on patients (espe-

cially from outpatient settings), so it is extremely difficult to identify whether patients

recovered, and use these real-world outcomes (in place of laboratory test result) in

our modeling process. However, other types of data sets, such as an insurance claims

database, could potentially provide better longitudinal views of a patient’s medical

history, allowing us to derive outcomes that directly correspond to treatment success

or failure. These outcomes would provide a more accurate view of the clinical impact
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of our new treatment policies.

More broadly, we believe that the dataset used in this work provides a unique

test bed for studying the behavior of policy learning methods. Learning policies in

this setting, where one has fully observed outcomes for all treatments of interest,

is strictly easier than learning on observational data, where one also has to build

estimators of counterfactual treatment outcomes from biased data. In this simplified

setting, one can develop and analyze the behavior of policy learning methods with

particular desired properties, independent of the complexity of estimating unobserved

outcomes. In this work, we examined learning policies with multiple objectives and

with the ability to defer to an external decision-maker; future work using this type

of data could evaluate the robustness of policy learning techniques to nonstationarity

or techniques for developing more interpretable policies.

We hope that the work presented in this thesis provides a significant step towards

the deployment of clinical decision support tools for antibiotic prescription in a real-

world setting, while also providing a useful dataset to motivate future work into more

nuanced aspects of policy learning in medical settings.
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Appendix A

Tables

A.1 Uncomplicated UTI Cohort Statistics

Train (2007-13) Test (2014-16)

𝑛 (specimens) 11,865 3,941
𝑛 (patients) 10,053 3,629
Demographics

Age - Mean (SD) 34.1 (10.8) 33.6 (11.1)
% White 64.6% 63.0%
Resistance Rates

NIT 11.2% 11.0%
SXT 19.6% 19.6%
CIP 5.3% 6.4%
LVX 5.1% 6.5%
Prescription Distribution

NIT 15.9% 34.5%
SXT 41.5% 32.0%
CIP 39.2% 32.5%
LVX 3.3% 1.0%

Table A.1: Training and Test Cohort Statistics.
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A.2 Predictive features in resistance models

Category Feature Time Window Coefficient

Prior resistance NIT All 0.391
Prior resistance NIT 180 0.237
Prior resistance NIT 90 0.220
Comorbidity Diabetes 180 0.133
Prior organism Proteus 180 0.107
Prior resistance NIT 30 0.103
Procedure Surgery 180 0.097
Prior exposure Macrolide-lincosamide 30 0.089

Table A.2: Features positively predictive of resistance to NIT

Category Feature Time Window Coefficient

Prior organism E. coli 180 -0.195
Prior organism E. coli 90 -0.129
Prior resistance SXT All -0.113
Prior exposure Penicillin 180 -0.071
Col. pressure - overall Penicllin 90 -0.065
Col. pressure - floor Amoxicillin 90 -0.062
Demographics White -0.061
Col. pressure - floor Doxycycline 90 -0.061

Table A.3: Features negatively predictive of resistance to NIT
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Category Feature Time Window Coefficient

Prior resistance SXT 180 1.104
Prior resistance SXT 90 0.757
Prior resistance SXT All 0.411
Prior exposure Folate inhibitor 7 0.400
Prior exposure Folate inhibitor 30 0.328
Prior exposure SXT 180 0.296
Prior exposure Clarithromycin All 0.254
Prior exposure Pencillin 90 0.250

Table A.4: Features positively predictive of resistance to SXT

Category Feature Time Window Coefficient

Demographics White -0.393
Prior resistance Cefazolin 180 -0.373
Prior organism E. coli 180 -0.202
Prior resistance NIT All -0.152
Prior resistance Cefazolin All -0.123
Prior resistance Erythromycin 180 -0.101
Prior resistance Cefazolin 90 -0.080
Prior resistance Penicllin All -0.050

Table A.5: Features negatively predictive of resistance to SXT

Category Feature Time Window Coefficient

Prior resistance CIP 180 1.238
Prior resistance LVX All 1.052
Prior exposure Fluoroquinolone 14 0.663
Prior resistance CIP All 0.511
Prior exposure Fluoroquinolone 180 0.295
Prior exposure Fluoroquinolone 30 0.280
Prior resistance CIP 90 0.226
Prior exposure CIP 90 0.210

Table A.6: Features positively predictive of resistance to CIP
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Category Feature Time Window Coefficient

Demographics White -0.159
Col. pressure - overall Ampicillin-sulbactam 90 -0.159
Location Outpatients -0.081
Col. pressure - floor Amoxacillin 90 -0.037
Labs Lymphocytes 30 -0.026
Labs Lymphocytes 90 -0.019
Col. pressure - hospital Doxycycline 90 -0.014
Prior resistance Cefazolin All -0.013

Table A.7: Features negatively predictive of resistance to CIP

Category Feature Time Window Coefficient

Prior resistance LVX All 1.116
Prior resistance CIP 180 0.779
Prior exposure Fluoroquinolone 14 0.741
Prior resistance CIP All 0.479
Prior resistance LVX 180 0.406
Prior exposure Fluoroquinolone 30 0.331
Prior resistance CIP 90 0.205
Prior exposure Fluoroquinolone All 0.173

Table A.8: Features positively predictive of resistance to LVX

Category Feature Time Window Coefficient

Col. pressure - overall Ampicillin-sulbactam 90 -0.193
Demographics White -0.149
Location Outpatients -0.084
Col. pressure - overall Penicillin 90 -0.062
Col. pressure - floor Amoxicillin 90 -0.062
Prior resistance Erythromycin 180 -0.025
Labs Lymphocytes 30 -0.026
Labs Neutrophils 90 -0.016

Table A.9: Features negatively predictive of resistance to LVX
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A.3 Important Features in Direct Policy Models

Category Feature Time Window Coefficient Difference

Prior resistance SXT 180 0.114
Prior resistance SXT All 0.096
Prior resistance SXT 90 0.089
Prior exposure SXT 7 0.042
Prior exposure Folate inhibitor 7 0.042
Prior exposure Clarithromycin All 0.036
Prior resistance GEN All 0.034
Prior exposure Cefoxitin All 0.032

Table A.10: Most important features driving recommendation of NIT over SXT

Category Feature Time Window Coefficient Difference

Prior resistance NIT All 0.099
Prior resistance NIT 90 0.070
Prior resistance NIT 180 0.065
Demographics White 0.051
Prior resistance Cefazolin 180 0.043
Prior resistance Cefazolin 90 0.039
Prior resistance NIT 30 0.036
Prior organism Klebsiella 90 0.033

Table A.11: Most important features driving recommendation of SXT over NIT
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A.4 Features predicting policy 2nd line usage

Category Feature Time Window Coefficient Difference

Prior resistance NIT All 3.088
Prior exposure Tetracycline All 1.710
Comorbidity Depression 180 1.462
Comorbidity Obesity 1.344
Procedure Surgery 180 1.238
Comorbidity Diabetes 180 1.232
Comorbidity Obesity 90 0.785
Prior exposure NIT All 0.621

Table A.12: Features driving selection of 2nd line treatment over 1st line treatment

Category Feature Time Window Coefficient

Prior resistance LVX All -2.869
Prior organism E. coli 180 -1.166
Col. pressure - hospital Penicillin 90 -1.033
Prior resistance SXT All -0.915
Prior exposure Beta-lactam combo All -0.819
Col. pressure - hospital Oxacillin 90 -0.528
Prior exposure Fluoroquinolone All -0.819
Prior exposure CIP All -0.305

Table A.13: Features driving selection of 1st line treatment over 2nd line treatment
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A.5 Features predicting clinician 2nd line usage

Category Feature Time Window Coefficient

Prior exposure CIP All 0.404
Prior exposure Fluoroquinolone 180 0.366
Demographics White 0.297
Location ER 0.252
Prior exposure Fluoroquinolone 90 0.188
Prior resistance Cefazolin All 0.177
Labs White Blood Count 7 0.095
Labs Neutrophils 14 0.031

Table A.14: Features driving clinician selection of 2nd line treatment

Category Feature Time Window Coefficient Difference

Location Outpatient -0.811
Prior resistance CIP 180 -0.273
Prior resistance CIP All -0.183
Prior exposure Folate inhibitor All -0.130
Prior exposure Azole All -0.070
Prior exposure NIT 180 -0.067
Prior exposure Amoxicillin All -0.042
Prior exposure Penicillins All -0.039

Table A.15: Features driving clinician selection of 1st line treatment
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A.6 Predictive features in resistance models: All UTIs

The features bolded in the following tables indicate features that were not previ-

ously identified as positively predictive of resistance to the corresponding agent from

anslysis of predictive models trained on only uncomplicated UTIs.

Category Feature Time Window Coefficient

Col. pressure - overall NIT 90 0.746
Prior resistance NIT 30 0.579
Col. pressure - overall Cefoxitin 90 0.552
Prior resistance NIT All 0.531
Prior resistance NIT 180 0.469
Prior resistance NIT 90 0.334
Prior exposure Ansamycin 180 0.287
Prior organism Proteus 90 0.261
Prior organism Providencia 180 0.257
Prior resistance IPM All 0.230

Table A.16: Features positively predictive of resistance to NIT

Category Feature Time Window Coefficient

Prior exposure Cephalosporin 14 -0.273
Prior organism E. coli 90 -0.269
Col. pressure - overall Doxycycline 90 -0.244
Prior organism E. coli 180 -0.232
Prior organism Enterococcus 30 -0.224
Col. pressure - overall Oxacillin 90 -0.217
Prior resitance Vancomycin 180 -0.200
Comorbidity 90 Hypothyroid -0.180
Prior resistance Streptomycin 180 -0.147
Prior exposure Amoxicillin 14 -0.138

Table A.17: Features negatively predictive of resistance to NIT
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Category Feature Time Window Coefficient

Prior resistance SXT All 0.864
Prior resistance SXT 180 0.725
Prior exposure SXT 30 0.552
Prior exposure Folate inhibitor 14 0.528
Prior resistance SXT 90 0.527
Prior resistance Tobramycin 30 0.469
Prior exposure Folate inhibitor 7 0.443
Prior resistance SXT 30 0.358
Prior resistance Ceftriaxone 90 0.317
Prior exposure Fluoroquinolone 14 0.266

Table A.18: Features positively predictive of resistance to SXT

Category Feature Time Window Coefficient

Demographics White -0.415
Prior organism Staph coag. neg. 90 -0.385
Prior organism Streptococcus 180 -0.370
Prior resistance Cefazolin All -0.261
Prior organism Staph coag. neg. 180 -0.257
Prior resistance Penicillin All -0.253
Prior organism Klebsiella 180 -0.250
Prior resistance Cefazolin 90 -0.247
Prior resistance Moxifloxacin 30 -0.239
Prior exposure Antifungal ALL -0.236

Table A.19: Features negatively predictive of resistance to SXT

Category Feature Time Window Coefficient

Prior resistance CIP All 0.793
Prior resistance LVX All 0.594
Prior exposure Fluoroquinolone 30 0.499
Prior resistance CIP 180 0.496
Custom Nursing home 90 0.434
Prior exposure Fluoroquinolone 14 0.399
Infection site Skin/Soft Tissue 180 0.384
Prior resistance CIP 90 0.374
Col. pressure - floor CIP 90 0.348
Location Inpatient 0.334

Table A.20: Features positively predictive of resistance to CIP
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Category Feature Time Window Coefficient

Prior resistance Moxifloxacin 180 -0.390
Prior organism Klebsiella 180 -0.381
Prior resistance Moxifloxacin 90 -0.359
Prior resistance SXT 30 -0.357
Prior resistance Erythromycin 180 -0.342
Prior exposure Cephalosporin -0.319
Comorbidity Cong. Heart Failure 30 -0.279
Col. pressure - floor Cefoxitin 90 -0.275
Col. pressure - hospital Cefoxitin 90 -0.274
Prior organism E. coli 180 -0.264

Table A.21: Features negatively predictive of resistance to CIP

Category Feature Time Window Coefficient

Prior resistance LVX All 0.449
Prior resistance CIP All 0.412
Prior resistance LVX 180 0.304
Prior exposure Fluoroquinolone 30 0.290
Prior resistance CIP 180 0.246
Prior exposure Fluoroquinolone 14 0.229
Prior resistance LVX 90 0.219
Prior exposure Fluoroquinolone 90 0.202
Prior exposure Fluoroquinolone 180 0.176
Prior exposure CIP 14 0.167

Table A.22: Features positively predictive of resistance to LVX

Category Feature Time Window Coefficient

Location Outpatient -0.530
Col. pressure - overall Erythromycin 90 -0.315
Col. pressure - hospital Erythromycin 90 -0.255
Col. pressure - overall Ampicillin 90 -0.225
Col. pressure - overall Penicillin 90 -0.216
Col. pressure - overall Oxacillin 90 -0.210
Col. pressure - hospital Ampicillin 90 -0.198
Col. pressure - overall Doxycycline 90 -0.197
Demographics White -0.176
Col. pressure - hospital Penicillin 90 -0.174

Table A.23: Features negatively predictive of resistance to LVX

122



A.7 Features in Simple Policy

Category Feature Time Window Coefficient

Prior resistance NIT All 3.233
Prior resistance SXT All -0.996
Prior resistance CIP All -3.439
Prior resistance LVX All -3.013
Prior exposure Fluoroquinolone All -0.627
Prior exposure Fluoroquinolone 180 -1.112
Prior exposure Fluoroquinolone 90 -2.391
Prior exposure LVX All -0.834
Prior exposure Macrolide-lincosamide All 1.115
Prior exposure Penicillins All 1.020
Prior organism E. coli 180 -1.284
Procedure Surgery 180 1.080
Col. pressure - floor Moxifloxacin 90 -0.991
Col. pressure - hospital Moxifloxacin 90 -1.323
Col. pressure - floor Penicillin 90 -0.436
Demographics White 0.778
Location Outpatient 0.561
Location ER -0.917

Table A.24: Features and corresponding coefficients for linear model 𝑓 used in Step
1 of simple policy.
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Appendix B

Experiment Details

B.1 Synthetic Experiments

The synthetic environment consists of a 10-dimensional feature space and an action

space 𝒜 with 3 actions. Each feature value is drawn i.i.d. from a standard normal

distribution. The feature coefficient values (i.e, 𝛼𝑖, 𝛽𝑖) are selected manually to ensure

that the mean outcomes for each action in the dataset are roughly 0.5. All these

coefficients have magnitude larger than 1, to ensure that learning approximations to

these values is necessary for learning a good predictive model.

In the indirect approach, we train logistic regression models to predict treatment

outcomes for each action. We use the saga solver in sklearn’s logistic regression

implementation to train models. Hyperparameters (L1 vs. L2 regularization and

regularization strength) are tuned using 10-fold cross validation on the training set.

Models are trained for a maximum of 100 iterations.

In the direct approach, the convex surrogate loss is optimized using SGD with a

learning rate of 0.1 and L2 regularization with 𝜆 = 0.001. Models are trained for 50

epochs. This model was implemented using PyTorch.

Figure 4-1 shows the outcomes of indirect and direct policy learning using train-

ing sets of various sizes on a fixed test set of 106 samples drawn from the specified

generative model. We only evaluate outcomes on samples where there was at least

one ineffective and one effective treatment (i.e, not all 0 or 1 outcomes), as these are
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the only examples where the policy’s decision can affect the outcome. We train both

indirect and direct approaches on the same 25 randomly drawn training sets for each

sample size, and plot the mean outcome and standard deviations for each setting

across these samples in Figure 4-1.

B.2 Indirect Policy Learning

B.2.1 Resistance models

As described in Chapter 5, we use logistic regression models to predict resistance

to each antibiotic of interest. These models are trained using the liblinear solver

in sklearn’s logistic regression implementation for a maximum of 1000 iterations.

Hyperparameters are tuned to optimize for the average AUC across the validation

sets of twenty 70%/30% train/validation splits of the training set. There is no overlap

between the individuals with specimens in the train and validation set in each split.

We optimize logistic regression hyperparameters over the following grid:

{

‘C’: [0.001, 0.01, 0.1, 0.5, 1],

‘penalty’: [‘l1’, ‘l2’],

‘intercept_scaling’: [1, 1000]

}

The optimal hyperparameters chosen for each antibiotic are listed in Table B.1.

Antibiotic Penalty 𝐶 Intercept scaling

NIT L2 0.01 1000
SXT L1 0.1 1000
CIP L1 0.1 1
LVX L1 0.1 1

Table B.1: Optimal hyperparameters for resistance models
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B.2.2 Thresholding

Our threshold search space is defined implicitly by a fixed set of false negative rates

(FNRs) as follows: for each FNR value and antibiotic, the corresponding probability

threshold is the one that achieves that FNR rate among the training set resistance

predictions for that drug. Given the strong correlation between resistance to CIP

and LVX, we constrain 𝒯 to combinations where thresholds for CIP and LVX are the

same. We use a set of 11 FNR values to define 𝒯 : [0.001, 0.015, 0.1, 0.2, 0.3, 0.4,

0.5, 0.6, 0.7, 0.8, 0.9]. Our threshold space 𝒯 thus consists of 113 = 1, 331 possible

combinations.

When a threshold combination results in predictions of resistance for all antibiotic

treatments, the policy falls back on a default 1st-line antibiotic. We chose to always

default to recommending NIT, since it has a significantly lower resistance rate than

SXT in the training set. The optimal threshold combination 𝑡*𝑗 for a given budget

constraint 𝑏𝑗 is the combination yielding the lowest average IAT rate across the vali-

dation sets of twenty 70%/30% train/validation splits of the train cohort,1 with the

constraint that the average 2nd-line usage rate across these splits is no greater than 𝑏𝑗.

In Figure 5-1, we show the results of optimal policies 𝜋𝑗 for several budget constraint

values 𝑏𝑗 between 0 and 1. The reported outcomes in Section 5.2 are computed as the

mean IAT and 2nd-line usage rates across 20 samples bootstrapped with replacement

from the test cohort, where each samples is the same size as the full test set.

B.2.3 Expected reward maximization

The expected reward approach uses the same treatment outcome models used in the

thresholding approach. The reported outcomes in Section 5.2 are computed as the

mean IAT and 2nd-line usage rates across 20 samples bootstrapped with replacement

from the test cohort, where each samples is the same size as the full test set. In

Figure 5-1, we show the performance of policies derived using several values of 𝜔 in

the range [0.85, 1].
1These are the same validation splits used for tuning the hyperparameters of the logistic regression

models.
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B.3 Direct Policy Learning

The direct policy model is parameterized as a linear model and is trained using

an Adam optimizer with a learning rate of 0.0001 and a L2 regularization penalty

of 0.003. The learning rate and L2 regularization penalty on the model’s weights

are chosen to optimize the average validation performance across twenty 70%/30%

train/validation splits of the training cohort. The number of training epochs is chosen

using an early stopping criteria on the mean reward earned on validation set. We find

that 50 epochs are sufficient for training. The policy frontier in Figure 1 contains

the performance of models learned using values of 𝜔 in the range [0.85,1]. We run

multiple trials using the same value of 𝜔, and plot the mean IAT and 2nd-line usage

outcomes from policies learned across 20 trials.

B.4 Learning from Complicated UTIs

Direct policy models trained on all UTIs were trained for 50 epochs using an Adam

optimizer with a learning rate of 0.0001 and a L2 regularization penalty of 0.003.

Hyperparameters were chosen using the same procedure described in Appendix B.3.

We now describe the importance weighting scheme used to modify the surrogate

loss used in direct learning when training on all UTIs. Since we will only be evaluating

our learned models on uncomplicated UTIs, we wish to up-weight the complicated

examples in the training data with covariate values more ‘similar’ to the distribution in

uncomplicated UTIs. Formally, we wish to learn importance weights 𝛽𝑖 and optimize

the following modification of the surrogate loss in Equation 4.9:

�̂�𝑖𝑚𝑝(𝑓) := −
𝑛𝑢𝑛𝑐𝑜𝑚𝑝∑︁

𝑖=1

∑︁
𝑎∈𝒜

𝑟𝑖(𝑎) log
exp 𝑓𝑎(𝑥𝑖)∑︀
𝑎′ exp 𝑓𝑎′(𝑥𝑖)

−
𝑛𝑐𝑜𝑚𝑝∑︁
𝑖=1

𝛽𝑖

∑︁
𝑎∈𝒜

𝑟𝑖(𝑎) log
exp 𝑓𝑎(𝑥𝑖)∑︀
𝑎′ exp 𝑓𝑎′(𝑥𝑖)

(B.1)

where 𝑛𝑐𝑜𝑚𝑝, 𝑛𝑢𝑛𝑐𝑜𝑚𝑝 are the number of complicated and uncomplicated examples in

our training set, respectively. We use kernel mean matching, a method for adjusting

for covariate shift between train and test sets by computing importance weights that
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seeks to match covariate distributions between the two datasets in a high-dimensional

feature space [14]. In our case, the training examples correspond to complicated

UTIs, while the test examples correspond to uncomplicated UTIs. We compute these

weights 𝛽𝑖 by solving the following convex optimization problem:

min
𝛽

1

2
𝛽𝑇𝐾𝛽 − 𝜅𝑇𝛽 subject to 𝛽𝑖 ∈ [0, 𝐵] and

⃒⃒⃒ 𝑛𝑐𝑜𝑚𝑝∑︁
𝑖=1

𝛽𝑖 − 𝑛𝑐𝑜𝑚𝑝 ≤ 𝑛𝑐𝑜𝑚𝑝𝜖
⃒⃒⃒
, (B.2)

where 𝐾 is the RBF kernel matrix for the data from complicated UTIs and 𝜅𝑖 is given

by the expression:

𝜅𝑖 =
𝑛𝑢𝑛𝑐𝑜𝑚𝑝

𝑛𝑐𝑜𝑚𝑝

𝑛𝑢𝑛𝑐𝑜𝑚𝑝∑︁
𝑗=1

𝑘(𝑥𝑐𝑜𝑚𝑝
𝑖 , 𝑥𝑢𝑛𝑐𝑜𝑚𝑝

𝑗 ),

where 𝑘(𝑥𝑐𝑜𝑚𝑝
𝑖 , 𝑥𝑢𝑛𝑐𝑜𝑚𝑝

𝑗 ) is the value of the RBF kernel between the two specified

examples. We choose 𝐵 = 3 in Equation (B.2), and solve for the importance weights

using cvxopt. We found that applying these importance weights to the loss function

yielded small improvements in policy performance on the validation set comparing to

the unweighted loss function and thus chose to retain this modification for learning

the final policies for evaluation on the test set.

B.5 Learning to Defer

B.5.1 Direct learning with deferral

We first describe the experiment details for learning policies in the setting where

algorithm errors are costly. In this setting, the reward for deferral is given by:

𝑟𝜔(defer) = 𝑟𝜔(𝑎𝑑𝑜𝑐) + 𝜔 · 1
[︀
𝑎𝑑𝑜𝑐 results in IAT

]︀
+

0.5 · (1− 𝜔) · 1
[︀
𝑎𝑑𝑜𝑐 is 2nd-line

]︀
− 𝜆,

where 𝑟𝜔(𝑎𝑑𝑜𝑐) is the original reward for the action taken by the clinician as defined by

Equation 4.4. The second and third terms in this reward introduce the asymmetric

penalty for suboptimal decisions made by clinicians, providing additional reward for
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taking decisions that result in IAT or 2nd-line treatment, respectively. In our work,

𝜔 > 0.8 in all experiments, so we are introducing a larger asymmetry in the penalty

incurred by IAT than by 2nd-line treatment.

We learn direct policy models for several values of 𝜔 in the range [0.88, 0.94],

setting 𝜆 = 0.08. In each case, we first train for 25 epochs without including the

deferral option in the loss function, then train for 50 epochs with the reward for

deferral. Models are trained using an Adam optimizer with learning rate of 0.0001

and L2 regularization of 0.003. For each learned model, we then derive the policy for

a given coverage rate 𝑐 using the procedure described in Section 6.4.1.

In settings where algorithm interventions are costly, the reward for deferral is:

𝑟𝜔(defer) = 𝑟𝜔(𝑎𝑑𝑜𝑐) + 𝜆.

We learn direct policy models for several values of 𝜔 in the range [.88, .94] and for

several values of 𝜔 in the range [0, 0.10]. The training procedure and hyperparameters

are the same as described for the setting where errors are costly. In both settings,

the reported values are average IAT and 2nd-line usage rates across 25 trials for each

setting of the reward function parameters.

B.5.2 Expected reward maximization

We use the same definition of the reward functions for deferral as described in the

previous section for both settings. The expected reward predictions for treatment

actions other than deferral are derived using the same treatment outcome models

learned as described in Section B.2.1.

In the setting where errors are costly, we derive policies for several values of 𝜔 in

the range [0.88, 0.94] and 𝜆 in the range [0.04, 0.12]. In the setting where interventions

are costly, we derive policies for several values of 𝜔 in the range [0.88, 0.94] and 𝜆 in

the range [0.0, 0.10]. For each setting of these parameters in the reward function, we

fit a L1 regularized linear regression model to predict the reward earned by choosing

to defer, tuning the regularization strength to minimize the mean squared error in
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predicting the reward on a validation set.

In both settings, we report the mean IAT and 2nd-line usage rates across 20

samples bootstrapped with replacement from the test set.

B.5.3 Rejector-based deferral

We first learn policies via the direct learning approach for several values of 𝜔 in the

range [0.88, 0.94] using the original surrogate loss in Equation 4.9. In the setting where

algorithm errors are costly, we then train a regularized logistic regression model as our

rejector to predict where clinicians either use ineffective treatment or unnecessarily

use 2nd-line treatment. In the setting where interventions are costly, we learn separate

rejectors for each value of 𝜔 used to learn the initial policy models, as the target labels

for depends on where the original policy makes an error. We tune hyperparameters

for both rejectors over the same grid in Section B.2.1 on a validation set.

B.6 Constructing a Simplified Policy

The linear model 𝑓 used for selection of the treatment preference order in Step 1

consists of the most important features for selection between 1st- and 2nd-line treat-

ments. To learn 𝑓 , we first train a model using direct policy learning on all features,

setting 𝜔 = 0.92 in the reward function. We train on the dataset of all UTIs with an

importance-weighted loss function as described in Section 5.5. We then fit a logistic

regression model with extremely high 𝐿1 regularization (𝐶 = 0.001) to predict where

this direct policy uses 2nd-line treatment to obtain 𝑓 . This regularization penalty

was tuned on the validation set to yield a model that had a small number of nonzero

coefficients while also achieving comparable performance to the full policies when

used as part of the simplified policy.
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Appendix C

Proofs

C.1 Theoretical Results for Direct Policy Learning

In this section we provide a self-contained proof of the consistency of our chosen loss

function, which is known as the multinomial deviance loss [17] in the literature on

multi-category cost-sensitive classification with convex surrogates. First, we note the

following fact

Proposition 2. The function E𝑟|𝑥�̃�(𝑓, 𝑥, 𝑟) is convex in 𝑓 for nonnegative rewards r

Proof. The expectation E𝑟|𝑥 preserves convexity, so we just need to confirm that

�̃�(𝑓, 𝑥, 𝑟) is convex in 𝑓 , which we can do so by rewriting as

�̃�(𝑓, 𝑥, 𝑟) =
∑︁
𝑎∈𝒜

𝑟(𝑎)

[︃(︃
log
∑︁
𝑎′

exp 𝑓𝑎′(𝑥)

)︃
− 𝑓𝑎(𝑥)

]︃
(C.1)

The inner term is a convex function of 𝑓 because it is a non-negative sum of convex

functions of 𝑓 , namely log-sum-exp and −𝑓 . The outer sum is a non-negative sum,

since the rewards are specified to be non-negative, which preserves convexity.

Proposition 3. For non-negative rewards r, and for an 𝑓 * that satisfies 𝑓 * = inf𝑓 E𝑥,𝑟�̃�(𝑓, 𝑥, 𝑟),

the corresponding policy 𝜋*(𝑥) = arg max𝑎 𝑓
*
𝑎 (𝑥) is equivalent to the the Bayes-optimal

policy 𝜋*(𝑥) = arg max𝑎 E[𝑟(𝑎)|𝑋]
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Proof. First, we can write this as

inf
𝑓
E𝑥,𝑟�̃�(𝑓, 𝑥, 𝑟) = E𝑥 inf

𝑓(𝑥)
E𝑟|𝑥�̃�(𝑓, 𝑥, 𝑟)

Because E𝑟|𝑥�̃�(𝑓, 𝑥, 𝑟) is convex in 𝑓 (see Proposition 2), we just need to find a

critical point where 𝜕
𝜕𝑓𝑎*

�̃�(𝑓(𝑥), 𝑥, 𝑟) = 0, ∀𝑎* ∈ 𝒜. We can see that

𝜕

𝜕𝑓𝑎*
E𝑟|𝑥�̃�(𝑓, 𝑥, 𝑟)

= − 𝜕

𝜕𝑓𝑎*

∑︁
𝑎∈𝒜

E[𝑟(𝑎)|𝑋] log
exp 𝑓𝑎(𝑥)∑︀
𝑎′ exp 𝑓𝑎′(𝑥)

= − 𝜕

𝜕𝑓𝑎*
E[𝑟(𝑎*)|𝑋] log

exp 𝑓𝑎*(𝑥)∑︀
𝑎′ exp 𝑓𝑎′(𝑥)

− 𝜕

𝜕𝑓𝑎*

∑︁
�̸�=𝑎*

E[𝑟(𝑎)|𝑋] log
exp 𝑓𝑎(𝑥)∑︀
𝑎′ exp 𝑓𝑎′(𝑥)

= −E[𝑟(𝑎*)|𝑋]

[︂
1− exp 𝑓𝑎*∑︀

exp 𝑓𝑎′

]︂
+
∑︁
�̸�=𝑎*

E[𝑟(𝑎)|𝑋]
exp 𝑓𝑎*∑︀
𝑎′ exp 𝑓𝑎′

= −E[𝑟(𝑎*)|𝑋] +
exp 𝑓𝑎*(𝑥)∑︀
𝑎′ exp 𝑓𝑎′(𝑥)

∑︁
𝑎

E[𝑟(𝑎)|𝑋] = 0

=⇒ E[𝑟(𝑎*)|𝑋]∑︀
𝑎 E[𝑟(𝑎)|𝑋]

=
exp 𝑓𝑎*(𝑥)∑︀
𝑎′ exp 𝑓𝑎′(𝑥)

From this, we can see that

arg max
𝑎∈𝒜

E[𝑟(𝑎)|𝑋] = arg max
𝑎∈𝒜

E[𝑟(𝑎)|𝑋]∑︀
𝑎′ E[𝑟𝑎′|𝑋]

= arg max
𝑎∈𝒜

exp 𝑓𝑎∑︀
𝑎′ exp 𝑓𝑎′

= arg max
𝑎∈𝒜

log

(︂
exp 𝑓𝑎∑︀
𝑎′ exp 𝑓𝑎′

)︂
= 𝜋*(𝑥)

Completing the proof that at optimality, the optimal

𝑓 * = arg inf
𝑓(𝑥)

E𝑟|𝑥�̃�(𝑓, 𝑥, 𝑟)
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yields a calibrated decision rule 𝜋*(𝑥)

We make two minor remarks: First, as a practical matter, we drop the usual con-

straint (used to ensure uniqueness) that
∑︀

𝑎 𝑓𝑎(𝑥) = 0, as we impose ℓ2 regularization

on the weights of our 𝑓𝑎(𝑥) = 𝜃𝑇𝑎 𝑥 functions in our experiments. Second, this formu-

lation requires that the reward vector r is non-negative, but this can be relaxed in

a straightforward way by replacing 𝑟(𝑎) with max𝑎′ 𝑟(𝑎′)− 𝑟(𝑎). We tried this latter

formulation in our experiments and it did not have a significant impact on results.
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