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Abstract

The widespread availability of large multicore computers in the cloud has given engineers
and scientists unprecedented access to large computing platforms. Traditionally, high-end
computing solutions have been developed and used by only a small community, as these
solutions rely on expensive and specialized computing environments. The emergence of
large-scale cloud computing providers, however, has democratized access to large-scale (al-
though not necessarily HPC-scale) computing power, which can now be rented on-demand
with just a credit card.

The complexity of parallel programming, however, has made it more difficult for even
expert programmers to develop high-quality multicore software systems. For average pro-
grammers, developing parallel programs that are debuggable, correct, and performant is a
daunting challenge. This thesis is concerned with the development of programming tech-
nologies that reduce the complexity of parallel programming to make it easier for average
programmers to exploit the capabilities of multicore hardware.

I contend that realizing the full potential of the multicore revolution requires the devel-
opment of programming technologies that make it easier to write quality code — code that
has a simple understandable structure and performs well in practice. These programming
technologies broadly include parallel algorithms, data structures, optimization techniques,
profiling tools, and system design principles.

Along these ends, this thesis presents seven intellectual artifacts from the domains of
parallel algorithms, multicore-centric systems for scientific computing, and programming
tools that make it easier to write quality code by simplifying the design, analysis, and
performance engineering of multicore software:

• Chromatic: Parallel algorithms for scheduling data-graph computations determinis-
tically.

• Color: Parallel algorithms and ordering heuristics for graph coloring that have the
simple semantics of serial code.

• PARAD: An efficient and parallelism-preserving algorithm for performing automatic
differentiation in parallel programs.

• Connectomics: An end-to-end image-segmentation pipeline for connectomics using
a single large multicore.

• Alignment: An image-alignment pipeline for connectomics that uses memory-efficient
algorithms, and techniques for judiciously exploiting performance–accuracy tradeoffs.

• Reissue: Reissue policies for reducing tail-latency in distributed services that are
easy to analyze and effective in practice.

• Cilkmem: Efficient algorithms and tools for measuring the worst-case memory high-
water mark of parallel programs.
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Although the emphasis and domains of these artifacts vary, they each involve the dis-
covery of a way to tame complexity in parallel software systems without compromising, in
fact, usually enhancing, theoretical guarantees and real-world performance.

Thesis Supervisor: Charles E. Leiserson
Title: Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction

The widespread availability of large multicore hardware in the cloud has given engineers
and scientists unprecedented access to large computing platforms. Traditionally, high-end
computing solutions have been developed and used by only a small community, as these
solutions rely on expensive and specialized computing environments. The emergence of
large-scale cloud computing providers, however, has democratized access to large-scale (al-
though not necessarily HPC-scale) computing power, which can now be rented on-demand
with just a credit card.

Modern multicore hardware can store within their primary memory the datasets of
many big research problems in engineering and science. For example, the hyperlink graph
extracted from the Common Crawl 2012 web corpus, the largest publicly available graph
of the World Wide Web [257, 256], has fewer than 3.6 billion vertices and 129 billion edges
and can be stored in much less than 100GB in a variety of formats. The largest graph in
Stanford’s SNAP Datasets [222] is com-Friendster, which has fewer than 66 million vertices
and just over 1.8 billion edges and can be stored in less than 9GB. The largest sparse matrix
currently in the University of Florida’s Sparse Matrix Collection [84] is sk-2005, which has
just over 50 million rows and columns and fewer than 2 billion nonzeros and can be stored
in less than 3GB. All of these datasets fit within the primary memory of a large cloud
multicore.

A multicore-centric programming environment provides many advantages relative to
distributed computing and GPUs. A large distributed system may have tremendous com-
putational resources at its disposal, but its raw power comes with added complexity and
overhead. Data must be moved over the network, and the system must support a degree
of fault tolerance. These overheads tend to be small for problems that are embarrassingly
parallel, but can come to dominate the execution time of computations that need to operate
on shared data. Additionally, the multicore programming environment provides a degree
of programming flexibility that can enable the rapid development of novel algorithms and
software systems for emerging applications in industry and the sciences.

Despite multicores being readily available and providing a powerful general-purpose pro-
gramming environment, the notorious difficulty of parallel programming has blunted their
potential. For the scientific computing community, developing quality software systems that
can take full advantage of the capabilities of large multicore hardware is a costly endeavour:
requiring more time, more expert programmers, and more complex software systems. The
complexity of writing performant multicore programs has generated considerable stress in
industry and academia:

11



“When we start talking about parallelism and the use of truly parallel computers,
we’re talking about a problem that’s as hard as any that computer science has
faced.” — John Hennessy, Turing Award Winner, in “A conversation with John
Hennessy and David Patterson” [150]

The complexity of parallel programming has made it more difficult for even expert
programmers to develop high-quality multicore software systems. For average programmers,
developing parallel programs that are debuggable, correct, and performant is a daunting
challenge. This thesis is concerned with the development of programming technologies that
reduce the complexity of parallel programming to make it easier for average programmers
to exploit the capabilities of multicore hardware.

Programming technology for quality multicore software

In this thesis, I seek to simplify the engineering of multicore software systems by making
it easier for programmers to write quality code that has simple understandable structure
and performs well in practice. In pursuit of this goal, I have sought to develop technologies
that simplify the theory and practice of parallel programming. These programming tech-
nologies span a broad range that includes parallel algorithms, data structures, optimization
techniques, profiling tools, and system design principles. I contend that these technologies,
by simplifying the design and performance engineering of parallel code, can empower av-
erage programmers to productively develop quality multicore software. Along these ends,
this thesis provides evidence that appropriate programming technologies can simplify the
design and performance engineering of parallel code.

Specifically, the artifacts in this thesis are in support of the following statement.

Thesis statement: Parallel software systems designed using appropriate pro-
gramming technologies can have a simple understandable structure and achieve
good performance in practice.

In support of my thesis statement, I present seven principal intellectual artifacts that
advance the state-of-the-art in the domains of parallel algorithms, multicore-centric sys-
tems for scientific computing, and programming tools for understanding and optimizing
performance in parallel systems:

• Chromatic (Chapter 2): A parallel algorithm for scheduling data-graph computa-
tions deterministically. From “Executing dynamic data-graph computations deter-
ministically using chromatic scheduling” published in SPAA 2014 [184] and in TOPC
2016 [183] with coauthors: William Hasenplaugh, Tao B. Schardl, and Charles E.
Leiserson.

• Color (Chapter 3): Parallel algorithms and ordering heuristics for graph coloring
that have the simple semantics of serial code. From “Ordering heuristics for parallel
graph coloring” published in SPAA 2014 [146] with coauthors: William Hasenplaugh,
Tao B. Schardl, and Charles E. Leiserson.

• PARAD (Chapter 4): An efficient and parallelism-preserving algorithm for per-
forming automatic differentiation in parallel programs. From “PARAD: A work-
efficient parallel algorithm for reverse-mode automatic differentiation” in-submission
with coauthors: Tao B. Schardl, Brian Xie, Jie Chen, Aldo Pareja, Georgios Kollias,
and Charles E. Leiserson.
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Figure 1-1: Graphical illustration of this thesis’s seven principal artifacts: Chromatic, Color,
PARAD, Connectomics, Alignment, Cilkmem, and Reissue.

• Connectomics (Chapter 5): An end-to-end image segmentation and skeletonization
pipeline for connectomics using a single large multicore. From “A multicore path to
connectomics-on-demand” published in PPoPP 2017 [247] with coauthors: Alexander
Matveev, Yaron Meirovitch, Hayk Saribekyan, Wiktor Jakubiuk, Gergely Odor, David
Budden, Aleksandar Zlateski, and Nir Shavit.

• Alignment (Chapter 6): An image-alignment pipeline for connectomics that uses
memory-efficient algorithms, and techniques for judiciously exploiting performance–
accuracy tradeoffs. From “High-throughput image alignment for connectomics using
frugal snap judgments” published in HPEC 2020 [188] with coauthors: Brian Wheat-
man and Sarah Wooders.

• Cilkmem (Chapter 7): Efficient algorithms and tools for measuring the worst-case
memory high-water mark of parallel programs. From “Cilkmem: Algorithms for an-
alyzing the memory high-water mark of fork-join parallel programs” published in
APOCS 2020 [186] with coauthors: William Kuszmaul, Tao B. Schardl, and Daniele
Vettorel.

• Reissue (Chapter 8): Reissue policies for reducing tail latency in distributed services
that are easy to analyze and effective in practice. From “Optimal reissue policies for
reducing tail latency” published in SPAA 2017 [185] with coauthors: Yuxiong He and
Sameh Elnikety.

Organization

The seven principal artifacts of my thesis fall into roughly three categories based on each
artifact’s approach to simplifying the development of quality code. Figure 1-1 illustrates
the organization of the thesis’s principal artifacts. The contributions to parallel algorithms
employ techniques relating to theoretical models of performance and multicore performance
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engineering to obtain easy-to-understand code that performs well in practice. The contribu-
tions to scientific computing systems employ techniques relating to multicore performance
engineering and parallel system design to obtain simple and high-performance software sys-
tems. The contributions to programming tools use theories of performance in conjunction
with parallel system design to understand and optimize anomalous behavior relating to
memory usage and latency in parallel systems. I summarize, in the following paragraphs,
these three categories of artifacts and explain how they support the development of quality
code.

Parallel algorithms. Chapters 2–4 present advancements in parallel algorithms for data-
graph computations, graph coloring, and automatic differentiation. These artifacts support
the development of quality code by showing how parallel algorithms can be designed to
match the simple semantics of a sequential program while being efficient and scalable both
in theory and in practice. Chapter 2 (the Chromatic artifact) shows how carefully de-
signed parallel scheduling algorithms for data-graph computations can preclude the need
for nondeterministic synchronization using locks. Chapter 3 (the Color artifact) introduces
ordering heuristics for parallel graph coloring that are deterministic, provably scalable, and
produce graph colorings of similar quality to known ordering heuristics used in serial code.
Chapter 4 (the PARAD artifact) shows how serial algorithms for performing automatic dif-
ferentiation can be generalized to parallel code in a work-efficient and parallelism-preserving
manner. In Section 1.1, I provide background on shared-memory multicore programming,
explain why determinism and serial semantics are critical in quality multicore code, and
discuss this thesis’s contributions to parallel algorithms in greater depth.

Multicore-centric scientific computing. Chapters 5–6 present case studies on the de-
sign and performance engineering of software systems that solve computational problems
in the field of connectomics. These artifacts support the development of quality code by
illustrating how simply designed parallel systems can achieve state-of-the-art performance
through the use of quality parallel algorithms and simple performance engineering tech-
niques. Chapter 5 (the Connectomics artifact) discusses the design and implementation of
an image reconstruction pipeline. In this system, I show how careful parallelization and
performance engineering can allow a single shared-memory multicore to outperform more
complex systems that employed distributed computing and GPUs. Chapter 6 (the Align-
ment artifact) discusses a multicore-centric image-alignment pipeline for connectomics. In
this system, I show how carefully designed multicore software systems can scale vertically
to larger machines, horizontally over many multicores in a cluster, and scale to the largest
conceivable data sets on the horizon in connectomics using machines with less than 1 TB of
memory. In Section 1.2 I provide background on the field of connectomics, and summarize
this thesis’s contributions in the area of multicore-centric scientific computing for image
reconstruction and image alignment in connectomics.

Tools for understanding parallel systems. Chapters 7–8 present technologies for un-
derstanding and mitigating anomalous behavior in parallel systems. These artifacts support
the development of quality software by providing principled methods for understanding the
interaction between a system’s structure and its anomalous, or worst-case, behavior. Chap-
ter 7 (the Cilkmem artifact) presents new algorithms for computing the exact and approx-
imate worst-case memory usage of multicore programs. Cilkmem enables a programmer to
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understand the worst-case memory usage of their multicore code, which may only be ob-
served in practice rarely, by running the program once under Cilkmem’s instrumentation.
Chapter 8 (the Reissue artifact) discusses strategies for mitigating the impact of “strag-
glers” in distributed request-response workflows. In such distributed systems, a key metric
to optimize is the 99th percentile tail-latency of a request, which is often accomplished by
replicating the responding service and judiciously sending duplicate requests to different
replicas. The Reissue artifact describes and theoretically compares families of policies for
sending these duplicate requests and analyzes their ability to effectively reduce tail latency.
Section 1.3 discusses this thesis’s contributions to programming tools for analyzing and
optimizing worst-case memory usage and tail latency in parallel systems in greater depth.

In addition to the seven principal artifacts, Chapter 9 (the Retroactive artifact) presents
a fully retroactive priority queue data structure with polylogarithmic overheads. The con-
tributions in the Retroactive artifact are summarized in Section 1.4. Although this artifact
does not directly relate to quality code, the data structure techniques employed to solve this
open problem in retroactive data structures were inspired by techniques used to manage
parallel data structures.

Section 1.5 provides an overview of the scope and impact of the artifacts in this thesis.

1.1 Shared-memory multicore programming

This section discusses techniques for reducing the complexity of writing correct and efficient
shared-memory multicore code. I discuss the observation, made by many other researchers
in the field, that parallel programming is substantially less complex when it is deterministic
and has the semantics of serial code. I summarize this thesis’s contributions in Chapters
2–4 to parallel algorithms and data structures for graph coloring, data-graph computations,
and reverse-mode automatic differentiation.

Parallelism with serial semantics

Developing correct and performant parallel programs is substantially more complex than
writing sequential code. The patterns and invariants of sequential code that programmers
rely upon when writing software are often lost when parallelism is introduced. One can not
easily rationalize the correctness of most parallel programs by walking through its steps on
a napkin. Nor can one know whether repeated runs of a parallel program on the same input
will yield the same, or even a correct, result. A programmer cannot even do something as
simple as push elements to a dynamic array in parallel without tackling the complexities of
concurrent programming.

“Although threads seem to be a small step from sequential computations, in
fact, they represent a huge step. They discard the most essential and appeal-
ing properties of sequential computations: understandability, predictability, and
determinism.” Edward A. Lee in “The Problem with Threads” [211].

The design of abstractions that allow programmers to productively write correct, per-
formant, and maintainable multicore code is a key challenge in the parallel computing
community [12]. It has been convincingly argued that these abstractions are most useful
when they encapsulate nondeterminism due to concurrency and maintain the semantics of
serial code [250, 43, 211, 33]:
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“The aggressive goal of the parallel revolution is to make it as easy to write
programs that are efficient, portable, and correct [...] as it has been to write
programs for sequential computers.” Krste Asanovic et al. in “A view of the
parallel computing landscape” [12].

Many researchers over multiple decades have advocated that the difficulty of parallel pro-
gramming can be greatly reduced by using some form of “deterministic parallelism” [281,
143, 125, 326, 32, 106, 105, 92, 93, 160, 23, 24, 274, 353, 43]. With a deterministic parallel
program, the programmer observes no logical concurrency , that is, no nondeterminacy
in the behavior of the program due to the relative and nondeterministic timing of commu-
nicating processes such as occurs when one process arrives at a lock before another. The
semantics of a deterministic parallel program are therefore serial, and reasoning about such
a program’s correctness, at least in theory, is no harder than reasoning about the correctness
of a serial program. Testing, debugging, and formal verification is simplified, because there
is no need to consider all possible relative timings (interleavings) of operations on shared
mutable data.

Despite the apparent advantages of deterministic parallelism, however, most parallel
programs deployed in practice exhibit non-deterministic behavior due to concurrency. In-
deed, most parallel programs today are still written using Pthreads [168], which forces
programmers to use concurrency mechanisms such as mutex locks and condition variables.
As a consequence, only experts can program these parallel applications, especially those for
shared-memory platforms, and these bug-prone codes can only be understood by experts.
For example, all the codes in the PARSEC [27], Galois [283], and STAMP [60] benchmark
suites use concurrency mechanisms.

Nevertheless, important steps toward determinism have been made. Perhaps the most
significant practical progress has occurred in the realm of fork-join parallelism . Fork-
join parallelism is usually implemented using work-stealing [57, 103, 108, 114, 143, 189,
199, 202, 270, 337, 41, 39, 116], where worker threads in the runtime system coordinate to
load-balance the computation, as in the various Cilk dialects [38, 116, 82, 219, 212, 172],
Fortress [3], Habanero [16], Habanero-Java [61], Hood [42], HotSLAW [258], Java Fork/Join
Framework [208], OpenMP [275, 13], Task Parallel Library [218], Threading Building Blocks
(TBB) [291] and X10 [68]. In this model, subroutines can be spawned in parallel, generating
a series-parallel execution dag in which the synchronization of subtasks is managed “under
the covers” by the runtime system. Constructs such as parallel_for can be implemented
as syntactic sugar on top of the fork-join model. As long as the parallel program contains no
determinacy races [106] (also called general races [266]), the program is deterministic.
Moreover, efficient tools exist that can guarantee to detect determinacy races or validate
their absence [106, 107].

Chromatic (Chapter 2)

The Chromatic artifact discusses the deterministic schedulers for data-graph computations
Prism and Prism-R. Data-graph computations have been popularized in such program-
ming systems as Galois [267, 268], Pregel [242], GraphLab [234, 233], PowerGraph [134],
Ligra [318, 321], and GraphChi [203]. Prism employs a technique called chromatic schedul-
ing [26, 1, 233] to resolve data races in a data-graph computation deterministically. Prism
computes a vertex coloring of the graph that it uses to coordinate updates performed in a
round, precluding the need for mutual exclusion locks or other nondeterministic synchro-
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nization. Surprisingly, Prism outperforms existing lock-based schedulers, showing that the
“price of determinism” in the case of scheduling data-graph computations can be negative.

A key data structure challenge solved in the Chromatic artifact is the efficient and
deterministic management of dynamic collections in parallel code. During a data-graph
computation, Prism maintains dynamic sets of vertices that are partitioned by color called
color sets. The Chromatic artifact introduces two data structures for representing these
color sets: the “multibag” and “multivector.” The multibag provides an efficient way to
manage color sets in parallel, but does not guarantee that the ordering of vertices within a
color set will be deterministic. The multivector is similar to the multibag but additionally
ensures that the vertices in each color set are ordered deterministically. In fact, the multi-
vector maintains the same semantics as a set of dynamic arrays that support the insertion
of vertices via an append operation — vertices are ordered based on the order they would
have been inserted in a serial execution.

The Prism-R algorithm extends Prism to handle data-graph computations whose update
functions perform global associative reductions. Prism-R uses a multivector to represent
its color sets to ensure that vertices of the same color are deterministically ordered. The
multivector enables Prism-R to guarantee that global associative reductions performed over
vertices in the graph have a deterministic result. Prism-R and the multivector provide these
strong serial semantics while matching the theoretical bounds on work, span, and parallelism
achieved by Prism. In practice, Prism-R has only a 7% geometric mean overhead relative
to Prism on seven application benchmarks.

Color (Chapter 3)

The Color artifact discusses the design of vertex-ordering heuristics for parallel graph col-
oring algorithms. Ordering heuristics are vital to achieving quality vertex-colorings when
using a greedy algorithm. In fact, the first ordering heuristic called largest-degree-first (LF)
was described by Welsh and Powell [341] alongside their introduction of the first greedy
graph coloring algorithm in 1967. Numerous other orderings have been proposed since then
such as smallest-degree-last (SL) [246, 4], incidence-degree (ID) [75], and saturation-degree
(SD) [48] heuristics.

It may appear that an ordering heuristic for parallel graph-coloring must necessarily
be aware of concurrency, but it turns out that ordering heuristics used in parallel graph
coloring need not be concerned directly with the details of the parallel execution. Rather,
the intrinsic parallelism of a particular ordering heuristic (as used in a serial code) can be
analyzed theoretically and then directly applied using a deterministic parallel graph coloring
code that matches the result of the serial code.

In Chapter 3, we introduce the largest-log-degree-first (LLF) and smallest-log-degree-last
(SLL) ordering heuristics for parallel greedy graph-coloring algorithms, which are inspired
by the largest-degree-first (LF) and smallest-degree-last (SL) serial heuristics, respectively.
We show that although LF and SL, in practice, generate colorings with relatively small
numbers of colors, they are vulnerable to adversarial inputs for which any parallelization
yields a poor parallel speedup. In contrast, LLF and SLL allow for provably good speedups
on arbitrary inputs while, in practice, producing colorings of competitive quality to their
serial analogs.
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PARAD (Chapter 4)

The PARAD artifact presents the first work-efficient parallelism-preserving algorithm for
performing reverse-mode automatic differentiation. Automatic differentiation (AD) is a
technique for computing the derivative of function F : Rn → Rm defined by a computer
program. Modern applications of AD, such as machine learning, typically use AD to facili-
tate gradient-based optimization of an objective function for which m � n (often m = 1).
As a result, these applications typically use reverse (or adjoint) mode AD to compute the
gradient of F efficiently, in time Θ(m ·T1(F )), where T1(F ) is the work (serial running time)
of F . Although the serial running time of reverse-mode AD has a well known relationship
to the total work of F , general-purpose reverse-mode AD has proven challenging to paral-
lelize in a work-efficient and scalable fashion, as simple approaches tend to result in poor
performance or scalability.

PARAD is a work-efficient parallel algorithm for reverse-mode AD of recursive fork-
join programs. We analyze the performance of PARAD using work-span analysis. Given
a program F with work T1(F ) and span (critical-path length) T∞(F ), PARAD performs
reverse-mode AD of F in O(m ·T1(F )) work and O(logm+log(T1(F ))T∞(F )) span. To the
best of our knowledge, PARAD is the first parallel algorithm for performing reverse-mode
AD that is both provably work-efficient and has span within a polylogarithmic factor of the
original program F .

We implemented PARAD as an extension of Adept, a C++ library for performing
reverse-mode AD for serial programs, which is known for its efficiency. Our implementa-
tion supports the use of Cilk fork-join parallelism and requires no programmer annotations
of parallel control flow. Instead, it uses compiler instrumentation to dynamically trace a
program’s series-parallel structure, which is used to automatically parallelize the gradient
computation via reverse-mode AD. On eight machine-learning benchmarks, our implemen-
tation of PARAD achieves 1.5× geometric-mean multiplicative work overhead relative to
the serial Adept tool, and 8.9× geometric-mean self-relative speedup on 18 cores.

1.2 Multicore-centric systems for scientific computing

This section summarizes this thesis’s contributions in Chapters 5–6 that simplify the en-
gineering of high-performance systems for scientific computing. Specifically, this thesis
presents work on two software systems that solve computational problems arising in the
field of connectomics using a multicore-centric approach. Surprisingly, we find that a mix-
ture of general and domain-specific performance optimization techniques can be used to
obtain performance on a single multicore that rivals that obtained when using large clusters
of CPUs and GPUs.

Background on connectomics

The field of connectomics uses cutting edge machine learning and image processing to
extract brain connectivity graphs from electron microscopy images. Advances in electron
microscopy have enabled the acquisition of image data sets that capture both the small and
large scale features present in neural tissue. The resultant data sets are quite large with a
relatively small 1mm3 volume producing petabytes of data when imaged at 3 × 3 × 30nm
resolution. The scale of the acquired data necessitate the development of image processing
systems that are both scalable and efficient.

18



It has long been assumed that the processing of connectomics data will require mass
storage, farms of CPU/GPUs, and months (if not years) of processing time. However, we
present in Chapter 5 and Chapter 6 two multicore-centric systems for connectomics that
can match the terabyte-per-hour pace of modern electron microscopes while using less than
100 cores.

Connectomics pipeline (Chapter 5)

The Connectomics artifact presents a case study of the design of a large-scale image seg-
mentation pipeline for connectomics that is designed to run on a single multicore server. By
eschewing the complexities involved in the design of a distributed system, this multicore-
centric pipeline was able to avoid overheads related to communication, fault-tolerance, and
data serialization. Perhaps more importantly, the decision to target a single multicore
allowed us to focus entirely on the design and optimization of shared-memory multicore
algorithms. These performance optimizations turned out to be extremely impactful, and
allowed our single 72-core multicore server to process a terabyte of data in 4 hours which
outperformed the previous fastest system that used a cluster of 512 cores to process a
terabyte of data in 140 hours.

The multicore-centric segmentation pipeline presented in Chapter 5 provides compelling
evidence that the benefits of quality algorithms, parallelization, and careful engineering
can sometimes be so vast that it is possible to solve “cluster-scale” problems on a single
commodity multicore machine. The results presented in the Connectomics artifact push
back against the current design trends in large-scale machine-learning that emphasize the
ability to scale across large clusters of CPUs and GPUs.

Alignment pipeline (Chapter 6)

The Alignment artifact presents a high-throughput image alignment pipeline for connec-
tomics that employs the multicore algorithms Quilter and Stacker to perform 2D and 3D
alignment, respectively. As part of the optimization of this pipeline, this chapter introduces
a technique for data-driven performance optimization called “frugal snap judgments” that
is used to obtain more advantageous performance–accuracy trade-offs in Quilter.

We introduce the algorithms Quilter and Stacker that are designed to perform 2D and 3D
alignment, respectively, on petabyte-scale data sets from connectomics. Quilter and Stacker
are efficient, scalable, and simple to deploy on hardware ranging from a researcher’s laptop to
a large-scale computing cluster. On a single 18-core cloud machine, each algorithm achieves
throughputs of more than 1 TB/hr and, when combined, produce an end-to-end alignment
pipeline that processes data at a rate of 0.82 TB/hr — an over 10x improvement over
previous systems. This efficiency comes from both traditional optimizations and from the
use of “Frugal Snap Judgments” to judiciously exploit performance–accuracy trade-offs. A
high-throughput image-alignment pipeline was implemented and evaluated using the Quilter
and Stacker algorithms. The performance was evaluated on a range of platforms including
a common 18-core machine (Intel E5), a large 112-core machine (Intel Xeon Platinum), and
a supercomputing cluster with 1600 cores. The pipeline achieves a throughput of 0.6–0.8
TB/hr on the 18-core machine, 1.4–1.5 TB/hr on the large 112-core machine, and 21.4
TB/hr on the supercomputing cluster with 1600 cores.

The results in Chapter 6 illustrate how carefully designed multicore software components
can yield software systems that perform well on individual machines and also support simple
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horizontal scaling over multiple machines in a computing cluster. Furthermore, it illustrates
how higher-level performance optimization techniques, such as frugal snap judgments, can
be employed to dramatically improve performance without substantially increasing system
complexity. The data-driven performance optimizations employed using frugal snap judg-
ments are conceptually simple, yet yield significant performance improvements.

1.3 Beyond runtime: Tools for bounding memory usage and
tail latency

This section describes this thesis’s contributions in Chapters 7–8 that develop tools and
techniques for analyzing and optimizing anomalous behavior related to memory and tail
latency in parallel systems. Performance anomalies that are rarely seen in a small software
system can become harmfully common when deploying the system at scale. In the Reissue
and Cilkmem artifacts we focus on two performance phenomena that require consideration
when developing large-scale software systems: worst-case memory usage in multicore codes
and response-time tail-latency in distributed request-response workflows.

Cilkmem (Chapter 7)

The Cilkmem artifact presents a tool and algorithms for measuring a parallel program’s
worst-case memory high-water mark. Understanding the worst-case memory high-water
mark of a parallel program is of interest to software engineers designing software that has
high memory requirements or executes in memory-constrained environments. Software en-
gineers designing such programs must be cognizant of how their program’s memory require-
ments scale in a many-processor execution. Although tools exist for measuring memory
usage during one particular execution of a parallel program, such tools cannot bound the
worst-case memory usage over all possible parallel executions.

The Cilkmem tool analyzes the execution of a deterministic Cilk program to determine
its p-processor memory high-water mark (MHWM), which is the worst-case memory usage of
the program over all possible p-processor executions. Cilkmem employs two new algorithms
for computing the p-processor MHWM. The first algorithm calculates the exact p-processor
MHWM in O(T1 ·p) time, where T1 is the total work of the program. The second algorithm
solves, in O(T1) time, the approximate threshold problem, which asks, for a given memory
threshold M , whether the p-processor MHWM exceeds M/2 or whether it is guaranteed
to be less than M . Both algorithms are memory efficient, requiring O(p · D) and O(D)
space, respectively, where D is the maximum call-stack depth of the program’s execution
on a single thread.

Our empirical studies show that Cilkmem generally exhibits low overheads. Across ten
application benchmarks from the Cilkbench suite, the exact algorithm incurs a geometric-
mean multiplicative overhead of 1.54 for p = 128, whereas the approximation-threshold
algorithm incurs an overhead of 1.36 independent of p. In addition, we use Cilkmem to reveal
and diagnose a previously unknown issue in a large image-alignment program contributing
to unexpectedly high memory usage under parallel executions.

Reissue (Chapter 8)

The Reissue artifact presents a principled strategy for reducing tail latency in distributed
request-response workflows by judiciously sending duplicate copies of requests. Sending du-

20



plicate requests to replicated services is a simple and commonly used strategy in distributed
systems for reducing latency. Determining the optimal strategy for sending duplicate re-
quests, however, is challenged by the difficulty of obtaining closed-form solutions to complex
problems in queueing theory. Data-driven methods are often employed to tune a reissue
policy’s parameters, in practice, to find good reissuing strategies. It is not known, however,
the degree to which the parametrization of a reissue policy impacts its performance. In
Chapter 8, we make progress towards understanding the relative power of different param-
eterized families of reissue policies within a simplified analytical model, and corroborate
these conclusions with a combination of simulation and real-world experiments.

Interactive distributed services send redundant requests to multiple different replicas to
meet stringent tail latency requirements. These additional (reissue) requests mitigate the
impact of nondeterministic delays within the system and thus increase the probability of
receiving an on-time response. There are two existing approaches to using reissue requests
to reduce tail latency. (1) Reissue requests immediately to one or more replicas, which
multiplies the load and runs the risk of overloading the system. (2) Reissue requests if
not completed after a fixed delay. The delay helps to bound the number of extra reissue
requests, but it also reduces the chance for those requests to respond before a tail latency
target.

We introduce a new family of reissue policies, Single-Time / Random (SingleR),
that reissues requests after a delay d with probability q. SingleR employs randomness
to bound the reissue rate, while allowing requests to be reissued early enough to have
sufficient time to respond, exploiting the benefits of both immediate and delayed reissue
of prior work. We formally prove, within a simplified analytical model, that SingleR is
optimal even when compared to more complex policies that reissue multiple times. In a set
of simulations and experiments on real-world systems, we show that SingleR policies are
effective in practice. For example, SingleR reduces the 99th-percentile latency of Redis by
30–70% by reissuing only 2% of requests, and the 99th-percentile latency of Lucene search
by 15–25% by reissuing only 1% of requests.

1.4 Other contributions

In addition to the principal artifacts in this thesis, Chapter 9 (the Retroactive artifact)
presents a result that resolves an open problem in retroactive data structures using tech-
niques that were inspired by, but do not directly relate to, the design of deterministic paral-
lel data structures. Specifically, the “hierarchical checkpointing” technique employed in the
Retroactive paper was inspired by work relating to the design of reducer hyperobjects [115].

Retroactive (Chapter 9)

The Retroactive artifact describes a fully retroactive priority queue data structure that has
polylogarithmic overheads. Although this artifact is not directly concerned with parallel
programming, the techniques used to solve this previously open problem were inspired by
those used to devise efficient parallel data structures.

Since the introduction of retroactive data structures at SODA 2004, a major open ques-
tion has been the difference between partial retroactivity (where updates can be made in
the past) and full retroactivity (where queries can also be made in the past). In particular,
for priority queues, partial retroactivity is possible in O(logm) time per operation on an
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m-operation timeline, but the best previously known fully retroactive priority queue has
cost Θ(

√
m logm) time per operation.

In Chapter 9, I address this open problem by providing a general logarithmic-overhead
transformation from partial to full retroactivity called hierarchical checkpointing, provided
that the given data structure is time-fusible (multiple structures with disjoint timespans can
be fused into a timeline supporting queries of the present). As an application, we construct
a fully retroactive priority queue which can insert an element, delete the minimum element,
and find the minimum element, at any point in time, in O(log2m) amortized time per
update and O(log2m log logm) time per query, using O(m logm) space.

1.5 Overview

The overall goal of this thesis is to develop programming technologies that facilitate the
development of quality multicore code — code that has simple understandable structure
and performs well in practice. These programming technologies are well suited to a broad
set of programmers since they are simple to use, have theoretical guarantees, and perform
well in practice. This section explains why I believe it is important to (a) improve the
programmability of shared-memory multicores and, (b) emphasize technologies that enable
programmers to write quality code. The section ends with a concise outline of the remaining
chapters of this thesis which are adapted from my published articles.

Scope

The primary scope of this thesis lies in the realm of shared-memory multicore programming.
Six of the seven principal artifacts in this thesis directly concern algorithms, data structures,
and software systems for shared-memory multicore machines. The Reissue artifact is not
directly concerned with multicore programming, but relates to problems arising in large-
scale distributed systems.

The parallel algorithms described in this thesis are all designed using fork-join paral-
lelism and analyzed in the dag model of multithreading [40, 41] using work-span analysis [77,
Ch. 27]. The requisite background information relating to the parallel linguistics and run-
time are provided within each chapter of the thesis.

Distributed computing, GPUs, and specialized hardware

Parallel computing can be performed using platforms other than shared-memory multicores
including distributed systems, GPUs, FPGAs, and other specialized hardware. Distributed
computing is especially helpful when tackling problems that do not fit in-memory on a single
multicore, but they encounter overheads relating to fault-tolerance and communication of
intermediate results. GPUs, FPGAs, and other hardware accelerators (e.g. TPUs) tend to
be more memory-constrained than multicores, are substantially more complex to program,
and are generally suited to a more narrow range of problems.

Within this thesis, the benefits of multicore-centric computing relative to GPUs and
distributed computing are illustrated in the Connectomics and Alignment artifacts (Chap-
ters 6–7). Chapter 5 (the Connectomics artifact) provides an extreme case in which a single
multicore with superiorly optimized software outperformed much larger systems that used
distributed computing and GPUs. Chapters 6–7 provide multiple exhibits that illustrate
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Method Type
8-channel MaxoutNet
Throughput (MB/s)

32-channel MaxoutNet
Throughput (MB/s)

cpuXNN CPU (72-core) 111.1 16.67
gpuZNN GPU (Titan X) 67.61 25.28
gpuNeon GPU (Titan X) 37.06 (exceeds memory)

Figure 1-2: A comparison of CNN throughput for the best-performing CPU and GPU-based
implementations using the MaxoutNet architecture.

2D Alignment Method Runtime Throughput

FijiBento 362 minutes 0.091 TB/hr
Quilter Full Resolution 180 minutes 0.18 TB/hr
Quilter FSJ(20,100) 32 minutes 1.03 TB/hr

Figure 1-3: Performance comparison of FijiBento and Quilter for 2D Alignment on the
Common Multicore platform, an 18-core AWS C4 instance.

the power of properly optimized multicore software, but let us examine just two illustrative
examples.

The Connectomics artifact (Chapter 5) includes a direct performance comparison of
CPU and GPU implementations of a CNN architecture for membrane detection. The im-
plementations that are compared include a 72-core multicore implementation, a custom
GPU implementation, and a GPU implementation that uses existing software libraries for
executing CNNs. Figure 1-2 compares GPU and multicore implementations of the CNN
MaxoutNet architecture that is used in the Connectomics artifact. The gpuNeon implemen-
tation used existing GPU libraries for computing CNNs and underperformed our 72-core
multicore implementation by 3x on the 8-channel MaxoutNet architecture. Worse still, gpu-
Neon failed to execute the 32-channel network due to memory constraints. The gpuZNN
provides an optimized GPU implementation that outperforms the multicore implementa-
tion by 1.5x on the 32-channel architecture, but is 1.6x worse on the 8-channel architecture
which is what the software pipeline in the Connectomics artifact actually uses. This ex-
ample demonstrates that shared-memory multicore code is not, necessarily, substantially
slower than specialized hardware. In fact, properly optimized multicore code can outper-
form GPUs in certain cases, such as in the 8-channel architecture, where the low amount of
compute performed per-byte causes data transfers to the GPU to bottleneck performance.

The Alignment (Chapter 6) artifact includes a comparison between a distributed and
shared-memory approach for solving the 2D alignment problem in connectomics. The over-
heads of distributed computing are illustrated in Figure 1-3 from the Alignment artifact.
The FijiBento software system employs distributed computing by partitioning the task of
2D aligning an image into many fine-grained tasks, whereas Quilter parallelizes the compu-
tation in-memory. Even when FijiBento runs on a single 18-core machine, precluding the
need to communicate intermediate results over the network, it performs 2x slower than Quil-
ter due to overheads related to the serialization of intermediate results from its fine-grained
tasks. Furthermore, the flexibility of the shared-memory programming model allows us to
implement optimizations relating to performance–accuracy trade-offs in Quilter FSJ(20,100)
that improve performance by an additional 5x. Such performance–accuracy trade-offs are
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not as valuable in the distributed setting since it is more difficult to implement fine-grained
dynamic control flow, and the overheads of data serialization reduces the relative value of
optimizing the application-specific, as opposed to compute-framework, logic.

For the reasons outlined here, I believe that in the present moment shared-memory
multicores strike the best balance between general programmability and performance. This
belief motivates the focus of this thesis on the development of programming technologies
which reduce the complexity of parallel programming on shared-memory multicores.

The value of quality multicore code

Why is it important for code and programming technology to have a simple understandable
structure? I believe that the reason goes beyond simple aesthetics. I contend that the
simple understandable structure of quality code has tangible value. Quality code is able to
more readily incorporate refined programming patterns from the past, and be understood
across disciplines.

Techniques for developing parallel code with simple understandable structure and good
performance in practice broadens the set of algorithms that can be efficiently brought into
the modern era. A few examples can be observed in the artifacts of this thesis. The Chro-
matic artifact was used to parallelize a provably good three-dimensional thinning algorithm
developed in 1995 [25]. This parallel implementation was directly used in the Connectomics
artifact to perform skeletonization of neural volumes while provably preserving their topol-
ogy. The Color artifact designed ordering heuristics for parallel graph coloring that were
directly inspired by serial heuristics developed between 1967 and 1995 [341, 75, 246, 4, 48].
The Color artifact evaluates the theoretical parallelism in these heuristics in a principled
fashion and shows how many of these heuristics can be coarsened to be theoretically scal-
able and achieve good coloring qualities in practice. The PARAD artifact provides a work-
efficient algorithm for parallel automatic differentiation which extends the simple serial
automatic differentiation algorithms that have been known since the 1960s [342, 230, 324].

Quality code with simple understandable structure can be more readily understood and
adapted by practitioners in other scientific or industrial fields. Performance–accuracy trade-
offs are exploited in the Alignment artifact to achieve a 5x improvement to performance
using relatively simple machine-learning techniques that learn criteria to switch between
“fast” and “slow” code paths. The Reissue artifact shows how to analyze reissue policies
for distributed request-response workflows in a simplified analytical model. The Cilkmem
artifact shows how to analyze the worst-case memory usage of a fork-join parallel program.
This enables practitioners using shared computing clusters to correctly reason about the
amount of memory they must reserve for their multicore task.

Summary

The goal of this thesis is to make it easier to develop parallel software systems that have a
simple understandable structure and achieve good performance in practice. My approach
in this thesis has mostly focused on the development of programming technologies that im-
prove the simplicity and performance of parallel computing in the shared-memory multicore
setting. Although there are other platforms in which parallelism can be expressed, such as
distributed computing and GPUs, I believe there is compelling evidence that the flexible
programming environment provided by general-purpose multicores makes them well-suited
to many computational problems in science and industry. I have also discussed ways in
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which the simple understandable structure of quality code has tangible value by enabling it
to better leverage and incorporate algorithmic insights developed in sequential programming
models.
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Chapter 2

Executing Dynamic Data-Graph
Computations Deterministically
Using Chromatic Scheduling

This chapter presents the Prism and Prism-R algorithms for executing dynamic data-graph
computations deterministically using chromatic scheduling. The Multibag and Multivector
data structures are presented as key data structures that allow Prism and Prism-R to
maintain active sets of vertices in a work-efficient manner and preserve serial semnatics.
This work was conducted in collaboration with William Hasenplaugh, Tao B. Schardl, and
Charles E. Leiserson.

Abstract

A data-graph computation — popularized by such programming systems as Galois,
Pregel, GraphLab, PowerGraph, and GraphChi — is an algorithm that performs local
updates on the vertices of a graph. During each round of a data-graph computation, an
update function atomically modifies the data associated with a vertex as a function of
the vertex’s prior data and that of adjacent vertices. A dynamic data-graph computation
updates only an active subset of the vertices during a round, and those updates determine
the set of active vertices for the next round.

This chapter introduces Prism, a chromatic-scheduling algorithm for executing dy-
namic data-graph computations. Prism uses a vertex-coloring of the graph to coordinate
updates performed in a round, precluding the need for mutual-exclusion locks or other
nondeterministic data synchronization. A multibag data structure is used by Prism to
maintain a dynamic set of active vertices as an unordered set partitioned by color. We
analyze Prism using work-span analysis. Let G = (V,E) be a degree-∆ graph colored
with χ colors, and suppose that Q ⊆ V is the set of active vertices in a round. Define
size(Q) = |Q|+

∑
v∈Q deg(v), which is proportional to the space required to store the ver-

tices of Q using a sparse-graph layout. We show that a P -processor execution of Prism
performs updates in Q using O(χ(lg(Q/χ) + lg ∆) + lgP ) span and Θ(size(Q) + P ) work.

These theoretical guarantees are matched by good empirical performance. In order
to isolate the effect of the scheduling algorithm on performance, we modified GraphLab
to incorporate Prism and studied seven application benchmarks on a 12-core multicore
machine. Prism executes the benchmarks 1.2–2.1 times faster than GraphLab’s nondeter-
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ministic lock-based scheduler while providing deterministic behavior.

This chapter also presents Prism-R, a variation of Prism that executes dynamic data-
graph computations deterministically even when updates modify global variables with as-
sociative operations. Prism-R satisfies the same theoretical bounds as Prism, but its
implementation is more involved, incorporating a multivector data structure to main-
tain a deterministically ordered set of vertices partitioned by color. Despite its additional
complexity, Prism-R is only marginally slower than Prism. On the seven application
benchmarks studied, Prism-R incurs a 7% geometric mean overhead relative to Prism.

2.1 Introduction

Many systems from physics, artificial intelligence, and scientific computing can be repre-
sented naturally as a data graph — a graph with data associated with its vertices and
edges. For example, some physical systems can be decomposed into a finite number of
elements whose interactions induce a graph. Probabilistic graphical models in artificial in-
telligence can be used to represent the dependency structure of a set of random variables.
Sparse matrices can be interpreted as graphs for scientific computing.

A data-graph computation is an algorithm that performs “local” updates on the vertices
of a data graph, taking as input data associated with a vertex and its neighbors. Several
software systems have been implemented to support parallel data-graph computations, in-
cluding GraphLab [234, 233], Pregel [242], Galois [267, 268], PowerGraph [134], Ligra1

[318, 321], and GraphChi [203]. These systems can support “complex” data-graph compu-
tations, in which data can be associated with edges as well as vertices and updating a vertex
v can modify any data associated with v, v’s incident edges, and the vertices adjacent to v.
For ease in discussing chromatic scheduling, however, we shall principally restrict ourselves
to “simple” data-graph computations (which correspond to “edge-consistent” computations
in GraphLab), although most of our results straightforwardly extend to more complex mod-
els. Indeed, six out of the seven GraphLab applications described in [234, 233] are simple
data-graph computations.

Updates to vertices proceed in rounds, where each vertex can be updated at most once
per round. In a static data-graph computation, the activation set Qr of vertices updated
in a round r — the set of active vertices — is determined a priori. Often, a static data-
graph computation updates every vertex in each round. Static data-graph computations
include Gibbs sampling [124, 123], iterative graph coloring [81], and n-body problems such
as the fluidanimate PARSEC benchmark [27].

We shall be interested in dynamic data-graph computations, where the activation set
changes round by round. Dynamic data-graph computations include the Google PageRank
algorithm [51], loopy belief propagation [263, 282], coordinate descent [90], co-EM [269],
alternating least-squares [153], singular-value decomposition [133], and matrix factoriza-
tion [333].

We formalize the computational model as follows. Let G = (V,E) be a data graph.
Denote the neighbors, or adjacent vertices, of a vertex v ∈ V by Adj[v] = {u ∈
V : (u, v) ∈ E}. The degree of v is thus deg(v) = |Adj[v]|, and the degree of G is
deg(G) = max{deg(v) : v ∈ V }. A (simple) dynamic data-graph computation is a

1While Ligra does not technically execute data-graph computations, it is designed to implement similar
algorithms by decoupling the scheduling and algorithm-specific code, as with the other data-graph compu-
tation frameworks.
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triple 〈G, f,Q0〉, where

• G = (V,E) is an undirected graph with data associated with each vertex v ∈ V ;

• f : V → 2V is an update function ; and

• Q0 ⊆ V is the initial activation set .

The update S ← f(v) implicitly computes as a side effect a new value for the data associated
with v as a function of the old data associated with v and v’s neighbors. The update returns
a set S ⊆ Adj[v] of vertices that must be updated in the next round. For example, an update
f(v) might activate a neighbor u only if the value of v changes significantly. During a round
r of a dynamic data-graph computation, each vertex v ∈ Qr is updated at most once, that
is, Qr is a set, not a multiset.

The advantage of dynamic over static data-graph computations is that they avoid per-
forming many unnecessary updates. Studies in the literature [234, 233] show that dynamic
execution can enhance the practical performance of many applications. We confirmed these
findings by implementing static and dynamic versions of several data-graph computations.
The results for a PageRank algorithm on a power-law graph of 1 million vertices and 10
million edges were typical. The static computation performed approximately 15 million
updates, whereas the dynamic version performed less than half that number of updates.

A serial reference implementation

Before we address the issues involved in scheduling and executing dynamic data-graph com-
putations in parallel, let us first hone our intuition with a serial implementation. Figure 2-1
gives the pseudocode for Serial-DDGC. This algorithm schedules the updates of a data-
graph computation by maintaining a FIFO queue Q of activated vertices that have yet to
be updated. Sentinel values enqueued in Q on lines 4 and 9 demarcate the rounds of the
computation such that the set of vertices in Q after the rth sentinel has been enqueued is
the activation set Qr for round r.

Given a data-graph G = (V,E), an update function f , and an initial activation set
Q0, Serial-DDGC executes the data-graph computation 〈G, f,Q0〉 as follows. Lines 1–
2 initialize Q to contain all vertices in Q0. The while loop on lines 5–14 then repeatedly
dequeues the next scheduled vertex v ∈ Q on line 5 and executes the update f(v) on line 11.
Executing f(v) produces a set S of activated vertices, and lines 12–14 check each vertex in
S for membership in Q, enqueuing all vertices in S that are not already in Q.

We can analyze the time Serial-DDGC takes to execute one round r of the data-graph
computation 〈G, f,Q0〉. Define the size of an activation set Qr as

size(Qr) = |Qr|+
∑
v∈Qr

deg(v) .

The size of Qr is asymptotically the space needed to store all the vertices in Qr and their
incident edges using a standard sparse-graph representation, such as compressed-sparse-
rows (CSR) format [328]. For example, if Q0 = V , we have size(Q0) = |V | + 2|E| by
the handshaking lemma [77, p. 1172–3]. Let us make the reasonable assumption that the
time to execute f(v) serially is proportional to deg(v). If we implement the queue as a
dynamic (resizable) table [77, Section 17.4], then line 14 executes in Θ(1) amortized time.
Of course, a linked list would suffice to append operations in Θ(1) time, but would not
allow for convenient subsequent parallel iteration over its elements. All other operations
in the for loop on lines 12–14 take Θ(1) time, and thus all vertices activated by executing
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Serial-DDGC(G, f,Q0)

1 for v ∈ Q0

2 enqueue(Q, v)
3 r ← 0
4 enqueue(Q,nil) // Sentinel nil denotes the end of a round.
5 while Q 6= {nil}
6 v ← dequeue(Q)
7 if v == nil
8 r += 1
9 enqueue(Q,nil)

10 else
11 S ← f(v)
12 for u ∈ S
13 if u /∈ Q
14 enqueue(Q, u)

Figure 2-1: Pseudocode for a serial algorithm to execute a data-graph computation
〈G, f,Q0〉. Serial-DDGC takes as input a data graph G and an update function f . The
computation maintains a FIFO queue Q of activated vertices that have yet to be updated
and sentinel values nil, each of which demarcates the end of a round. An update S ← f(v)
returns the set S ⊆ Adj[v] of vertices activated by that update. Each vertex u ∈ S is added
to Q if it is not currently scheduled for a future update.

f(v) are examined in Θ(deg(v)) time. The total time spent updating the vertices in Qr is
therefore Θ(Qr +

∑
v∈Qr

deg(v)) = Θ(size(Qr)), which is linear time: time proportional
to the storage requirements for the vertices in Qr and their incident edges.

Parallelizing dynamic data-graph computations

The salient challenge in parallelizing data-graph computations is to deal effectively with
races between updates, that is, logically parallel updates that read and write common data.
A determinacy race [105] (also called a general race [266]) occurs when two logically
parallel instructions access the same memory location and at least one of them writes to that
location. Two updates in a data-graph computation conflict if executing them in parallel
produces a determinacy race. A parallel scheduler must manage or avoid conflicting updates
to execute a data-graph computation correctly and deterministically.

The standard approach to preventing races associates a mutual-exclusion lock with each
vertex of the data graph to ensure that an update on a vertex v does not proceed until
all locks on v and v’s neighbors have been acquired. Although this locking strategy pre-
vents races, it can incur substantial overhead from lock acquisition and contention, hurting
application performance, especially when update functions are simple. Moreover, because
runtime happenstance can determine the order in which two logically parallel updates ac-
quire locks, the data-graph computation can act nondeterministically: different runs on the
same inputs can produce different results. Without repeatability, parallel programming is
arguably much harder [211, 43]. Nondeterminism confounds debugging.

A known alternative to using locks is chromatic scheduling [26, 1, 233], which sched-
ules a data-graph computation based on a coloring of the data-graph computation’s conflict
graph — a graph with an edge between two vertices if updating them in parallel would
produce a race. For a simple data-graph computation, the conflict graph is simply the data
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Benchmark |V | |E| χ RRLocks Cilk+Locks Prism Prism-R

PR/G 916,428 5,105,040 43 15.5 14.3 9.7 12.6
PR/L 4,847,570 68,475,400 333 227.6 200.4 109.3 127.3
ID/2000 4,000,000 15,992,000 4 48.6 43.8 32.1 32.8
ID/4000 16,000,000 63,984,000 4 200.0 179.6 123.1 124.3
FBP/C1 87,831 265,204 2 8.7 8.9 6.9 7.0
FBP/C3 482,920 160,019 2 16.4 17.8 13.3 13.4
ALS/N 187,722 20,597,300 6 134.3 123.6 105.2 105.7

Figure 2-2: Comparison of dynamic data-graph schedulers on seven application benchmarks.
All runtimes are in seconds and were calculated by taking the median 12-core execution time
of 5 runs on an Intel Xeon X5650 with hyperthreading disabled. The runtimes of Prism and
Prism-R include the time used to color the input graph. PR/G and PR/L run a PageRank
algorithm on the web-Google [223] and soc-LiveJournal [14] graphs, respectively. ID/2000
and ID/4000 run an image denoise algorithm to remove Gaussian noise from 2D grayscale
images of dimension 2000 by 2000 and 4000 by 4000. FBP/C1 and FBP/C3 perform belief
propagation on a factor graph provided by the cora-1 and cora-3 datasets [322, 248]. ALS/N
runs an alternating least squares algorithm on the NPIC-500 dataset [259].

graph itself with undirected edges. The idea behind chromatic scheduling is fairly simple.
Chromatic scheduling begins by computing a (vertex) coloring of the conflict graph —
an assignment of colors to the vertices such that no two adjacent vertices share the same
color. Since no edge in the conflict graph connects two vertices of the same color, updates
on all vertices of a given color can execute in parallel without producing races. To execute
a round of a data-graph computation, the set of activated vertices Q is partitioned into χ
color sets — subsets of Q containing vertices of a single color. Updates are applied to
vertices in Q by serially stepping through each color set and updating all vertices within
a color set in parallel. Indeed, the special case where the active set Q == V is the entire
graph (i.e., a static data-graph computation) can be executed using chromatic scheduling
using Distributed GraphLab [233]. The result of a data-graph computation executed using
chromatic scheduling is equivalent to that of a slightly modified version of Serial-DDGC
that starts each round (immediately before line 9 of Figure 2-1) by sorting the vertices
within its queue by color.

Chromatic scheduling avoids both of the pitfalls of the locking strategy. First, since only
nonadjacent vertices in the conflict graph are updated in parallel, no races can occur, and
the necessity for locks and their associated performance overheads are precluded. Second,
by establishing a fixed order for processing different colors, any two adjacent vertices are
always processed in the same order. The data-graph computation is therefore executed
deterministically, as long as a deterministic coloring algorithm is used to color the conflict
graph. While chromatic scheduling potentially loses parallelism because colors are processed
serially, we shall see that this concern does not appear to be an issue in practice.

To date, chromatic scheduling has been applied to static data-graph computations [233],
but not to dynamic data-graph computations. This chapter addresses the question of how
to perform chromatic scheduling efficiently when the activation set changes on the fly,
necessitating a data structure for maintaining dynamic sets of vertices in parallel.
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Contributions

This chapter introduces Prism, a chromatic-scheduling algorithm that executes dynamic
data-graph computations in parallel efficiently in a deterministic fashion. Prism employs
a “multibag” data structure to manage an activation set as a list of color sets. The multi-
bag achieves efficiency using “worker-local storage,” which is memory locally associated
with each “worker” thread executing the computation. By using the “multibag” and a
deterministic coloring algorithm, Prism guarantees to execute the data-graph computation
deterministically.

We analyze the performance of Prism using work-span analysis [77, Ch. 27]. The work
of a computation is the total number of instructions executed, and the span corresponds
to the longest path of dependencies in the parallel program. We shall make the reasonable
assumption that a single update f(v) executes in Θ(deg(v)) work and Θ(lg(deg(v))) span.2

Under this assumption, on a degree-∆ data graph G colored using χ colors, Prism exe-
cutes the updates on the vertices in the activation set Qr of a round r on P processors in
O(size(Qr) + P ) work and O(χ(lg(Qr/χ) + lg ∆) + lgP ) span.

The “price of determinism” incurred by using chromatic scheduling instead of the more
common locking strategy appears to be negative for real-world applications. This discovery
is perhaps surprising since it would seem to be strictly harder to guarantee that the compu-
tation behave deterministically than to allow for nondeterministic behaviors. Nevertheless,
as Figure 2-2 indicates, on seven application benchmarks, Prism executes 1.2–2.1 times
faster than GraphLab’s comparable, but nondeterministic, locking strategy, which we call
RRLocks. This performance gap is not due solely to superior engineering or load balanc-
ing. A similar performance overhead is observed in a comparably engineered lock-based
scheduling algorithm, Cilk+Locks. Prism outperforms Cilk+Locks on each of the 7
application benchmarks and is on average (geometric mean) 1.4 times faster.

Our contribution is not a full-featured data-graph computation framework like GraphLab,
Pregel, Galois, PowerGraph, Ligra, or GraphChi. Each of these systems is the result of
countless hours of performance engineering and feature support. Instead, we provide a
scheduling technique that could be adopted by any such framework to enable the deter-
ministic execution of work-efficient, dynamic data-graph computations, which no existing
framework currently supports3 We use a modified shared-memory version of GraphLab in
order to isolate the effect of our scheduling algorithms. Thus, the empirical comparisons
in this chapter are apples-to-apples comparisons of scheduling strategies, not competitive
comparisons with other systems.

Prism behaves deterministically as long as every update is pure : it modifies no data
except for that associated with its target vertex. This assumption precludes the update func-
tion from modifying global variables to aggregate or collect values. To support this common
use pattern, we describe an extension to Prism, called Prism-R, which executes dynamic
data-graph computations deterministically even when updates modify global variables using
associative operations. Prism-R replaces each multibag Prism uses with a “multivector,”
maintaining color sets whose contents are ordered deterministically. Prism-R executes in
the same theoretical bounds as Prism, but its implementation is more involved. Empir-

2Other assumptions about the work and span of an update can easily be made at the potential expense
of complicating the analysis.

3Deterministic Galois [268] has added support for deterministic execution of dynamic data-graph com-
putations by recursively removing and executing independent sets of vertices. However, their algorithm is
not work-efficient and, as a result, is much slower than the nondeterministic version.
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ically Prism-R is on average (geometric mean) only 1.07 times slower than Prism and
outperforms Cilk+Locks on each of the seven application benchmarks.

Outline

The remainder of this chapter is organized as follows. Section 2.2 reviews dynamic multi-
threading, the parallel programming model in which we describe and analyze our algorithms.
Section 2.3 describes Prism, the chromatic-scheduling algorithm for dynamic data-graph
computations. Section 2.4 describes the multibag data structure Prism uses to represent
its color sets. Section 2.5 presents our theoretical analysis of Prism. Section 2.6 de-
scribes a Cilk Plus [170] implementation of Prism and presents empirical results measuring
this implementation’s performance on seven application benchmarks. Section 2.7 describes
Prism-R which executes dynamic data-graph computations deterministically even when
update functions modify global variables using associative operations. Section 2.8 describes
and analyzes the multivector data structure Prism-R uses to represent deterministically or-
dered color sets. Section 2.9 analyzes Prism-R both theoretically, using work-span analysis,
and empirically. Section 2.10 offers some concluding remarks.

2.2 Background

We implemented the Prism algorithm in Cilk Plus [170], a dynamic multithreading concur-
rency platform. This section provides background on the dag model of multithreading that
embodies this and other similar concurrency platforms, including MIT Cilk [116], Cilk++
[219], Fortress [3], Habenero [16, 61], Hood [42], Java Fork/Join Framework [208], Task
Parallel Library (TPL) [218], Threading Building Blocks (TBB) [291], and X10 [68]. We
review the dag model of multithreading, the notions of work and span, and the basic prop-
erties of the work-stealing runtime systems underlying these concurrency platforms. We
briefly discuss worker-local storage, which Prism’s multibag data structure uses to achieve
efficiency.

The dag model of multithreading

The dag model of multithreading [40, 41] is described in tutorial fashion in [77, Ch. 27].
The model views the executed computation resulting from running a parallel program as a
computation dag in which each vertex denotes an instruction, and edges denote parallel
control dependencies between instructions. To analyze the theoretical performance of a
multithreaded program, such as Prism, we assume that the program executes on an ideal
parallel computer , where each instruction executes in unit time, the computer has ample
bandwidth to shared memory, and concurrent reads and writes incur no overheads due to
contention.

We shall assume that algorithms for the dag model are expressed using the keywords [77,
Ch. 27] spawn, sync, and parallel for. The keyword spawn when preceding a function
call F allows F to execute in parallel with its continuation — the statement immediately
after the spawn of F . The complement of spawn is the keyword sync, which acts as a
local barrier and prevents statements after the sync from executing until all earlier spawned
functions return. These keywords can be used to implement other convenient parallel control
constructs, such as the parallel for loop, which allows all of its iterations to operate
logically in parallel. The work of a parallel for loop with n iterations is the total number
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of instructions in all executed iterations. The span is Θ(lg n) plus the maximum span of any
loop iteration. The Θ(lg n) span term comes from the fact that the runtime system executes
the loop iterations using parallel divide-and-conquer, and thus fans out the iterations as a
balanced binary tree in the dag.

An important property of this model is notion of the serial elision of a program. The
serial elision is the serial program that results when the keywords spawn and sync are
elided and the parallel for is replaced by an ordinary for loop. The model guarantees that
the serial elision of a program always provides a correct implementation of the program.
That is, the keywords indicate opportunities for parallelism, but they do not require parallel
execution. In this sense, every program in this model has a serial semantics.

Work-span analysis

Given a multithreaded program whose execution is modeled as a dag A, we can bound the
P -processor running time TP (A) of the program using work-span analysis [77, Ch. 27].
Recall that the work T1(A) is the number of instructions in A, and that the span T∞(A) is
the length of a longest path in A. Greedy schedulers [49, 99, 137] can execute a deterministic
program with work T1 and span T∞ on P processors in time TP satisfying

max{T1/P, T∞} ≤ Tp ≤ T1/P + T∞ , (2.1)

and a similar bound can be achieved by more practical “work-stealing” schedulers [40, 41].
The speedup of an algorithm on P processors is T1/TP , which Inequality (2.1) shows to be
at most P in theory. The parallelism T1/T∞ is the greatest theoretical speedup possible
for any number of processors.

Work-stealing runtime systems

Runtime systems underlying concurrency platforms that support the dag model of multi-
threading usually implement a work stealing scheduler [57, 142, 41], which operates as
follows. When the runtime system starts up, it allocates as many operating-system threads,
called workers, as there are processors. Each worker keeps a ready queue of tasks that
can operate in parallel with the task it is currently executing. Whenever the execution of
code generates parallel work, the worker puts the excess work into the queue. Whenever it
needs work, it fetches work from its queue. When a worker’s ready queue runs out of tasks,
however, the worker becomes a thief and “steals” work from another victim worker’s
queue. If an application exhibits sufficient parallelism compared to the actual number
of workers/processors, one can prove mathematically that the computation executes with
linear speedup.

Worker-local storage

We refer to memory that is private to a particular worker thread as worker-local stor-
age . In a P -processor execution of a parallel program, a worker-local variable x can be
implemented using a shared-memory array of length P . A worker accesses its local copy of
x using a runtime-provided worker identifier to index the array of worker-local copies of x.
The Cilk Plus runtime system, for example, provides the __cilkrts_get_worker_number()
API call, which returns an integer identifying the current worker. Our implementation of
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Prism assumes the existence of a runtime-provided Get-Worker-ID function that exe-
cutes in Θ(1) time and returns an integer from 0 to P−1. Other strategies for implementing
worker-local storage exist that are comparable to the strategy outlined here.

2.3 The Prism algorithm

This section presents Prism, a chromatic-scheduling algorithm for executing dynamic data-
graph computations deterministically. We describe how Prism differs from the serial al-
gorithm in Section 2.1, including how it maintains activation sets that are partitioned by
color using the multibag data structure.

Figure 2-3 shows the pseudocode for Prism, which differs from the Serial-DDGC
routine from Figure 2-1 in two main ways: the use of a multibag data structure to implement
Q, and the call to Color-Graph on line 1 to color the data graph.

A multibag Q represents a list 〈C0, C1, . . . , Cχ−1〉 of χ bags (unordered multisets) and
supports two operations:

• MB-Insert(Q, v, k) inserts an item v into bag Ck in Q. A multibag supports parallel
MB-Insert operations.

• MB-Collect(Q) produces a collection C that represents a list of the nonempty bags
in Q, emptying Q in the process.

Although the multibag data structure supports duplicate items in a single bag, our im-
plementation of Prism actually ensures that no duplicate vertices are ever inserted into a
bag.

Prism calls Color-Graph on line 1 to color the given data graph G = (V,E) and
obtain the number χ of colors used. Although it is NP-complete to find an optimal
coloring of a graph [119] — a coloring that uses the smallest possible number of colors
— an optimal coloring is not necessary for Prism to perform well, as long as the data
graph is colored deterministically, in parallel,4 and with sufficiently few colors in prac-
tice. Many parallel coloring algorithms exist that satisfy the needs of Prism (see, for
example, [5, 229, 179, 131, 146, 132, 330, 201, 200, 15]), however, our implementation
of Prism uses a multicore variant of the Jones and Plassmann algorithm [179] that pro-
duces a deterministic (∆ + 1)-coloring of a degree-∆ graph G = (V,E) in linear work and

O
(

lg V + lg ∆ ·min{
√
E,∆ + lg ∆ lg V/lg lg V }

)
span [146].

Let us now see how Prism uses chromatic scheduling to execute a dynamic data-graph
computation 〈G, f,Q0〉. After line 1 colors G, line 3 initializes the multibag Q with the
initial activation set Q0, and then the while loop on lines 4–13 executes the rounds of the
data-graph computation. At the start of each round, line 5 collects the nonempty bags C
from Q, which correspond to the nonempty color sets for the round. Lines 6–12 iterate
through the color sets C ∈ C sequentially, and the parallel for loop on lines 7–12 processes
the vertices of each C in parallel. For each vertex v ∈ C, line 9 performs the update
S ← f(v), which returns a set S of activated vertices, and lines 10–12 insert into Q the
vertices in S that have been activated.

Although a vertex u can be activated by multiple neighbors, it must only be updated at

4If the data-graph computation performs sufficiently many updates, a serial Θ(V + E)-work greedy
coloring algorithm, such as that introduced by Welsh and Powell [341], can suffice as well, since the time to
color the graph would be sufficiently amortized against the work performed.
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Prism(G, f,Q0)

1 χ← Color-Graph(G)
2 r ← 0
3 Q← Q0

4 while Q 6= ∅
5 C ←MB-Collect(Q)
6 for C ∈ C
7 parallel for v ∈ C
8 active[v]← false
9 S ← f(v)

10 parallel for u ∈ S
11 if CAS(active[u], false,true)
12 MB-Insert(Q, u, color [u])
13 r ← r + 1

CAS(current , test , value)

14 begin atomic
15 if current == test
16 current ← value
17 return true
18 else
19 return false
20 end atomic

Figure 2-3: Pseudocode for Prism, including the compare-and-swap synchronization prim-
itive CAS. The procedure Prism takes as input a data graph G, an update function f , and
an initial activation set Q0. The procedure Color-Graph colors a given graph and returns
the number of colors it used. The procedures MB-Collect and MB-Insert operate the
multibag Q to maintain activation sets for Prism. The variable r tracks the number of
rounds executed.

most once during a round. Prism enforces this constraint5 by using the atomic compare-
and-swap operator [151, p. 480], which is available as a synchronization primitive on most
machines and whose definition is given in lines 14–20. Lines 10–12 use the CAS primitive
to activate each vertex u ∈ S by atomically setting active[u] ← true, and if active[u] was
previously false, then calling MB-Insert. Thus, each vertex is inserted into Q at most
once during a round.

Design considerations for the implementation of multibags

The theoretical performance of Prism depends upon the properties of the multibag data
structure. In particular, the multibag is carefully designed to ensure that Prism is work-
efficient — that is, it performs the same asymptotic work as the serial algorithm Serial-
DDGC in Figure 2-1. Before examining the design of the multibag in Section 2.4, let
us first explore why maintaining active color sets in Prism in a work-efficient manner is
tricky. Specifically, we shall consider two alternative strategies: bit vectors and an array of
worker-local queues.

The bit-vector approach avoids the multibag altogether and simply manages activation
sets using the bit vector active already used by Prism. Recall that if active[i] is true, then
the vertex vi ∈ V indexed by i is active. Suppose that active were the only data structure.
To iterate over all activated vertices of color k, a parallel for could scan through active,
updating the vertex vi whenever active[i] is true and color [i] is k. This scheme requires
Ω(V χ) work per round of the computation, where χ is the number of colors returned by
Color-Graph in line 1 of Figure 2-3, since the entire bit vector must be scanned χ times
each round. At the cost of additional preprocessing, active could be organized such that

5This constraint may be enforced without the use of an atomic compare-and-swap operation by dedupli-
cating the contents of Q at the start of each round. However, our empirical studies have shown that this
limited use of atomics is beneficial in practice.
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vertices of the same color are assigned contiguous indexes. Even with this optimization,
however, scanning active requires Ω(V ) work each round, which is not work-efficient for
dynamic computations that activate only a sparse subset of the vertices each round.

An alternative strategy that one might consider is to represent the active color sets
using an array of worker-local queues. A straightforward implementation of this approach,
however, is also not work-efficient. For a dynamic data-graph computation using χ colors
and P processors, a total of Pχ worker-local queues would be needed to maintain the set
of active vertices, and Ω(Pχ) work would be required to collect all nonempty queues. As
we shall see in Section 2.4, however, by using a carefully designed data structure to manage
worker-local queues, we can obtain a work-efficient data structure for maintaining color sets.

2.4 The multibag data structure

This section presents the multibag data structure employed by Prism. The multibag uses
worker-local sparse accumulators [126] and an efficient parallel collection operation. We
describe how the MB-Insert and MB-Collect operations are implemented, and we an-
alyze them using work-span analysis [77, Ch. 27]. When used in a P -processor execution
of a parallel program, a multibag Q of χ bags storing n elements supports MB-Insert in
Θ(1) worst-case time and MB-Collect in O(n+χ+P ) work and O(lg n+χ+ lgP ) span.
Such a multibag storing k elements uses O(Pχ+ k) space.

A sparse accumulator (SPA) [126] implements an array that supports lazy initial-
ization of its elements. A SPA T contains a sparsely populated array T.array of elements
and a log T.log , which is a list of indices of initialized elements in T.array . To implement
multibags, we shall only need the ability to create a SPA, access an arbitrary SPA element,
or delete all elements from a SPA. For simplicity, we shall assume that an uninitialized
array element in a SPA has a value of nil. When an array element T.array [i] is modified for
the first time, the index i is appended to T.log . An appropriately designed SPA T storing
n = |T.log | elements admits the following performance properties:

• Creating T takes Θ(1) work.

• Each element of T can be accessed in Θ(1) work.

• Reading all k initialized elements of T takes Θ(k) work and Θ(lg k) span.

• Emptying T takes Θ(1) work.

A multibag Q is an array of P worker-local SPA’s, where P is the number of workers
executing the program. We shall use p interchangeably to denote either a worker or that
worker’s unique identifier. Worker p’s local SPA in Q is thus denoted by Q[p]. For a
multibag Q of χ bags, each SPA Q[p] contains an array Q[p].array of size χ and a log
Q[p].log . Figure 2-4(a) illustrates a multibag with χ = 7 bags, 4 of which are nonempty. As
Figure 2-4(a) shows, the worker-local SPA’s in Q partition each bag Ck ∈ Q into subbags
{Ck,0, Ck,1, . . . , Ck,P−1}, where Q[p].array [k] stores subbag Ck,p.

Implementation of MB-Insert and MB-Collect

The worker-local SPA’s enable a multibag Q to support parallel MB-Insert operations
without creating races. Figure 2-5 shows the pseudocode for MB-Insert. When a worker
p executes MB-Insert(Q, v, k), it inserts element v into the subbag Ck,p as follows. Line 1
calls Get-Worker-ID to get worker p’s identifier. Line 2 checks if subbag Ck,p stored
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Figure 2-4: A multibag data structure. (a) A multibag containing 19 elements distributed
across 4 distinct bags: {C0, C2, C3, C6}, representing vertices of colors 0, 2, 3, and 6, re-
spectively. Each worker keeps track of its portion of a particular bag, its subbag , using a
worker-local SPA, thus avoiding initialization of unused subbags by maintaining a compact
log pointing to the set of populated subbags. For example, bag C6 is composed of three
subbag contributions from the three active workers: {v33, v44, v28}, {v84}, and {v5, v79, v10}.
(b) The output of MB-Collect when executed on the multibag in (a). Sets of subbags
in collected -subbags are labeled with the bag Ck that their union represents.

MB-Insert(Q, v, k)

1 p← Get-Worker-ID()
2 if Q[p].array [k] == nil
3 Append(Q[p].log , k)
4 Q[p].array [k]← new subbag
5 Append(Q[p].array [k], v)

Figure 2-5: Pseudocode for the MB-Insert multibag operation. MB-Insert(Q, v, k) in-
serts the element v into the kth bag Ck of the multibag Q.

in Q[p].array [k] is initialized, and if not, lines 3 and 4 initialize it. Line 5 inserts v into
Q[p].array [k].

Conceptually, the MB-Collect operation extracts the bags in Q to produce a compact
representation of those bags that can be read efficiently. Figure 2-4(b) illustrates the com-
pact representation of the elements of the multibag from Figure 2-4(a) that MB-Collect
returns. This representation consists of a pair 〈bag-offsets, collected -subbags〉 of arrays that
together resemble the representation of a graph in a CSR format. The collected -subbags ar-
ray stores all of the subbags in Q sorted by their corresponding bag’s index. The bag-offsets
array stores indices in collected -subbags that denote the sets of subbags comprised by each
bag. In particular, in this representation, the contents of bag Ck are stored in the subbags
in collected -subbags between indices bag-offsets[k] and bag-offsets[k + 1].

Figure 2-6 sketches how MB-Collect converts a multibag Q stored in worker-local
SPA’s into the representation illustrated in Figure 2-4(b). Steps 1 and 2 create an array
collected -subbags of nonempty subbags from the worker-local SPA’s in Q. Each subbag Ck,p
in collected -subbags is tagged with the integer index k of its corresponding bag Ck ∈ Q.
Step 3 sorts collected -subbags by these index tags, and Step 4 creates the bag-offsets array.
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Step 5 removes all elements from Q, thereby emptying the multibag.

Analysis of multibags

We now analyze the work and span of the multibag’s MB-Insert and MB-Collect op-
erations, starting with MB-Insert.

Lemma 1 Executing MB-Insert takes Θ(1) time in the worst case.

Proof. Consider each step of a call to MB-Insert(Q, v, k). The Get-Worker-ID
procedure on line 1 obtains the executing worker’s identifier p from the runtime system in
Θ(1) time, and line 2 checks if the entry Q[p].array [k] is empty in Θ(1) time. Suppose
that Q[p].log and each subbag in Q[p].array are implemented as dynamic arrays that use a
deamortized table-doubling scheme [52]. Lines 3–5 then take Θ(1) time each to append k
to Q[p].log , create a new subbag in Q[p].array [k], and append v to Q[p].array [k].

The next lemma analyzes the work and span of MB-Collect.

Lemma 2 In a P -processor parallel program execution, a call to MB-Collect(Q) on a
multibag Q with χ bags whose contents are distributed across m distinct subbags executes in
O(m+ χ+ P ) work and O(lgm+ χ+ lgP ) span.

Proof. We analyze each step of MB-Collect in turn. We shall use a helper proce-
dure Prefix-Sum(A), which computes the all-prefix sums of an array A of n integers in
Θ(n) work and Θ(lg n) span. (Blelloch [30] describes an appropriate implementation of
Prefix-Sum.) Step 1 replaces each entry in Q[p].log in each worker-local SPA Q[p] with
the appropriate index-subbag pair 〈k, Ck,p〉 in parallel, which requires Θ(m+P ) work and
Θ(lgm+lgP ) span. Step 2 gathers all index-subbag pairs into a single array. Suppose that
each worker-local SPA Q[p] is augmented with the size of Q[p].log , as Figure 2-4(a) illus-
trates. Executing Prefix-Sum on these sizes and then copying the entries of Q[p].log into
collected -subbags in parallel therefore completes Step 2 in Θ(m+P ) work and Θ(lgm+lgP )
span. Step 3 can sort the collected -subbags array in Θ(m+ χ) work and Θ(lgm+ χ) span
using a variant of a parallel radix sort [74, 35, 355] as follows:

1. Divide collected -subbags into m/χ groups of size χ, and create an (m/χ)×χ matrix A,
where entry Aij stores the number of subbags with index j in group i. Constructing
A can be done with Θ(m + χ) work and Θ(lgm + χ) span by evaluating the groups
in parallel and the subbags in each group serially.

2. Evaluate Prefix-Sum on AT (or, more precisely, the array formed by concatenating
the columns of A in order) to produce a matrix B such that Bij identifies which
entries in the sorted version of collected -subbags will store the subbags with index j
in group i. This Prefix-Sum call takes Θ(m+ χ) work and Θ(lgm+ lgχ) span.

3. Create a temporary array T of sizem, and in parallel over the groups of collected -subbags,
serially move each subbag in the group to an appropriate index in T , as identified by B.
Copying these subbags executes in Θ(m+ χ) work and Θ(lgm+ χ) span.

4. Rename the temporary array T as collected -subbags in Θ(1) work and span.

Finally, Step 4 can scan collected -subbags for adjacent pairs of entries with different bag
indices to compute bag-offsets in Θ(m) work and Θ(lgm) span, and Step 5 can reset every
SPA in Q in parallel using Θ(P ) work and Θ(lgP ) span. Totaling the work and span of
each step completes the proof.
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MB-Collect(Q)

1. For each SPA Q[p], map each bag index k in Q[p].log to the pair 〈k, Q[p].array [k]〉.
2. Concatenate the arrays Q[p].log for all workers p ∈ {0, 1, . . . , P − 1} into a single array,

collected -subbags.
3. Sort the entries of collected -subbags by their bag indices.
4. Create the array bag-offsets, where bag-offsets[k] stores the index of the first subbag in

collected -subbags that contains elements of the kth bag.
5. For p = 0, 1, . . . , P − 1, delete all elements from the SPA Q[p].
6. Return the pair 〈bag-offsets, collected -subbags〉.

Figure 2-6: Pseudocode for the MB-Collect multibag operation. Calling MB-Collect
on a multibag Q produces a pair of arrays collected -subbags, which contains all nonempty
subbags in Q sorted by their associated bag’s index, and bag-offsets, which associates sets
of subbags in Q with their corresponding bag.

Remark 3 Let Q be a multibag in a P -processor execution with m distinct subbags that
represents bags whose indices lie in the range [0, k]. Then Q may be treated as a multibag
representing k bags so that MB-Collect(Q) executes in O(m+k+P ) work and O(lgm+
k + lgP ) span.

Although different executions of a program can store the elements of Q in different
numbers m of distinct subbags, notice that m is never more than the total number of
elements in Q.

2.5 Analysis of Prism

This section analyzes the performance of Prism using work-span analysis [77, Ch. 27].
We derive bounds on the work and span of Prism for any simple data-graph computation
〈G, f,Q0〉. Recall that we make the reasonable assumptions that a single update f(v)
executes in Θ(deg(v)) work and Θ(lg(deg(v))) span, and that the update only activates
vertices in Adj[v]. These work and span bounds can be used to characterize the data-graph
computations on which Prism achieves good parallel scalability. In particular, we show
that on a data-graph on n vertices colored using χ colors that Prism achieves good parallel
speedup whenever the average work per round is much greater than P χ lg n

Let us first analyze the work and span of Prism for one round of a data-graph compu-
tation.

Theorem 4 Suppose that Prism colors a degree-∆ data graph G = (V,E) using χ colors,
and then executes the data-graph computation 〈G, f,Q0〉. Then, on P processors, Prism
executes updates on all vertices in the activation set Qr for a round r using O(size(Qr)+P )
work and O(χ(lg(Qr/χ) + lg ∆) + lgP ) span.

Proof. Let us first analyze the work and span of one iteration of lines 6–12 in Prism,
which perform the updates on the vertices belonging to one color set C ∈ Qr. Consider a
vertex v ∈ C. Lines 8 and 9 execute in Θ(deg(v)) work and Θ(lg(deg(v))) span. For each
vertex u in the set S of vertices activated by the update f(v), Lemma 1 implies that lines
11–12 execute in Θ(1) total work. The parallel for loop on lines 10–12 therefore executes
in Θ(S) work and Θ(lgS) span. Because |S| ≤ deg(v), the parallel for loop on lines 7–12
thus executes in Θ(size(C)) work and Θ(lgC + maxv∈C lg(deg(v))) = O(lgC + lg ∆) span.
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By processing each of the χ color sets belonging to Qr, lines 6–12 therefore executes
in Θ(size(Qr) + χ) work and O(χ(lg(Qr/χ) + lg ∆)) span. Lemma 2 implies that line 5
executes MB-Collect in O(Qr + χr + P ) work and O(lgQr + χr + lgP ) span where
χr = maxv∈Qr{color [v]}. Note that we take advantage here of the observation made in
Remark 3. The theorem follows since |Qr|+ χr ≤ size(Qr) + 1

Theoretical scalability of Prism

Dynamic data-graph computations typically run for multiple rounds until a convergence
criteria is met. We will now generalize Theorem 4 to prove work and span bounds for
Prism when executing a sequence of rounds.

Theorem 5 Suppose that Prism colors a degree-∆ data graph G = (V,E) using χ colors,
and then executes the data-graph computation 〈G, f,Q0〉 in r rounds applying updates to the
activation sets Q0, Q1, . . . , Qr−1. Define the multiset U =

⊎r−1
i=0 Qi so that |U| =

∑r−1
i=0 |Qi|

and size(U) =
∑r−1

i=0 size(Qi), where the symbol
⊎

indicates a multiset sum.6 Then, on
P processors, Prism executes the data-graph computation using O(size(U) + rP ) work and
O(r χ(lg((U/r)/χ) + lg ∆) + r lgP ) span.

Proof. The work bound follows directly from Theorem 4 by taking the sum of work
performed in each of the r rounds of Prism. The total span of Prism is equal to the sum
of each round’s span which by Theorem 4 is bounded by

∑r−1
i=0 (χ(lg(Qi/χ) + lg ∆) + lgP ).

Observing that
∑r−1

i=0 χ lg(Qi/χ) ≤ r χ lg((U/r)/χ) completes the proof.

Given Theorem 5 we can compute the parallelism of Prism for a data-graph computation
that applies a multiset U of updates over r rounds. The following corollary expresses the
parallelism of Prism in terms of the average size of the activation sets in a sequence of
rounds.

Corollary 6 Suppose Prism executes a data-graph computation in r rounds during which
it applies a multiset U of updates. Define the average number of updates per round Uavg =
|U|/r and the average work per round Wavg = size(U)/r. Then Prism has Ω(Wavg/(χ(lg(Uavg/χ)+
lg ∆))) parallelism.

Proof. Follows from Theorem 5 by computing the parallelism as the ratio of the work
and span and then performing substitution.

Corollary 6 implies that Prism achieves near perfect linear parallel speedup on P
processors for a graph of n vertices when the average work performed in each round
Wavg � P χ lg n.

2.6 Empirical evaluation

This section explores the performance properties of Prism from an empirical perspective.
We describe three experiments designed to investigate the synchronization costs, dynamic-
scheduling overheads, and scalability properties of Prism. For the first experiment, on a
suite of 12 benchmark graphs, Prism executed between 1.0 and 2.1 times faster than a

6 A multiset sum M =
⊎

i∈IMi has multiplicity of element m equal to M(m) =
∑

i∈IMi(m) for all
m ∈M .
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nondeterministic locking protocol on PageRank [51], exhibiting a geometric-mean speedup
of a factor of 1.5, a substantial advantage in synchronization costs. The second experi-
ment shows that the slowdown that Prism incurs for dynamic scheduling using multibags,
compared with static scheduling, is only about 1.16 when all vertices are activated in ev-
ery round. This experiment shows that Prism can be effective even for relatively densely
activated graphs. The third experiment shows that Prism scales well and is relatively in-
sensitive to the number of colors needed to color the data graph, as long as there is sufficient
parallelism.

Experimental setup

All of the benchmarks presented in this section were run on an Intel Xeon X5650 machine
with 12 processor cores running at 2.67-GHz with hyperthreading disabled. Our test ma-
chine has 49 GB of DRAM, two 12-MB L3-caches, each shared among 6 cores, and private
L2- and L1-caches of sizes 128 KB and 32 KB, respectively.

As a platform for our experiments, we implemented a new parallel execution engine
within GraphLab [234] that uses Intel Cilk Plus7 [170] to expose parallelism. The new
execution engine and all of our scheduling algorithms were designed to be compatible with
the original GraphLab API in order to facilitate a fair evaluation of the relative merits of
different scheduling methodologies. In particular, to better understand the performance
properties of Prism, we developed four scheduling algorithms for comparison:

• Serial-DDGC is an implementation of the serial scheduling algorithm from Figure 2-
1. Serial-DDGC provides a serial performance baseline for measuring the parallel
speedup achieved by the other, more complex, scheduling algorithms for dynamic
data-graph computations.

• Cilk+Locks is a lock-based scheduling algorithm for dynamic data-graph computa-
tions. During each round, Cilk+Locks updates only an active subset of the vertices
in the graph. It uses a locking scheme to avoid executing conflicting updates in par-
allel. The locking scheme associates a shared-exclusive (i.e., reader-writer) lock [79]
with each vertex in the graph. Prior to executing an update f(v), vertex v’s lock
is acquired exclusively, and a shared lock is acquired for each u ∈ Adj[v]. A global
ordering of locks is used to avoid deadlock.

• RRLocks is the lock-based dynamic scheduling algorithm implemented by the round-
robin sweep scheduler in the original shared-memory version of GraphLab. A bit
vector active is used to represent the active set of vertices. During each round,
RRLocks scans each vertex in the active set in a round-robin fashion, condition-
ally updating a vertex vi if active[i] is true. To avoid races, a locking strategy is
used to coordinate updates that conflict.

• RRColor is a coloring-based dynamic scheduling algorithm that uses a bit vector
active to represent the active set of vertices. Instead of using locks to coordinate
conflicting updates, however, RRColor uses a vertex-coloring of the graph. At the
start of the computation, RRColor partitions the vertices by color and stores them
in static arrays. For a graph colored using χ colors, each round of the computation
is divided into χ color steps. During the kth color step, RRColor scans all color-k
vertices and conditionally updates a color-kd vertex vi if active[i] is true.

7All code was compiled with Intel’s ICC version 13.1.1.
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Graph |V | |E| χ Cilk+Locks Prism Prism-R Coloring

cage15 5,154,860 94,044,700 17 36.9 35.5 35.6 12%
liveJournal 4,847,570 68,475,400 333 36.8 21.7 22.3 12%
randLocalDim25 1,000,000 49,992,400 36 26.7 14.4 14.6 18%
randLocalDim4 1,000,000 41,817,000 47 19.5 12.5 13.7 14%
rmat2Million 2,097,120 39,912,600 72 22.5 16.6 16.8 12%
powerGraph2M 2,000,000 29,108,100 15 12.1 9.8 10.1 13%
3dgrid5m 5,000,210 15,000,600 6 10.3 10.3 10.4 7%
2dgrid5m 4,999,700 9,999,390 4 17.7 8.9 9.0 4%
web-Google 916,428 5,105,040 43 3.9 2.4 2.4 8%
web-BerkStan 685,231 7,600,600 200 3.9 2.4 2.7 8%
web-Stanford 281,904 2,312,500 62 1.9 0.9 1.0 11%
web-NotreDame 325,729 1,469,680 154 1.1 0.8 0.8 12%

Figure 2-7: Performance of Prism versus Cilk+Locks when executing 10 · |V | updates
of the PageRank [51] data-graph computation on a suite of six real-world graphs and six
synthetic graphs. Column “Graph” identifies the input graph, and columns |V | and |E|
specify the number of vertices and edges in the graph, respectively. Column χ gives the
number of colors Prism used to color the graph. Columns “Cilk+Locks,” “Prism,”
and “Prism-R” present 12-core running times in seconds for each respective scheduler.
Each running time is the median of 5 runs. Column “Coloring” gives the percentage of
Prism’s running time spent coloring the graph. Prism-R, discussed in Section 2.7, provides
deterministic support for associative operations on global variables.

Overheads for locking and for chromatic scheduling

We compared the overheads associated with coordinating conflicting updates of a dynamic
data-graph computation using locks versus using chromatic scheduling. We evaluated these
overheads by comparing the 12-core execution times for Prism and Cilk+Locks to execute
the PageRank [51] data-graph computation on a suite of graphs. We used PageRank for this
study because of its comparatively cheap update function, which makes overheads due to
scheduling more pronounced. PageRank updates a vertex v by first scanning v’s incoming
edges to aggregate the data from its incoming neighbors, and then by scanning v’s outgoing
edges to activate its outgoing neighbors.

We executed the PageRank application on a suite of six synthetic and six real-world
graphs. The six real-world graphs came from the Stanford Large Network Dataset Collec-
tion (SNAP) [220], and the University of Florida Sparse Matrix Collection [84]. The six
synthetic graphs were generated using the “randLocal,” “powerLaw,” “gridGraph,” and
“rMatGraph” generators included in the Problem Based Benchmark Suite [320]. We chose
the graphs in this suite to be large enough to stress the memory system and thus make
parallel speedup comparatively difficult. That is, given the random access inherent in data-
graph computations, we expect most references to vertex data to come from DRAM, making
DRAM bandwidth a scarce shared commodity. Since the span of Prism is superconstant,
however, for a fixed number of workers, increasing the size of the graph only increases par-
allelism, making good parallel speedup comparatively easy. Thus, we have pessimistically
chosen the graphs in the suite to be large enough to make DRAM bandwidth a shared
bottleneck but not unduly larger.

We observed that Prism often performs slightly fewer rounds of updates than Cilk+Locks
when both are allowed to run until convergence. Wishing to isolate scheduling overheads,
we controlled this variation by explicitly setting the total number of updates on a graph to
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Benchmark χ Updates RRLocks RRColor Prism Prism-R

PR/L 333 48,475,700 35.25 14.5 17.7 18.4
ID/2000 4 40,000,000 63.15 50.1 59.2 59.9
FBP/C3 2 16,001,900 11.9 8.8 8.8 8.9
ID/1000 4 10,000,000 15.7 12.6 14.9 15.0
PR/G 43 9,164,280 3.1 1.3 2.1 2.2
FBP/C1 2 8,783,100 5.9 4.7 4.8 4.8
ALS/N 6 1,877,220 65.7 52.4 52.8 53.5

Figure 2-8: Performance of three schedulers on the seven application benchmarks from
Figure 2-2, modified so that all vertices are activated in every round. Column “Up-
dates” specifies the number of updates performed in the data-graph computation. Columns
“RRLocks,” “RRColor,” “Prism,” and “Prism-R” list the 12-core running times in
seconds for the respective schedulers to execute each benchmark. Each running time is
the median of 5 runs. The Prism-R algorithm, which provides deterministic support for
associative operations on global variables, will be discussed in Section 2.7.

10 times the number of vertices.

Figure 2-7 presents the empirical results for this study. Figure 2-7 shows that over the 12
benchmark graphs, Prism executes between 1.0 and 2.1 times faster than Cilk+Locks on
PageRank, exhibiting a geometric-mean speedup of a factor of 1.5. Moreover, from Figure 2-
7 we see that an average of 10.9% of Prism’s total running time is spent coloring the data
graph, which is approximately equal to the cost of executing |V | updates. Prism colors the
data-graph once to execute the data-graph computation, however, meaning that its cost
can be amortized over all of the updates in the data-graph computation. By contrast, the
locking scheme implemented by Cilk+Locks incurs overhead for every update. Before
updating a vertex v, Cilk+Locks acquires each lock associated with v and every vertex
u ∈ Adj[v]. For simple data-graph computations whose update functions perform relatively
little work, this step can account for a significant fraction of the time to execute an update.

Dynamic-scheduling overhead

To investigate the overhead of using multibags to maintain activation sets, we compared
the 12-core running times of Prism, RRColor, and RRLocks on the seven benchmark
applications from Figure 2-2. For this study, we modified the benchmarks slightly for each
scheduler in order to provide a fair comparison. In particular, because Prism typically
executes fewer updates than a static data-graph computation scheduler, we modified the
update functions for each application so that every update on a vertex v always activates
all vertices u ∈ Adj[v]. This modification guarantees that Prism executes the same set of
updates each round as RRLocks and RRColor, while still incurring the overhead that
Prism requires in order to maintain a dynamic set of active vertices. Thus, we compare
the worst case conditions for Prism with respect to scheduling overhead with the best case
conditions for RRLocks and RRColor.

Figure 2-8 presents the results of these tests, revealing that the overhead Prism incurs
to maintain its activation sets using a multibag. As can be seen from the figure, Prism is
1.0 to 1.6 times slower than RRColor on the benchmarks with a geometric-mean relative
slowdown of 1.16. That is, for static data-graph computations, Prism incurs only an
aggregate 16% slowdown through the use of a multibag, as opposed to the simple array
used by RRColor, which suffices for static scheduling. The Prism algorithm, which can
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also support dynamic activation sets efficiently, incurred minimal overhead for the multibag
data structure. Prism outperformed RRLocks on all benchmarks, achieving a geometric-
mean speedup of 30% due to RRLocks’s lock overhead. Thus, Prism incurs relatively
little overhead by maintaining activation sets with multibags.

The relative overhead of RRColor and Prism depends on the percentage of vertices
active during a given round. As a typical example, RRColor is approximately 1.09 times
faster than Prism on the image denoise benchmark when 80% of the vertices are active each
round, but is 1.11 times slower when 5% or less of the vertices are active each round. As
part of an effort to incorporate the Prism scheduling paradigm into an existing data-graph
computation framework (e.g., GraphLab, Pregel etc.), one might consider using a heuristic
to switch between the use of a bitvector and a multibag depending on the density of the
activation set. A simple heuristic such as a fixed threshold on the relative density of the
activation set8 (e.g., 10% of the vertices) would likely suffice to maintain activation sets
with good performance: if fewer than 10% of vertices are active, use a multibag, otherwise
use a bitvector.

Scalability of Prism

To measure the scalability of Prism, and Cilk+Locks, we compared their 12-core runtimes
to the serial reference implementation Serial-DDGC. Figure 2-9 shows the empirical 12-
core speedups relative to Serial-DDGC of Prism and Cilk+Locks on seven application
benchmarks. Data for Prism-R is also included, which will be discussed in Section 2.9.
In geometric mean, Cilk+Locks achieved 5.73 times speedup, Prism achieved 7.56 times
speedup, and Prism-R achieved 7.42 times speedup.

In order to study the effect of the number χ of colors used to color the application’s data
graph on the parallel scalability of Prism, we measured the parallelism T1/T∞ and the 12-
core speedup T1/T12 of Prism while executing the image-denoise application as we varied
the number of colors used. The image-denoise application performs belief propagation to
remove Gaussian noise added to a gray-scale image. The data graph for the image-denoise
application is a two-dimensional grid in which each vertex represents a pixel, and there is
an edge between any two adjacent pixels. The Color-Graph procedure invoked in line 1
of Figure 2-3 typically colors this data-graph with just 4 colors.

To perform this study, we artificially increased χ by repeatedly taking a random nonempty
subset of the largest set of vertices with the same color and assigning a new color to those
vertices. Using this technique, we ran the image-denoise application on a 500-by-500 pixel
input image for values of χ between 4 and 250, 000, the last data point corresponding to a
coloring that assigns all pixels distinct colors. Figure 2-10 plots the results of these tests.
Although the parallelism of Prism is inversely proportional to χ, Prism’s speedup on 12
cores is relatively insensitive to χ, as long as the parallelism is greater than about 120. This
result is consistent with the rule of thumb that a program with at least 10P parallelism
should achieve nearly perfect linear speedup on P processors [77, p. 783].

8A similar heuristic was shown to be effective in the graph computation library Ligra [318] for adaptively
switching between “dense” and “sparse” representations of vertex subsets.
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2.7 The Prism-R algorithm

This section introduces Prism-R, a chromatic-scheduling algorithm that executes a dy-
namic data-graph computation deterministically even when updates modify global reducer
variables using associative operations such as a reducer hyperobject [115]. While the chro-
matic scheduling technique employed by Prism ensures that there are no data races on the
vertex data of the graph, the order in which updates are made to a reducer variable among
vertices of a common color can yield a nondeterministic result to the final reducer variable
value. The multivector data structure, which is a theoretical improvement to the multibag,
is used by Prism-R to maintain activation sets that are partitioned by color and ordered
deterministically. We describe an extension of the model of simple data-graph computa-
tions that permits an update function to perform associative operations on global variables
using a parallel reduction mechanism. In this extended model, Prism-R executes dynamic
data-graph computations deterministically while achieving the same work and span bounds
as Prism.

Data-graph computations with global reductions

Several frameworks for executing data-graph computations allow updates to modify global
variables in limited ways. Pregel aggregators [242], and GraphLab’s sync mechanism [234],
for example, both support data-graph computations in which an update can modify a global
variable in a restricted manner. These mechanisms coordinate parallel modifications to a
global variable using parallel reductions [175, 205, 31, 66, 197, 291, 169, 251], that is, they
coordinate these modifications by applying them to local views (copies) of the variable and
then reducing (combining) those copies together using a binary reduction operator .

A reducer (hyperobject) [115, 213] is a general parallel reduction mechanism provided
by Cilk Plus and other dialects of Cilk. A reducer is defined on an arbitrary data type T ,
called a view type , by defining an Identity operator and a binary Reduce operator for
views of type T . The Identity operator creates a new view of the reducer. The binary
Reduce operator defines the reducer’s reduction operator. A reducer is a particularly gen-
eral reduction mechanism because it guarantees that, if its Reduce operator is associative,
then the final result in the global variable is deterministic: every parallel execution of the
program produces the same result. Other parallel reduction mechanisms, including Pregel
aggregators and GraphLab’s sync mechanism, provide this guarantee only if the reduction
operator is also commutative.

Although Prism is implemented in Cilk Plus, Prism does not produce a deterministic
result if updates modify global variables using a noncommutative reducer. The reason
for this is, in part, that the order of vertices within in a multibag depends on how the
computation was scheduled among participating workers. As a result, the order in which
lines 7–12 of Prism in Figure 2-3 evaluates the vertices in a color set C is nondeterministic.
If two updates on vertices in C modify the same reducer, then the relative order of these
modifications can differ between runs of Prism, even if a single worker happens to execute
both updates.

Prism-R

Prism-R is an extension to Prism that executes dynamic data-graph computations de-
terministically even when update functions are allowed to perform associative operations
on global variables. The semantics of Prism-R mimic that of Serial-DDGC when its
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Prism-R(G, f,Q0)

1 χ← Color-Graph(G)
2 r ← 0
3 updates ← 0
4 Q← Q0

5 while Q 6= ∅
6 C ←MV-Collect(Q)
7 for C ∈ C
8 parallel for i← 1, 2, . . . , |C|
9 〈v, p〉 ← C[i]

10 if p == priority [v]
11 rank [f(v)] = updates + i
12 priority [v]←∞
13 S ← f(v)
14 parallel for u ∈ S
15 if PriorityWrite(priority [u], rank [f(v)])
16 MV-Insert(Q, 〈u, rank [f(v)]〉, color [u])
17 updates ← updates + |C|
18 r ← r + 1

PriorityWrite(current , value)

19 begin atomic
20 if current > value
21 current ← value
22 return true
23 else
24 return false
25 end atomic

Figure 2-11: Pseudocode for Prism-R. The algorithm takes as input a data graph G, an
update function f , and an initial activation set Q0. Color-Graph colors a given graph
and returns the number of colors it used. The procedures MV-Collect and MV-Insert
operate the multivector Q to maintain activation sets for Prism-R. Prism-R updates the
value of updates after processing each color set and r after each round of the data-graph
computation.

queue of active vertices is stable sorted by color at the start of each round. In this mod-
ified version of Serial-DDGC updates to active vertices of the same color are applied in
increasing order of their insertion into the queue. Prism-R guarantees that the result of
associative reductions performed by update functions reflect this same order.

Figure 2-11 shows the pseudocode for Prism-R which differs from Prism in its use of
alternate data structure to maintain partitioned activation sets and in its use of a priority
deduplication strategy for avoiding multiple updates to the same vertex in a round.

A multivector is used by Prism-R to represent a list of χ vectors (ordered multisets).
It supports the operations MV-Insert and MV-Collect, which are analogous to the
multibag operations MB-Insert and MB-Collect, respectively. Each vector maintained
by a multivector has serial semantics, meaning that the order of elements within each vector
is deterministic and equivalent to the insertion order in an execution of the serial elision
of the parallel program. Section 2.8 describes and analyzes the implementation of the
multivector data structure.

The serial semantics of the multivector are not alone sufficient to ensure that updates
are ordered deterministically in an execution of the serial elision of the program. Consider,
for example, a round of Prism that updates the three vertices x, y, z in parallel. Suppose
that y activates u and both x and z activate a common neighbor v. The atomic compare-
and-swap operator used by Prism on line 11 of Figure 2-3 ensures that x and z will not
both insert v into the activation set, but which of the two succeeds is nondeterministic.
Inserting these two activated vertices into a multivector would produce either the order u, v
or v, u depending on whether x or z activated v.
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To eliminate this source of nondeterminism, Prism-R assigns each update f(v) a unique
integer rank [f(v)] on line 11 of Figure 2-11 that orders updates applied during a round
according to their execution order in an execution of the serial elision of Prism-R. Instead
of maintaining a bit vector denoting whether or not a vertex is active Prism-R maintains
an integer array priority of priorities. For each active vertex v the value priority [v] is equal
to the smallest rank of any update f(u) that activated v in the previous round. The priority
of a vertex v is reset on line 12 before applying f(v) by setting priority [v] =∞.

For each vertex u ∈ Adj[v] activated by update f(v), Prism-R uses an atomic priority-
write operator [319] to set priority [u] = min{priority [u], rank [f(v)]} and inserts the vertex-
priority pair 〈u, rank [f(v)]〉 into the multivector if the priority write is successful on line 15.
The color sets returned by MV-Collect on line 6 can contain multiple vertex-priority
pairs for each active vertex. On lines 8–16 Prism-R iterates over the vertex-priority pairs
〈v, p〉 in a color set and only applies the update f(v) if priority [v] == p. Since priority [v]
is equal to the lowest ranked update that activated v, Prism-R updates each active vertex
exactly once during a round in the same order as a serial execution.

2.8 The multivector data structure

This section introduces the multivector data structure, which provides a theoretical improve-
ment to the multibag. The multivector data structure maintains several vectors (dynamic
arrays), each supporting a parallel append operation. Each vector has serial semantics, that
is, the order of elements within any vector is equivalent to their insertion order in an execu-
tion of the serial elision of the Cilk parallel program. The multivector can be used in place
of the multibag to provide a stronger encapsulation of nondeterminism in programs whose
behavior depends on the ordering of elements in each set. This section assumes familiarity
with the Cilk execution model [116], as well as its implementation of reducers [115].

A multivector represents a list of χ vectors (ordered multisets). It supports the
operations MV-Insert and MV-Collect, which are analogous to the multibag operations
MB-Insert and MB-Collect, respectively. Our implementation relies on properties of
a work-stealing runtime system. Consider a parallel program modeled by a computation
dag A in the Cilk model of multithreading. The serial execution order R(A) of the
program lists the vertices of A according to the order they would be visited if an execution
of the serial elision of the underlying Cilk program were executed, which corresponds to a
left-to-right depth-first execution of the dag.

A work-stealing scheduler partitions R(A) into a sequence R(A) = 〈t0, t1, . . . , tM−1〉,
where each trace ti ∈ R(A) is a contiguous subsequence of R(A) executed by exactly one
worker. A multivector represents each vector as a sequence of trace-local subvectors —
subvectors that are modified within exactly one trace. The ordering properties of traces
imply that concatenating a vector’s trace-local subvectors in order produces a vector whose
elements appear in the serial execution order. The multivector data structure assumes that
a worker can query the runtime system to determine when it starts executing a new trace.

The log-tree reducer

A multivector stores its nonempty trace-local subvectors in a log tree , which represents an
ordered multiset of elements and supports Θ(1)-work append operations. A log tree is a
binary tree in which each node L stores a dynamic array L.sublog . The ordered multiset that
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Flatten(L,A, i)

1 A[i]← L
2 if L.left 6= nil
3 spawn Flatten(L.left , A, i− L.right .size − 1)
4 if L.right 6= nil
5 Flatten(L.right , A, i− 1)
6 sync

Figure 2-12: Pseudocode for the Flatten operation for a log tree. Flatten performs a
post-order parallel traversal of a log tree to place its nodes into a contiguous array.

Identity()

7 L← new log-tree node
8 L.sublog ← new vector
9 L.size ← 1

10 L.left ← nil
11 L.right ← nil
12 return L

Reduce(Ll, Lr)

13 L← Identity()
14 L.size ← Ll.size + Lr.size + 1
15 L.left ← Ll

16 L.right ← Lr

17 return L

Figure 2-13: Pseudocode for the Identity and Reduce log-tree reducer operations. The
Identity operation creates and returns a new log-tree node L. The Reduce(Ll, Lr) oper-
ation concatenates a left log-tree node Ll with a right log-tree node Lr.

a log tree represents corresponds to a concatenation of the tree’s dynamic arrays in a post-
order tree traversal. Each log-tree node L is augmented with the size of its subtree L.size
counting the number of log-tree nodes in the subtree rooted at L. Using this augmentation,
the operation Flatten(L,A,L.size − 1) described in Figure 2-12 flattens a log tree rooted
at L of n nodes and height h into a contiguous array A using Θ(n) work and Θ(h) span.

To handle parallel MV-Insert operations, a multivector employs a log-tree reducer ,
that is, a Cilk Plus reducer whose view type is a log tree. Figure 2-13 presents the pseu-
docode for the Identity and Reduce operations for the log-tree reducer.

The Identity operation creates a new log-tree node with an empty sublog. The
Reduce(Ll, Lr) operation creates a new root node L and assigns L.left = Ll and L.right =
Lr. Updates are performed using a log-tree reducer R by first obtaining a local view L of the
log-tree reducer using a runtime-provided function Get-Local-View(R) and appending
elements to L.sublog . A log tree’s Flatten operation uses a post-order traversal to order
the log tree’s nodes, which results in an ordering identical to that which would be obtained
by using a linked-list reducer in place of the log-tree reducer.

The log-tree reducer’s Reduce operation is logically associative, that is, for any three
log-tree reducer views a, b, and c, the views produced by Reduce(Reduce(a, b), c) and
Reduce(a,Reduce(b, c)) represent the same ordered multiset.

Figure 2-14 illustrates the state of a log-tree reducer R following the execution of a fork-
join parallel function A(R). Steals occur on line 2 of A and line 8 of B. The log-tree reducer
partitions this execution of A(R) into 5 traces each of which corresponds to one node in
the tree. The first trace corresponds to the worker that begins the execution of A(R) and
each steal creates two additional traces: one corresponding to the stolen continuation of the
spawned function, and another corresponding to the portion of the program following the
associated sync statement.

To maintain trace-local subvectors, a multivector Q consists of an array of P worker-
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A(R)

1 Log-Insert(R, e1)
2 spawn B(R)
3 Log-Insert(R, e7)
4 sync
5 Log-Insert(R, e8)

B(R)

6 Log-Insert(R, e2)
7 spawn Log-Insert(R, e3)
8 Log-Insert(R, e4)
9 Log-Insert(R, e5)

10 sync
11 Log-Insert(R, e6)

Log-Insert(R, e)

12 L← Get-Local-View(R)
13 Append(L.subblog , e)

e8 

size 

5 

left right 

sublog 

e6 

size 

3 

left right 

sublog e7 

size 

1 

left right 

sublog 

e1 e2 e3 

size 

1 

left right 

sublog e4 e5 

size 

1 

left right 

sublog 

Figure 2-14: The state of a log-tree reducer R after a work-stealing execution of A(R).
Steals occur on line 2 of A and line 8 of B partitioning the execution into 5 traces. The
ordered multiset (e1, e2, . . . , e8) is represented by 5 trace-local sublogs ordered according to
a post-order traversal of the log tree.

local SPA’s, where P is the number of processors executing the computation, and a log-tree
reducer. The SPA Q[p] for worker p stores the trace-local subvectors that worker p has
appended since the start of its current trace. The log-tree reducer Q.log-reducer stores all
nonempty subvectors created.

Let us see how MV-Insert and MV-Collect are implemented.

Figure 2-16 sketches the MV-Insert(Q, v, k) operation to insert element v into the
vector Ck ∈ Q. MV-Insert differs from MB-Insert in two ways. First, when a new
subvector is created and added to a SPA, lines 19–20 additionally append that subvector
to Q.log-reducer , thereby maintaining the log-tree reducer. Second, lines 15–16 reset the
contents of the SPA Q[p] after worker p begins executing a new trace, thereby ensuring that
Q[p] stores only trace-local subvectors.

Figure 2-15 sketches the MV-Collect operation. The return value of MV-Collect
is a pair 〈subvector -offsets, collected -subvectors〉 analogous to the return value of MB-
Collect. The procedure MV-Collect differs from MB-Collect primarily in that
Step 1, which replaces Steps 1 and 2 in MB-Collect, flattens the log tree underlying
Q.log-reducer to produce the unsorted array collected -subvectors. MV-Collect also re-
quires that collected -subvectors be sorted using a stable sort on Step 2. The integer sort
described in the proof of Lemma 2 for MB-Collect is a suitable stable sort for this pur-
pose.

Analysis of multivector operations

We now analyze the work and span of the MV-Insert and MV-Collect operations,
starting with MV-Insert.
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MV-Collect(Q)

1. Flatten the log-reducer tree so that all subvectors in the log appear in a contiguous array
collected -subvectors.

2. Sort the subvectors in collected -subvectors by their vector indices using a stable sort.
3. Create the array vector -offsets, where vector -offsets[k] stores the index of the first subvector

in collected -subvectors that contains elements of the vector Ck ∈ Q.
4. Reset Q.log-reducer , and for p = 0, 1, . . . , P − 1, reset Q[p].
5. Return the pair 〈vector -offsets, collected -subvectors〉.

Figure 2-15: Pseudocode for the MV-Collect multivector operation. Calling MV-
Collect on a multivectorQ produces a pair 〈vector -offsets, collected -subvectors〉 of arrays,
where collected -subvectors contains all nonempty subvectors in Q sorted by their associated
vector’s color, and vector -offsets associates sets of subvectors in Q with their corresponding
vector.

MV-Insert(Q, v, k)

14 p← Get-Worker-ID()
15 if worker p began a new trace since last insert
16 reset Q[p]
17 if Q[p].array [k] == nil
18 Q[p].array [k]← newsubvector
19 L← Get-Local-View(Q.log-reducer)
20 Append(L.sublog , Q[p].array [k])
21 Append(Q[p].array [k], v)

Figure 2-16: Pseudocode for the MV-Insert multivector operation. MV-Insert(Q, v, k)
inserts an element v into the kth vector Ck maintained by the multivector Q.

Lemma 7 Executing MV-Insert takes Θ(1) time in the worst case.

Proof. Resetting the SPA Q[p] on line 16 can be done in Θ(1) worst-case time with an
appropriate SPA implementation, and appending a new subvector to a log tree takes Θ(1)
time. The theorem thus follows from the analysis of MB-Insert in Lemma 1.

Lemma 8 bounds the work and span of MV-Collect.

Lemma 8 Consider a computation A with span T∞(A), and suppose that the contents of a
multivector Q of χ vectors are distributed across m subvectors. Then a call to MV-Collect(Q)
incurs Θ(m+ χ) work and Θ(lgm+ χ+ T∞(A)) span.

Proof. Flattening the log-tree reducer in Step 1 is accomplished in two steps. First,
the Flatten operation writes the nodes of the log tree to a contiguous array. Execution
of Flatten has span proportional to the depth of the log tree, which is bounded by
O(T∞(A)), since at most O(T∞(A)) reduction operations can occur along any path in A,
and Reduce for log trees executes in Θ(1) work [115]. Second, using a parallel-prefix sum
computation, the log entries associated with each node in the log tree can be packed into
a contiguous array, incurring Θ(m) work and Θ(lgm) span. Step 1 thus incurs Θ(m) work
and O(lgm+T∞(A)) span. The remaining steps of MV-Collect, which are analogous to
those of MB-Collect and analyzed in Lemma 2, execute in Θ(χ+ lgm) span.
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2.9 Analysis and evaluation of Prism-R

This section presents a theoretical work-span analysis of Prism-R, demonstrating that
its work and span are asymptotically equivalent to Prism. This section also discusses
Prism-R’s empirical performance relative to Prism, which was evaluated in Section 2.6. In
particular, Prism-R is only 2-7% slower than Prism, overall, while providing deterministic
support for associative operations on global variables.

Work-span analysis of Prism-R

We begin by analyzing the work and span of Prism-R for simple data-graph computations
that perform associative operations on global variables. In this extended model, Prism-R
executes dynamic data-graph computations deterministically while achieving the same work
and span bounds as Prism.

Theorem 9 Let G be a degree-∆ data graph. Suppose that Prism-R colors G using χ
colors. Then Prism-R executes updates on all vertices in the activation set Qr for a round
r of a simple data-graph computation 〈G, f,Q0〉 in O(size(Qr)) work and O(χ(lg(Qr/χ) +
lg ∆)) span.

Proof. Prism-R can perform a priority write to its active array with Θ(1) work,
and it can remove duplicates from the output of MV-Collect in O(size(Qr)) work and
O(lg(size(Qr))) = O(lgQr + lg ∆) span. The theorem follows by applying Lemmas 7 and 8
appropriately to the analysis of Prism in Theorem 4.

Theorem 10 Suppose that Prism-R colors a degree-∆ data graph G = (V,E) using χ
colors, and then executes the data-graph computation 〈G, f,Q0〉 in r rounds applying up-
dates to the activation sets Q0, Q1, . . . , Qr−1. Define the multiset U =

⊎r−1
i=0 Qi so that

|U| =
∑r−1

i=0 |Qi| and size(U) =
∑r−1

i=0 size(Qi). Then Prism-R executes the data-graph
computation using O(size(U)) work and O(r · χ(lg((U/r)/χ) + lg ∆)) span.

Proof. By Theorem 9 Prism-R executes a round of a data-graph computation using
the same asymptotic work and span as Prism. We mirror the arguments in Theorem 5 to
bound the work and span of Prism-R for a sequence of rounds.

Given Theorem 10 we can compute the parallelism of Prism-R for a data-graph compu-
tation that applies a multiset U of updates over r rounds. The following corollary expresses
the parallelism of Prism-R in terms of the average size of the activation sets in a sequence
of rounds.

Corollary 11 Suppose Prism-R executes a data-graph computation in r rounds during
which it applies a multiset U of updates. Define the average number of updates per round
Uavg = |U|/r and the average work per round Wavg = size(U)/r. Then Prism-R has
Ω(Wavg/(χ(lg(Uavg/χ) + lg ∆))) parallelism.

Proof. Follows from Theorem 10 by computing the parallelism as the ratio of the work
and span and then performing substitution.
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Empirical evaluation of Prism-R

Prism-R provides deterministic support for associative operations on global variables at the
cost of additional complexity versus Prism, specifically in the maintenance of activation
sets. Nonetheless, Prism-R guarantees the same asymptotic work and span as Prism.
Empirically, we find that Prism-R suffers a geomean slowdown of only 2-7% versus Prism
in various scenarios. In particular, the 12-core performance for each dynamic data-graph
computation application featured in Figure 2-2 demonstrate that for real-world applications
Prism-R is 7% slower in geometric mean than Prism. in Figure 2-8 we see that Prism-R
is only 1.8% slower than Prism for static versions of the applications featured in Figure 2-2
(i.e., all vertices are updated every round). Finally, in Figure 2-7 we present the 12-core
performance of Prism-R on PageRank [51] for a suite of six synthetic and six real-world
graphs. In this case, Prism-R is 3.5% slower in geometric mean than Prism.

2.10 Conclusion

Researchers over multiple decades have soberly advised the rest of the community that the
difficulty of parallel programming can be greatly reduced by using some form of determin-
istic parallelism [281, 143, 125, 326, 32, 105, 92, 93, 160, 23, 24, 274, 354, 43]. With a
deterministic parallel program, the programmer observes no logical concurrency, that is, no
nondeterminacy in the behavior of the program due to the relative and nondeterministic
timing of communicating processes (e.g., when two processes try to acquire a lock simultane-
ously). The semantics of a deterministic parallel program are therefore serial and reasoning
about such a program’s correctness is theoretically no harder than reasoning about the
correctness of a serial program, which is already sufficiently hard for most people. Testing,
debugging, and formal verification is simplified by determinism, because there is no need
to consider all possible relative timings (i.e., interleavings) of operations on shared mutable
state.

The behavior of Prism corresponds to a variant of Serial-DDGC that sorts the acti-
vated vertices in its queue by color at the start of each round. Whether Prism executes a
given data graph on 1 processor or many, it always behaves the same way. With Prism-R,
this property holds even when the update function can perform reductions (e.g., associa-
tive operators on global variables). By contrast, lock-based schedulers provide no such a
guarantee of determinism. Instead, updates in a round executed by a lock-based scheduler
appear to execute according to some linear order, the so-called sequential consistency model
employed by GraphLab [234, 233] and others. This order is nondeterministic due to races
on the acquisition of locks.

Blelloch, Fineman, Gibbons, and Shun [33] argue that deterministic programs can be
fast compared with nondeterministic programs, and they document many examples where
the overhead for converting a nondeterministic program into a deterministic one is small.
They even document a few cases where this “price of determinism” is slightly negative. To
their list, we add the execution of dynamic data-graph computations as having a price of
determinism which is significantly negative.
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Chapter 3

Ordering Heuristics for Parallel
Graph Coloring

This chapter discusses efficient parallel algorithms for coloring graphs that are determin-
istic and have the semantics of the commonly used serial graph-coloring algorithm from
Welsh and Powell. The serial semantics of the parallel algorithm described in this chapter
are leveraged to design principled ordering heuristics for parallel graph coloring that can
be viewed and analyzed as coarsened variants of existing heuristics used in serial codes.
This work was conducted in collaboration with William Hasenplaugh, Tao B. Schardl, and
Charles E. Leiserson.

Abstract

This chapter introduces the largest-log-degree-first (LLF) and smallest-log-degree-last (SLL)
ordering heuristics for parallel greedy graph-coloring algorithms, which are inspired by the
largest-degree-first (LF) and smallest-degree-last (SL) serial heuristics, respectively. We
show that although LF and SL, in practice, generate colorings with relatively small numbers
of colors, they are vulnerable to adversarial inputs for which any parallelization yields a poor
parallel speedup. In contrast, LLF and SLL allow for provably good speedups on arbitrary
inputs while, in practice, producing colorings of competitive quality to their serial analogs.

We applied LLF and SLL to the parallel greedy coloring algorithm introduced by Jones
and Plassmann, referred to here as JP. Jones and Plassmann analyze the variant of JP that
processes the vertices of a graph in a random order, and show that on an O(1)-degree graph
G = (V,E), this JP-R variant has an expected parallel running time of O(lg V/lg lg V ) in
a PRAM model. We improve this bound to show, using work-span analysis, that JP-R,
augmented to handle arbitrary-degree graphs, colors a graph G = (V,E) with degree ∆
using Θ(V + E) work and O(lg V + lg ∆ ·min{

√
E,∆ + lg ∆ lg V/lg lg V }) expected span.

We prove that JP-LLF and JP-SLL— JP using the LLF and SLL heuristics, respectively
— execute with the same asymptotic work as JP-R and only logarithmically more span
while producing higher-quality colorings than JP-R in practice.

We engineered an efficient implementation of JP for modern shared-memory multicore
computers and evaluated its performance on a machine with 12 Intel Core-i7 (Nehalem) pro-
cessor cores. Our implementation of JP-LLF achieves a geometric-mean speedup of 7.83
on eight real-world graphs and a geometric-mean speedup of 8.08 on ten synthetic graphs,
while our implementation using SLL achieves a geometric-mean speedup of 5.36 on these
real-world graphs and a geometric-mean speedup of 7.02 on these synthetic graphs. Fur-
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thermore, on one processor, JP-LLF is slightly faster than a well-engineered serial greedy
algorithm using LF, and likewise, JP-SLL is slightly faster than the greedy algorithm us-
ing SL.

3.1 Introduction

Graph coloring is a heavily studied problem with many real-world applications, including
the scheduling of conflicting jobs [341, 244, 10, 109], register allocation [64, 63, 50], high-
dimensional nearest-neighbor search [22], and sparse-matrix computation [180, 297, 75], to
name just a few. Formally, a (vertex)-coloring of an undirected graph G = (V,E) is an
assignment of a color color(v) to each vertex v ∈ V such that for every edge (u, v) ∈ E,
we have color(u) 6= color(v), that is, no two adjacent vertices have the same color. The
graph-coloring problem is the problem of determining a coloring which uses as few colors
as possible.

We were motivated to work on graph coloring in the context of “chromatic scheduling”
[26, 1, 184] of parallel “data-graph computations.” A data graph is a graph with data
associated with its vertices and edges. A data-graph computation is an algorithm im-
plemented as a sequence of “updates” on the vertices of a data graph G = (V,E), where
updating a vertex v ∈ V involves computing a new value associated with v as a function of
v’s old value and the values associated with the neighbors of v: the set of vertices adjacent
to v in G, denoted Adj[v] = {u ∈ V : (v, u) ∈ E}. To ensure atomicity of each update,
rather than using mutual-exclusion locks or other nondeterministic means of data synchro-
nization, chromatic scheduling first colors the vertices of G and then sequences through the
colors, scheduling all vertices of the same color in parallel. The time to perform a data-graph
computation thus depends both on how long it takes to color G and on the number of colors
produced by the graph-coloring algorithm: more colors means less parallelism. Although
the coloring can be performed offline for some data-graph computations, for other com-
putations the coloring must be produced online, and one must accept a trade-off between
coloring quality — number of colors — and the time to produce the coloring.

Although the problem of finding an optimal coloring of a graph — a coloring us-
ing the fewest colors possible — is NP-complete [120], heuristic “greedy” algorithms work
reasonably well in practice. Welsh and Powell [341] introduced the original greedy color-
ing algorithm, which iterates over the vertices and assigns each vertex the smallest color
not assigned to a neighbor. For a graph G = (V,E), define the degree of a vertex
v ∈ V by deg(v) = |Adj[v]|, the number of neighbors of v, and let the degree of G be
∆ = maxv∈V {deg(v)}. Welsh and Powell show that the greedy algorithm colors a graph G
with degree ∆ using at most ∆ + 1 colors.

Ordering heuristics

In practice, however, greedy coloring algorithms tend to produce much better colorings than
the ∆+1 bound implies, and moreover, the order in which a greedy coloring algorithm colors
the vertices affects the quality of the coloring.1 To reduce the number of colors a greedy
coloring algorithm uses, practitioners therefore employ ordering heuristics to determine
the order in which the algorithm colors the vertices [179, 4, 48, 246].

1In fact, for any graph G = (V,E), some ordering of V causes a greedy algorithm to color G optimally,
although finding such an ordering is NP-hard [260].
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The literature includes many studies of ordering heuristics and how they affect running
time and coloring quality. Here are six of the more popular heuristics:

FF The first-fit ordering heuristic [341, 232] colors vertices in the order they appear in
the input graph representation.

R The random ordering heuristic [179] colors vertices in a uniformly random order.

LF The largest-degree-first ordering heuristic [341] colors vertices in order of decreasing
degree.

ID The incidence-degree ordering heuristic [75] iteratively colors an uncolored vertex
with the largest number of colored neighbors.

SL The smallest-degree-last ordering heuristic [246, 4] colors the vertices in the order
induced by first removing all the lowest-degree vertices from the graph, then recur-
sively coloring the resulting graph, and finally coloring the removed vertices.

SD The saturation-degree ordering heuristic [48] iteratively colors an uncolored vertex
whose colored neighbors use the largest number of distinct colors.

The experimental results overviewed in the Appendix (Section 3.11) indicate that we
have listed these heuristics in rough order of coloring quality from worst to best, confirming
the findings of Gebremedhin and Manne [122], who also rank the relative quality of R, LF,
ID, and SD in this order.

Although an ordering heuristic can be viewed as producing a permutation of the vertices
of a graph G = (V,E), we shall find it convenient to think of an ordering heuristic H as
producing an injective (1-to-1) priority function ρ : V → R.2 We shall use the notation
ρ ∈ H to mean that the ordering heuristic H produces a priority function ρ.

Figure 3-1 gives the pseudocode for Greedy, a greedy coloring algorithm. Greedy
takes a vertex-weighted graph G = (V,E, ρ) as input, where ρ : V → R is a priority function
produced by some ordering heuristic. Each step of Greedy simply selects the uncolored
vertex with the highest priority according to ρ and colors it with the smallest available color.
Generally, for a coloring algorithm A and ordering heuristic H , let A-H denote the coloring
algorithm A that runs on vertex-weighted graphs whose priority functions are produced
by H . In this way, we separate the behavior of the coloring algorithm from that of the
ordering heuristic.

Greedy, using any of these six ordering heuristics, can be made to run in Θ(V + E)
time theoretically. Although some of these ordering heuristics involve more bookkeeping
than others, achieving these theoretical bounds for Greedy-FF, Greedy-R, Greedy-LF,
Greedy-ID, and Greedy-SL is straightforward [129, 246]. Despite conjectures to the
contrary [129, 75], Greedy-SD can also be made to run in Θ(V +E) time, as we shall show
in Section 3.8.

In practice, to produce a better quality coloring tends to cost more in running time. That
is, the six heuristics, which are listed in increasing order of coloring quality, are also listed
in increasing order of running time. The only exception is Greedy-ID, which is dominated

2If the rule for an ordering heuristic allows for ties in the priority function (the priority function is not
injective), we shall assume that ties are broken randomly. Formally, suppose that an ordering heuristic H
produces a priority function ρH which may contain ties. We extend ρH to a priority function ρ that maps
each vertex v ∈ V to an ordered pair 〈ρH (v), ρR(v)〉, where the priority function ρR is produced by the
random ordering heuristic R. To determine which of two vertices u, v ∈ V has higher priority, we compare
the ordered pairs ρ(u) and ρ(v) lexicographically. Notwithstanding this subtlety, we shall still adopt the
simplifying convenience of viewing the priority function as mapping vertices to real numbers. In fact, the
range of the priority function can be any linearly ordered set.
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Greedy(G)

1 let G = (V,E, ρ)
2 for v ∈ V in order of decreasing ρ(v)
3 C ← {1, 2, . . . ,deg(v) + 1}
4 for u ∈ Adj[v] such that ρ(u) > ρ(v)
5 C ← C − {color(u)}
6 color(v)← minC

Figure 3-1: Pseudocode for a serial greedy graph-coloring algorithm. Given a vertex-
weighted graph G = (V,E, ρ), where the priority of a vertex v ∈ V is given by ρ(v),
Greedy colors each vertex v ∈ V in decreasing order according to ρ(v).

JP(G)

7 let G = (V,E, ρ)
8 parallel for v ∈ V
9 v.pred = {u ∈ V : (u, v) ∈ E and ρ(u) > ρ(v)}

10 v.succ = {u ∈ V : (u, v) ∈ E and ρ(u) < ρ(v)}
11 v.counter ← |v.pred |
12 parallel for v ∈ V
13 if v.pred == ∅
14 JP-Color(v)

JP-Color(v)

15 color(v)← Get-Color(v)
16 parallel for u ∈ v.succ
17 if Join(u.counter) == 0
18 JP-Color(u)

Get-Color(v)

19 C ← {1, 2, . . . , |v.pred |+ 1}
20 parallel for u ∈ v.pred
21 C = C − {color(u)}
22 return minC

Figure 3-2: The Jones-Plassmann parallel coloring algorithm. JP uses a recursive helper
function JP-Color to process a vertex once all of its predecessors have been colored. JP-
Color uses the helper routine Get-Color to find the smallest color available to color a
vertex v.

by Greedy-SL in both coloring quality and runtime. The experiments discussed in the
Appendix (Section 3.11) summarize our empirical findings for serial greedy coloring.

Parallel greedy coloring

There is a historical tension between coloring quality and the parallel scalability of
greedy graph coloring. While the traditional ordering heuristics FF, LF, ID, and SL are
efficient using Greedy, it can be shown that any parallelization of them requires worst-case
span of Ω(V ) for a general graph G = (V,E). Of the various attempts to parallelize greedy
coloring [236, 96, 74], the algorithm first proposed by Jones and Plassmann [179] extends
the greedy algorithm in a straightforward manner, uses work linear in size of the graph, and
is deterministic given a random seed. Jones and Plassmann’s original paper demonstrates
good parallel performance for O(1)-degree graphs using the random ordering heuristic R.
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Unfortunately, in practice, R tends to produce colorings of relatively poor quality relative
to the other traditional ordering heuristics. But the other traditional ordering heuristics are
all vulnerable to adversarial graph inputs which cause JP to operate in Ω(V ) time and thus
exhibit poor parallel scalability. Consequently, there is need for new ordering heuristics for
JP that can achieve both good coloring quality and guaranteed fast parallel performance.

Figure 3-2 gives the pseudocode for JP, which colors a given graph G = (V,E, ρ) in
the order specified by the priority function ρ. The algorithm begins in lines 9 and 10
by partitioning the neighbors of each vertex into predecessors — vertices with larger
priorities — and successors — vertices with smaller priorities. JP uses the recursive
JP-Color helper function to color a vertex v ∈ V once all vertices in v.pred have been
colored. Initially, lines 12–14 in JP scan the vertices of V to find every vertex that has no
predecessors and colors each one using JP-Color. Within a call to JP-Color(v), line 15
calls Get-Color to assign a color to v, and the loop on lines 16–18 broadcasts in parallel
to all of v’s successors the fact that v is colored. For each successor u ∈ v.succ, line 17 tests
whether all of u’s predecessors have already been colored, and if so, line 18 recursively calls
JP-Color on u.

Jones and Plassmann analyze the performance of JP-R for O(1)-degree graphs. Al-
though they do not discuss using the naive FF ordering heuristic, it is apparent that there
exist adversarial input orderings for which their algorithm would fail to scale. For example,
if the graph G = (V,E) is simply a chain of vertices and the input order of V corresponds to
their in order in the chain, JP-FF exhibits no parallelism. Jones and Plassmann show that
a random ordering produced by R, however, allows the algorithm to run in O(lg V/lg lg V )
expected time on this chain graph — and on any O(1)-degree graph, for that matter. Sec-
tion 3.3 of this chapter extends their analysis of JP-R to arbitrary-degree graphs.

Although JP-R scales well in theory, as well as in practice, when it comes to coloring
quality, R is one of the weaker ordering heuristics, as we have noted. Of the other heuristics,
JP-LF and JP-SL suffer from the same problem as FF, namely, it is possible to construct
adversarial graphs that cause them to scale poorly, which we explore in Section 3.4. The
ID heuristic tends to produce worse colorings than SL, and since Greedy-ID also runs
more slowly than Greedy-SL, we have dropped ID from consideration. Moreover, because
of our motivation to use the coloring algorithm for online chromatic scheduling, where the
performance of the coloring algorithm cannot be sacrificed for marginal improvements in
the quality of coloring, we also have dropped the SD heuristic. Since SD produces the
best-quality colorings of the six ordering heuristics, however, we see parallelizing it as an
interesting opportunity for future research.

Consequently, this chapter focuses on alternatives to the LF and SL ordering heuristics
that provide comparable coloring quality while exhibiting the same resilience to adversarial
graphs that R shows compared with FF. Specifically, we introduce two new randomized
ordering heuristics — “largest log-degree first” (LLF) and “smallest log-degree last” (SLL)
— which resemble LF and SL, respectively, but which scale provably well when used with JP.
We demonstrate that JP-LLF and JP-SLL provide good parallel scalability in theory and
practice and are resilient to adversarial graphs.

Table 3.1 summarizes our empirical findings. The data suggest that the LLF and SLL
ordering heuristics produce colorings that are nearly as good as LF and SL, respectively.
With respect to performance, our implementations of JP-LLF and JP-SLL actually operate
slightly faster on 1 processor than our highly tuned implementations of Greedy-LF and
Greedy-SL, respectively, and they scale comparably to JP-R.
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H H ′
CH ′

CH

Greedy-H

JP-H ′1

JP-H ′1
JP-H ′12

FF R 1.011 0.417 7.039
LF LLF 1.021 1.058 7.980
SL SLL 1.037 1.092 6.082

Table 3.1: Summary of ordering-heuristic behavior on a suite of 8 real-world graphs and 10
synthetic graphs when run on a machine with 12 Intel Xeon X5650 processor cores. Column
H lists three serial heuristics traditionally used for Greedy, and column H ′ lists parallel
heuristics for JP, of which LLF and SLL are introduced in this chapter. Column “CH ′/CH ”
shows the geometric mean of the ratio of the number of colors the parallel heuristic uses
compared to the serial heuristic. Column “Greedy-H /JP-H ′1” shows the geometric mean
of the ratio of serial running times of Greedy with the serial heuristic versus JP with the
analogous parallel heuristic when run on 1 processor. Column “JP-H ′1/JP-H ′12” shows the
geometric mean of the speedup of each parallel heuristic going from 1 processor to 12.

Outline

The remainder of this chapter is organized as follows. Section 3.2 reviews the asyn-
chronous parallel greedy coloring algorithm first proposed by Jones and Plassmann [179].
We show how JP can be extended to handle arbitrary-degree graphs and arbitrary pri-
ority functions. Using work-span analysis [77, Ch. 27], we show that JP colors a ∆-
degree graph G = (V,E, ρ) in Θ(V + E) work and O(L lg ∆ + lg V ) span, where L is
the length of the longest path in G along which the priority function ρ decreases. Sec-
tion 3.3 analyzes the performance of JP-R, showing that it operates using linear work and
O(lg V +lg ∆ ·min{

√
E,∆+lg ∆ lg V/lg lg V }) span. Section 3.4 shows that there exist “ad-

versarial” graphs for which JP-LF and JP-SL exhibit limited parallel speedup. Section 3.5
analyzes the LLF and SLL ordering heuristics. We show that, given a ∆-degree graph
G, JP-LLF colors G = (V,E, ρ) using Θ(V + E) work and O(lg V + lg ∆(min{∆,

√
E} +

lg2∆ lg V/lg lg V )) expected span, while JP-SLL colors G = (V,E, ρ) using same work and
an additive Θ(lg ∆ lg V ) additional span. Section 3.6 evaluates the performance of JP-LLF
and JP-SLL on a suite of 8 real-world and 10 synthetic benchmark graphs. Section 3.7 dis-
cusses the software engineering techniques used in our implementation of JP-R, JP-LLF,
and JP-SLL. Section 3.8 introduces an algorithm for computing the SD ordering heuristic
using Θ(V + E) work. Section 3.9 discusses related work, and Section 3.10 offers some
concluding remarks. The Appendix (Section 3.11) presents some experimental results for
serial ordering heuristics.

3.2 The Jones-Plassmann algorithm

This section reviews JP, the parallel greedy coloring algorithm introduced by Jones and
Plassmann [179], whose pseudocode is given in Figure 3-2. We first review the dag model
of dynamic multithreading and work-span analysis [77, Ch. 27]. Then we describe how JP
can be modified from Jones and Plassmann’s original algorithm to handle arbitrary-degree
graphs and arbitrary priority functions. We analyze JP with an arbitrary priority function
ρ and show that on a ∆-degree graph G = (V,E, ρ), JP runs in Θ(V + E) work and
O(L lg ∆ + lg V ) span, where L is the longest path in the “priority dag” of G induced by ρ.
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The dag model of dynamic multithreading

We shall analyze the parallel performance of JP using the dag model of dynamic multi-
threading introduced by Blumofe and Leiserson [40, 41] and described in tutorial fashion
in [77, Ch. 27]. The dag model views the executed computation resulting from running a
parallel algorithm as a computation dag A, in which each vertex denotes an instruction,
and edges denote parallel control dependencies between instructions. Although the model
encompasses other parallel control constructs, for our purposes, we need only understand
that the execution of a parallel for loop can be modeled as a balanced binary tree of
vertices in the dag, where the leaves of the tree denote the initial instructions of the loop
iterations.

To analyze the performance of a dynamic multithreading program theoretically, we as-
sume that the program executes on an ideal parallel computer : each instruction executes
in unit time, the computer has ample memory bandwidth, and the computer supports con-
current writes and read-modify-write instructions [151] without incurring overheads due to
contention.

Given a dynamic multithreading program whose execution is modeled as a dag A, we
can bound the parallel running time TP (A) of the computation as follows. The work T1(A)
is the number of strands in the computation dag A. The span T∞(A) is the length of the
longest path in A. A deterministic algorithm with work T1 and span T∞ can always be
executed on P processors in time TP satisfying max{T1/P, T∞} ≤ Tp ≤ T1/P + T∞ [49,
99, 40, 41, 137]. The speedup of an algorithm on P processors is T1/TP , which is at most
P in theory, since TP ≥ T∞. The parallelism T1/T∞ is the greatest theoretical speedup
possible for any number P of processors.

Analysis of JP

To analyze the performance of JP, it is convenient to think of the algorithm as coloring
the vertices in the partial order of a “priority dag,” similar to the priority dag described
by Blelloch et al. [34]. Specifically, on a vertex-weighted graph G = (V,E, ρ), the priority
function ρ induces a priority dag Gρ = (V,Eρ), where Eρ = {(u, v) ∈ V × V : (u, v) ∈
E and ρ(u) > ρ(v)}. Notice that Gρ is a dag, because ρ is an injective function and thus
induces a total order on the vertices V . We shall bound the span of JP running on a graph
G in terms of the depth of Gρ, that is, the length of the longest path through Gρ. We
analyze JP in two steps.

First, we bound the work and span of calls during the execution of JP to the helper
routine Get-Color(v), which returns the minimum color not assigned to any vertex u ∈
v.pred .

Lemma 12 The helper routine Get-Color, shown in Figure 3-2, can be implemented so
that during the execution of JP on a graph G = (V,E, ρ), a call to Get-Color(v) for a
vertex v ∈ V costs Θ(k) work and Θ(lg k) span, where k = |v.pred |.
Proof. Implement the set C in Get-Color as an array whose ith entry initially stores
the value i. The ith element from this array can be removed by setting the ith element
to ∞. With this implementation, lines 20–21 execute in Θ(k) work and Θ(lg k) span. The
min operation on line 22 can be implemented as a parallel minimum reduction in the same
bounds.

Second, we show that JP colors a graph G = (V,E, ρ) using work Θ(V + E) and span
linear in the depth of the priority dag Gρ.
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Theorem 13 Given a ∆-degree graph G = (V,E, ρ) for some priority function ρ, let Gρ
be the priority dag induced on G by ρ, and let L be the depth of Gρ. Then JP(G) runs in
Θ(V + E) work and O(L lg ∆ + lg V ) span.

Proof. Let us first bound the work and span of JP-Color excluding any recursive
calls. For a single call to JP-Color on a vertex v ∈ V , Lemma 12 shows that line 15 takes
Θ(deg(v)) work and Θ(lg(deg(v))) span. The Join operation on line 17 can be implemented
as an atomic decrement-and-fetch operation [151] on the specified counter. Hence, excluding
the recursive call, the loop on lines 16–18 performs Θ(deg(v)) work and Θ(lg(deg(v))) span
to decrement the counters of all successors of v.

Because JP-Color is called once per vertex, the total work that JP spends in calls to
JP-Color is Θ(V +E). Furthermore, the span of JP-Color is the length of any path of
vertices in Gρ, which is at most L, times Θ(lg ∆). Finally, the loop on lines 8–11 executes
in Θ(V +E) work and Θ(lg V + lg ∆) span, and the parallel loop on lines 12–14, excluding
the call to JP-Color, executes in Θ(V + E) work and Θ(lg V ) span.

3.3 JP with random ordering

This section bounds the depth of a priority dag Gρ induced on a ∆-degree graph G =
(V,E, ρ) by a random priority function ρ in R. We show that the expected depth of Gρ
is O(min{

√
E,∆ + lg ∆ lg V/lg lg V }). Combined with Theorem 13, this bound implies

that the expected span of JP-R is O(lg V + lg ∆ · min{
√
E,∆ + lg ∆ lg V/lg lg V }). This

bound extends Jones and Plassmann’s O(lg V/lg lg V ) bound for the depth of Gρ when
∆ = Θ(1) [179].

To bound the depth of a priority dag Gρ induced on a graph G by ρ ∈ R, let us start
by bounding the number of length-k paths in Gρ. Each path in Gρ corresponds to a unique
simple path in G, that is, a path in which each vertex in G appears at most once. The
following lemma bounds the number of length-k simple paths in G.

Lemma 14 The number of length-k simple paths in any ∆-degree graph G = (V,E) is at
most |V | ·min{∆k−1, (2|E|/(k − 1))k−1}.

Proof. Consider selecting a length-k simple path p = 〈v1, . . . , vk〉 in G. There are |V |
choices for v1, and for all i ∈ {1, . . . , k − 1}, given a choice of 〈v1, . . . , vi〉, there are at
most deg(vi) choices for vi+1. Hence there are at most J = |V | ·

∏k−1
i=1 deg(vi) simple

paths in G of length k. Let Vk ⊆ V denote some set of k − 1 vertices in V , and let
δ = maxVk−1

{
∑

v∈Vk−1
deg(v)/(k − 1)} be the maximum average degree of any such set.

Then we have J ≤ |V | · δk−1.

The proof follows from two upper bounds on δ. First, because deg(v) ≤ ∆ for all v ∈ V ,
we have δ ≤ ∆. Second, for all Vk−1 ⊆ V , we have

∑
v∈Vk−1

deg(v) ≤
∑

v∈V deg(v) = 2|E|
by the handshaking lemma [77, p. 1172–3], and thus δ ≤ 2|E|/(k − 1).

Intuitively, the bound on the expected depth of Gρ follows by arguing that although the
number of simple length-k paths in a graph G might be exponential in k, for sufficiently large
k, the probability is tiny that any such path is a path in Gρ. To formalize this argument,
we make use of the following technical lemma.
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Lemma 15 Define the function g(α, β) for α, β > 1 as

g(α, β) = e2 lnα

lnβ
ln

(
e
β lnα

α lnβ

)
.

Then for all β ≥ e2, α ≥ 2, and β ≥ α, we have g(α, β) ≥ 1.

Proof. We consider the cases when α ≥ e2 and when α < e2 separately.
When α > e2, the partial derivative of g(α, β) with respect to β is

∂g(α, β)

∂β
= e2 lnα

β ln2β
ln

(
α

e2

lnβ

lnα

)
≥ 0 ,

since α lnβ/e2 lnα ≥ 1 when α ≥ e2 and β ≥ α. Thus, g(α, β) is a nondecreasing function
in its second argument when α ≥ e2 and β ≥ α. Since we have

g(α, α) = e2(lnα/lnα) ln(e(α lnα)/(α lnα))

≥ 1 ,

it follows that g(α, β) ≥ 1 for α ≥ e2 and β ≥ α.
When e2 > α ≥ 2, we make use of the fact that 2β/e lnβ >

√
β for all β > e2:

g(α, β) ≥ (e2 ln 2/lnβ) ln(2β/(e lnβ))

≥ (e2 ln 2/lnβ) ln
(√

β
)

≥ (e2 ln 2 lnβ)/(2 lnβ)

≥ 1 .

The following theorem applies Lemmas 14 and 15 to establish the bound on the depth
of Gρ.

Theorem 16 Let G = (V,E) be a ∆-degree graph, let n = |V | and m = |E|, and let Gρ be
a priority dag induced on G by a random priority function ρ ∈ R. For any constant ε > 0
and sufficiently large n, with probability at most n−ε, there exists a directed path of length
e2 ·min{∆,

√
m}+ (1 + ε) min{e2 ln ∆ lnn/ln lnn, lnn} in Gρ.

Proof. Let p = 〈v1, . . . , vk〉 be a length-k simple path in G. Because ρ is a random priority
function, ρ induces each possible permutation among {v1, . . . , vk} with equal probability. If
p is a directed path in Gρ, then we must have that ρ(v1) < ρ(v2) < · · · < ρ(vk). Hence, p is
a length-k path in Gρ with probability at most 1/k!. If J is the number of length-k simple
paths in G, then by the union bound, the probability that a length-k directed path exists
in Gρ is at most J/k!, which is at most J(e/k)k by Stirling’s approximation [77, p. 57].

We consider cases when ∆ < lnn and ∆ ≥ lnn separately. First, suppose that ∆ < lnn.
By Lemma 14, the number of length-k simple paths in G is at most n∆k−1 ≤ n∆k. By
the union bound, the probability that a length-k path exists in Gρ is at most n(e∆/k)k.
We assume, without loss of generality, that ∆ > 2, since the theorem holds for O(1)-degree
graphs as a result of [179].
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For ∆ ≥ 2, observe that, by Lemma 15, the function g(α, β) = e2(lnα/lnβ) ln(β lnα/α lnβ)
is at least 1 for all α ≥ 2 and β ≥ e2. Letting α = ∆, β = lnn, and k = e2(∆ + (1 +
ε) ln ∆ lnn/ln lnn), we conclude that

n(e∆/k)k = n · exp(−k ln(k/e∆))

≤ n · exp

(
−e2(1 + ε) lnn

ln ∆

ln lnn
ln

(
e

lnn ln ∆

∆ ln lnn

))
= n · exp(−(1 + ε)(lnn) · g(∆, lnn))

≤ ne−(1+ε) lnn

= n−ε .

Next, given ∆ ≥ lnn, consider the cases when ∆ <
√
m and ∆ ≥

√
m, separately.

When ∆ <
√
m, letting k = e2∆ + (1 + ε) lnn, the theorem follows from the facts that

k ≥ (1 + ε) lnn and k ≥ e2∆. When ∆ ≥
√
m, let k = e2√m+ (1 + ε) lnn. By Lemma 14,

the number of length-k simple paths is at most n(2m/(k−1))k−1 ≤ n(4m/k)k, and thus the
probability that a length-k path exists in Gρ is at most n(4em/k2)k. The theorem follows
from the facts that k ≥ (1 + ε) lnn and k2 ≥ e4m.

Corollary 17 Given a graph G = (V,E, ρ), where ρ ∈ R is a random priority function, the
expected depth of the priority dag Gρ is O(min{

√
E,∆ + lg ∆ lg V/lg lg V }), and thus JP-R

colors all vertices of G with O(lg V + lg ∆ ·min{
√
E,∆ + lg ∆ lg V/lg lg V }) expected span.

Proof. Theorems 13 and 16 imply the corollary.

3.4 The LF and SL heuristics

This section shows that the largest-first (LF) and smallest-last (SL) ordering heuristics can
inhibit parallel speedup when used by JP. We examine a “clique-chain” graph and show
that JP-LF incurs Ω(∆2) span to color a ∆-degree clique-chain graph G = (V,E), whereas
JP-R colors G incurring only O(∆ lg ∆ + lg2∆ lg V/lg lg V ) expected span. We formally
review the SL ordering heuristic and observe that this formulation of SL means that JP-SL
requires Ω(V ) span to color a path graph G = (V,E).

Tables 3.2 and 3.3 summarize the performance of FF, LF and SL on a suite of 8 real-
world and 10 synthetic benchmark graphs. The number of edges, ratio of edges to vertices
and maximum degree of each benchmark graph is given in Table 3.5.

The LF ordering heuristic

The LF ordering heuristic colors the vertices of a graph G = (V,E, ρ) for some ρ in LF
in order of decreasing degree. Formally, ρ ∈ LF is defined for a vertex v ∈ V as ρ(v) =
〈deg(V ), ρR(v)〉, where ρR is randomly chosen from R.

Although LF has been used in parallel greedy graph-coloring algorithms in the past [4,
129], Figure 3-3 illustrates a ∆-degree “clique-chain” graph G = (V,E) for which JP-LF
incurs Ω(∆2) span to color, but JP-R colors with only O(∆ lg ∆+lg2∆ lg V/lg lg V ) expected
span. Conceptually, the clique-chain graph comprises a set of cliques of increasing size
that are connected in a “chain” such that JP-LF is forced to color these cliques sequentially
from largest to smallest. Figure 3-3 illustrates a ∆-degree clique-chain graph G = (V,E),
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Greedy JP

Graph H CH TS T1 T12 TS/T1 T1/T12

com-orkut FF 175 2.23 4.16 0.817 0.54 5.09
LF 87 3.54 6.43 1.067 0.55 6.02
SL 83 10.59 12.94 8.264 0.82 1.57

liveJournal1 FF 352 0.89 1.69 0.275 0.52 6.15
LF 323 2.34 2.89 0.365 0.81 7.91
SL 322 4.69 4.76 2.799 0.98 1.70

europe-osm FF 5 1.32 ∞ ∞ ∞ ∞
LF 4 17.15 5.16 0.587 3.33 8.79
SL 3 19.87 ∞ ∞ ∞ ∞

cit-Patents FF 17 0.50 0.99 0.152 0.50 6.47
LF 14 2.00 1.52 0.211 1.31 7.22
SL 13 3.21 3.05 1.579 1.05 1.93

as-skitter FF 103 0.24 0.55 0.109 0.45 5.00
LF 71 2.43 0.69 0.133 3.51 5.21
SL 70 2.79 1.19 0.733 2.35 1.62

wiki-Talk FF 102 0.09 0.23 0.046 0.38 4.99
LF 72 0.49 0.37 0.073 1.30 5.12
SL 56 0.61 0.57 0.293 1.08 1.93

web-Google FF 44 0.09 0.20 0.036 0.47 5.62
LF 45 0.25 0.29 0.042 0.88 6.85
SL 44 0.47 0.53 0.278 0.89 1.92

com-youtube FF 57 0.06 0.16 0.027 0.39 6.07
LF 32 0.25 0.24 0.040 1.03 6.12
SL 28 0.35 0.36 0.181 0.98 1.99

Table 3.2: Performance measurements for a set of real-world graphs taken from Stanford’s
SNAP project [220]. The column heading H denotes that the priority function used for the
experiment in a particular row was produced by the ordering heuristic listed in the column.
The average number of colors used by the corresponding ordering heuristic and graph is
CH . The time in seconds of Greedy, JP with 1 worker and with 12 workers is given by
TS , T1 and T12, respectively, where a value of ∞ indicates that the program crashed due to
excessive stack usage. Details of the experimental setup and graph suite can be found in
Section 3.6.

where 3 evenly divides ∆. This clique-chain graph contains a sequence of cliques K =
{K1,K4, . . . ,K∆−2} of increasing size, each pair of which is separated by two additional
vertices forming a linear chain. Specifically, for r ∈ {1, 4, . . . ,∆ − 2}, each vertex u ∈ Kr

is connected to each vertex u ∈ Kr+3 by a path 〈u, xr+1, xr+2, v〉 for distinct vertices
xr+1, xr+2 ∈ V . Additional vertices, shown above the chain in Figure 3-3, ensure that the
degree of each vertex in Kr is r+ 2, and the degrees of the vertices xr+1 and xr+2 are r+ 3
and r + 4, respectively. Clique-chain graphs of other degrees are structured similarly.

Theorem 18 For any ∆ > 0, there exists a ∆-degree graph G = (V,E) such that JP-LF
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Greedy JP

Graph H CH TS T1 T12 TS/T1 T1/T12

constant1M FF 33 0.90 1.70 0.230 0.53 7.40
LF 32 1.16 2.96 0.386 0.39 7.68
SL 34 2.96 5.09 2.023 0.58 2.52

constant500K FF 52 0.74 1.26 0.286 0.59 4.42
LF 52 0.84 2.55 0.444 0.33 5.73
SL 53 1.97 3.50 1.435 0.56 2.44

graph500-5M FF 220 1.83 2.86 0.560 0.64 5.11
LF 159 3.69 3.99 0.649 0.92 6.15
SL 158 8.43 9.45 5.576 0.89 1.69

graph500-2M FF 206 0.52 0.98 0.208 0.53 4.72
LF 153 0.98 1.34 0.221 0.73 6.06
SL 153 2.22 2.72 1.559 0.81 1.75

rMat-ER-2M FF 12 0.47 1.11 0.169 0.42 6.60
LF 11 1.07 1.72 0.204 0.62 8.45
SL 11 2.22 3.07 1.362 0.72 2.25

rMat-G-2M FF 27 0.48 0.88 0.130 0.55 6.74
LF 15 1.18 1.42 0.200 0.83 7.09
SL 15 2.59 3.09 1.712 0.84 1.81

rMat-B-2M FF 105 0.50 0.84 0.151 0.60 5.53
LF 67 1.00 1.28 0.191 0.79 6.68
SL 67 2.41 2.84 1.691 0.85 1.68

big3dgrid FF 4 0.41 1.68 0.173 0.24 9.69
LF 7 4.07 1.53 0.198 2.66 7.72
SL 7 4.77 2.60 1.074 1.83 2.42

cliqueChain400 FF 399 0.05 0.09 0.224 0.51 0.40
LF 399 0.05 ∞ ∞ ∞ ∞
SL 399 0.08 0.14 0.265 0.55 0.54

path-10M FF 2 0.18 ∞ ∞ ∞ ∞
LF 3 2.49 0.76 0.092 3.26 8.27
SL 2 2.58 ∞ ∞ ∞ ∞

Table 3.3: Performance measurements for five classes of synthetically generated graphs:
constant degree, rMat, 3D grid, clique chain and path. The column headings are equivalent
to those in Table 3.2.

colors G in Ω(∆2) span and JP-R colors G in O(∆ lg ∆ + lg2∆ lg V/lg lg V ) expected span.

Proof. Assume without loss of generality that 3 evenly divides ∆ and that G is a clique-
chain graph. The span of JP-R follows from Corollary 3.3. Because JP-LF trivially requires
Ω(1) span to process each vertex in G, the span of JP-LF on G can be bounded by showing
that the length of the longest path p in the priority dag Gρ induced on G by any priority
function ρ in LF is ∆2/6 + ∆/2 + 2. Because LF assigns higher priority to higher-degree
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Figure 3-3: A ∆-degree clique-chain graph G, which Theorem 18 shows is adversarial for
JP-LF. This graph contains Θ(∆2) vertices arranged as a chain of cliques. Each hexagon
labeled Kr represents a clique of r vertices, and circles represent individual vertices. A thick
edge between an individual vertex and a clique indicates that the vertex is connected to
every vertex within the clique. A label below an individual vertex indicates the degree of
the associated vertex, and a label below a clique indicates the degree of every vertex within
that clique.

vertices, p starts at some vertex in K∆−2, which has degree ∆, and passes through the ∆−2
vertices in K∆−2 followed by x∆−3 and x∆−4.3 The remainder of p is a longest path through
the clique-chain graph G′ of degree ∆−3 in the remaining graph G−K∆−2−{x∆−3, x∆−4},
which has a longest path p′ of length |p′| = (∆− 3)2/6 + (∆− 3)/2 + 2 by induction. The
length of p is thus ∆ + |p′| = ∆2/6 + ∆/2 + 2.

The SL ordering heuristic

We focus on the formulation of the SL ordering heuristic due to Allwright et al. [4], because
our experiments indicate that it gives colorings using fewer colors than other formula-
tions [246].

Given a graph G = (V,E), the SL ordering heuristic produces a priority function ρ
via an iterative algorithm that assigns priorities to the vertices V in rounds to induce an
ordering on V . For i ≥ 0, let Gi = (Vi, Ei) denote the subgraph of G remaining at the
start of round i, and let δi denote an upper bound on the smallest degree of any vertex
v ∈ Vi. Assume that δ0 = 1. At the start of round i, remove all vertices v ∈ Vi such
that deg(v) ≤ max{δi−1,minv∈Vi{deg(v)}}. For a vertex v removed in round i, a priority
function ρ ∈ SL is defined as ρ(v) = 〈i, ρR(v)〉 where ρR ∈ R is a random priority function.

The following theorem shows that there exist graphs for which JP-SL incurs a large
span, whereas JP-R incurs only a small span.

Theorem 19 There exists a class of graphs such that for any G = (V,E, ρ) in the class and
for any priority function ρ ∈ SL, JP-SL incurs Ω(V ) span and JP-R incurs O(lg V/lg lg V )
span.

Proof. Consider the algorithm to compute the priority function ρ for all vertices in a
path graph G. By induction over the rounds, the graph Gi at the start of round i is a
path with |V | − 2i + 2 vertices, and in round i the 2 vertices at the endpoints of Gi will
be removed. Hence d|V |/2e rounds are required to assign priorities for all vertices in G. A

3Notice that it does not matter how ties are broken in the priority function.
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similar argument shows that the resulting priority dag Gρ contains a path of length |V |/2
along which the priorities strictly decrease. JP-SL trivially incurs Ω(1) span through each
vertex in the longest path in Gρ. Since there are Θ(V ) total vertices along the path and by
Corollary 3.3 with ∆ = Θ(1), the theorem follows.

We shall see in Section 3.5 that it is possible to achieve coloring quality comparable to
LF and SL, but with guaranteed parallel performance comparable to JP-R.

3.5 Log ordering heuristics

This section describes the largest-log-degree-first (LLF) and smallest-log-degree-last (SLL)
ordering heuristics. Given a ∆-degree graph G, we show that the expected depth of
the priority dag Gρ induced on G by a priority function ρ ∈ LLF is O(min{∆,

√
E} +

lg2∆ lg V/lg lg V ). The same bound applies to the depth of a priority dag Gρ induced on a
graph G by a priority function ρ ∈ SLL, though O(lg ∆ lg V ) additional span is required to
calculate ρ using the method given in Figure 3-4. Combined with Theorem 13, these bounds
imply that the expected span of JP-LLF is O(lg V + lg ∆(min{∆,

√
E}+ lg2∆ lg V/lg lg V ))

and the expected span of JP-SLL is O(lg ∆ lg V + lg ∆(min{∆,
√
E}+ lg2∆ lg V/lg lg V )).

The LLF ordering heuristic

The LLF ordering heuristic orders the vertices in decreasing order by the logarithm of
their degree. More precisely, given a graph G = (V,E, ρ) for some ρ ∈ LLF, the priority
of each v ∈ V is equal to ρ(v) = 〈dlg(deg(v))e, ρR(v)〉, where ρR ∈ R is a random priority
function and lg x denotes log2 x. 4 For a given graph G, the following theorem bounds the
depth of the priority dag Gρ induced by ρ ∈ LLF.

Theorem 20 Let G = (V,E) be a ∆-degree graph, and let Gρ be the priority dag induced
on G by a priority function ρ ∈ LLF. The expected length of the longest directed path in Gρ
is O(min{∆,

√
E}+ lg2∆ lg V/lg lg V ).

Proof. Consider a length-k path p = 〈v1, . . . , vk〉 in Gρ. Let G(`) ⊆ Gρ be the subdag
of Gρ induced by those vertices v ∈ V for which ρ(v) = dlg(deg(v))e = `. Suppose that
vi ∈ G(`) for some vi ∈ p. Since dlg(deg(vi−1))e ≥ dlg(deg(vi))e for all i > 1, we have
vi−1 ∈ G(`′) for some `′ ≥ `. We can therefore decompose p into a sequence of paths
p =

〈
pdlg ∆e, . . . , p0

〉
such that each subpath p` ∈ p is a path through G(`). By definition

of LLF, the subdag G(`) is a dag induced on a graph with degree 2` by a random priority
function.

By Corollary 3.3, the expected length of p` is O(2` + ` lg V/lg lg V ). Linearity of expec-

4The theoretical results in this section assume only that the base b of the logarithm is a constant. In
practice, however, it is possible that the choice of b could have impact on the coloring quality or runtime of
JP-LLF. We studied this trade-off and found that there is only a minor dependence on b. In general, the
coloring quality and runtime of JP-LLF smoothly transitions from the behavior of JP-LF for small b and
the behavior of JP-R for large b, sweeping out a Pareto-efficient frontier of reasonable choices. We chose
b = 2 for our experiments, because log2 x can be calculated conveniently by native instructions on modern
architectures.
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tation therefore implies that

E[|p|] =

dlg ∆e∑
`=0

O
(

2` + ` lg V/lg lg V
)

= O
(
∆ + lg2∆ lg V/lg lg V

)
.

To establish the
√
E bound, observe that at most E/2` vertices have degree at least 2`.

Consequently, for ` > lg
√
E, the depth of G(`) can be at most E/2`. Hence we have

E[|p|] ≤
dlg
√
Ee∑

`=0

O
(

2`
)

+
∞∑

`=dlg
√
Ee
E/2` +

dlg ∆e∑
`=0

O(` lg V/lg lg V )

= O
(√

E + lg2∆ lg V/lg lg V
)
.

Corollary 21 Given a graph G = (V,E, ρ) for some ρ ∈ LLF, JP-LLF colors all vertices
in G with expected span O(lg V + lg ∆(min{

√
E,∆}+ lg2∆ lg V/lg lg V )).

Proof. The corollary follows from Theorem 13.

The SLL ordering heuristic

To understand the SLL ordering heuristic, it is convenient to consider in isolation how to
compute its priority function. The pseudocode in Figure 3-4 for SLL-Assign-Priorities
describes algorithmically how to perform this computation on a given graph G = (V,E).
As Figure 3-4 shows, a priority function ρ ∈ SLL can be computed by iteratively removing
low-degree vertices from G in rounds. The priority of a vertex v ∈ V is the round number
in which v is removed, with ties broken randomly. As with SL, SLL colors the vertices of G
in the reverse order in which they are removed, but SLL-Assign-Priorities determines
when to remove a vertex using a degree bound that grows exponentially. SLL-Assign-
Priorities considers each degree bound for a maximum of r rounds. Effectively, a vertex
is removed from G based on the logarithm of its degree in the remaining graph.

We can formalize the behavior of SLL as follows. Given a graph G, let Gi = (Vi, Ei)
denote the subgraph of G remaining at the start of round i. As Figure 3-4 shows, for
each d ∈ {0, 1, . . . , lg ∆}, SLL-Assign-Priorities executes r rounds in which it removes
vertices v ∈ Vi such that deg(v) ≤ 2d in Gi.

5

For a given graph G, the following theorem bounds the depth of the priority dag Gρ
induced by a priority function ρ ∈ SLL.

Theorem 22 Let G = (V,E) be a ∆-degree graph, and let Gρ be the priority dag induced
on G by a random priority function ρ ∈ SLL. The expected length of the longest directed
path in Gρ is O(min{∆,

√
E}+ lg2∆ lg V/lg lg V ).

5As with LLF, the degree cutoff 2d on line 30 of Figure 3-4 could be bd for an arbitrary constant base
b with no harm to the theoretical results. We explored the choice of base empirically, but found that there
was only a minor dependence on b. Generally, JP-SLL smoothly transitions from the behavior of JP-SL for
small b to the behavior of JP-R and for large b. We therefore chose b = 2 for our experiments because of its
implementation simplicity.
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SLL-Assign-Priorities(G, r)

23 let G = (V,E)
24 i← 1
25 U ← V
26 let ∆ be the degree of G
27 let ρR ∈ R be a random priority function
28 for d← 0 to lg ∆
29 for j ← 1 to r
30 Q← {u ∈ U : |Adj[u] ∩ U | ≤ 2d}
31 parallel for v ∈ Q
32 ρ(v)← 〈i, ρR(v)〉
33 U ← U −Q
34 i← i+ 1
35 return ρ

Figure 3-4: Pseudocode for SLL-Assign-Priorities, which computes a priority function
ρ ∈ SLL for the input graph. The input parameter r denotes the maximum number of times
SLL-Assign-Priorities is permitted to remove vertices of at most a particular degree 2d

on lines 29–34.

Proof. We begin with an argument similar to the proof of Theorem 20. Let p =
〈v1, . . . , vk〉 be a length-k path in Gρ, and let G(`) ⊆ Gρ be the subdag of Gρ induced
by those vertices v ∈ V , where ρ(v) = `. Since lines 29–34 of SLL-Assign-Priorities
remove vertices with degree at most 2d exactly r times for each d ∈ [0, . . . , lg ∆], we have
that bρ(v)/rc = d, and thus the degree of G(`) is at most 2b`/rc. Suppose that vi ∈ G(`) for
some vi ∈ p. Since ρ(vi−1) ≤ ρ(vi) for all i > 1, we have vi−1 ∈ G(`′) for some `′ ≥ `. We
can therefore decompose p into a sequence of paths p =

〈
pdr lg ∆e, . . . , p0

〉
where each p` ∈ p

is a path in G(`). By definition of SLL, the subdag G(`) is a dag induced on a subgraph
with degree at most 2b`/rc by a random priority function.

By Corollary 3.3, the expected length of p` is O(2b`/rc+ b`/rc lg V/lg lg V ). Linearity of
expectation therefore implies that

E[|p|] =

dr lg ∆e∑
`=0

O
(

2b`/rc + b`/rc lg V/lg lg V
)

= O
(
∆ + lg2∆ lg V/lg lg V

)
.

Next, because at most E/2b`/rc vertices can have degree at least 2b`/rc, we have for
` > r lg

√
E that the longest path through the subdag G(`) is no longer than E/2b`/rc. We
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thus conclude that

E[|p|] ≤
dr lg

√
Ee∑

`=0

O
(

2b`/rc
)

+
∞∑

`=dr lg
√
Ee
E/2b`/rc

+

dr lg ∆e∑
`=0

O(b`/rc lg V/lg lg V )

= O
(√

E + lg2∆ lg V/lg lg V
)
.

Corollary 23 Given a graph G = (V,E, ρ) for some ρ ∈ SLL, JP-SLL colors all vertices
in G with expected span O(lg ∆ lg V + lg ∆(min{

√
E,∆}+ lg2∆ lg V/lg lg V )).

Proof. The procedure SLL-Assign-Priorities calls the parallel loop on line 31 O(lg ∆)
times, each of which has expected span O(lg V ). The proof then follows from Theorems 13
and 22.

3.6 Empirical evaluation

This section evaluates the LLF and SLL ordering heuristics empirically using a suite of
eight real-world and ten synthetic graphs. We describe the experimental setup used to
evaluate JP-R, JP-LLF, and JP-SLL, and we compare their performance with Greedy-FF,
Greedy-LF, and Greedy-SL. We compare the ordering heuristics in terms of the quality
of the colorings they produce and their execution times. We conclude that LLF and SLL
produce colorings with quality comparable to LF and SL, respectively, and that JP-LLF
and JP-SLL scale well. We also show that the engineering quality of our implementations
appears to be competitive with ColPack [121], a publicly available graph-coloring library.
Our source code and data are available from http://supertech.csail.mit.edu.

Experimental setup

To evaluate the ordering heuristics, we implemented JP using Intel Cilk Plus [171] and
engineered it to use the parallel ordering heuristics R, LLF, and SLL. To compare these
parallel codes against their serial counterparts, we implemented Greedy in C to use the
FF, LF, or SL ordering heuristics. In order to empirically evaluate the potential parallel
performance of the serial ordering heuristics, we also engineered JP to use FF, LF, or SL.
We evaluated our implementations on a dual-socket Intel Xeon X5650 with a total of 12
processor cores operating at 2.67-GHz (hyperthreading disabled); 49 GB of DRAM; 2 12-
MB L3-caches, each shared between 6 cores; and private L2- and L1-caches with 128 KB and
32 KB, respectively. Each measurement was taken as the median of 7 independent trials,
and the averages of those measurements reported in Tables 3.6 and 3.7 were taken across 5
independent random seeds.

These implementations were run on a suite of eight real-world graphs and ten synthetic
graphs. The real-world graphs came from the Large Network Dataset Collection provided
by Stanford’s SNAP project [220]. The synthetic graphs consist of the adversarial graphs
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Graph |V | a b c d

graph500-5M 5M 0.57 0.19 0.19 0.05
graph500-2M 2M 0.57 0.19 0.19 0.05
rMat-ER-2M 2M 0.25 0.25 0.25 0.25
rMat-G-2M 2M 0.45 0.15 0.15 0.25
rMat-B-2M 2M 0.55 0.15 0.15 0.15

Table 3.4: Parameters for the generation of rMat graphs [65], where a+ b+ c+ d = 1 and
b = c, when the desired graph is undirected. An rMat graph is built by adding |E| edges
independently at random using the following rule: Let k be the number of 1’s in a binary
representation of i. As each edge is added, the probability that the ith vertex vi is selected
as an endpoint is (a+ c)k(b+ d)lgn−k.

Graph |E| |E|/|V | ∆

com-orkut 117.2M 38.1 33,313
liveJournal1 42.9M 8.8 20,333
europe-osm 36.0M 0.7 9
cit-Patents 16.5M 2.7 793
as-skitter 11.1M 1.0 35,455
wiki-Talk 4.7M 1.9 100,029
web-Google 4.3M 4.7 6,332
com-youtube 3.0M 2.6 28,754

constant1M 50.0M 50.0 100
constant500K 50.0M 99.9 200
graph500-5M 49.1M 5.9 121,495
graph500-2M 19.2M 9.2 70,718
rMat-ER-2M 20.0M 9.5 44
rMat-G-2M 20.0M 9.5 938
rMat-B-2M 19.8M 9.4 14,868
big3dgrid 29.8M 3.0 6
cliqueChain400 3.6M 132.4 400
path-10M 10.0M 1.0 2

Table 3.5: Number of edges, ratio of edges to vertices and maximum vertex degree for a
collection of real-world and synthetic graphs, which lie above and below the center line,
respectively.

described in Section 3.4 and a set of graphs from three classes: constant degree, 3D grid,
and “recursive matrix” (rMat) [65, 62]. The adversarial graphs — cliqueChain400 and path-
10M — are described in Figure 3-3 with ∆ = 400 and Theorem 19 with |V | = 10, 000, 000,
respectively. The constant-degree graphs — constant1M and constant500K — have 1M
and 500K vertices and constant degrees of 100 and 200, respectively. These graphs were
generated such that every pair of vertices is equally likely to be connected and every vertex
has the same degree. The graph big3dgrid is a 3-dimensional grid on 10M vertices. The
rMat graphs were generated using the parameters in Table 3.4.

74



Greedy JP

Graph H CH TS H ′ CH ′ T1 T12 TS/T1 T1/T12

com-orkut FF 175 2.23 R 132 4.44 0.817 0.50 5.43
LF 87 3.54 LLF 98 5.74 0.846 0.62 6.79
SL 83 10.59 SLL 84 9.90 1.865 1.07 5.31

liveJournal1 FF 352 0.89 R 330 2.08 0.231 0.43 8.98
LF 323 2.34 LLF 326 2.23 0.286 1.05 7.80
SL 322 4.69 SLL 327 4.03 0.704 1.16 5.73

europe-osm FF 5 1.32 R 5 4.04 0.391 0.33 10.34
LF 4 17.15 LLF 4 4.93 0.473 3.48 10.41
SL 3 19.87 SLL 3 7.28 1.232 2.73 5.91

cit-Patents FF 17 0.50 R 21 1.08 0.163 0.46 6.67
LF 14 2.00 LLF 14 1.46 0.160 1.37 9.11
SL 13 3.21 SLL 14 2.90 0.519 1.11 5.58

as-skitter FF 103 0.24 R 81 0.58 0.114 0.42 5.07
LF 71 2.43 LLF 72 0.63 0.106 3.84 5.99
SL 70 2.79 SLL 71 1.04 0.269 2.67 3.88

wiki-Talk FF 102 0.09 R 85 0.28 0.053 0.31 5.28
LF 72 0.49 LLF 70 0.34 0.050 1.43 6.78
SL 56 0.61 SLL 62 0.55 0.124 1.12 4.43

web-Google FF 44 0.09 R 44 0.21 0.029 0.44 7.44
LF 45 0.25 LLF 44 0.27 0.030 0.94 8.92
SL 44 0.47 SLL 44 0.50 0.093 0.94 5.44

com-youtube FF 57 0.06 R 46 0.18 0.026 0.36 6.86
LF 32 0.25 LLF 33 0.22 0.028 1.11 7.97
SL 28 0.35 SLL 28 0.35 0.073 1.01 4.75

Table 3.6: Performance measurements for a set of real-world graphs taken from Stanford’s
SNAP project [220]. The column heading H denotes that the priority function used for the
experiment in a particular row was produced by the ordering heuristic listed in the column.
The average number of colors used by the corresponding ordering heuristic and graph is
CH . The time in seconds of Greedy, JP with 1 worker and with 12 workers is given by TS ,
T1 and T12, respectively. Details of the experimental setup and graph suite can be found in
Section 3.6.

Coloring quality of R, LLF, and SLL

Tables 3.6 and 3.7 present the coloring quality of the three parallel ordering heuristics R,
LLF, and SLL alongside that of their serial counterparts FF, LF, and SL.

The number of colors used by LLF was comparable to that used by LF on the vast
majority of the 18 graphs. Indeed, LLF produced colorings that were within 2 colors of
LF on all synthetic graphs and all but 2 real-world graphs: com-orkut and liveJournal1.
Similarly, SLL produced colorings that were within 3 colors of SL for all synthetic graphs
and all but 2 real-world graphs: liveJournal1 and wiki-Talk.

The liveJournal1 graph appears to benefit little from the ordering heuristics we con-
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Greedy JP

Graph H CH TS H ′ CH ′ T1 T12 TS/T1 T1/T12

constant1M FF 33 0.90 R 32 1.93 0.255 0.47 7.55
LF 32 1.16 LLF 32 2.70 0.323 0.43 8.35
SL 34 2.96 SLL 32 4.63 0.610 0.64 7.59

constant500K FF 52 0.74 R 52 1.50 0.190 0.49 7.89
LF 52 0.84 LLF 52 2.01 0.273 0.42 7.34
SL 53 1.97 SLL 52 3.33 0.498 0.59 6.69

graph500-5M FF 220 1.83 R 220 2.99 0.558 0.61 5.35
LF 159 3.69 LLF 160 3.74 0.542 0.99 6.89
SL 158 8.43 SLL 162 7.63 1.056 1.10 7.23

graph500-2M FF 206 0.52 R 208 1.01 0.212 0.51 4.77
LF 153 0.98 LLF 154 1.24 0.151 0.79 8.19
SL 153 2.22 SLL 156 2.25 0.324 0.99 6.94

rMat-ER-2M FF 12 0.47 R 12 1.25 0.149 0.37 8.40
LF 11 1.07 LLF 12 1.63 0.198 0.66 8.25
SL 11 2.22 SLL 11 3.13 0.506 0.71 6.18

rMat-G-2M FF 27 0.48 R 27 0.91 0.144 0.53 6.33
LF 15 1.18 LLF 17 1.34 0.204 0.88 6.54
SL 15 2.59 SLL 15 2.75 0.432 0.94 6.36

rMat-B-2M FF 105 0.50 R 105 0.86 0.149 0.58 5.78
LF 67 1.00 LLF 68 1.18 0.149 0.85 7.94
SL 67 2.41 SLL 68 2.38 0.376 1.01 6.31

big3dgrid FF 4 0.41 R 7 1.66 0.178 0.25 9.31
LF 7 4.07 LLF 7 1.89 0.216 2.15 8.76
SL 7 4.77 SLL 7 2.63 0.307 1.81 8.57

cliqueChain400 FF 399 0.05 R 399 0.09 0.012 0.50 7.77
LF 399 0.05 LLF 399 0.12 0.015 0.41 7.70
SL 399 0.08 SLL 399 0.16 0.024 0.47 6.70

path-10M FF 2 0.18 R 3 0.85 0.074 0.21 11.54
LF 3 2.49 LLF 3 0.98 0.083 2.54 11.87
SL 2 2.58 SLL 3 1.36 0.169 1.90 8.04

Table 3.7: Performance measurements for five classes of synthetically generated graphs:
constant degree, rMat, 3D grid, clique chain and path. The column headings are equivalent
to those in Table 3.6.

sidered. Every heuristic uses more than 300 colors, and the biggest difference between the
number of colors used by any heuristic is less than 10.

The wiki-Talk and com-orkut graphs appear to benefit from ordering heuristics and
illustrate what we believe is a coarse hierarchy of coloring quality in which FF < R <
LLF < LF < SLL < SL. On com-orkut, LLF produced a coloring of size 98, which was
better than the 175 and 132 colors used by FF and R, respectively, but not as good as the
87 colors used by LF. In contrast, SLL nearly matched the superior coloring quality of SL,
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producing a coloring of size 84. On wiki-Talk, SLL produced a coloring of size 62, which
was better than LF, LLF, R, and FF by a margin of between 8 to 40 colors, but not as
good as SL, which used only 56 colors. These trends appear to exist, in general, for most
of the graphs in the suite.

Scalability of JP-R, JP-LLF, and JP-SLL

The parallel performance of JP was measured by computing the speedup it achieved on 12
cores and by comparing the 1-core runtimes of JP to an optimized serial implementation
of Greedy. These results are summarized in Tables 3.6 and 3.7.

Overall, JP-LLF obtains a geometric-mean speedup — the ratio of the runtime on 1
core to the runtime on 12 cores — of 7.83 on the eight real-world graphs and 8.08 on the ten
synthetic graphs. Similarly, JP-SLL obtains a geometric-mean speedup of 5.36 and 7.02 on
the real-world and synthetic graphs, respectively.

Tables 3.6 and 3.7 also include scalability data for JP-FF, JP-LF, and JP-SL. Histori-
cally, JP-LF has been used with mixed success in practical parallel settings [129, 300, 179, 4].
Despite the fact that it offers little in terms of theoretical parallel performance guarantees,
we have measured its parallel performance for our graph suite, and indeed JP-LF scales
reasonably well: JP-LF1/JP-LF12 = 6.8 as compared to JP-LLF1/JP-LLF12 = 8.0 in ge-
ometric mean, not including cliqueChain400, which is omitted since JP-LF crashes due to
excessive stack usage on cliqueChain400. The omission of cliqueChain400 highlights the
dangers of using algorithms without good performance guarantees: it is difficult to know
if the algorithm will behave badly given any particular input. In this respect, JP-FF is
particularly vulnerable to adversarial inputs, as we can see by the fact that it crashes on
europe-osm, which is not even intentionally adversarial. We also see this vulnerability with
JP-SL, as well as generally poor scalability on the entire suite.

To measure the overheads introduced by using a parallel algorithm, the runtime T1

of JP on 1 core was compared with the runtime TS of an optimized implementation of
Greedy. This comparison was performed for each of the three parallel ordering heuristics
we considered: R, LLF, and SLL. The serial runtime of Greedy using FF is 2.5 times
faster than JP-R on 1 core for the eight real-world graphs and 2.3 times faster on the
ten synthetic graphs. We conjecture that Greedy gains its advantage due to the spatial-
locality advantage that results from processing the vertices in the linear order they appear
in the graph representation. JP-LLF and JP-SLL on 1 core, however, are actually faster
than Greedy with LF and SL by 43.3% and 19% on the eight real-world graphs and 6%
and 3% on the whole suite, respectively.

In order to validate that our implementation of Greedy is a credible baseline, we
compared it with a publicly available graph-coloring library, ColPack [121], developed by
Gebremedhin et al. and found that the two implementations appeared to achieve similar
performance. For example, using the SL ordering heuristic, Greedy is 19% faster than
ColPack in geometric-mean across the graph suite, though Greedy is slower on 5 of the
16 graphs and as much 2.22 times slower for as-skitter.

3.7 Implementation techniques

This section describes the techniques we employed to implement JP and Greedy for the
evaluation in Section 3.6. We describe three techniques — join-trees [98], bit-vectors, and
software prefetching — that improve the practical performance of JP. Where applicable,
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these same techniques were used to optimize the implementation of Greedy. Overall,
applying these techniques yielded a speedup of between 1.6 and 2.9 for JP and a speedup of
between 1.2 and 1.6 for Greedy on the rMat-G-2M, rMat-B-2M, web-Google, and as-skitter
graphs used in Section 3.6.

Join trees for reducing memory contention

Although the theoretical analysis of JP in Section 3.2 does not concern itself with con-
tention, the implementation of JP works to mitigate overheads due to contention. The
pseudocode for JP in Figure 3-2 shows that each vertex u in the graph has an associ-
ated counter u.counter . Line 17 of JP-Color executes a Join operation on u.counter .
Although Section 3.2 describes how Join can treat u.counter as a join counter [76] and
update u.counter using an atomic decrement and fetch operation, the cache-coherence pro-
tocol [277] on the machine serializes such atomic operations, giving rise to potential memory
contention. In particular, memory contention may harm the practical performance of JP
on graphs with large-degree vertices.

Our implementation of JP mitigates overheads due to contention by replacing each join
counter u.counter with a join tree having Θ(|u.pred |) leaves. In particular, each join tree
was sized such that an average of 64 predecessors of u map to each leaf through a hash
function that maps predecessors to random leaves. We found that the join tree reduces T1

for JP by a factor of 1.15 and reduces T12 for JP by between 1.1 and 1.3.

Bit vectors for assigning colors

To color vertices more efficiently, the implementation of JP uses vertex-local bit vectors to
store information about the availability of low-numbered colors. Because JP assigns to each
vertex the lowest-numbered available color, vertices tend to be colored with low-numbered
colors. To take advantage of this observation, we store a 64-bit word per vertex u to track
the colors in the range {1, 2, . . . , 64} that have already been assigned to a neighbor of u.
The bit vector on u.vec is computed as a “self-timed” OR reduction that occurs during
updates on u’s join tree. Effectively, as each predecessor v of u executes Join on u’s join
tree, if color(v) is in {1, 2, . . . , 64}, then v OR’s the word 2color(v)−1 into u.vec. When
Get-Color(u) subsequently executes, Get-Color first scans for the lowest unset bit in
u.vec to find the minimum color in {1, 2, . . . , 64} not assigned to a neighbor of u. Only
when no such color is available does Get-Color(u) scan its predecessors to assign a color
to u.

We discovered that a large fraction of vertices in a graph can be colored efficiently using
this practical optimization. We found that this optimization improved T12 for JP by a
factor of 1.4 to 2.2, and a similar optimization sped up the implementation of Greedy by
a factor of 1.2 to 1.6.

Software prefetching

We used software prefetching to improve the latency of memory accesses in JP. In partic-
ular, JP uses software prefetching to mitigate the latency of the indirect memory access
encountered when accessing the join trees of the successors of a vertex v on line 16 of
JP-Color in Figure 3-2. This optimization improves T12 for JP by a factor of 1.2 to 1.5.

Interestingly, our implementation of Greedy did not appear to benefit from using
software prefetching in a similar context, specifically, to access the predecessors of a vertex
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Greedy-SD(G)

36 let G = (V,E)
37 for v ∈ V
38 v.adjColors ← ∅
39 v.adjUncolored ← Adj[v]
40 PushOrAddKey(v,Q[0][|v.adjUncolored |])
41 s← 0
42 while s ≥ 0
43 v ← PopOrDelKey(Q[s][maxKeys(Q[s])])
44 v.color ← min({1, 2, . . . , |v.adjUncolored |+ 1} − v.adjColors)
45 for u ∈ v.adjUncolored
46 RemoveOrDelKey(u,Q[|u.adjColors|][|u.adjUncolored |])
47 u.adjColors ← u.adjColors ∪ {v.color}
48 u.adjUncolored ← u.adjUncolored − {v}
49 PushOrAddKey(u,Q[|u.adjColors|][|u.adjUncolored |])
50 s← max{s, |u.adjColors|}
51 while s ≥ 0 and Q[s] == ∅
52 s← s− 1

Figure 3-5: The Greedy-SD algorithm computes a coloring for the input graph G =
(V,E) using the SD heuristic. Each uncolored vertex v ∈ V maintains a set v.adjColors
of colors used by its neighbors and a set v.adjUncolored of uncolored neighbors of v. The
PushOrAddKey method adds a specified key, if necessary, and then adds an element to
that key’s associated set. The PopOrDelKey and RemoveOrDelKey methods remove
an element from a specified key’s associated set, deleting that key if the set becomes empty.
The variable s maintains the maximum saturation degree of G.

on line 4 of Greedy in Figure 3-1. We suspect that because Greedy only reads the
predecessors of a vertex on this line and does not write them, the processor hardware is able
to generate many such reads in parallel, thereby mitigating the latency penalty introduced
by cache misses.

3.8 The SD heuristic

Our experiments with serial heuristics detailed in the Appendix (Section 3.11) indicate that
the SD heuristic tends to provide colorings with higher quality than the other heuristics we
have considered, confirming similar findings by Gebremedhin and Manne [122]. Although
we leave the problem of devising a good parallel algorithm for SD as an open question, we
were able to devise a linear-time serial algorithm for the problem, despite conjectures in
the literature [129, 75] that superlinear time is required. This section briefly describes our
linear-time serial algorithm for SD.

Figure 3-5 gives pseudocode for the Greedy-SD algorithm, which implements the SD
heuristic. Rather than trying to define a priority function for SD, the figure gives the
coloring algorithm Greedy-SD itself, since the calculation of such a priority function would
color the graph as a byproduct. At any moment during the execution of the algorithm,
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C

Graph FF R LF ID SL SD Spark

com-orkut 175 132 87 86 83 76
liveJournal1 352 330 323 325 322 326
europe-osm 5 5 4 4 3 3
cit-Patents 17 21 14 14 13 12
as-skitter 103 81 71 72 70 70
wiki-Talk 102 85 72 57 56 51
web-Google 44 44 45 45 44 44
com-youtube 57 46 32 28 28 26

constant1M 33 32 32 34 34 26
constant500K 52 52 52 55 53 44
graph500-5M 220 220 159 157 158 147
graph500-2M 206 208 153 152 153 141
rMat-ER-2M 12 12 11 11 11 8
rMat-G-2M 27 27 15 15 15 11
rMat-B-2M 105 105 67 67 67 59
big3dgrid 4 7 7 4 7 5
cliqueChain400 399 399 399 399 399 399
path-10M 2 3 3 2 2 2

Table 3.8: Performance measurements for six serial ordering heuristics used by Greedy,
where measurements for real-world graphs appear above the center line and those for syn-
thetic graphs appear below. The “Spark” column contains bar graphs that pictorially
represent the coloring quality for each of the ordering heuristics. The height of the bar for
the coloring quality CH of ordering heuristic H is proportional to CH . Section 3.6 details
the experimental setup and graph suite used.

the saturation degree of a vertex v as the number |v.adjColors| of distinct colors of
v’s neighbors, and the effective degree of v as |v.adjUncolored |, its degree in the as yet
uncolored graph.

The main loop of Greedy-SD (lines 42–52) first removes a vertex v of maximum sat-
uration degree from Q (line 43) and colors it (line 44). It then updates each uncolored
neighbor u ∈ v.adjUncolored of v (lines 45–50) in three steps. First, it removes u from
Q (line 46). Next, it updates the set u.adjUncolored of u’s effective neighbors — u’s
uncolored neighbors in G — and the set u.adjColors of colors used by u’s neighbors (lines
47–48). Finally, it enqueues u in Q based on u’s updated information (lines 49–50).

The crux of Greedy-SD lies in the operation of the queue data structure Q, which is
organized as an array of saturation tables, each of which supports the three methods
PushOrAddKey, PopOrDelKey, and RemoveOrDelKey described in the caption of
Figure 3-5. A saturation table can support these operations in Θ(1) time and allow its
keys K to be read in Θ(K) time. At the start of each main loop iteration, entry Q[i]
stores the uncolored vertices in the graph with saturation degree i in a saturation table.
The PushOrAddKey, PopOrDelKey, and RemoveOrDelKey methods maintain the
invariant that, for each table Q[i], each key j ∈ Keys(Q[i]) is associated with a nonempty
set of vertices, such that each vertex v ∈ Q[i][j] has saturation degree i and effective degree j.
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TS

Graph FF R LF ID SL SD Spark

com-orkut 2.23 3.39 3.54 44.13 10.59 46.60
liveJournal1 0.89 2.05 2.34 17.93 4.69 19.75
europe-osm 1.32 13.36 17.15 48.59 19.87 52.73
cit-Patents 0.50 1.62 2.00 9.82 3.21 10.08
as-skitter 0.24 1.70 2.43 9.41 2.79 9.94
wiki-Talk 0.09 0.35 0.49 2.79 0.61 2.90
web-Google 0.09 0.22 0.25 1.68 0.47 1.77
com-youtube 0.06 0.19 0.25 1.50 0.35 1.55

constant1M 0.90 1.13 1.16 16.07 2.96 17.23
constant500K 0.74 0.88 0.84 14.20 1.97 15.51
graph500-5M 1.83 3.14 3.69 25.19 8.43 35.29
graph500-2M 0.52 0.77 0.98 8.09 2.22 11.68
rMat-ER-2M 0.47 0.93 1.07 10.10 2.22 9.13
rMat-G-2M 0.48 0.92 1.18 9.17 2.59 9.07
rMat-B-2M 0.50 0.83 1.00 8.44 2.41 8.64
big3dgrid 0.41 3.34 4.07 13.61 4.77 15.30
cliqueChain400 0.05 0.05 0.05 0.81 0.08 2.06
path-10M 0.18 1.95 2.49 7.34 2.58 7.96

Table 3.9: Performance measurements for six serial ordering heuristics used by Greedy,
where measurements for real-world graphs appear above the center line and those for syn-
thetic graphs appear below. The “Spark” column contains bar graphs that pictorially
represent the serial running time for each of the ordering heuristics. The height of the
bar for the serial running time TS of ordering heuristic H is proportional to the log of TS .
Section 3.6 details the experimental setup and graph suite used.

Theorem 24 Greedy-SD colors a graph G = (V,E) according to the SD ordering heuris-
tic in Θ(V + E) time.

Proof. PushOrAddKey, PopOrDelKey, and RemoveOrDelKey operate in Θ(1)
time, and a given saturation table’s key set K can be read in Θ(K) time. Line 43 can
thus find a vertex v with maximum saturation degree s in Θ(|Keys(Q[s])|) time. Line 44
can color v in Θ(deg(v)) time, and lines 50–52 maintain s in Θ(s) time. Because s +
|Keys(Q[s])| ≤ deg(v), lines 42–52 evaluate v in Θ(deg(v)) time. The handshaking lemma
[77, p. 1172–3] implies the theorem, because each vertex in V is evaluated once.

3.9 Related work

Parallel coloring algorithms have been explored extensively in the distributed computing
domain [5, 229, 179, 131, 132, 201, 200, 15]. These algorithms are evaluated in the message-
passing model, where nodes are allowed unlimited local computation and exchange mes-
sages through a sequence of synchronized rounds. Kuhn [200] and Barenboim and Elkin
[15] independently developed O(∆ + lg∗ n)-round message passing algorithms to compute a
deterministic greedy coloring.
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Several greedy coloring algorithms have been described in synchronous PRAM models.
Goldberg et al. [131] describe an algorithm for finding a greedy coloring of O(1)-degree
graphs in O(lg n) time in the EREW PRAM model using a linear number of processors.
They observe that their technique can be applied recursively to color ∆-degree graphs in
O(∆ lg ∆ lg n) time. Their strategy incurs Ω(lg ∆(V + E)) (superlinear) work, however.

Catalyurek et al. [62] present the algorithm Iterative, which first speculatively colors
a graph G and then fixes coloring conflicts, that is, corrects the coloring where two adjacent
vertices are assigned the same color. The process of fixing conflicting colors can introduce
new conflicts, though the authors observe empirically that comparatively few iterations
suffice to find a valid coloring. We ran Iterative on our test system and found that
JP-LLF uses 13% fewer colors and takes 19% less time in geometric mean of number of
colors and relative time, respectively, over all graphs in our test suite. Furthermore, we
found that JP-SLL uses 17% fewer colors, but executes in twice the time of Iterative.
We do not know the extent to which the optimizations enjoyed by our algorithms could be
adopted by speculative-coloring algorithms, however, and so it is likely too soon to draw
conclusions about comparisons between the strategies.

3.10 Conclusion

Because of the importance of graph coloring, considerable effort has been invested over the
years to develop ordering heuristics for serial graph-coloring algorithms. For the traditional
“serial” LF and SL ordering heuristics, we have developed “parallel” analogs — the LLF
and SLL heuristics, respectively — which approximate the traditional orderings, generating
colorings of comparable quality while offering provable guarantees on parallel scalability.
The correspondence between serial ordering heuristics and their parallel analogs is fairly
direct for LF and LLF . LLF colors any two vertices whose degrees differ by more than a
factor of 2 in the same order as LF. In this sense, LLF can be viewed as a simple coarsening
of the vertex ordering used by LF. Although SLL is inspired by SL, and both heuristics
tend to color vertices of smaller degree later, the correspondence between SL and SLL is
not as straightforward. We relied on empirical results to determine the degree to which
SLL captures the salient properties of SL.

We had hoped that the coarsening strategy LLF and SLL embody would generalize to
the other serial ordering heuristics, and we are disappointed that we have not yet been
able to devise parallel analogs for the other ordering heuristics, and in particular, for SD.
Because the SD heuristic appears to produce better colorings in practice than all of the
other serial ordering heuristics, SD appears to capture an important phenomenon that the
others miss.

The problem with applying the coarsening strategy to SD stems from the way that SD
is defined. Because SD determines the order to color vertices while serially coloring the
graph itself, it seems difficult to parallelize, and it is not clear how SD might correspond
to a possible parallel analog. Thus, it remains an intriguing open question as to whether
a parallel ordering heuristic exists that captures the same “insights” as SD while offering
provable guarantees on scalability.
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3.11 Appendix: Performance of serial ordering heuristics

Tables 3.8 and 3.9 summarizes our empirical evaluation of Greedy run on our suite of
real-world and synthetic graphs using the six ordering heuristics from Section 3.1. The
measurements were taken using the same machine and methodology as was used for Tables
3.6 and 3.7. As Tables 3.8 and 3.9 show, we found that, in order, FF, R, LF, SL, and SD
generally produce better colorings at the cost of greater running times. ID was outperformed
in both time and quality by SL. The figure indicates that LF tends to produce better
colorings than FF and R at some performance cost, and SL produces better colorings than
LF at additional cost. We found that SD produces the best colorings overall, at the cost of
a 4.5 geometric-mean slowdown versus SL.
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Chapter 4

PARAD: A Work-Efficient Parallel
Algorithm for Reverse-Mode
Automatic Differentiation

This chapter presents PARAD the first work-efficient parallel algorithm for performing
reverse-mode automatic differentiation. This work was conducted in collaboration with Tao
B. Schardl, Brian Xie, Jie Chen, Aldo Pareja, Georgios Kollias, and Charles E. Leiserson.

Abstract

Automatic differentiation (AD) is a technique for computing the derivative of function
F : Rn → Rm defined by a computer program. Modern applications of AD, such as machine
learning, typically use AD to facilitate gradient-based optimization of an objective function
for which m � n (often m = 1). As a result, these applications typically use reverse (or
adjoint) mode AD to compute the gradient of F efficiently, in time Θ(m · T1(F )), where T1

is the work (serial running time) of F . Although the serial running time of reverse-mode
AD has a well known relationship to the total work of F , general-purpose reverse-mode
AD has proven challenging to parallelize in a work-efficient and scalable fashion, as simple
approaches tend to result in poor performance or scalability.

This chapter introduces PARAD, a work-efficient parallel algorithm for reverse-mode
AD of determinacy-race-free recursive fork-join programs. We analyze the performance of
PARAD using work/span analysis. Given a program F with work T1(F ) and span (critical-
path length) T∞(F ), PARAD performs reverse-mode AD of F in O(m · T1(F )) work and
O(logm + log(T1(F ))T∞(F )) span. To the best of our knowledge, PARAD is the first
parallel algorithm for performing reverse-mode AD that is both provably work-efficient and
has span within a polylogarithmic factor of the original program F .

We implemented PARAD as an extension of Adept, a C++ library for performing
reverse-mode AD for serial programs that is known for its efficiency. Our implementa-
tion supports the use of Cilk fork-join parallelism and requires no programmer annotations
of parallel control flow. Instead, it uses compiler instrumentation to dynamically trace a
program’s series-parallel structure, which is used to automatically parallelize the gradient
computation via reverse-mode AD. On eight machine-learning benchmarks, our implemen-
tation of PARAD achieves 1.5× geometric-mean multiplicative work overhead relative to
the serial Adept tool, and 8.9× geometric-mean self-relative speedup on 18 cores.
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4.1 Introduction

Automatic differentiation1 [139, 280, 286, 193], or AD for short, aims to numerically
compute the derivative of a function F : Rn → Rm defined by a computer program. Al-
though AD has a long history of exploration and development in applications such as com-
putational fluid dynamics, molecular dynamic simulations, engineering design optimization,
sensitivity analysis, and uncertainty quantification, AD is commonly used today as a fun-
damental computational step in training neural networks for machine learning. In that
context, the program is a neural network that defines a function F mapping a set of weights
W ∈ Rn to a loss L ∈ Rm, for which m � n (often m = 1). AD is used when train-
ing the neural network to facilitate gradient-based optimization of L [44]. In contrast to
symbolic [154] or numerical differentiation [56], AD provides an efficient way to compute
partial derivatives for functions of many input variables, which makes AD appealing for
training neural networks [18]. More broadly, efficient general-purpose AD sees a diversity
of uses today, from general applications of AD in machine learning, such as in differentiable
programming systems (e.g., [167, 46, 280]), to various applications in computational science.

For a function F computed serially in time T1(F ), the gradient of F can be computed
using either forward-mode AD [342], in time Θ(n · T1(F )), or using reverse-mode (or
adjoint-mode) AD [230, 324], in time Θ(m · T1(F )). Reverse-mode AD is therefore well
suited for machine learning and has therefore grown in popularity.

This paper addresses the problem of automatically parallelizing general-purpose reverse-
mode AD for programs implemented using (recursive) fork-join parallelism , as sup-
ported by parallel programming languages including dialects of Cilk [116, 219, 172], Fortress
[3], Kokkos [101], Habanero [16], Habanero-Java [61], Hood [42], HotSLAW [258], Java
Fork/Join Framework [208], OpenMP [275, 13], Task Parallel Library [218], Threading
Building Blocks (TBB) [291], and X10 [68]. Fork-join parallelism allows subroutines to
be spawned recursively in parallel and iterations of parallel loops to execute concurrently.
Fork-join programs expose fine-grained tasks that are allowed to execute in parallel, but are
not required to. The execution and synchronization of fine-grained tasks is managed “under
the covers” by a runtime system, which typically implements a randomized work-stealing
scheduler [41, 116, 11, 38] to schedule and load-balance the computation among parallel
worker threads. Constructs such as parallel for can be implemented as syntactic sugar
on top of the fork-join model. As long as a fork-join program contains no determinacy
races [105] (also called general races [266]) — no cases where two logically parallel op-
erations access the same memory location, and at least one access writes to the location —
then it is deterministic, meaning that every execution of the program on a given input
performs the same operations, regardless of scheduling. Fork-join parallelism has emerged
as a popular parallel-programming model that allows many programs to be implemented
efficiently as deterministic parallel programs [33, 183, 317].

This paper explores the following problem: given a determinacy-race-free function F :
Rn → Rm defined by a recursive fork-join parallel program, automatically parallelize the
reverse-mode AD computation of F in a work-efficient and scalable manner that is efficient
in practice. We have observed that, in practice, many applications of reverse-mode AD,
including machine-learning applications, implement functions that satisfy these constraints.

General-purpose reverse-mode AD has long posed a challenge to parallelize efficiently
[29], despite its substantial history of research and development (for a survey of previous

1Also known as algorithmic differentiation.
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work, see [18]). Reverse-mode AD can be performed in parallel for the m dimensions of the
output of F , but this approach yields minimal parallelism when m is small. Specialized algo-
rithms have been developed to perform parallel reverse-mode AD for specific computations
[164, 163, 162, 161], but these specialized approaches do not apply to recursive fork-join
computations in general. Previously developed solutions [28, 301] to parallel reverse-mode
AD either are not work efficient — the total computation involved is ω(m · T1(F )) — or
they suffer in parallel performance and scalability, for example, due to lock contention.

The challenges of parallelizing reverse-mode AD

To see the challenges in automatically parallelizing reverse-mode AD, let us first examine
serial reverse-mode AD on a function F .

Intuitively, AD views the computation of F as a sequence of primitive arithmetic op-
erations and primitive functions — such as addition, multiplication, sine, and cosine —
and performs a nonstandard interpretation of F to calculate derivatives. Reverse-mode AD
computes the derivative of F by applying the chain rule from differential calculus, starting
from the outermost function, which is the last operation or function in the sequence. More
precisely, let L ∈ Rm be the dependent variable computed by F , and let n be the length of
the operation sequence to compute F . After at each step i, the reverse-mode AD algorithm
has evaluated some suffix Sn−i of the computation of F , and it stores a set of gradients
that encode the adjoint ∂L/∂Wn−i, where Wn−i is the set of inputs to Sn−i. Step i+ 1 of
the algorithm grows the evaluated suffix Sn−i−1 from Sn−i by updating the set of gradients
to store ∂L/∂Wn−i−1 = (∂L/∂Wn−i)(∂Wn−i/∂Wn−i−1).

Reverse-mode AD is most commonly accomplished through maintenance of an auxiliary
tape data-structure.2 Conceptually, reverse-mode AD first performs an augmented execu-
tion of the function F , known as the forward pass, to record data about F ’s computation
onto the tape. After the forward pass completes, reverse-mode AD performs a reverse
pass, in which it applies the chain rule to the operations on the tape in reverse order.
Section 4.2 describes an efficient serial reverse-mode AD algorithm in detail.

At a high level, the tape and the set of gradients pose two key challenges to parallelizing
reverse-mode AD.

Parallelizing the tape Parallel reverse-mode AD must accommodate the parallelism
in the computation of F . For a fork-join parallel program F , the spawning and synchro-
nization of logically parallel tasks imposes a directed acyclic graph (DAG) of dependencies
operations, rather than a sequence. Dependencies between primitive operations must be
recorded efficiently in parallel during the forward-pass execution of F . In addition, the DAG
structure of dependencies implies logical parallelism between operations in the reverse pass,
which should be exploited to achieve performance and scalability.

Parallel maintenance of gradients As Section 4.2 describes, one well-known feature of
reverse-mode AD is that a variable-read operation in the given function F corresponds to
a write of a gradient value during the reverse pass of the reverse-mode AD computation of
F , and vice versa [29, 301]. As a result, even if F is determinacy-race free, logically parallel
read operations during the forward pass become logically parallel write operations during
the reverse pass. Intuitive approaches to managing gradients can lead to poor performance.

2Also called a Wengert list [342].
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For example, coordinating updates to gradients using locks can result in high contention
that inhibits scalability. Alternatively, one might imagine maintaining gradients using P
thread-local tables, where P is the number of processors executing the reverse pass. But
a simple use of thread-local gradient tables is not work efficient, because reads of gradient
values can occur asynchronously during a parallel execution of the reverse pass, and O(P )
work is needed to read a gradient out of the thread-local tables. Synchronizing these reads
can reduce the total work, but at the cost of parallel scalability.

Previous approaches

Previous work [28] has explored parallel reverse-mode AD for OpenMP programs using
ADOL-C [340], a library for reverse-mode AD in C++ programs. To accommodate OpenMP
threads, a separate instance of ADOL-C is created for each thread, such that each thread
operates on its own tape and set of gradients. Separate user code is invoked to combine
gradient information from these parallel tapes at serial points in the computation. This
thread-local AD approach can work efficiently for programs with simple parallel control
flow, such as a sequence of parallel loops. But it is unclear how to generalize the approach
to handle arbitrary recursive fork-join parallel programs while maintaining work efficiency
and scalability. Nested parallel control flow in particular presents a significant challenge,
because work efficiency can be precluded by the total work performed over the entire reverse
pass to combine gradient information at nested synchronization points.

Previous work has also explored similar node-local approaches to parallelize reverse-
mode AD for MPI programs [301], by assigning each MPI node to operate on a separate
tape and replacing MPI communications in the forward pass with appropriate reversed com-
munications to communicate gradient information in the reverse pass. These approaches are
not work efficient [158], due to the cost of communicating and combining parallel gradient
information.

PARAD: Work-efficient and scalable reverse-mode AD

This paper introduces PARAD a provably efficient parallel algorithm for reverse-mode AD
for determinacy-race-free recursive fork-join programs. Given such a program F , PARAD
computes the gradient of F using reverse-mode AD work-efficiently and with parallel scal-
ability comparable to that of F itself. In particular, PARAD exploits the logical parallel
control flow of the input of F to parallelize the reverse-mode AD computation of F .

In particular, Section 4.4 analyzes the parallel performance of PARAD using work/span
analysis [77, Ch. 27]. The work of a computation is the total number of instructions
executed, and the span is the length of a longest path of dependencies in the program.
Section 4.4 shows that, given an input function F : Rn → Rm which takes work T1(F ) and
span T∞(F ) to compute, PARAD computes reverse-mode AD of F in work Θ(m · T1(F ))
and span O(logm+ log(T1(F ))T∞(F )). To the best of our knowledge, PARAD is the first
parallel algorithm for performing reverse-mode AD that both is provably work-efficient and
has span within a polylogarithmic factor of T∞(F ).

To efficiently parallelize reverse-mode AD, PARAD implements an SP-Tape data
structure, which records a tape for F efficiently in parallel, and a novel parallel algorithm
for maintaining gradients.
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Algorithm Ts/T1 Ts/T18 T1/T18

PARAD 0.57 5.12 9.02
PARAD+S 0.66 5.88 8.89

Locks 0.45 2.77 6.14
Worker-Local 0.94 4.96 5.27

Figure 4-1: Performance comparison of PARAD, PARAD+S, Locks, and Worker-Local
over the 8 application benchmarks discussed in Section 4.6. Average (geometric mean) work-
efficiencies Ts/T1 and 18-core speedups Ts/T18 are provided relative to the serial runtime
Ts of Adept.

A work-efficient, scalable, deterministic parallel tape Section 4.3 describes the SP-
Tape data structure for recording a tape of the forward-pass execution of F , including all
series-parallel relationships between primitive operations and functions in F . The SP-Tape
data structure ensures that, if F is determinacy-race free, then the SP-Tape recorded for the
forward-pass execution of F is the same, regardless of how the forward-pass is scheduled
at runtime. Section 4.3 justifies that the SP-Tape records the tape in a work-efficient
and scalable manner with bounded contention. The maintenance of an SP-Tape resembles
techniques in previous work for recording series-parallel dependencies in recursive fork-join
programs [288], but with substantial extensions to implement reverse-mode AD.

Work-efficient parallel maintenance of gradients To achieve a work efficient and
scalable reverse pass, PARAD uses a novel algorithm to maintain gradients that overcomes
the problems of approaches based on locks or thread-local gradient tables. In contrast
to lock-based approaches, the algorithm avoids the overheads of locks and bounds the
contention involved in updating gradients. In contrast to approaches that use thread-local
gradient tables, the algorithm allows gradients to be read in an asynchronous manner, while
maintaining both work efficiency and span comparable to the input function F . Section 4.4
describes this algorithm for maintaining sets of gradients in parallel.

The LibPARAD parallel reverse-mode AD library

We implemented PARAD in a library, called LibPARAD, to evaluate the empirical per-
formance of PARAD. LibPARAD extends the Adept [156] library for reverse-mode AD
computation of serial C++ programs, which is known to exhibit low overheads in practice.
LibPARAD supports the use of the Cilk programming language [116, 219, 172] to encode
recursive fork-join parallelism. LibPARAD captures the series-parallel relationships be-
tween operations using compiler-inserted program instrumentation, based on a version of
the CSI framework [302] that instruments the Tapir compiler intermediate representation of
recursive fork-join parallelism [305]. This approach has the extra benefit that programmers
need not annotate the logical parallelism in the program. Instead, LibPARAD captures
this logical parallelism based on the linguistic constructs in the original program. Section 4.5
describes the implementation of LibPARAD as well as several practical optimizations that
LibPARAD implements on top of the PARAD algorithm.

We evaluated LibPARAD’s serial and parallel performance in practice on a variety of
machine-learning benchmarks, and we compare the performance of LibPARAD to Adept
applied to the serial projection [116, 305] of each benchmark, as well as to implementa-
tions that use fine-grained locks (Locks) and thread-local gradient tables (Worker-Local).
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Figure 4-1 summarizes our empirical evaluation of LibPARAD in which we compared
PARAD and PARAD+S, which incorporates additional optimizations described in Sec-
tion 4.5, with algorithms using locks and worker-local tables. On average, the PARAD and
PARAD+S algorithms have better scalability than Locks and Worker-Local both in terms
of self-relative speedup and relative to the serial Adept code. Section 4.6 dives into the
empirical evaluation of LibPARAD and examines how the scalability of each algorithms
varies across benchmarks.

Contributions This paper makes the following contributions.
1. We introduce PARAD, an algorithm that performs reverse-mode AD for determinacy-

race-free recursive fork-join parallel programs with substantially fewer overheads than
existing systems. Given a determinacy-race-free recursive fork-join program F : Rn →
Rm, PARAD automatically parallelizes the reverse-mode AD computation of F .

2. Using work/span analysis [77, Ch. 27], we show that PARAD performs reverse-mode
AD on a given function F in work O(m · T1(F )) and O(logm + log(T1(F ))T∞(F )).
To the best of our knowledge, PARAD is the first parallel algorithm for performing
reverse mode AD that is both provably work-efficient and has span within a polylog-
arithmic factor of T∞(F ).

3. We introduce LibPARAD, an implementation of PARAD for performing automati-
cally parallel reverse-mode AD for determinacy-race-free recursive fork-join programs.
LibPARAD extends the Adept [156] C++ library for serial reverse-mode AD, which
is known to outperform other C++ AD libraries [325].

4. We study the empirical performance of LibPARAD on eight machine-learning bench-
marks and compare the the PARAD, PARAD+S, Locks, and Worker-Local algo-
rithms for reverse-mode AD.

Organization The remainder of the paper is organized as follows. Section 4.2 provides
background on AD and fork-join parallelism. Section 4.3 describes the SP-Tape data struc-
ture and analyzes it in terms of work and span. Section 4.4 presents and analyzes PARAD’s
work-efficient and scalable reverse-mode algorithm. Section 4.5 describes the implementa-
tion of LibPARAD, a C++ library implementation of PARAD, based on the Adept C++
library for serial reverse-mode AD. Section 4.6 compares the empirical performance of Lib-
PARAD against Adept and a lock-based implementation of reverse-mode AD. Section 4.7
discusses related work in parallel AD. Section 4.8 provides concluding remarks.

4.2 Preliminaries

This section provides background information on the serial algorithm for reverse-mode AD,
recursive fork-join parallelism, the dag model of multithreading, and work/span analysis. To
simplify the description of reverse-mode AD, we shall consider input programs F : Rn → Rm
for which m = 1. It is straightforward to extend this description for programs where m > 1.

A serial algorithm for reverse-mode AD

In general, a serial reverse-mode AD computation, as implemented by tools including
Adept [156], ADOL-C [340], and Tapenade [145], operates in two passes. Given a function
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Forward pass program

TwoByTwoMatVecSqLoss(a, b, c, d, e, f):

1 g = a · e+ b · f
2 h = c · e+ d · f
3 L = g2 + h2

4 return L

Gradient table state after each step of reverse-mode AD

Step ∂a ∂b ∂c ∂d ∂e ∂f ∂g ∂h ∂L

0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 2g 2h 0
2 0 0 2h · e 2h · f 2h · c 2h · d 2g 0 0
3 2g · e 2g · f 2h · e 2h · f 2h · c+ 2g · a 2h · d+ 2g · b 0 0 0

Statement Stack

index end index

S0 index (g) 4
S1 index (h) 8
S2 index (L) 10

Operation Stack

index mul

O0 index (a) ∂g/∂a = e
O1 index (e) ∂g/∂e = a
O2 index (b) ∂g/∂b = f
O3 index (f) ∂g/∂f = b
O4 index (c) ∂h/∂c = e
O5 index (e) ∂h/∂e = c
O6 index (d) ∂h/∂d = f
O7 index (f) ∂h/∂f = d
O8 index (g) ∂L/∂g = 2g
O9 index (h) ∂L/∂h = 2h

Figure 4-2: Illustration of a serial reverse-mode AD computation on simple program,
TwoByTwoMatVecSqLoss. The tables in the top right show the statement and op-
eration stacks, recorded during the execution of the forward pass of the program. The
bottom table shows the state of the gradient table after processing each statement (in
reverse order) during the reverse pass.

SerialReversePass(S,O,G):

1 i← |O|−1
2 for k = |S|−1, |S|−2, . . . , 0
3 α← G[Sk.index ]
4 G[Sk.index ]← 0
5 while i > Sk−1.endIndex
6 G[Oi.index ] += α ·Oi.mul
7 i −= 1

Figure 4-3: Pseudocode for the serial algorithm for computing the reverse pass over the
statement stack S and operation stack O with input gradients in the table G.
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F : Rn → Rm, the forward pass first executes F and records the primitive operations of
F onto a tape data structure. The reverse pass maintains a table of gradient values and
processes the tape data structure step by step in reverse, updating the gradient values at
each step.

To examine the algorithm more closely, let us first examine the tape data structure
and the forward pass. The serial tape data structure consists of two stacks: a statement
stack , corresponding to writes to variables in the program F , and an operation stack ,
that records the values read to compute statements. Each differentiable variable v in the
program, corresponding to an executed statement in F , is assigned a unique integer identifier
index (v), called the gradient index . A statement-stack entry contains the index associated
with the left-hand-side variable v, and the length of the operation stack when the statement
was inserted. Each operation-stack entry contains the index of the variable u being read, as
well as the partial derivative of the statement’s left-hand-side variable v with respect to u.
Figure 4-2 illustrates the statement and operation stacks recorded for a simple program
with 3 statements.

To see how the forward pass populates the statement and operation stacks, consider
the forward-pass executing of TwoByTwoMatVecSqLoss in Figure 4-2 line by line.
Line 1 computes the statement g = a · e + b · f . The expression on the right-hand side
of the statement is evaluated first and the operations O0, O1, O2, O3 are pushed onto the
operation stack. After the right-hand expression is evaluated, an entry S0 is pushed onto
the statement stack recording the gradient index index (g) of the left-hand-side variable
g, and the current length 4 of the operation stack. As a result, after line 1 is executed,
statement S0 on the statement stack identifies operations O0, O1, O2, and O3 as storing
partial derivatives ∂g/∂a, ∂g/∂e, ∂g/∂b, and ∂g/∂f , respectively. Line 2 is handled similarly
by pushing operations O4, O5, O6, O7 to the operation stack and then pushing statement
S1 to the statement stack. Lastly, to handle line 3, operations O8, O9 are pushed onto the
operation stack and statement S2 onto the statement stack.

After executing the function, the reverse pass creates a gradient table with one entry
for each gradient index created during the execution of the forward pass. Initially, all entries
of the gradient table are set to 0, except for (one or more) variables whose derivatives are
already known. In the example in Figure 4-2, there is a single loss variable L whose gradient
index is initialized to 1.

The gradient-table state after each step of the reverse-mode AD algorithm is presented
in Figure 4-2. In the figure, each row presents the state of the gradient table after a step
of the reverse pass. Each row therefore encodes the coefficients of a differential expression
obtained via differentiation of an implicit function. Row 0, for example, encodes the initial
(trivial) differential expression ∂L = 1 · ∂L. After processing statement S2, this expression
is transformed to ∂L = (∂L/∂g)∂g + (∂L/∂h)∂h = 2g ∂g + 2h ∂h. The gradient table on
Row 1 encodes this transformation, in which the coefficient of ∂L is 0, and the coefficients
of ∂g and ∂h are 2g and 2h respectively. To process statement S1 the reverse pass reads the
relationship between ∂h and the operations used to compute h encoded on the operation
stack: ∂h = c ∂e + e ∂c + d ∂f + f ∂d. The reverse pass then uses this relationship
to update the differential expression encoded in the gradient table. The new differential
expression, encoded on Row 2, is ∂L = 2g ∂g+ 2h(c ∂e+ e ∂c+d ∂f + f ∂d). The last step
processes statement S0 as we processed S1, and results in the final gradient table (Row 3)
that contains the partial derivatives of L with respect to each variable in the program.

Figure 4-3 gives psuedocode for the SerialReversePass procedure that performs the
reverse pass, specifically, the updates to the gradient table using a previously recorded
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statement stack S, operation stack O, and input gradients G. The total work to maintain
the two stacks and execute SerialReversePass is Θ(|O|) + Θ(|S|) = Θ(T1(F )) for an
input program F with work T1(F ).

Observations Conceptually, PARAD makes use of two observations of this serial reverse-
mode AD algorithm to parallelize it. First, during the forward-execution of a parallel
program, the serial tape data structure behaves like a list-monoid with an append operator.
Second, the read and write sets of the forward-execution are swapped in the reverse-pass
over the tape, i.e., every read becomes a write, and every write becomes a read. PARAD
leverages these observations in its design of the SP-tape for recording the forward pass, and
in its algorithm for automatically parallelizing the reverse pass to compute derivatives.

Recursive fork-join parallelism

Recursive fork-join parallelism allows logical parallelism in a program to be exposed using
the keywords [77, Ch. 27] spawn, sync, and parallel for. When preceding a function call
F , the spawn keyword spawns F , allowing F to execute in parallel with its continuation
— the statement immediately after the spawn of F . The sync keyword complements the
spawn keyword and acts as a local barrier that joins together, or syncs, the parallelism
specified by spawn. When a function F reaches a sync, control is not allowed to pass that
sync until all functions spawned previously in F return. These keywords can be used to
implement other parallel control constructs, such as the parallel for loop, which allows all
of its iterations to operate logically in parallel.

A recursive fork-join program has a serial projection [116, 305], which intuitively is
the serial program derived by removing parallel keywords from the fork-join program. If
the fork-join program contains no determinacy races, then every execution of the program
matches that of its serial projection.

The computation dag model

An execution of a fork-join program can be modeled as a computation dag G = (V,E).
Each directed edge represents a strand , that is, a sequence of executed instructions with
no spawn or sync statements. The execution of a spawn statement results in a spawn
vertex , which contains two successor strands. The execution of a sync statement results
in a sync vertex , which contains multiple incoming edges.

The dag G is a series-parallel dag [105], which means that G has two distinguished
vertices — a source vertex, from which one can reach every other vertex in G, and a
sink vertex, which is reachable from every other vertex in G — and can be constructed by
recursively combining pairs of series-parallel dags using series and parallel combinations. A
series combination combines two dags G1 and G2 by identifying the sink vertex of G1

with the source vertex of G2. A parallel combination combines two dags G1 and G2 by
identifying their source vertices with each other and their sink vertices with each other.

The recursive construction of a series-parallel dag can be represented as a binary tree,
called the SP tree [105], as follows. Each leaf in the SP tree represents a strand in the
computation dag, and each internal node is either an S-node or a P-node. A subtree of the
SP tree represents a series-parallel subdag of the computation dag. An S-node represents
a series composition of the two subdags represented by its children. A P-node represents a
parallel composition of the two subdags represented by its children.
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Work/span analysis

Given a fork-join program whose execution is modeled as a DAG A, we can bound the P -
processor running time TP (A) of the program using work/span analysis [77, Ch. 27]. The
work T1(A) is the number of instructions in A, and the span T∞(A) is the length of a longest
path in A. Greedy schedulers [49, 99, 137] can execute a deterministic program with work
T1 and span T∞ on P processors in time TP satisfying max{T1/P, T∞} ≤ Tp ≤ T1/P + T∞.
A similar bound can be achieved by more practical work-stealing schedulers [40, 41]. The
speedup of an algorithm on P processors is T1/TP , which the inequality shows to be at
most P in theory. The parallelism T1/T∞ is the greatest theoretical speedup possible for
any number of processors.

4.3 The SPTape Data Structure

This section describes the SPTape data structure that PARAD uses to record, in parallel,
the statement and operation stacks for reverse-mode AD, and the series-parallel dependen-
cies in the program. After recording, the SPTape supports parallel traversals with work
and span proportional to that of the original recorded program. For later use, we describe
and analyze generic parallel traversal algorithms over the SPTape and provide a set of
rules governing memory access during the traversal that ensure the absence of determinacy
races.

For didactic simplicity, we describe the SPTape data structure for binary recursive
fork-join programs, in which each node in the computation dag has at most two incoming
edges.

Basic structure of an SPTape

The SPTape data structure for a recursive fork-join program stores an SP tree [105] of
the program augmented with data nodes that store “subtapes.” A subtape contains a
statement and operation stack that are used to record derivative dependencies within a
strand. The subtapes in the SPTape represent an ordered partitioning of the statement
and operation stack data structures employed by the serial AD tool discussed in Section 4.2.

Recording an SPTape serially

An SPTape is constructed incrementally during the execution of the forward pass. We
shall first see a serial algorithm for constructing the SP-Tape, and then we shall see how to
parallelize this algorithm.

To record an SPTape, a single processor maintains a shadow stack that is updated
based on the parallel control flow of the forward-pass execution. Each entry on the shadow
stack stores a local SPTape T , which is initialized with a single root node. When an entry
is popped from the shadow stack, the local SPTape T for the popped entry is appended
to the children of the SPTape node of the new top entry on the stack.

Figure 4-4 presents pseudocode for creating an SPTape. At a high level, this pseudocode
creates S and P nodes in the SPTape based on spawn and sync statements in the program,
and it records derivative dependencies in the subtape stored in the data node at the top of
the shadow stack. Figure 4-5 illustrates an example of how the operations on the shadow
stack execute in a simple example fork-join program. As the example shows, a P-node is
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PushShadow(K, type)

1 Push(K)
2 Top(K).T .type ← type

PopShadow(K)

1 τ ← Top(K).T
2 Pop(K)
3 Append(Top(K).T .children, τ)

On entering a function:

1 PushShadow(K,Series)

On executing a spawn:

1 PushShadow(K,Parallel)
Before executing arithmetic:

1 if Top(K).T .type 6= Data
2 PushShadow(K,Data)

On executing the continuation of a spawn:

1 PushShadow(K,Series)

On returning from a function:

1 if Top(K).T .type == Data
2 PopShadow(K)
3 PopShadow(K)

Immediately before executing a sync:

1 if Top(K).T .type == Data
2 PopShadow(K)
3 PopShadow(K)

Immediately after executing a sync:

1 PopShadow(K)

Combine(K, τ)

1 Append(Top(K).T .children, τ)

Figure 4-4: Pseudocode for the maintenance of the SPTape data structure. The variable
K denotes the shadow stack, each entry of which contains a local SP-Tape T . The field
T.type identifies the type of the root node of T . The field T.children is a list of children of
the root node of T . The Combine method is used to incorporate an SPTape τ recorded
in parallel.

pushed onto the stack when a program executes a spawn, reflecting the fact that both the
spawned function and its continuation can execute in parallel. S-nodes are pushed onto the
stack when the program enters a function or a continuation of a spawn. Nodes are popped
off the stack at the ends of functions and around sync operations.

The following lemma shows that, when the serial execution of a series-parallel computa-
tion dag G completes, the local SPTape at the top of the shadow stack records the gradient
information and series-parallel dependencies for G.

Lemma 25 When a serial execution completes a computation dag G, the top of the shadow
stack stores a local SPTape that records the execution of G.

Proof. The proof follows by induction on the structure of G. In the base case, G is a
single strand u, and the top of the shadow stack stores an SPTape with a single S-node
containing a single child data node that records the derivative dependencies in u. Otherwise
G is the result of a series or parallel composition of subdags G1 and G2. In either case, the
pseudocode in Figure 4-4 ensures that an entry for G is pushed onto the shadow stack at the
beginning of G, and separate pushes and pops occur at the beginning and end, respectively,
of each subdag. When popping the shadow stack at the end of each subdag, PopShadow
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TwoByTwoMatVecSqLoss(a, b, c, d, e, f,K):

1 PushShadow(K,Series)
2 PushShadow(K,Parallel)
3 spawn λ{
4 PushShadow(K,Series)
5 PushShadow(K,Data) // (D1)
6 g = a · e+ b · f
7 PopShadow(K) // (D1)
8 PopShadow(K) // Series
9 }

10 PushShadow(K,Series)
11 PushShadow(K,Data) // (D2)
12 h = c · e+ d · f
13 PopShadow(K) // (D2)
14 PopShadow(K) // Series
15 sync
16 PopShadow(K) // Parallel
17 PushShadow(K,Data) // (D3)
18 L = g2 + h2

19 PopShadow(K) // (D3)
20 PopShadow(K) // Series
21 return L

Figure 4-5: An example of the SPTape recorded for a parallel implementation of
TwoByTwoMatVecSqLoss.

in Figure 4-4 shows that the new top of the shadow stack is either a P-node, if a spawn
executed, or an S-node otherwise. In addition, Figure 4-4 shows that the local SPTape
formerly at the top of the stack is appended to the list of children for the new top of the
stack. Hence the top of the shadow stack stores a node of the correct type and correct child
SPTape structures for the execution of G1 and G2.

Parallelizing SPTape construction

To construct an SPTape in parallel, the parallel execution of a computation dag G is aug-
mented to maintain separate shadow stacks. Intuitively, consider two series-parallel subdags
G1 and G2 of G that are composed in parallel and are scheduled to execute in parallel. The
execution uses distinct shadow stacks to separately record the SPTape structures of G1

and G2 and then combines those SPTape structures when execution reaches the common
sink vertex of G1 and G2. In modern dialects of Cilk, this behavior can be accomplished
using reducer hyperobjects [115]. We describe this behavior generically for series-parallel
computation dags.

We model the scheduling of a computation dag G as a partitioning of the strands into
scheduling components, such that logically parallel strands execute in parallel if the
scheduler places the strands into distinct scheduling components. We assume that the
scheduler maintains the following properties of scheduling components:

• A new scheduling component can only begin at a successor strand u of a spawn vertex
in G.
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WalkSPTape(node,G ,VisitSubTape, dir):

1 if node.type = D :
2 VisitSubTape(node.S,node.O,G , dir)
3 C = node.children
4 If dir is right first reverse C.
5 if node.type = S :
6 for c ∈ C
7 RightFirstTraversal(c,G , dir)
8 if node.type = P :
9 parallel for c ∈ C:

10 RightFirstTraversal(c,G , dir)

Figure 4-6: Pseudocode for the parallel right-first traversal of SPTape.

• Consider a spawn vertex s, which is the source vertex of a series-parallel subdag G
produced via parallel composition. A new component C that begins at a successor
strand u of s terminates at a predecessor strand v of the sink vertex of G such that v
is reachable from u.

These properties create a correspondence between scheduling components and series-parallel
subdags of G. In particular, the same scheduling component contains both the first strand
in a series-parallel subdag and the last strand in that subdag. We shall also assume that the
execution of strands within the same component follows a depth-first traversal consistent
with the execution of the serial projection of that computation. Practical work-stealing
schedulers [40, 41] typically satisfy these assumptions.

The parallel execution of the computation dag is augmented to maintain separate SP-
Tape structures for distinct scheduling components. At the first strand s of each scheduling
component C, the scheduler creates a new local SPTape for C. Subsequent operations
within C operate on C’s local SPTape as described in Figure 4-4. At the end of C, the
local SPTape τ for C is combined into the shadow stack K ′ of the scheduling component
C ′ that contains the predecessor w of s. In particular, τ is appended to the list of children
of the root note of the SPTape at the top of K ′, using the Combine method in Figure 4-4.
The following lemma extends Lemma 25 to incorporate combining local SPTape structures.

Lemma 26 When execution completes a computation dag G, the top of the shadow stack
stores a local SPTape that records the execution of G.

Proof. The proof follows by extending the induction in Lemma 25 to handle computation
dags G resulting from a composition involving a subdag G′ whose strands belong to a
different scheduling component. Suppose the lemma holds for such a subdag G′. Because
the initial strand of G′ must be a successor of a spawn vertex, G must be the result of
a parallel composition. Hence, the pseudocode in Figure 4-4 shows that, at the end of
executing G, the top of the shadow stack contains an SPTape structure T rooted at a P-
node. The Combine routine appends the SPTape τ for G′ to the children of this P-node,
yielding an SPTape T that correctly represents G as a parallel composition involving G′.
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Race-free traversals of SPTape

The PARAD algorithm makes use of parallel traversals over the SPTape. Here we provide
conditions on which these traversals are race-free3, and analyze their work and span.

For didactic purposes, consider a table Gx mapping gradient indices to distinct memory
locations. Consider a call to VisitSubTape(S ,O ,G , dir , Gx), and let IS , IO be the sets
of gradient indices appearing in the statement stack S and operation stack O respectively.
We say a parallel traversal of an SP-Tape obeys the safe adjoint access property if
VisitSubTape performs a read of Gx[gid ] only if gid ∈ IS ∪ IO, and only performs a write
to Gx[gid ] if gid ∈ IS .

As Lemma 27 shows below, a parallel traversal of an SP-Tape produced by a determinacy-
race-free program is free of data-races on entries of Gx if the traversal has the safe adjoint
access property.

Lemma 27 Let T be an SPTape produced by a determinacy-race-free fork-join program P .
Consider a parallel traversal of T that obeys the safe adjoint access property. Then, the
parallel traversal of T has no data races on accesses to tables Gx indexed by gradient indices
appearing in statements and operations on the tape.

Proof. Consider a parallel traversal of an SPTape T that has the safe adjoint access
property. We will prove that if there exists a data race on entries of Gx during the traversal
of T , then there exists a determinacy race in the program P that produced T .

Consider subtapes U, V corresponding to the two strands u, v in the program P . By
Lemma 26, the subtapes U, V will be processed in parallel by WalkSPTape if and only if
their corresponding strands u, v were logically in parallel in P .

Let IS(U) and IS(V ) be the sets of gradient indices appearing in statements on the
subtapes U and V respectively. Similarly define sets IO(U) and IO(V ) for gradient indices
appearing on the operation stacks.

Suppose there exists a data race on Gx[gid ] when evaluating VisitSubTape on U and
V in parallel. For the data race to exist, at least one of these invocations must perform a
write to Gx[gid ]. Suppose the invocation processing U performs a write to Gx[gid ]. Then
gid ∈ IS(U), since VisitSubTape has the safe adjoint access property. The processing of V
has either a write or a read to Gx[gid ] which implies (by safe adjoint access property) that
gid ∈ (IS(V ) ∪ IO(V )). Since each statement in U.S, V.S corresponds to a write performed
in the original program P , and each operation U.O, V.O correspond to reads in P , there
exists a determinacy race between strands u and v in the original program P .

Work/span analysis of SPTape traversal

Subsequent algorithms will perform parallel traversals over the SPTape data structure.
Here we prove bounds on the work and span of a traversal whose VisitSubTape evaluates
a function f(·) on each operation and statement stack entry which performs O(σ) amortized
work (amortized over the whole traversal), and has worst-case span O(υ).

Lemma 28 Consider a parallel traversal by WalkSPTape of a SPTape T produced by
a parallel program P with work T1(P ) and span T∞(P ). If VisitSubTape processes each
statement and operation with a function f(·) that performs O(σ) amortized work (amortized

3These conditions assume that the recorded program was, itself, free of determinacy races.
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over the whole traversal) and has O(υ) worst-case span, then WalkSPTape performs T1 =
O(σT1(P )) work and has T∞ = O(υT∞(P )) span.

Proof. The sum of the statement and operation stack sizes in the SPTape T is bounded
by the total work of the program P . The total work of WalkSPTape is, therefore,
O(σT1(P )). By Lemma 26, there is a one-to-one correspondence between strands in P
and subtapes in T , and two subtapes in T are logically in parallel if and only if their associ-
ated strands are logically in parallel in P . Consider the sequence of strands (u1, u2, . . . , uk)
that forms the critical path in P . The corresponding set of subtapes in T for the critical
path can be found (U1, U2, . . . , Uk). Uniformly scaling the work of all instructions in P by υ
does not alter the critical path and scales the span by υ. The span of WalkSPTape when
applying a function f(·) with worst-case span υ is, therefore, at most T∞ = O(υT∞(P ))

4.4 The PARAD algorithm

This section presents PARAD, a work-efficient algorithm for performing parallel reverse-
mode AD. For a determinacy-race-free fork-join program F with work T1(F ) and span
T∞(F ), the program R that performs reverse-mode AD on F has work T1(R) = Θ(m·T1(F ))
and span T∞(R) = Θ(logm+ T∞(F ) log(T1(F ))).

Design of the PARAD algorithm

The PARAD algorithm is designed to parallelize the serial reverse-mode AD algorithm
based upon the series-parallel structure of the recorded program. The serial reverse-mode
AD algorithm can be implemented by executing the SerialReversePass function on each
subtape in the order of a right-first traversal of the SPTape. The problem with parallelizing
this traversal, however, is the presence of write-write races on the gradient table, which occur
when the original program read the same memory location in-parallel. The key challenge
solved by PARAD is the resolution of these races in a work-efficient and scalable manner.

To resolve write-write races on the gradient table, PARAD employs the strategy to
precompute a unique memory location where each operation can safely deposit its gradient
contribution. These memory locations are assigned from a deposit array that provides
one slot for each recorded operation. The gradient contributions are aggregated when a
statement extracts its gradient value. In the serial AD algorithm, a statement can extract
its gradient value by reading from the global gradient table. In PARAD, however, a
statement must potentially collect and sum multiple gradient contributions. To allow this
aggregation to be performed efficiently, the deposit array is organized so that all the gradient
contributions a statement must collect are contiguous in the deposit array.

Let us discuss the structure of the PARAD algorithm whose pseudocode is provided in
Algorithm 1.

The organization of the deposit array in PARAD is accomplished as follows. Step 1
of PARAD computes a table OS that associate each operation with the statement that
will consume its gradient contribution. Next, in Step 2 PARAD collects and semisorts all
operations o by their associated statement OS [o]4. The semisorted array of operations O∗ is
used to assign each operation a unique index in the deposit array D based upon its location
in O∗. The assignment of operations to deposit array locations is recorded in a table Osnd.

4For didactic simplicity, the pseudocode of PARAD additionally semisorts by each operation’s gradient
index to make it simpler to export them to a global gradient table at the end of the computation.
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Algorithm 1 PARAD Algorithm
Inputs: Gradient table G, and SP-Tape T .
Outputs: Updated gradient table G.

1. Construct OS mapping operations to statements.

• Perform a parallel left-first traversal of the SP-Tree. At statement s, set GS [s.gid] = s.
At operation o, set OS [o] = GS [o.gid].

2. Construct Osnd and Srcv.

• Traverse the SP-Tape T and pack all operations into contiguous array O∗.

• Semisort O∗ using the key function k1(o) = o.gid.

• For each subarray of O∗ with operations of equal k1(o), semisort using the key
k2(o) = OS [o].

• For each subarray O∗[m..m+ k] of operations o with equal k2(o) do the following. Set
Srcv[k2(o)] = (m,m+ k). For l = m,m+ 1, . . . ,m+ k set Osnd[O∗[l]] = l.

3. Perform reverse-mode AD.

• Allocate deposit array D of size |O∗|.
• Perform a right-first traversal.

• At statement s, let (m,m+ k) = Srcv[s] and compute
α = G[s.gid] + sum(D[m..m+ k]). Set G[s.gid] = 0, and D[m..m+ k] = 0.

• At operation o, compute β = α · o.mul and set D[Osnd[o]] = β.

4. Export gradients in D to gradient table G.

• Find subarrays O∗[n..n+ r] in O∗ of operations o with equal gradient index (i.e.
k1(o) = o.gid).

• For each sub subarray, set G[O∗[n].gid] = sum(D[n..n+ r]).

Since all operations associated with the same statement are contiguous in O∗, the gradient
contributions for a statement are in a contiguous range of the deposit array D. A table
Srcv records, for each statement s, a reference to the subarray D[m..m + k] of k gradient
contributions to s.

The deposit array is now used by PARAD to avoid write-write races during its right-first
traversal of the SPTape. Step 3 of PARAD performs reverse-mode AD via a right-first
traversal of the SPTape. The final gradients are then exported in Step 4 to a global gradient
table for application-specific use (e.g., for a gradient descent step).

Figure 4-7 provides an illustration of the deposit array structure for the parallelized
TwoByTwoMatVecSqLoss function. The tables OS , Srcv, and Osnd are shown in Fig-
ure 4-7 as columns of the tables illustrating the statement and operation stacks. The deposit
array structure is provided after processing each of the subtapes D3, D2, and D1.

Theorem 29 PARAD and SerialReversePass compute the same gradients for a recorded
program P that is free of determinacy races.

Proof. We first compare a serial execution of PARAD to the execution of Serial-
ReversePass. In an execution of SerialReversePass, each operation accumulates its
gradient contribution into the gradient table G. This accumulated value is extracted when
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index mul

index(a) output

index(e) output

index(b) output

index(f) output

index(c) output

index(e) output

index(d) output

index(f) output

index(g)

index(h)

index endindex

index(g)

index(h)

index(L) input

SP Tape

Statements Operations

Evolution of deposit array during PARAD
step

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 2g 2h

0 0 0 0 2g 0

0 0

Figure 4-7: Illustration of PARAD performing reverse-mode AD on a parallel implementa-
tion of TwoByTwoMatVecSqLoss. This example continues the running example used in
Figure 4-2 from Section 4.2 and Figure 4-5 from Section 4.3. The statement and operation
stacks are presented in the style of the serial AD example in Figure 4-2, and the subarrays
in these stacks that correspond to the subtapes D1, D2, and D3 are indicated. Additional
columns have been added to the statement and operation stacks to illustrate the Srcv, OS ,
and Osnd functions that map statements and operations to locations in the deposit array.
For clarity, entries that would be undefined by these maps are marked as input or output.
The deposit array state after processing each subtape during PARAD’s right-first traversal
over the tape is provided. The final gradients ∂a, ∂b, . . . , ∂h are obtained by summing the
indicated subarrays of the deposit array.
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processing a statement with the same gradient index. A single operation’s contribution to
the gradient, therefore, is visible to at most one statement.

We now examine the steps of PARAD.

The left-first traversal of the SPTape in Step 1 of Algorithm 1 maps each opera-
tion O[i] to the last statement S[j] that was encountered during the traversal for which
S[j].gid = O[i].gid. The statement recorded in Os[i] is the statement that will extract
O[i]’s contribution to the gradient.

In Step 2, first the array O∗ is collected and semisorted to group together operations
whose gradient contributions are extracted by the same statement. The step then processes
subarrays O∗[m..m + k] of operations in O∗ and maps each operation to its index Osnd in
O∗. At the same time, the step records in Srcv the range of indices that will contain all
gradient contributions that contribute to the value the statement associated with the group
will extract.

Step 3 performs a right-first traversal of the SPTape. By Lemma 26, the serial right-
first traversal of the SPTape processes statements and operations in the same order as
SerialReversePass. When processing the statement S[j] with statement index j we
lookup in Srcv[j] the subarray in D containing all gradient contributions to S[j].gid needed
by statement S[j], compute their sum, and set the subarray in D to zero. When pro-
cessing the operation O[i] the contribution of O[i] to the gradient is deposited at location
D[Osnd[i]]. The value extracted by statement S[j] will exactly match the value extracted
by the SerialReversePass algorithm when processing the same statement S[j].

After the completing the right-first traversal over the tape, Step 4 accumulates the
remaining gradient contributions deposited in D and places those contributions into the
gradient table G. The two-phase semisort in Step 2 guarantees that all gradient contribu-
tions to the same gradient index are contiguous in D.

By construction, the serial execution of PARAD has identical behavior to the serial
SerialReversePass procedure for performing reverse-mode AD.

To prove that PARAD is correct when run in parallel, it suffices to prove that the
left-first and right-first traversals are data-race free. By construction PARAD has no races
on the arrays O,S,Os, Osnd, Srcv. The remaining data accesses are to tables indexed by
gradient indices. Since all accesses to these tables obey the safe adjoint access property,
we can apply Lemma 27 to prove that the parallel traversals of the SPTape performed
by PARAD are race-free. It follows that the gradient tables produced by PARAD and
SerialReversePass are equivalent.

Analysis of PARAD

We now analyze the work and span of Algorithm 1.

Theorem 30 Given a program F : Rn → Rm with total work T1(F ) and span T∞(F ), the
program R performing reverse-mode AD on F performs work T1(R) = Θ(m · T1(F )) with
span T∞(R) = Θ(logm+ T∞(F ) log T1(F )).

Proof. We analyze Algorithm 1 for m = 1. The bounds for larger m follow from spawning
m instances of PARAD to process the m dimensions in parallel.

Step 1 performs a left-first traversal of the SPTape where O(1) work is performed
for each recorded statement and operation in the program F . We apply Lemma 28 with
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σ = O(1), υ = O(1) to conclude that the total work and span of this step is O(T1(F )) and
O(T∞(F )) respectively.

Step 2 performs a parallel compaction and a parallel scan over operations in F , both of
which perform O(T1(F )) work and have O(log(T1(F ))) span. The semisort performed in this
step can be performed in O(T1(F )) work and O(log(T1(F ))) span by using the logarithmic-
depth semisort from [140], which semisorts N elements in Θ(N) work and Θ(logN) span.

Step 3 performs a right-first traversal with constant work per-operation. The work
performed for each statement may be Ω(1), but each unit of work is associated with a
unique operation. The amortized work for each operation and statement is, therefore,
O(1). Accumulating the subarray D[m..m + k] requires Θ(log k) span, and the worst-case
span is O(log T1(F )). Therefore, we apply Lemma 28 with σ = O(1) and υ = O(log T1(F ))
to conclude that this step performs O(T1(F )) work and has O(T∞(F ) log T1(F )) span.

Step 4 performs a parallel scan and multiple in-parallel reductions with total work
O(T1(F )) and span O(log T1(F )).

Thus, the work and span is bounded by the time required to perform the right-first
traversal of the SPTape, resulting in total work O(T1(F )) and span (T∞(F ) log T1(F )).

4.5 Implementation of LibPARAD

This section describes LibPARAD which is an extension of the serial AD library Adept
[156] that implements four different parallel algorithms for performing reverse-mode au-
tomatic differentiation, all of which employ the SPTape. Adept is a C++ library that
implements reverse-mode AD via operator overloading. Other AD libraries using a similar
approach include ADOL-C [340], Autograd [239], and PyTorch [280]. We chose Adept to
base our implementation since its clever use of C++ expression templates and particularly
concise representation for its tape data structure allows it to outperform other C++ AD
libraries [325].

Implementation of the SPTape

LibPARAD uses a version of CSI that instruments the Tapir compiler representation of
recursive fork-join parallelism [305] to insert operations in Figure 4-4 around spawn and
sync statements, at the locations in the program code described in the figure.

LibPARAD modifies the parts of Adept that access its statement and operation stacks
to instead use the SPTape data structure described in Section 4.3. We implemented the
SPTape using a reducer hyperobject [115] and worker-local storage that is accessed by using
the worker identifier returned by Cilk’s GetWorkerNumber runtime call. Storage in data
nodes for subtapes is allocated out of worker-local storage to improve efficiency in practice.
The operations described in Figure 4-4 for constructing an SPTape are inserted into the
program automatically at compile-time through the use of the CSI framework [302]. Specif-
ically, LibPARAD uses a version of CSI that instruments the Tapir compiler representation
of recursive fork-join parallelism to insert operations around spawn and sync statements.
The LibPARAD library is designed to operate on any existing code using Adept, and does
not require any additional annotations from the user aside from the normal use of Cilk
keywords to express parallelism.

Our implementation deviates from the description in Figure 4-4 only slightly to handle
nonbinary spawns. First, immediately after a sync, multiple PopShadow calls are per-
formed to pop the S- and P-nodes pushed onto the shadow stack for each continuation of an
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executed spawn statement that the sync statement syncs. Second, the SPTape reducer
hyperobject optimizes the handling chains of continuations, rather than simply enqueue
calls to Combine to operate only on SPTape structures that capture the complete execu-
tion of a series-parallel subdag. Neither of these changes impact the theoretical work/span
of the computation or the structure of the SPTape.

Implementation of PARAD

The implementation of PARAD includes optimizations related to the construction of the
deposit array. In our discussions of Algorithm 1 in Section 4.4 we explained how to resolve
write-write races by assigning operations unique memory locations from the deposit array
to deposit their gradient contributions. Our implementation of PARAD avoids performing
this work for operations that cannot possibly participate in a write-write race. We identify
operations whose gradient index never appears in a statement and for such operations we
accumulate gradients using worker-local sparse arrays. Additionally, we identify operations
in subtapes whose contribution to the gradient is extracted by a statement in the same
subtape. For such operations, we set its deposit location in D to be the global gradient
table G. This does not introduce data races because it obeys the safe adjoint access property
discussed in Section 4.3. The remaining operations are filtered and packed in-parallel and
are processed as described in Algorithm 1.

Implementation of PARAD+S

A commonly used strategy to resolve races in reverse-mode AD is to employ worker-local
(or thread-local) gradient tables. The problem with this approach, however, is that it is not
work-efficient — extracting the gradient value for a statement requires work proportional
to the number of processors, which may be greater than the number of operations that
provided gradient contributions.

In PARAD+S, a sampling-based algorithm is used to identify “heavy” statements that
accumulate a large number (greater than P ) of operations. Operations contributing to
“heavy” statements can use worker-local gradient tables instead of the deposit array without
compromising the work-efficiency of the algorithm. As such, work can be avoided in Step 2
of Algorithm 1 by filtering these operations during the traversal of the SPTape to pack
operations into O∗.

The additional computation performed by PARAD+S introduces a small constant over-
head relative to PARAD on some benchmarks, but does not compromise the theoretical
work-efficiency or scalability of PARAD.

4.6 Performance Evaluation

This section evaluates the performance of PARAD and PARAD+S that were implemented
in LibPARAD. All experiments were run on an 18-core (hyperthreading disabled) Intel
Xeon CPU (E5-2666 v3, 2.9GHz) with 64GB RAM available as a 4th-generation compute-
optimized machine from Amazon web services. LibPARAD uses Cilk Plus to express
parallelism and compiles the codes using the Tapir [305] based on LLVM 6.0.

Locks and Worker-Local implementations. We implemented two additional reverse-
mode AD algorithms Locks and Worker-Local that employ fine-grain locking and worker-
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local storage, respectively, to resolve data races on the gradient table. Both of these im-
plementations use the SPTape to record series-parallel dependencies and automatically
parallelize the reverse pass over the tape, but they differ from LibPARAD in that do not
need to perform additional work to organize a deposit array. This, however, comes at the
expense of a loss of scalability and work-efficiency.

Application benchmarks. We evaluated the performance of LibPARAD across 8 bench-
marks with different performance characteristics relevant to reverse-mode AD. For each
benchmark, we measured the time required to perform AD while training the weights of
the network via gradient descent. Figure 4-8 presents our performance results, including
runtimes and speedup achieved for each benchmark. Figure 4-9 provides a summary of the
performance achieved by each implementation (in geometric mean) over all 8 benchmarks.

Note on serial performance of Adept. Although, in general, Adept is highly efficient,
we have observed on certain benchmarks (mlp, gcn, lstm) that the serial T1 runtime of
some of our algorithms outperforms the serial runtime Ts of Adept. This difference comes
entirely from the forward pass of the computation, and we believe it relates to differences in
how gradient identifiers are allocated in an SPTape and in Adept’s serial data structures.
This phenomenon also affects the algorithms using the SPTape, but negatively, on the cnn
benchmarks, where it causes added overheads in the forward pass.

Multilayer perceptron benchmarks

The mlp benchmarks are feed-forward multilayer perceptron networks where mlp1 has a
single hidden layer of 800 nodes, and mlp2 has two hidden layers with 400 and 100 nodes
respectively. Both networks are trained on the MNIST data set [89]. Performance results
are shown in Figure 4-8.

There is little performance variation among the different AD algorithms on the mul-
tilayer perception benchmarks. On these benchmarks, most of the work is performed by
library calls (using OpenBLAS) to perform matrix-vector multiplication, and all implemen-
tations include an optimization of the Adept library for concisely recording the derivative
dependencies resulting from a matrix-vector multiplication. Furthermore, the network is
very simple and regular.

Both the Locks and the Worker-Local implementations achieve relatively good scalability
on the multilayer perceptron benchmarks. On these benchmarks, the shared weight matrices
are large and used only once-per-element of a training batch in the forward pass. The
average number of operations-per-statement is large (> 100) which causes Worker-Local
gradient tables to be relatively efficient on 18-cores. Since these operations’ contributions
are well distributed and are performed on large weight matrices, however, there is little lock
contention and Locks also achieves good scalability on 18-cores.

Similarly, PARAD and PARAD+S perform similarly and achieve reasonably good
scalability. The optimizations outlined in Section 4.5 for PARAD eliminate almost all the
overheads related to the organization of the deposit array. As such, the 18-core runtime is
slower, but only slightly, than Worker-Local, and is still better than Locks.

Convolutional neural networks

The cnn1 and cnn2 benchmarks are convolutional neural networks (CNNs) based on the
lenet-5 architectures. The cnn1 benchmark implements a modernized version of lenet-5
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Benchmark Algorithm Ts T1 T18 Ts/T1 Ts/T18 T1/T18

mlp1 PARAD 149.50 156.94 14.44 0.95 10.35 10.87
mlp1 PARAD+S 149.50 165.18 15.17 0.91 9.85 10.89
mlp1 Locks 149.50 219.33 16.64 0.68 8.98 13.18
mlp1 Worker-Local 149.50 129.87 12.91 1.15 11.58 10.06

mlp2 PARAD 83.66 92.18 8.22 0.91 10.18 11.22
mlp2 PARAD+S 83.66 95.93 8.77 0.87 9.54 10.94
mlp2 Locks 83.66 95.75 8.31 0.87 10.07 11.52
mlp2 Worker-Local 83.66 71.05 7.23 1.18 11.58 9.83

gcn1 PARAD 94.30 113.00 13.30 0.83 7.09 8.50
gcn1 PARAD+S 94.30 111.00 13.00 0.85 7.25 8.54
gcn1 Locks 94.30 216.00 77.10 0.44 1.22 2.80
gcn1 Worker-Local 94.30 84.90 14.20 1.11 6.64 5.98

gcn2 PARAD 19.20 26.90 4.14 0.71 4.64 6.50
gcn2 PARAD+S 19.20 28.20 4.76 0.68 4.03 5.92
gcn2 Locks 19.20 47.40 9.38 0.41 2.05 5.05
gcn2 Worker-Local 19.20 17.60 5.63 1.09 3.41 3.13

cnn1 PARAD 126.00 307.00 27.00 0.41 4.67 11.37
cnn1 PARAD+S 126.00 311.00 28.60 0.41 4.41 10.87
cnn1 Locks 126.00 314.00 42.30 0.40 2.98 7.42
cnn1 Worker-Local 126.00 246.00 80.50 0.51 1.57 3.06

cnn2 PARAD 159.00 381.00 35.30 0.42 4.50 10.79
cnn2 PARAD+S 159.00 380.00 36.40 0.42 4.37 10.44
cnn2 Locks 159.00 566.00 197.00 0.28 0.81 2.87
cnn2 Worker-Local 159.00 284.00 94.10 0.56 1.69 3.02

lstm1 PARAD 168.00 249.00 46.60 0.67 3.61 5.34
lstm1 PARAD+S 168.00 248.00 44.80 0.68 3.75 5.54
lstm1 Locks 168.00 441.00 62.60 0.38 2.68 7.04
lstm1 Worker-Local 168.00 147.00 34.20 1.14 4.91 4.30

lstm2 PARAD 168.00 933.00 93.80 0.18 1.79 9.95
lstm2 PARAD+S 168.00 241.00 23.40 0.70 7.18 10.30
lstm2 Locks 168.00 442.00 71.00 0.38 2.37 6.23
lstm2 Worker-Local 168.00 147.00 18.00 1.14 9.33 8.17

Figure 4-8: Table of benchmark results for the 8 application benchmarks and 4 algorithm
implementations. The best runtime/speedup on each benchmark is in bold font.

Algorithm Ts/T1 Ts/T18 T1/T18

PARAD 0.57 5.12 9.02
PARAD+S 0.66 5.88 8.89

Locks 0.45 2.77 6.14
Worker-Local 0.94 4.96 5.27

Figure 4-9: Average (geometric mean) performance of algorithms over the 8 benchmarks.

106



using maxpooling layers and linear rectifiers as activation functions. The cnn2 benchmark
implements the lenet-5 architecture as it was originally described in [210, 89] with average
pooling and the use of the tanh activation function. For both networks, we verified that we
achieve the expected accuracy for these well known networks after training for sufficiently
many epochs. The performance results are shown in Figure 4-8.

The Worker-Local and Locks implementations scale poorly on the cnn benchmarks.
The average number of operations-per-statement is approximately 2 on cnn1 and 8 on
cnn2. As such, Worker-Local performs substantially more work when executing on 18-cores
than it does when it executes serially. As such, Worker-Local achieves just 3x self-relative
speedup on the cnn benchmarks on 18-cores. Locks performs similarly poorly on the cnn2
benchmark, but performs better on cnn1 — achieving 7.4x self-relative speedup. Both of
the cnn benchmarks have many parallel updates to small shared weight matrices which
causes scalability issues for Locks. The cnn1 benchmark, however, has a lot of dynamic
sparsity (many gradients are zero) which substantially reduces lock contention.

The PARAD and PARAD+S algorithms scale well on the cnn benchmarks each achiev-
ing 10–11x self-relative speedup. Differences between the SPTape and Adept stack data
structures results in a performance hit on these benchmarks that causes somewhat worse
overheads. As a result, the speedup relative to Adept on cnn is about 4.5x on 18-cores for
PARAD and PARAD+S.

Graph convolutional networks

The graph convolution network (GCN) benchmark gcn1 performs community detection on
the pubmed network [195]. The input embeddings for the vertices are sparse bags of words
vectors and the network uses a single graph convolutional layer that learns an embedding
of dimension 32 for each vertex in the graph. We follow the training method described in
[69] and match their accuracy when training for the same number of epochs. The gcn2
benchmark operates on the email-Eu-core network dataset [221, 350] with random feature
vectors of dimension 1024 and learns an embedding of dimension 64. The performance
results are provided in Figure 4-8.

The scalability of Locks and Worker-Local is mixed on the gcn benchmarks. Like cnn
there are many parallel updates to small weight matrices, but the degree of contention varies
since it depends on the structure of the graph. As such, the self-relative speedup of Locks
and Worker-Local is mixed. The speedup relative to the serial Adept implementation,
however, is uniformly poor (1.2–2x) for Locks on 18-cores. Worker-Local achieves 6.6x
speedup relative to Adept on gcn1 and 3.4x speedup on gcn2.

The scalability of PARAD and PARAD+S is better than Locks and Worker-Local
on both gcn benchmarks. On gcn1 they achieve 8.5x self-relative speedup, and on gcn2
achieve 6–6.5x self-relative speedup. Relative to the serial adept code, they are about 7x
faster on gcn1 and 4–4.6x faster on gcn2 on 18-cores. The PARAD+S algorithm is the
best performing algorithm on gcn1, by a small margin. The more complex parallel structure
in the gcn benchmarks causes the more sophisticated optimizations in PARAD+S to be,
subtly, visible.

Long short-term memory networks

The long short-term memory network (LSTM) [155] benchmarks lstm1 and lstm2 imple-
ment a recurrent neural network to generate text given examples. We used a subset of the
Paul Graham dataset consisting of 500 100-character data points, using a one-hot encoding
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of each character. The primary difference between lstm1 and lstm2 is that lstm1 has very
little parallelism. The lstm2 benchmark expresses additional fine-grained parallelism and
allows some algorithms to achieve improved performance.

On the lstm benchmarks, the Worker-Local implementation performs very well and
Locks performs poorly. The locking overheads are significant on the lstm networks and so
the scalability of Locks relative to Adept is poor 2x, even though its self-relative speedup
is fairly good. The Worker-Local implementation scales relatively well achieving 4x and
8x self-relative speedup on lstm1 and lstm2 respectively. Worker-Local is pretty efficient
relative to Adept on the lstm benchmarks as well since there are hundreds of operations,
on average, per statement. As such, Worker-Local achieves 5x and 9x speedup relative to
Adept on lstm1 and lstm2.

The differences between PARAD and PARAD+S are very apparent in the lstm bench-
marks. Although they perform similarly to one another on lstm1, the expression of addi-
tional fine-grained parallelism in lstm2 causes an increase in PARAD’s constant overheads.
The additional optimizations in PARAD+S, however, enable it to perform consistently
across both lstm1 and lstm2. PARAD+S achieves 7x and 10.3x self-relative speedup on
lstm1 and lstm2 respectively, and achieves 3.7x and 7x speedup relative to the serial Adept
code. Although not as good as Worker-Local on these benchmarks, PARAD+S is not too
far behind in terms of performance and scalability.

4.7 Related work

This section discusses related work on parallel AD.

Some previous work has examined parallelization of forward-mode AD. Forward-mode
differentiation can be accomplished using dual numbers that tie to each parameter x the
infinitesimal εx and perform computations on x̃ = (x + εx). Hovland et al. have explored
approaches that augment MPI communications to transmit dual numbers between nodes,
in order to parallelizing forward-mode AD for MPI programs [159, 158]. Forward-mode AD
is less efficient than reverse-mode AD, however, for many applications, including machine-
learning applications, for which the function F : Rn → Rm being differentiated has a
low-dimensional output, that is, m � n. Bücker et al. [55] examine parallel forward and
reverse-mode AD for OpenMP programs when minm,n is large. In contrast, PARAD’s
parallelization of reverse-mode AD is work-efficient and scalable, even when m = 1.

Prior work has developed specialized parallel reverse-mode AD algorithms for specific
computations. Gremse et al. developed optimized reverse-mode AD computations on GPUs
of four input functions [138]. Hückelheim et al. developed a parallel reverse-mode AD al-
gorithm for compressible flow solvers for unstructured meshes [161]. Other parallel reverse-
mode AD algorithms have been devised for stencil computations [164, 163], and convolu-
tional neural networks [162]. The code transformations employed for these parallel reverse-
mode AD algorithms do not generalize to handle arbitrary recursive fork-join programs.
PARAD, meanwhile, handles arbitrary recursive fork-join parallel programs.

Prior work has developed several systems that support parallel reverse-mode AD. In
the context of a parallel plasma simulation code, Bischof et al. explored parallel reverse-
mode AD for OpenMP programs, using OpenMP-thread-local instances of ADOL-C [28].
Substantial prior work has explored parallel reverse-mode AD in message-passing pro-
grams [158, 159]. Schanen et al. [301] have developed an adjoint MPI library, which provides
appropriate MPI communications to parallelize reverse-mode AD, based on communications
in a given MPI program. These systems are not guaranteed to be work-efficient, because of
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the overheads they incur to combine parallel gradients. In contrast, the PARAD parallel
AD algorithm targets shared-memory multicore systems and is provably work-efficient and
scalable.

4.8 Conclusion

This chapter presented PARAD, a work-efficient and scalable reverse-mode AD algorithm
for determinacy-race-free recursive fork-join programs. PARAD performs reverse-mode AD
on a given program with scalability similar to the input program and bounded contention.
We have observed that PARAD works well in practice, achieving good work efficiency and
self-relative speedups on eight machine-learning benchmarks.
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Chapter 5

A Multicore Path to
Connectomics-on-Demand

This chapter presents, as a proof-of-concept, a high-throughput connectomics-on-demand
system that runs on a multicore machine with less than 100 cores and extracts connectomes
at the terabyte per hour pace of modern electron microscopes. This work was conducted
in collaboration with Alexander Matveev, Yaron Meirovitch, Hayk Saribekyan, Wiktor
Jakubiuk, Gergely Odor, David Budden, Aleksandar Zlateski, and Nir Shavit.

Abstract

The current design trend in large scale machine learning is to use distributed clusters of
CPUs and GPUs with MapReduce-style programming. Some have been led to believe
that this type of horizontal scaling can reduce or even eliminate the need for algorithm
development, careful parallelization, and performance engineering. This chapter is a case
study showing the contrary: that the benefits of algorithms, parallelization, and engineering,
can sometimes be so vast that it is possible to solve “cluster-scale” problems on a single
commodity multicore machine.

Connectomics is an emerging area of neurobiology that uses cutting edge machine learn-
ing and image processing to extract brain connectivity graphs from electron microscopy
images. It has long been assumed that the processing of connectomics data will require
mass storage, farms of CPU/GPUs, and will take months (if not years) of processing time.
We present a high-throughput connectomics-on-demand system that runs on a multicore
machine with less than 100 cores and extracts connectomes at the terabyte per hour pace
of modern electron microscopes.

Figure 5-1: The Stages of a high-throughput connectomics pipeline.
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5.1 Introduction

The conventional wisdom in machine learning is that large scale “big-data” problems should
be addressed using distributed clusters of CPUs, GPUs or specialized tensor processing
hardware in the cloud [71, 80, 224, 329, 147, 135, 166]. This chapter presents a solution to
one of the most demanding big-data machine learning areas: connectomics. It provides a
case study in how novel algorithms combined with proper parallelization and performance
engineering, can reduce the problem from a large cluster to a single commodity multicore
server (that can be placed in any neurobiology lab), eliminating the crucial bottleneck of
transferring data to the cloud at terabyte-an-hour rates.

5.1.1 High-throughput connectomics

Perhaps neuroscience’s greatest challenge is to provide a theory that accommodates the
highly complicated structure and function of neural circuits. These circuits, found in flies,
in mammals, and ultimately, in humans, are conjectured to be the substrate that enables
the complex behavior we call “thought.” However, to this day, our ability to provide such
a theory has been hampered by our limited ability to view even small fragments of these
circuits in their entirety. Neurobiologists have had sparse circuit maps of mammalian brains
for over a century [289]. However, as surprising as this may seem, no one has seen the dense
connectivity of even a single neuron in cortex, that is, all of its input and output connections
(called synapses) to other neurons. No one has been able to map the full connectivity among
even a small group of neighboring neurons, not to mention the tens of thousands of neurons
that constitute a “cortical column.” Without such maps, it would seem hard to understand
how a brain consisting of billions of interconnected neurons actually works. Would you
believe that someone understood how a modern microprocessor worked if they could tell
you in great detail how individual transistors operated but were unable to describe how
these transistors are interconnected?

Mapping brain networks at the level of synaptic connections, a field called connectomics,
began in the 1970s with a study of the 302-neuron nervous system of a worm [343]. This
study, which required capturing and combining hundreds of electron microscopy images, was
done by hand and took 8 years. Manual mapping of minute volumes of neural tissue have
recently produced breakthrough results in neuroscience [191, 217, 262]. However, extending
the approach to the millions and billions of neurons in higher animals seems an unattainable
goal without a fast and fully automated pipeline.

Recent advances in the design of multi-beam electron microscopes now allow researchers
to collect the nanometer resolution images, necessary to view neurons and the synaptic
connections between them, at unprecedented rates. A cubic millimeter of brain tissue,
enough to contain a mouse cortical column, is within reach. This is only a tiny sliver of
brain, about the size of a grain of sand, but it will contain about 100 thousand neurons and
a billion synapses. The cubic millimeter will constitute about two petabytes of imagery that
will be collected in about 6 months using a 61-beam electron microscope that generates half
a terabyte of imagery per hour [100, 226].

A modern connectomics pipeline [227], as depicted in Figure 5-1, consists of a physical
part and a computational part. The physical part takes a piece of stained brain tissue
embedded in a resin, slices it thousands of times using a special microtome device, and
feeds these minute slices into an electron microscope that scans them and produces separate
images of the slices [100, 309]. The computational part of the pipeline, the focus of this
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(a) (b) (c) (d) (e)

Figure 5-2: 2D visualization of connectomics pipeline stages: (a) Electron microscope (EM)
image. (b) Membrane probabilities generated by CNN. (c) Over-segmentation generated
by Watershed. (d) Neuron reconstruction generated by agglomeration. (e) Pipeline inter-
block merging: for each two adjacent blocks, the pipeline slices a boundary sub-block and
executes agglomeration.

chapter, then takes the thousands of separate 2-dimensional images, reconstructs the 3-
dimensional neurons within them, and produces skeletonizations or graphs that capture
their morphological and connectivity properties.

However, a viable solution to the computational problem of extracting the skeletoniza-
tions and connectivity maps from the image data still seems far away. Using existing
algorithms and at the present computing rates, the common assumption is that extracting
the connectivity of the circuits within two petabytes of data may take years and require su-
percomputing clusters [226, 338]. It is even unclear how to efficiently move the vast amounts
of data from the microscope to a large scale storage and compute facility where it will be
processed [227]. The prospect of connectomics-on-demand, where neurobiology labs around
the world each run their own microscopes and extract connectomes “as needed” seems far
far away.

This chapter takes a first step towards proving the feasibility of designing a high-
throughput connectomics-on-demand system that runs on a multicore machine with less
than 100 cores and extracts connectomes at the terabyte-per-hour pace of modern micro-
scopes. Such a system, once achieved, will eliminate the need to transfer and store petabytes
of data in special warehouses. It could be readily deployed in labs across the world, allowing
scientists to view connectomes as they come off the scope. Down the road, such efficient
connectomics systems could make it feasible for neurobiologists to extract the complete
connectome of a mouse cortex of about 12 million neurons and 120 billion synapses from
about 100 petabytes of data, and eventually make it possible to analyze exabyte-scale parts
of the connectome of both healthy and diseased human brains (Human brain has roughly
100 billion neurons and a quadrillion synapses).1

5.1.2 Towards an automated terabyte-per-hour connectomics pipeline

The “proof of concept” connectomics system we present here processes a terabyte of data,
from image-stack to detailed skeletons, in less than 4 hours on a single 72 core Haswell-
based multicore machine with 500GB of memory. The upcoming generation of both GPU

1These numbers may sound like science fiction, yet as Lichtman and Sanes note by analogy [228], se-
quencing the first human genome took multiple labs around the world a concerted effort over 15 years, while
today a single lab can sequence a human genome within hours.
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and CPU chips, with some further optimizations (see our performance section), easily place
it within the target terabyte-an-hour performance envelope of todays fastest electron mi-
croscopes. One should contrast this with the recent connectomics system of Roncal et al.
[294] that uses a cluster of 100 AMD Opteron cores, 1 terabyte of memory, and 27 GeForce
GTX Titan cards to process a terabyte in 4.5 weeks, and the state-of-the-art distributed
MapReduce based system of Plaza and Berg [284] that uses 512 cores and 2.9 terabytes
of memory to process a terabyte of data in 140 hours (not including skeletonization).
Importantly, the speed of our pipeline does not come at the expense of accuracy, which is
on par or better than existing systems in the literature [294, 192, 284] (using the accepted
variation of information (VI) measure [252]).

Our high-level pipeline design builds on prior work [192, 241, 271, 272, 278, 284]. It
passes the data through several stages as seen in Figure 5-2. The image data is split into
blocks. The pipeline first runs a convolutional neural network (CNN) on the separate image
blocks to detect the boundaries of neurons. The neuronal objects defined by the boundaries
are then segmented into objects by a watershed algorithm. At this point the image is over-
segmented, that is, neuronal objects are fragmented. The next step in the reconstruction
is to run an agglomeration phase that merges all the fragments in a block into complete
objects. Then the blocks are merged, so that objects now span the entire volume. Finally,
as depicted in Figure 5-8, the objects are skeletonized.

5.1.3 Our contributions

• A new CPU execution engine for CNNs that scales well on multicore systems, process-
ing 1024x1024 images 70x faster than previous state-of-the-art [359] on a single 18-core
Haswell CPU. Our code applies GCC-Cilk (a state-of-the-art work-stealing scheduler
[37]), is optimized to leverage Intel AVX2 instructions [345] and maximizes memory
reuse in L1, L2 and L3 cache sub-systems. Analysis shows that this code achieves 80%
utilization of the peak theoretical FLOPS of the system on a single thread and scales
almost linearly, compared to previous approaches (Caffe CNN framework with Intel
MKL [177, 78]) that exhibit only 20% utilization and no scalability beyond 4 threads.
The remaining performance gap is obtained by implementing minimal “dense” (fully-
convolutional) CNN inference, which involves 284x fewer computations than naive
implementations.

• A new GPU execution engine for CNNs that leverages custom fast Fourier transforms
(FFTs) and the latest cuDNN primitives [70]. The system performs ∼2x faster for
our CNN benchmarks than previous state-of-the-art [264] on a Titan X GPU.

• Parallelized and performance engineered version of NeuroProof, a system originally
developed in Janelia Research Labs by Parag, Chakrobarty and Plaza [279]. This
system implements an agglomeration procedure that reconstructs 3D neurons from
the watershed oversegmentation. Specifically, we redesigned the Regional Adjacency
Graph (RAG) algorithm as an augmented mergesort, efficiently defer expensive opera-
tions that occur during constructions and traversals of RAGs, and batch computations
for lazy execution. Our implementation is 6.5x faster on a single thread, and has 85x
scalability factor on our 72-core server (super-linear factor due to HyperThreading).

• Two new algorithms for the connectomics domain: (1) a new inter-block merging
algorithm that, unlike prior approaches, applies parallelized NeuroProof to optimize
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object-pair merges, and (2) a parallel skeletonization algorithm that uses novel tech-
niques and GCC-Cilk based chromatic scheduling [183] to execute efficiently on mul-
ticores. We describe the algorithmic side in more detail in [254].

We believe that our work departs from existing systems by showing that combination
of new algorithms, proper parallelization of existing algorithms, modern scheduling using
languages like Cilk, and performance engineering of code to fully utilize CPU resources,
can move the connectomics problem from the large scale distributed systems space to run
on a commodity shared-memory multicore system. This might be true for other big-data
machine-learning based problems in medicine and the life sciences, and even for problems
where big systems are necessary, our approach may provide insights on how to make indi-
vidual system elements much faster and scalable.

5.1.4 Related work

The image segmentation approach we use was developed by [8] and suggested for auto-
matic electron microscopy segmentation by [271]. It is used by most of todays systems
[271, 272, 278, 241, 192, 284]. Increasingly accurate membrane predictors based on convo-
lutional neural networks have recently been proposed [73, 295]. Our system implements a
solution that is inspired by these algorithms, is on-par with their current accuracy levels,
and yet is simpler and faster to execute. Other studies have focused on new approaches to
segmentation of supervoxels (e.g., [241]). Further research however is required to bench-
mark their accuracy on even gigabyte size datasets, so at this time their scalability cannot
be addressed.

We are aware of three previous connectomics pipelines: the original RhoAna pipeline
by Kaynig et al. [192], the system by Roncal et al. that extends RhoAna [294], and state-
of-the-art Plaza and Berg’s Spark-based system [284] that uses NeuroProof.

5.2 System overview

This is the story of how one can replace the use of a large distributed system with a single
multicore machine. Although a large distributed system may have tremendous computa-
tional resources at its disposal, its raw computing power comes with a cost of additional
overheads and system complexity, e.g. data must be moved over the network, and the sys-
tem must support a degree of fault tolerance [284, 71, 356, 225, 357, 86]. These overheads
tend to be small for problems that are embarrassingly parallel, but can come to dominate
the execution time of more complex computations that need to operate on shared data. In
addition, the opportunities to obtain performance within a single multicore are abundant,
and can result in performance improvements that rival or even dwarf those obtained through
horizontal scaling. As we will see, the connectomics problem requirements can be satisfied
using a single multicore machine to execute a pipeline of carefully designed multicore algo-
rithms that efficiently utilize a machine’s available computing cycles, take advantage of the
low shared-memory communication overheads, and parallelize across cores using efficient
task scheduling tools.

5.2.1 Pipeline structure overview

The input to our pipeline is a sequence of aligned 2D images each of which represents a single
slice of a 3D volume of brain that was captured at high resolution (∼3-4nm) by an electron
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microscope. These images are broken down into smaller sub-images with a standardized
size of 1024x1024 pixels, which are then grouped into blocks of 1024x1024x100 pixels. The
pipeline executes a segmentation procedure that extracts the neuronal objects within each
block, and then executes an inter-block merging procedure that “combines” the per-block
segmentations to obtain a complete segmentation of the original input volume [254]. These
stages of the connectomics pipeline are illustrated in 2D within Figure 5-2.

First, as seen in Parts 1 and 2 of Figure 5-2, a convolutional neural network (CNN) is
executed to detect membranes (or cell borders). This network was trained using “ground
truth” annotation by human experts. The training process is time-consuming, but since
it only needs to be performed once on an annotated subset of the dataset it does not
impact the pipeline’s throughput. The result of applying the CNN to a subvolume is a new
1024x1024x100 block where each pixel indicates a membrane probability between 0 and 1.
Since the CNN may run on blocks independently, this stage of the pipeline may be executed
in a distributed manner. It turns out, however, that careful performance engineering enabled
this stage of the pipeline to execute sufficiently fast on a single multicore machine. In
fact, we found that our optimized code for executing the CNN was able to significantly
outperform existing state-of-the-art CPU [177, 78, 359] and GPU [264] implementations.
In Section 5.3 we describe the design of this CNN, and the steps taken to ensure that the
our implementations made efficient use of the machine’s compute cycles, L1/L2/L3 caches,
and disk.

Next, as seen in Part 3 of Figure 5-2, a 3D watershed algorithm executes on the mem-
brane probability map. The watershed algorithm performs a BFS-style flood from “seed”
pixels that have 0 probability of being a membrane, to pixels with higher probability. The
result of the watershed execution is a new block in which segments (3D objects) have been
formed around seeds, each with a segment identifier. Methods of parallelizing watershed
have been described in the literature (e.g. [261]), but it turned out that our pipeline was
able to achieve better performance by engineering an efficient sequential algorithm with
low-memory consumption. This strategy allowed us to obtain a watershed algorithm that is
an order of magnitude faster than the code provided in the popular OpenCV [174] library,
and whose low-memory requirements permit us to run many independent instances of the
algorithm on a shared memory machine. Section 5.4 describes the design of this serial
watershed algorithm in greater detail.

The segments produced by the watershed algorithm represent an over-segmentation of
the true neuronal objects; i.e. each neuron might be fragmented into many smaller parts,
as shown in Part 3 of Figure 5-2. To obtain segments that represent whole neurons an
agglomeration algorithm is employed that merges segments that lie within the same 3D
object. The result of the agglomeration procedure is a collection of larger segments that
each represent a whole neuronal object, as is illustrated (in 2D) in Part 4 of Figure 5-2.
The agglomeration procedure used by the pipeline is based upon the serial NeuroProof
agglomeration algorithm of Parag et al. [279]. We reformulated the Neuroproof procedure
to use parallel algorithms, and performed a variety of performance optimizations to reduce
the total work and memory usage. Together, these optimizations obtained a 6.5x speedup
on 4-cores over the original sequential code. Moreover, we achieve near-linear scalability
which provides an additional 82x factor speedup on our 72-core server with HyperThread-
ing. Section 5.5 describes, in greater detail, the parallelization techniques and performance
optimizations that were employed to optimize the agglomeration stage of the pipeline.

After a segmentation has been obtained for each block, the pipeline executes an efficient
inter-block merging procedure on the reconstructed blocks [254]. Here we utilize the shared
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memory properties of the machine in which I/O operations are automatically cached by the
OS kernel. Thus, for every two adjacent blocks, our block merging algorithm carves out a
thin sub-block near the shared boundary and employs a variant of our parallel agglomeration
procedure to identify and merge objects across this boundary. Part 5 of Figure 5-2 is a two
dimensional rendering of this merging process. The result of each merging is a small file, and
because all the files are on the same machine, it is inexpensive to combine all of them into a
full segmentation. This contrasts sharply with the approach of Plaza and Berg [284] where
a sophisticated merge algorithm must be executed across many machines in the network.
In our case, there is no need to perform expensive data-transfers over the network and
to support a complex failure detection and recovery mechanisms, since the whole system
executes on a single server. The design of the inter-block merging procedure is discussed
further in Section 5.6.

The final step of the pipeline skeletonizes the volume segmentation (see Figure 5-8)
on a per-block basis. A skeleton provides a space-efficient one dimensional representation
of a 3D volume that runs a long the volume’s medial axis, allowing for faster and easier
analysis of the biological structures. It is also an intermediate step on the way to creating a
graph representation of the neuronal objects. We experimented with various skeletonization
algorithms and found out that a subfield “thinning” algorithm [25] fits our purposes best.
with points on the object boundary and repeatedly removes ones that do not affect overall
topological connectivity. We devised a simple and efficient parallel algorithm for extracting
volume skeletons using chromatic scheduling [183] to efficiently schedule the parallel order
of which points are considered for deletion doing the thinning process. The details of the
skeletonization algorithm are discussed further in Section 5.7.

5.3 Segmentation with CNNs

Our connectomics pipeline leverages a CNN to map EM input images to membrane proba-
bility output images. A CNN system is typically made up of two components: the network
architecture that defines layers of perceptrons and their connectivity, and the computational
framework that executes this architecture’s forward propagation over a trained network.
typically be trained using backward propagation and ground truth data, a compute inten-
sive phase that needs to be performed once. The trained network is then executed multiple
times in the life of the connectomics pipeline, allowing us to focus on forward propagation
times.

In this section we describe our network architecture and new computational frameworks
for both CPU and GPU. Specifically, these frameworks implement fully-convolutional neu-
ral networks by applying “dense computation” rather than a patch-based sliding window
approach [73]. This is accomplished through the usage of “max-pooling fragments,” which
apply the traditional maxpooling operation to different offsets of the input image [128, 245].
The resultant images are then recombined to produce the final dense result.

In contrast to other methods of dense computation (e.g., dilated convolution [352],
strided kernels [332], max filtering [215, 359] and filter rarefaction [231]), we adopt maxpool
fragments because they generate independent matrices that are contiguous in memory.
This feature is leveraged for improved parallelization of both our CPU and GPU-based
implementations, as described in detail in Sections 5.3.2 and 5.3.3 respectively.
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5.3.1 Our network architecture

We recently proposed a CNN architecture, called MaxoutNet [254, 196, 191], which consists
of 4 ConvPool layers of alternating convolution/maxpool pairs aggregated with a maxout
function. Convolutional layers use 4 × 4 kernels with stride 1 and either 8 or 32 channels,
which combined with stride 2 max-pooling yields a 105× 105 field-of-view for each output
pixel. In our pipeline execution, MaxoutNet leverages the fact that our input EM images
are 3nm high resolution (2048× 2048): it performs sub-sampling of the input by executing
standard pooling in the first ConvPool layer, while executing “dense” poolings in the next
layers. This produces a 2-fold subsampled 1024 × 1024 output image, and accelerates the
network by a factor of 4 without losing too much accuracy. For our benchmarks, described
in Sections 5.3.2 and 5.3.3, we simplify this network and execute only the last 3 layers of
ConvPool.

5.3.2 A fast CPU framework for CNNs

We introduce XNN, a CNN framework implemented in C and inline assembly for Haswell
CPUs. These provide support for AVX2 instructions and include two FMA units, allowing
the chip to execute 32 floating-point operations per cycle [345]. As a result, a single 2.5
GHz 18-core Haswell chip can theoretically produce 1.44 TFLOPS (compared to state-of-
the-art GPU, like NVIDIA’s Titan X, that theoretically produces 6TFLOPS). In practice
it is challenging to achieve close to these peak floating-point utilizations, requiring careful
engineering techniques that take into account the hardware specifics. The remainder of this
section describes the techniques we applied to achieve state-of-the-art CNN throughput.

Haswell AVX2 SIMD parallelization

We initially adopted Intel’s MKL convolution primitives [78]. However, our results showed
that the CPU FLOPS utilization for MKL was only ∼20%, so we reimplemented this crit-
ical component with hand-crafted AVX2 assembly. One of complication of AVX2 vector
instructions is that they must have aligned memory addresses. As a result, it is impossible
to slide a convolution window on a 2D matrix by using AVX instructions since some of the
window locations are not aligned. Instead, we leveraged the fact that CNN’s internal matri-
ces are 3D, where the first two dimensions are spatial and the third dimension is channels.
The convolution window slides on the first two spatial dimensions while the AVX applies to
the third channel dimension, where the number of channels is a multiple of the AVX vector
width. This constraint is not problematic for CNNs that already use many channels, thus
allowing us to achieves 70-80% utilization.

Our first implementation was a simple loop over the channel dimension, which did not
provide a high CPU floating-point utilization. To improve this, we computed 6 convolutions
at the same time by using a different set of AVX registers for each (a total of 16 registers).
We interleave the register load, FMA compute, and store operations of the 6 running con-
volutions in a way that maximizes the usage of the two FMA units of the Haswell CPUs.
In addition, we made the loop bounds and counter increments constant at compile-time, so
that the GCC vector optimizations could unroll the loops and optimize the code as much
as possible.
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Figure 5-3: Throughput of the three CPU-based CNN implementations evaluated using 8
and 32-channel MaxoutNet.

Cilk-based concurrency and caching

We used Cilk [115, 219], a work-stealing scheduler that is supported by GCC 4.8, to dynam-
ically generate multicore fine-grained tasks. The key advantage of Cilk is that it provides
a “fork-join” primitive that scales well to many cores. It uses a sophisticated combina-
tion of per-thread double-ended queues, and a clever work-stealing algorithm that has no
bottlenecks and memory contention on a shared memory system.

Our implementation applies the Cilk “fork-join” primitive to all “for-loops” that have no
loop iteration dependencies, simplifying our parallelization effort. However, we still require
that memory accessed by executing Cilk threads fits into the L3 cache. The L3 cache is
much faster than main memory, and having threads working on data that resides in L3 is key
to ensuring a high ratio of compute to memory access, which is important for scalability.
For example, large matrix operations (e.g. convolution) are executed over sub-matrices
that each fit into the L3 cache, with a set of threads operating over this sub-matrix before
proceeding to the next. We observed that this approach improves scalability by a factor of
3-4x.

Memory usage

Another important aspect of the implementation is the amount of memory used to compute
the forward propagation pass of the CNN network. Since we are only concerned with
the performance of forward propagation, we optimized the memory usage significantly by
allocating only two large matrix buffers, one for input and one for output, and then reuse
(swap) these buffers between layers. As a result, the memory usage is bounded by the
largest input/output size of a single CNN layer, which reduces cache trashing and OS paging
effects. Note that memory is only allocated at the start, i.e. there are no dynamic memory
allocations during the computation itself that could introduce contention and bottlenecks.
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Figure 5-4: Throughput of the XNN up to 144 hardware threads on our 4 socket system.

CPU benchmarking

Benchmarking was performed on the same shared memory server we use to run our pipeline:
a 4-socket machine with Intel Haswell 18 core chips and 512 GB of RAM. We also bench-
marked a machine equipped with a single 4-core Intel Skylake CPU with 64 GB RAM.

We benchmarked our XNN framework against the most efficient known multicore CNN
frameworks the Caffe framework of Yangqing et al. [177] and the ZNN framework of Zlateski
et al. [359]. Throughput was evaluated using 1024×1024 (6 nm) images. We benchmarked
all three using a lightweight version of MaxoutNet with 3 fully convolutional ConvPool layers
(field-of-view = 53) because the subsampling required for the fourth layer (3 nm data) is
available only in our XNN framework. We benchmark for both 8 and 32 channels. To
ensure best performance, we compiled with the Intel C++ Compiler (ICC) version 16.0.0,
optimized for maximum speed (-O3), linked against Intel Threading Building Blocks (TBB)
version 4.4 (libtbbmalloc, libtbbmalloc proxy), and Intel Math Kernel Library (MKL)
version 11.3 with enabled FFT caching, and single-precision floating-point arithmetic.

The results of this benchmarking are presented in Figure 5-3. In this execution, we
perform a scalability test on a single 18-core chip: an input is set to a fixed size and we
increase the number of threads. By binding multi-threading to one chip we disable the
NUMA-effects for this test (expensive inter-chip communication). It is evident that our
XNN CPU framework exhibits substantial throughput improvement over Caffe and ZNN.
First, one can see that there is a significant difference in single-threaded performance, which
is the effect of the hand-crafted assembly of XNN that utilizes the two FMA AVX2 units of
Haswell CPU. Second, the scalability of XNN is almost linear, 15x over a single thread on
18 cores. This is achieved by constraining active threads to operate on memory sets that
fit into the L3 cache while using Cilk to manage short-living jobs.

Figure 5-4 presents the results of XNN executed as a single instance (fixed input) on
all 72 cores across 4 sockets, running up to 144 threads to utilize hyperthreading. As can
be seen, for the 32 channel execution (green) linear scalability is evident up to 18 cores
and plateaus all the way to 36 cores, as hyperthreading provides only 10-20% boost in
performance. Increasing threads from 36 to 72 utilizes additional cores to again provide
pseudo-linear scalability. Beyond 72 cores, additional threads leverage hyperthreading for
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Figure 5-5: Throughput of GPU-based CNNs using 8 and 32-channel MaxoutNet architec-
tures.

Method Type 8-channel MaxoutNet

Throughput (MB/s)

32-channel MaxoutNet

Throughput (MB/s)

XNN CPU (72-core) 111.1 16.67

gpuZNN GPU (Titan X) 67.61 25.28

Neon GPU (Titan X) 37.06 (exceeds memory)

XNN CPU (4-core) 11.49 1.74

Figure 5-6: A comparison of CNN throughput for the best-performing CPU and GPU-based
implementations using the MaxoutNet architecture.

a minimal further improvement. For 8 channels (red), the smaller network size generates
low latency Cilk tasks that introduce more pressure on the software implementation. There
is still linear scalability up to 18 threads, but only small improvement is evident beyond
36 cores. This is because the overhead of threading (NUMA side effects) is substantial
compared to the performance benefit from adding additional cores.

In our pipeline execution, we overcome these NUMA overheads by combining multi-
processing with multi-threading. Specifically, we execute multiple instances of XNN (each
bound to a specific chip) with an empirically optimized number of threads, resulting in a
2.8x speedup. Generating these instances increases the RAM requirements (not problematic
for our 512 GB RAM system).
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5.3.3 A fast GPU framework for CNNs

In this section we present gpuZNN, a GPU-based CNN framework that improves upon the
previously published ZNN [359] to optimize forward propagation throughput.

The SIMT programming model and limited amount of memory available on a GPU
require a different implementation than our XNN CPU framework. To saturate the GPU,
we process multiple input images simultaneously. We also leverage the fact that all sub-
samplings of the “dense” computation have equal size, which is equivalent to processing
multiple inputs of a layer at the same time.

Most of our convolutional primitives use cuDNN’s low-level implementations [273, 70].
To address the large memory overhead of some primitives, we allow the computation to be
split into multiple stages, computing a subset of results at the time. This is accomplished
by computing a subset of input batches and/or subset of output images (feature maps).
This can reduce the parallelization potential, but reducing the memory overhead can allow
for using a computationally cheaper primitive. We also implement optimized FFT-based
convolutional primitives with very low memory overhead. Batched 1D FFTs and memory
reshuffling was used to efficiently utilize the GPU.

Sub-sampling layers (maxpooling and maxout) were implemented using cuDNN’s max-
pooling primitive. We minimized the number of calls to the primitives such that each
primitive performs more computation and can thus saturate the GPU. To allow this, we
implicitly gathered the inputs and scattered the results for each call. Implicit gather/scat-
ter is performed by providing the shapes and strides for all inputs/outputs from which the
memory location of each element can be computed.

GPU CNN benchmarking

We benchmarked our gpuZNN implementation relative to the fastest available GPU frame-
works [72] on an NVIDIA GeForce GTX Titan X (3072 cores, 1.0 GHz, 12 GB memory).
Specifically, we benchmarked the MaxoutNet network with both 8 and 32 channels for three
GPU frameworks: (a) gpuZNN, our modified version of ZNN [359]; Caffe [177], compiled
with cuDNN v4; and Neon by Nervana [264], which outperformed Caffe and other alterna-
tives on several recently published benchmarks [72]. Throughput was evaluated using 6 nm
images presented with different sizes (10242, 5122, 2562) in batches of size 32 (a constraint
of Neon’s GPU backend), while using max-pool layers with a stride of 1. This eliminates
“sub-sampling” effects of max-pooling and simulates the same number of floating-point
computations as a “dense” inference (not supported by Caffe or Neon).

The results of this benchmarking are presented in Figure 5-5. It is evident that gpuZNN
provides the best throughput on both 8 and 32-channels for all image sizes: 1.8x and 2.9x
faster than Neon and Caffe for 8 channels respectively, and 1.8x faster than Caffe for 32
channels. The 32-channel MaxoutNet could not be benchmarked on Neon as the memory
usage exceeded the 12 GB available on the Titan X. The main reason for gpuZNN’s improve-
ment is its low-memory overhead FFTs that allows it to aggregate large sub-computation
units and minimize the amount of calls to primitives of the GPU (each such call involves
host-device memory transfers on the PCI-E bus). We note that the actual speed difference
between 32 and 8 channels for gpuZNN is 2.6x (and not 32/8=4), which is an effect of
the overheads of PCI-E host-device memory transfers that become more significant as the
network becomes smaller.
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A comparison of CPUs and GPUs

Table 5-6 shows the maximum throughput that we could achieve for XNN, gpuZNN and
Neon for 8 and 32 channel CNNs. For 72-cores, we found that the best combination of
multi-threading and multi-processing is 8 instances (2 per chip), where each is using 18
threads. One can see that for a network with 32 channels, the GPU is faster than the CPU.
However, this is not the case for 8 channels, where the CPU is twice as fast as the GPU.
This is because an 8 channel CNN implies less compute for the GPU and makes the PCI-E
bus memory transfers more expensive.

5.4 Watershed

The next stage in the connectomics pipeline involves producing an over-segmentation of
neuron candidates from the CNN membrane probability output. Over-segmentation en-
sures that no supervoxel straddles more than one true segment and is later resolved by
agglomeration. Specifically, we apply a custom 3D implementation of the popular linear-
time watershed algorithm that yields an 11x speed-up on previous implementations [174]. In
general, the key idea is to take into account that probability maps are allowed to take only
8-bit values, which allows us to implement the priority queue as a set of 28 FIFO queues.
The FIFO queues are implemented using simple arrays with an amortized cost of O(1)
for both push and pop operations. As a result, queue accesses are cache and pre–fetcher
friendly. In addition, we reduce the memory overhead by an order of magnitude compared
to OpenCV, which is an important factor for the watershed algorithm that exhibits low
ratio of compute-to-memory.

5.5 Agglomeration

The agglomeration stage of our pipeline is based on Neuroproof [279], a state of the art tool
for graph-based image segmentation. Serial optimizations and shared memory paralleliza-
tion techniques were employed to enhance the performance of Neuroproof on our shared
memory multicore system, with the results summarized in Figure 5-7.

5.5.1 Regional adjacency graphs

Agglomeration is performed on a higher-level representation of the labeled volume called
a regional adjacency graph (RAG). A RAG is a graph with a vertex for each distinctly
labeled region, and an edge connecting each pair of adjacent regions. Each vertex within
the RAG maintains several regional features such as histograms of membrane-probabilities
and multiple image moments. These features are typically associative with respect to the
agglomeration’s merge operation, and thus enable the agglomeration procedure to operate
directly on the RAG instead of the much larger input volume.

The RAG construction is the most expensive stage. Prior to our performance engineering
efforts, it required 124 seconds on a 1024x1024x100 block and was responsible for 70% of
the total time.
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Baseline (s) Fast 1-core (s) Fast 4-core (s)

Input/Output 11.2 10.5 6.7
RAG Construction 123.2 24.2 6.8

RAG Agglomeration 42.5 40.2 13.4
Total 176.9 75.0 27.0

Figure 5-7: Performance improvements to agglomeration stage.

Serial optimizations

Feature computation was optimized by providing a batched version the feature computa-
tion function, so that it could process multiple pixels at once. In addition, a significant
optimization was for the image moment features. The ith image moment feature computes
the sum of pi for all pixels p in a region. The standard library pow function was used to
compute these features for 4 moments, and was to blame for over 50% of the runtime in
RAG construction. We modified the function computing moment features to perform itera-
tive multiplication, and reduce the per-pixel-cost to 3 floating point multiplications. These
modifications to feature computation resulted in a 2.5x improvement in serial runtime for
RAG construction, resulting in a total runtime of 50 seconds.

Another class of changes involved eliminating unnecessary layers of indirection in matrix
and hashtable access. The labeled input volume was loaded into an OpenCV Mat object
and was accessed through a provided interface. We modified all accesses to operate directly
on matrices underlying arrays to eliminate unnecessary indirection to the OpenCV library.
This resulted in a further 1.6x improvement in RAG construction time, reducing the total
runtime of RAG construction to 30 seconds.

The last major optimization was the design of a divide-and-conquer RAG construction
algorithm that takes advantage of the associativity of region features. Given a 3D volume,
the largest dimension of the volume was divided in half and the RAG was computed for
each half recursively. These RAGs were then merged with their regional featured combined
according to each of their associative update rules. The base-case of the recursion was
coarsened so that the total volume would fit into an L2 cache of approximately 256 KB.

Parallelization

The divide-and-conquer implementation of RAG construction was especially amenable to
efficient parallelization. In particular, the method of merging RAGs can be performed
efficiently by thinking of the algorithm as a parallel merge sort with an augmented merge
operation [77, Ch 27.3]. In other words, the RAG construction algorithm can be parallelized
in the same fashion as merge sort by considering a RAG to be a sorted edge-list. We
represent regions with a self-edge and store the region’s computed features as metadata.
After performing a merge of two RAGs’ edge lists, the edge list is scanned in parallel
to identify and merge duplicated edges. These steps can all be performed in parallel using
logarithmic-depth algorithms. On 4 cores, the parallel RAG construction algorithm achieves
speedup of 3.5x, reducing the time of RAG construction to 6.8s.

After RAG construction, RAG agglomeration analyzes edges to determine which node
pairs to merge. We observed that most of the work was performed by a random-forest
classification library within OpenCV that computes edge weights. To parallelize RAG
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agglomeration, we defer the computation of edge weights, and mark affected nodes and
edges as dirty [279]. A dequeued edge is ignored if it is dirty or incident to a dirty node.
When the priority queue is empty, the edge weights are all computed in parallel as a batch,
and reinserted into the queue. This strategy resulted in 3x speedup for agglomeration,
reducing its runtime from 40.2 to 13.4 seconds.

5.6 Merging

The state-of-the-art Spark-based system of Plaza and Berg [284] generates overlaps between
adjacent blocks and identifies “merge pairs” from these overlaps. These merge pairs are
identified from a set of complicated, hand-crafted heuristics, and the authors report that this
is made difficult by the substantial number of edge cases. Instead, our merging algorithm
leverages NeuroProof’s fast random forest algorithm to identify merge pairs directly [254].
We further optimize this process by ordering and parallelizing computations in a way that
maximizes utilization of the cache sub-systems, e.g. by processing small subsets that fit in
the L3 cache of each chip.

Merge Pair Decisions. Merge pairs are determined for all adjacent blocks in the volume
in two phases. First, the segments in the block boundary are agglomerated using our
parallel NeuroProof. This phase is conservative, so only clear matches are merged. In the
second phase, the algorithm generates a synthetic ground-truth by executing watershed
and agglomeration on the block boundary. Then, it executes an optimization procedure
based on the synthetic ground-truth: it merges a pair and computes the associated VI score
relative to the ground-truth. If accuracy decreases, it aborts the merge and tries a different
pair. Note that since most of the pairs are merged in the first phase, the second phase has
fewer pairs to process and is substantially faster.

Combining and Relabelling. The merging procedure gives each voxel a new (final)
label in the whole volume. To combine labels, we implemented a disjoint-set data structure,
which clusters segments from different blocks according to the merge pair decisions. In a
cluster-based system, this process is complicated by network transfers and failures, where in
our case all intermediate data is immediately available in RAM or on disk, As an example,
it takes just 4 seconds to combine labels of a 473 GB dataset – a speed which would be
unobtainable on a network of hundreds of machines. Finally, the algorithm executes a
parallel pass over all segmented blocks and relabels them according to clustering from the
disjoint-set data structure. As this step is I/O bound, we utilize all of the drives to maximize
I/O throughput.

5.7 Skeletonization

A skeleton is a one dimensional space-efficient representation of a 3D volume that runs along
the segments’s medial axis. There are a vast number of algorithms to compute skeletons for
a variety of purposes in computer graphics [299]. We found that for connectomics a thinning
algorithm would be most fitting because it is the fastest algorithm that still preserves the
connectivity of the objects. Their algorithms remove all so-called simple points, voxels whose
removal does not change the topology. Checking if a point is simple or not is non-trivial,
especially when multiple voxels are deleted in parallel.
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Figure 5-8: Skeletonization of 20 objects from the Kasthuri et al. dataset (as one large
block) [191] (473 GB ≈ 100,000 cubic microns of cortex).

Our parallel thinning algorithm is implemented as a chromatically scheduled dynamic
data-graph computation [183]. A grid graph represents the labeled 3D volume and a
statically-computed distance-2 coloring is used to identify sets of voxels that may be pro-
cessed in parallel.

Initially updates are scheduled on all surface points, which check if a given point satisfies
the simple point criterion based on their 26-neighborhood. An update that deletes a point
schedules an update dynamically for all non-deleted neighbors. Since there are only 226

possible 26-neighborhoods, the simple point criterion can be precomputed. Our simple
point criterion is based upon the 38 templates of [314] and ensures local connectedness.
Since our algorithm uses chromatic scheduling, it is equivalent to a standard 8-subfield
thinning algorithm and thus provably preserves the topology of the objects [25].

After skeletonization, we transform the 3D segments into tree graphs based on 26-
connectivity. If cycles exist in the graph they are broken up arbitrarily, however, large cycles
are detected and are reported for further analysis and error detection. After performing a
one-pass pruning step the trees are outputted as .swc files and visualized using the neuTube
software[104]. Although not scalable, the same algorithm can run on the entire volume
instead of the per-block approach (Figure 5-8).

5.8 Pipeline performance

Machine learning consumes a large fraction of the computation in existing systems [284,
294], and was the main target of our scalability effort, so we spent time understanding its
performance on both CPUs and GPUs earlier in the chapter. Here we focus on the combined
performance of our pipeline elements. The main workhorse for our system testing is the
previously described 4-socket shared memory machine equipped with 4 18-core Intel Xeon
CPUs with 512 GB of RAM running Ubuntu 14.04.

We tested our pipeline on a 473 GB (3x3x30 nm resolution) electron microscopy dataset
of mouse somatosensory cortex [190], containing 1850 pre-aligned 16,384 x16,384 (256 MB)
2D EM brain scans.

Figure 5-9 shows our total execution times for all of the pipeline stages. The total
time to process the entire 473 GB EM dataset was 1.7 hours, implying a throughput
of 3.6 hours/TB. Importantly, we have managed to improve the machine learning-based
segmentation component to be on par with others, which has previously been a bottleneck
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CNN
200MB/s (38%)

Skeletonization
1.1GB/s (7%)

Merging
430MB/s (17%)

Agglomeration
330MB/s (23%)

Watershed
500MB/s (15%)

Figure 5-9: Proportion of the execution time spent on each stage.

in the throughput of connectomics pipelines [284].

To analyze the efficiency of using a 72-core system, we measured the time that it takes
to execute our pipeline on a single core. The result is 1.11 s/MB total on a single core,
compared to 0.013 s/MB on 72-core. This means that our pipeline achieves an 85x factor
speedup, which is more than 72 because of the hyper-threading that allows us to generate
144 hardware threads on a single machine.

To achieve maximum throughput in the CNN phase, we execute 8 instances of XNN
(2 per chip), where each instance uses 18 threads. This eliminates any NUMA side-effects
that could introduce contention and bottlenecks. In the watershed phase, we simply spawn
144 instances since the implementation we have is a fast sequential code with low memory
consumption (each instance <1 GB, and total memory is 512 GB). In the agglomeration, we
execute 36 instances of the parallelized NeuroProof’s code (9 per chip), where each instance
uses 4 threads. A similar scheme is applied to merging and skeletonization.

5.8.1 Reconstruction accuracy

To evaluate the reconstruction accuracy of our pipeline we followed the benchmark described
by Kaynig et al. [192]. We partitioned a total of 150 images (a region of the data called
AC3 in [192]) at 2048x2048 and 3 nm resolution into three sets; 10 for training, 65 for
validation and 75 for testing. Ground truth neuron segmentation was provided by expert
neurobiologist annotators.

Our measure of segmentation accuracy is variation of information (VI) [253], that cap-
tures the statistical difference between two segmentations. In a typical segmentation there
are split errors (neurons split erroneously) and merge errors (neurons merged erroneously),
and the VI is an indicator to the extent of such errors in the data set. We benchmarked our
8-channel MaxoutNet CNN architecture (described in Section 5.3.1) and the state-of-the-
art reconstruction of RhoAna described by Kaynig et al. [192] using the same evaluation
benchmark on our test dataset described above. Our reconstruction obtained an accuracy
score of VI = 1.6483, a substantial improvement over the VI = 1.99 score reported for
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RhoAna (lower VI means improved reconstruction).

5.9 Lessons learned

In this section we discuss some of the general lessons learnt from our effort to reduce a high-
throughput, big-data problem to the domain of a single shared-memory multicore system.
Some of these may be known to the reader, but others were counter-intuitive, at least to
us, and therefore worth explicit mention.

Software scalability reduces memory requirements. Writing multicore code is gen-
erally hard – it is far simpler to write a single-threaded program that avoids the associated
concurrency “nightmares,” and scales horizontally by launching a separate instance per core.
While this may work for simple tasks, we observed that this approach can be seriously flawed
for complex software. In the case of both our NeuroProof and CNN implementations, the
large memory footprint of each instance caused the OS to frequently swap between memory
and disk, thus increasing I/O bandwidth requirements. Moreover, scalability degraded due
to L3 cache pollution – multiple instances spawned on the same 18-core chip populated the
shared L3 cache with disjoint memory accesses. To tackle this issue, we engineered our
software so each instance utilizes all 18 cores. For our 4-socket 72-core machine, 4 instances
of this software were spawned, (one per socket) to avoid handling complex NUMA over-
heads [58, 94, 95, 102, 255], although it is possible that further work could allow a single
instance to effectively utilize the full machine.

Disk I/O on a single machine is not problematic. Once computation is sufficiently
optimized, disk-to-memory I/O for a single machine can become a bottleneck. This is often
part of the motivation to migrate computation to a cluster of machines, and is a problem
we encountered in the Watershed and agglomeration pipeline phases (where the disk I/O
100 MB/s read and 200 MB/s write were reached). Instead, we resolved this bottleneck
by horizontally scaling our disk drives – data was sharded across a set of 5 drives, yielding
500 MB/s read and 1000 MB/s write for the system. Adding more disks to improve I/O
bandwidth in this manner is far cheaper and simpler than migrating to a distributed cluster.

Cilk simplifies cache-aware multicore parallelization. A potential criticism of a
multicore implementation approach is that we are simply shifting from one set of program-
ming complexities (networking, failure detection and recovery schemes on a distributed
system) to the unique challenges posed by multicore concurrency. Our experience is that
effective multicore programming can be very straightforward. We make extensive use of the
GCC-Cilk work-stealing scheduler to parallelize loop iterations, which removes the need to
manually handle jobs/threads, encapsulate their environment (variable stacks) or schedule
across multiple cores. In this way, multicore scalability only requires us to ensure that loop
iterations (forming Cilk jobs) are cache and pre-fetcher friendly.

A GPU is not 100X faster than a CPU. It is widely believed in the machine learning
community that a single GPU can perform orders of magnitude faster than a single CPU.
This is supported empirically by popular machine learning packages – if one compares
Caffe (bound to Intel MKL and Nvidia cuDNN libraries) execution times on GPU versus
CPU, the speed-up is approximately 50 to 100-fold. Following our multicore performance
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engineering efforts, we observe substantially different results. On a single 18-core 2.4 GHz
Haswell chip, our XNN execution is only 2-3x slower than both gpuZNN and the previous
fastest CNN framework (Neon [264]) executed on a Titan X GPU. Moreover, XNN execution
on a commodity 4-core Skylake chip (a standard desktop/laptop processor) was only 4-6x
slower than this top-end GPU. These observations are consistent with the findings reported
in [216], but here we support the claim on a modern CPU.

Multicores enable new efficient algorithms that are expensive on clusters. Cluster-
based algorithms exhibit high network latencies, which forces them to avoid communication
between machines. As a result, programmers are constrained to coding patterns that are
“trivially parallelizable” in the context of clusters, since it is the only way to avoid high
network costs and get scalability. However, this is not the case for multicores: inter-core
communication is orders of magnitude less expensive than network cluster communication,
which allows programmers to design more sophisticated approaches that involve complex
communication patterns. For example, in our case, a multicore pipeline can use a sophis-
ticated scheduler to split the work between cores: it can identify problematic data regions
and schedule cores to process them without the need to worry about communicating the
problematic data and setting the cores (this is a much more complex and expensive process
on a cluster).

Programming for multicores is not harder than for a cluster. A common belief
of Hadoop/Spark programmers is that coding for a distributed cluster is simpler than for a
multicore, and therefore, shifting software to multicores is not worth the effort. However,
our experience shows that this not true. A key point that needs to be emphasized is that
coding for clusters is simple as long as the parallelization of the problem is “trivial”. In
other words, as long as one can break the problem to small parts without the need to use
communication between these parts, then it is easy to do map-reduce style programming.
However, if this is simple for the cluster, then it will also be simple for the multicore. This is
because one can use threads to execute the small parts, and since there is no communication
between these parts, there is no need to detect and handle race-conditions, which are the
complex and hard part of the multicore programming. As a result, if programming cluster
is simple, then programming multicore must be simple as well.

5.10 Conclusion

We presented a “proof of concept” connectomics pipeline that can extract a full skeletoniza-
tion from an EM image stack in less than 4 hours on a commodity multicore machine and
with a VI accuracy on par or better than any existing system. This has the potential to
move the connectomics problem, a big-data research problem in the natural sciences, from
the realm of distributed data and warehouse storage, to that of on-demand processing in
labs across the world. Given current trends in multicore CPU and GPU architectures, we
venture to predict that a single socket machine, perhaps with a single attached GPU card,
will be able to provide a solution for many connectomics pipelines around the world.

The domain-specific results we report on Kashturi data-set [191], constitute a case-
study on the role of multicore performance engineering in large-scale image processing
pipelines. The lessons learnt from our experiences designing this system are of great import
to those in the multicore and cluster computing communities. Through careful performance
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engineering, we show that a single commodity multicore machine can not only compete, but
significantly outperform, existing CPU- and GPU- based clusters solving the same problem.
This, of course, is not intended to advocate that all “big data” problems are best solved
on a single multicore, but rather to serve as a reminder of the importance and dramatic
benefits that can be obtained through multicore performance engineering.
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Chapter 6

High-Throughput Image
Alignment for Connectomics using
Frugal Snap Judgments

This chapter presents a high-throughput image alignment pipeline for connectomics that
employs the multicore algorithms Quilter and Stacker to perform 2D and 3D alignment
respectively. As part of the optimization of this pipeline, this chapter introduces a technique
for data-driven performance optimization called frugal snap judgments that is used to obtain
more advantageous performance–accuracy trade-offs in Quilter. This work was conducted
in collaboration with Brian Wheatman and Sarah Wooders.

Abstract

Accurate and computationally efficient image alignment is a vital step in the field of connec-
tomics, which seeks to understand the structure of the brain through electron microscopy.

We introduce the algorithms Quilter and Stacker that are designed to perform 2D and
3D alignment respectively on petabyte-scale data sets from connectomics. Quilter and
Stacker are efficient, scalable, and simple to deploy on hardware ranging from a researcher’s
laptop to a large-scale computing cluster. On a single 18-core cloud machine each algorithm
achieves throughputs of more than 1 TB/hr and when combined produce an end-to-end
alignment pipeline that processes data at a rate of 0.82 TB/hr — an over 10x improvement
over previous systems. This efficiency comes from both traditional optimizations, and from
the use of “Frugal Snap Judgments” to judiciously exploit performance–accuracy trade-offs.

A high-throughput image alignment pipeline was implemented and evaluated using the
Quilter and Stacker algorithms. The performance was evaluated on a range of platforms
including a common 18-core machine (Intel E5), a large 112-core machine (Intel Xeon Plat-
inum), and a supercomputing cluster with 1600 cores. The pipeline achieves a throughput
of 0.6–0.8 TB/hr on the 18-core machine, 1.4–1.5 TB/hr on the large 112-core machine,
and 21.4 TB/hr on the supercomputing cluster with 1600 cores.

6.1 Introduction

Accurate and computationally efficient image alignment is vital within the field of connec-
tomics [227, 226, 313, 298, 331], which seeks to study comprehensive maps of connections in
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the brain through the analysis of extremely-high resolution imagery obtained from electron
microscopes. Advances in electron microscopy have enabled the acquisition of image data
sets that capture both the small and large-scale features present in neural tissue. The resul-
tant data-sets are quite large with a relatively small 1mm3 volume producing petabytes of
data when imaged at (3× 3× 30)nm resolution. The scale of the acquired data necessitate
the development of image processing algorithms that are both scalable and efficient.

The process of imaging a large physical volume at such high resolution does not, im-
mediately, produce a single representative three-dimensional image. Instead, the volume
to be imaged is physically sliced into very thin sections (approximately 30nm thick) which
are then each imaged separately. Imaging a single two-dimensional section in its entirely
is, unfortunately, also not possible since the size of each section vastly exceeds the limited
field of view of the microscope. In order to image each section, therefore, the head of the
microscope must physically move to scan over the entirety of a section each time capturing
a single image tile of the section. These images must be aligned using 2D and 3D align-
ment algorithms in order to correct for the physical movements of the microscope and the
deformations introduced during the slicing process [227].

This chapter presents a case study on the engineering of a high-performance image align-
ment pipeline for connectomics that makes efficient use of commodity multicore hardware
whilst retaining both strong and weak scalability. The focus of our discussions shall be on
the development of a high-performance variant of an existing, widely used, image alignment
algorithm as implemented in software tools such as FijiBento [293] which is widely used
within the connectomics research community [178, 312, 209, 311].

Designing an efficient alignment pipeline for multicore

Existing systems for performing image alignment in connectomics distribute fine-grained
tasks over large compute clusters that have specialized hardware (GPUs) for accelerating
performance-intensive tasks. Although there exist many, often lab-specific, alignment sys-
tems, they all tend to closely follow the methodology used in the FijiBento library [293] and
the HHMI/Janelia Aligner project [306]. Each of these systems distributes work in stages
where each stage is composed of one or more tasks for each image tile (approximately 8
MB) in the dataset. The intermediate results needed to combine the results of these tasks
to perform 2D and 3D alignment are communicated either directly over the network or,
more commonly, through a distributed filesystem such as Lustre [45] or pNFS [152]. In Sec-
tion 6.2 we review the algorithms used in connectomics to perform 2D and 3D alignment
and discuss the performance challenges that previous systems have encountered.

In Section 6.3 and Section 6.4 we describe the two multicore algorithms that form the
backbone of this work’s alignment pipeline. In Section 6.3, we introduce Quilter which
is an efficient multicore algorithm for 2D alignment that avoids costly serialization and
communication of intermediate results. Key to the design of Quilter is its efficient task
ordering which allows it to reap the advantages of fast shared-memory communication of
intermediate results whilst retaining the ability to scale to data sets that are much larger
than the available memory of a single multicore. In Section 6.4, we introduce the Stacker
algorithm which performs 3D alignment of sections. Stacker enables the alignment of a
stack of sections in parallel by computing the pair-wise alignment of all adjacent sections
concurrently. Although this strategy is often employed when performing affine alignment of
sections, this method has not been used with the non-uniform elastic transformations that
are needed to align imagery in connectomics.
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Exploiting performance–accuracy tradeoffs

A simple way to increase the throughput of an image processing pipeline is to downsample
the data. Downsampling the data is a tempting strategy for improving the performance
of Quilter. For the vast majority of tiles in a section, aligning neighboring tiles using
downsampled images does not change the computed relative alignment.

Our discussions with practitioners performing image alignment on connectomics datasets,
however, revealed a wariness towards downsampling due to its potential to introduce er-
rors. Their rationale is twofold: (a) the alignment errors introduced in 2D alignment, while
small, can accumulate when performing stitching of a large section resulting in unnatural
deformations that are difficult to correct; and, (b) even small misalignments are sufficient
to alter fine-details in certain neuronal structures such as the spine necks of dendrites. In-
deed, small differences in alignment can impact later stages of the connectomics pipeline;
e.g., small misalignments of 4–8 pixels can cause neuronal objects to be incorrectly split or
merged [227].

The potential performance advantages of downsampling, however, were too alluring
to pass up. Thus, we developed a technique called frugal snap judgments that allows us
to obtain more advantageous performance–accuracy trade-offs. Figure 6-1a and Figure 6-
1b show the throughput and accuracy obtained for 2D alignment when using frugal snap
judgments (FSJ). Using frugal snap judgments, our system learns to identify when the
result of the fast alignment algorithm is likely to match the result of the more-accurate
code. This enables us to achieve a 5x improvement in throughput without introducing
significant alignment error.

In Section 6.5 we introduce frugal snap judgments and explain how we applied it to
the image alignment problem to obtain more advantageous performance–accuracy trade-
offs. Using frugal snap judgments, our system learns to identify when the result of the fast
alignment algorithm is likely to match the result of the more-accurate code. The learned
criteria is not based upon an objective notion of correctness (which would be costly to
compute). Instead, it is based upon intermediate results generated by the fast alignment
code that are analyzed to extract a measure of reliability.

Performance evaluation of Quilter and Stacker

Section 6.6 presents an end-to-end performance evaluation of the image alignment pipeline
we developed using Quilter and Stacker. We investigate the performance of Quilter and
Stacker on a set of four computing platforms that range from a modestly sized desktop
machine to a large compute cluster with thousands of cores. The efficient design of Quilter
and Stacker combined with the judicious exploitation of performance–accuracy trade-offs
using frugal snap judgments allows us to obtain state-of-the-art performance while using
only commodity multicore hardware. Our pipeline achieves 0.6–0.8 TB/hr throughput on
a commodity 18-core Intel Xeon CPU E5-2666; 1.4–1.5 TB/hr throughput on a large 112-
core Intel Xeon Platinum 8180 (2.5GHz); 7.5 TB/hr on 5440 AMD Opteron 6274 processors
(2.2GHz); and, 21.4 TB/hr on 1600 Intel E5-2666 cores.

Contributions

A summary of the contributions are as follows.

• An efficient 2D alignment algorithm called Quilter with a low memory high-water-
mark that does not perform redundant file I/O or recomputation.
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Algorithm Runtime Throughput

100% 180 minutes 0.18 TB/hr
50% 86 minutes 0.38 TB/hr
33% 49 minutes 0.67 TB/hr
25% 30 minutes 1.1 TB/hr
20% 27 minutes 1.2 TB/hr

FSJ(20%, 100%) 32 minutes 1.03 TB/hr

(a) Alignment throughput.
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Figure 6-1: Impact of downsampling on throughput and accuracy. Figure 6-1a shows run-
time and throughput of 2D alignment on the mouse50 dataset: a 550GB dataset composed
of 65, 000 tiles. Figure 6-1b illustrates alignment errors on mouse50 greater than 1px, 2px,
4px, and 8px relative to the algorithm run on full-resolution images. The algorithms 50%,
33%, and 20% downsample to 1/2, 1/3, and 1/5 respectively. FSJ(20%, 100%) downsamples
to 1/5, but recomputes at full-resolution when detecting a likely error.

• A horizontally scalable 3D alignment algorithm called Stacker that supports affine
and elastic transformations.
• We introduce the optimization technique of frugal snap judgments and apply it to

improve the performance of Quilter by 3–5x with no significant accuracy loss.
• System evaluation of Quilter and Stacker on three datasets ranging in size from 550GB

to 38TB, and on four computing platforms including a single 18-core workstation and
a supercomputing cluster with thousands of cores. The evaluation illustrates end-to-
end performance, vertical/horizontal scalability, and strong/weak scaling.

6.2 Alignment algorithms used in connectomics

In this section, we provide necessary background on the general structure of algorithms used
to align large EM data sets in connectomics. The primary purpose of this discussion is to
provide a basic understanding of the key operations that are performed during alignment
when using FijiBento (and related) systems. Additionally, we will discuss some perfor-
mance challenges related to memory-limitations and overheads due to data serialization
and file/network I/O.

Image data format

Let us briefly describe the format of the images provided by the microscope to make our
later back-of-the-envelope calculations concrete. The microscope provides a set of image tiles
where each image is 2724× 3128 pixels. Each pixel in an image represents a (3× 3× 30)nm
physical volume. We assume that the set of tiles that compose a 2D section fall within a
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bounding rectangle whose length and width differ by a constant factor; and, we assume that
the average tile overlaps with ≈ 8 neighbors. These assumptions are realistic guarantees
that are ensured during the image acquisition process.

2D alignment algorithm

The first step of the alignment pipeline constructs a 2D section from the set of image tiles
obtained by imaging a single physical slice of tissue. During the imaging process each
image tile acquired is associated with an approximate location in the plane, and adjacent
tiles are imaged such that there is a small amount of overlap. This overlap allows for the
2D alignment algorithm to identity common landmarks in adjacent tiles that are then used
to precisely determine the tiles’ position relative to eachother. After the relative alignments
are computed, optimization is performed to find the tile locations that minimize the total
energy of a system in which each adjacent tile pair is connected by a spring with rest position
determined by the tile pair’s relative alignment.

Algorithm 2 2D image Alignment
Result: locations of each tile in a single global space.

1 read in metadata file
2 create list P of all pairs of possibly overlapping tiles
3 all local offsets = ∅
4 for p ∈ P
5 load image(p.first)
6 load image(p.second)
7 kp 1 = getKeyPoints(p.first)
8 kp 2 = getKeyPoints(p.second)
9 matched kp = matchKeyPoints(kp 1, kp 2)

10 local offset = find best offset(matched kp)
11 all local offsets[p] = local offset
12 global offset = combine offsets(all local offsets)

Algorithm 2 illustrates the structure of the 2D alignment step. The input to Algorithm
Algorithm 2 is a metadata file that includes the location of each image tile on disk, and
the approximate coordinates of each tile in the plane. These approximate coordinates
induce a poor alignment, but are sufficient to determine the pairs of tiles that overlap. The
image data for each tile is often compressed to reduce file and network I/O. A common
format is JPEG2000[91] which obtains up to 10x compression ratios on connectomics data
sets. Generating keypoints is commonly performed using the SIFT algorithm[235]. Other
algorithms such as SURF[17] and ORB[296] are sometimes used in place of SIFT, but
their use is less common. Keypoints in the two images are matched by finding the nearest
neighbors in the SIFT feature space, and filtered using the ratio of difference heuristic
described in [235]. Next, a random sampling and consensus algorithm (RANSAC) [110]
is used to find a coordinate transformation (in the case of 2D a rigid translation) that is
consistent with the maximum number of matched keypoints.
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Design considerations for 2D alignment

A variety of designs were considered for the 2D alignment algorithm that vary in terms of
their memory and communication requirements. Our goal in the design of Quilter, which
we describe in Section 6.3, was to build a system that would: (a) read each image tile
only once to save on extra I/O costs; (b) do not compute the same thing twice to save on
extra compute costs; (c) do not serialize intermediate results to disk, to save on extra I/O
costs; and, (d) have projected memory requirements that allow a single multicore to align
a human brain.

To illuminate the design challenges addressed by Quilter, we shall discuss a few natural
alternative designs and explain their shortcomings.

All-I/O and All-Mem

First, let us consider two extreme approaches: All-Mem which stores all images and inter-
mediate results in-memory; and, All-I/O which keeps only a single pair of tiles in-memory
and writes intermediate results to disk.

An All-Mem algorithm loads all images from disk and then computes the 2D alignment
while keeping all images and intermediate results in-memory. All-Mem requires memory
proportional to the size of the area being aligned which precludes its use for large sections.
The advantages of All-Mem are that it only reads each image once, and does not need to
perform recomputation. Thus, All-Mem satisfies (a)–(c), but fails to satisfy (d).

An All-I/O algorithm maintains a constant memory footprint by performing redundant
computation and file I/O. For each pair of overlapping image tiles All-I/O reads both images
from disk, computes the SIFT keypoints for both images, and uses those keypoints to find
the tile pair’s relative alignment. This relative alignment is written to disk, and then the
images along with the computed keypoints are discarded. All-I/O must read and compute
keypoints for each image approximately 4 times — increasing compute and I/O costs by
4x. Thus, All-I/O satisfies (c) and (d), but fails to satisfy (a) and (b).

Inter-Mem and Inter-I/O

Let us now consider two variations, Inter-Mem and Inter-I/O, that avoid recomputation by
caching the keypoints computed for each image. The Inter-Mem algorithm reads each image
and generates keypoints that are then cached in-memory. Then the relative alignment of
all adjacent tiles are computed using the previously computed keypoints. The Inter-I/O
algorithm operates analogously, but it caches keypoints on disk instead of in-memory. For
a typical tile of size 8MB, the size of the cached keypoints is between 1.2–3.1MB1. As
such, the Inter-Mem algorithm is generally more memory-efficient than All-Mem. Inter-
I/O, however, is generally less efficient than All-I/O for two reasons: (1) images are often
read from disk in a compressed format that can be 10x smaller than the uncompressed data;
and (2) the Inter-I/O algorithm must read a tile’s keypoints 4 times, on average, to align
it to all of its neighbors. As such, Inter-I/O performs less computation than All-I/O by
avoiding recomputation, but does so at the expense of extra I/O to access cached keypoints.

1A data table is provided in Figure 6-12 that contains the information needed for this back-of-the-envelope
calculation
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3D alignment algorithm

After the 2D alignment step, the now-constructed sections are aligned to form a 3D im-
age that represents the imaged volume. A variety of processes during the imaging process
can introduce distortions in the 2D sections that need to be corrected during 3D align-
ment. The physical cutting of the volume is the likely cause of most distortions, but other
processes such as the transport of the very-thin sections via water-bed and non-uniform
expansion/compression of the tissue due to environmental conditions can play a role as
well. Regardless of the cause, these distortions must be corrected in order to obtain a
representative 3D image for the sample.

The 3D alignment algorithm approximates the function mapping the coordinates of one
section into another using a collection of affine transformations. Specifically, a triangle
mesh overlays each section and a barycentric coordinate transformation [157] maps the
points within each triangle into the coordinate space of adjacent sections.

Typical systems, such as those in FijiBento, for performing 3D alignment operate by
dividing the volume into smaller 3D blocks and perform iterative optimization of the triangle
mesh. Corresponding points between adjacent sections are identified (using a procedure
similar to that used in 2D). Then, an iterative optimization procedure adjusts the triangle
meshes in the volume to minimize the distance between corresponding points.

A disadvantage of this approach is that the entire volume must be aligned more-or-
less simultaneously. The addition or removal of a single new section can necessitate the
recomputation of the alignment for the entire volume. This can be especially problematic
when one fails to identify a single bad section prior to investing the computing resources
to optimize a large volume. Furthermore, this approach precludes the interleaving of 2D
and 3D alignment in a principled manner — since the computed 3D alignment for a single
section depends on all other sections.

6.3 Quilter algorithm

This section describes Quilter: a 2D alignment algorithm for stitching very large mosaics
in-memory. Quilter employs careful task ordering to bound its memory use while avoiding
unnecessary file-I/O and recomputation. This enables Quilter to reap the performance
advantages of in-memory computing even for very large mosaics. Quilter can process a
2D cross-section of an entire mouse brain with under 50 GB of memory, and process a 2D
cross-section of human brain with less than a 1 TB memory.

Line-sweep ordering of tasks

The essential idea of Quilter is to order tasks based upon a 1D line-sweep through the section
being 2D aligned. At any given point in the execution, the image data and intermediate
results for tiles that are touched by the line-sweep and those tiles’ neighbors are kept in-
memory. The data retained for a tile is released once the line sweep has advanced beyond
all of a tile’s potential neighbors.

Figure 6-2 illustrates an in-progress execution of Quilter using this line-sweep task-
ordering. Quilter begins by computing, for each tile, a set of overlapping neighbors and
sorts all tiles by the y-coordinate of their bounding box’s bottom-left corner. The initial set
of tiles processed by Quilter consists of tiles whose bounding box overlaps with a horizontal
slab extending along the bottom of the section. For each tile being processed, all of its
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Done In-Memory

7 7
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7 →
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Figure 6-2: An illustration of a Quilter execution in-progress. Tiles are shaded red if being
processed, blue if it’s keypoints are in-memory, and light/dark gray if it’s untouched/done.

neighbors that are not already in-memory are read from disk. Quilter then computes
pairwise alignments between selected tiles and all of their overlapping neighbors. Quilter
then progresses by increasing the position of its horizontal slab to select a new set of tiles to
process. This new slab will contain the old neighbors of the previous slab, which are already
in memory. Before local alignment is computed, the slab’s new neighbors are loaded into
memory. Once the local alignment is finished the first slab’s data can be released, the slab
moved up and the process repeated.

After computing the pairwise alignments of all tiles in the section, Quilter solves the
optimization problem described in Section 6.2 to position tiles in the plane using a loss
function determined by the local relative alignments between tile pairs. This optimization
problem is formulated and solved in parallel by treating it as a data-graph computation and
employing the techniques from [184].

Memory requirements of Quilter

We shall now analyze the memory and I/O required by Quilter to align a section using the
data from Figure 6-12.

Quilter performs I/O to read compressed image data and to write its final result to disk.
For a 10cm2 section, Quilter reads 100TB of compressed image data from disk. Quilter
writes a list of tile ids and 2D offsets to disk which are negligible in size (less than 64 bytes
per tile). The total memory required by Quilter depends upon the maximum size of its
working set. For each tile in the working set we store the tile’s uncompressed image data
and all of its keypoints. The maximum size of the working set is approximately 3 rows
of tiles. As such, the total memory required to process a 10cm2 section using Quilter is
approximately 800GB. A comparison of Quilter to the methods described in Section 6.2 can
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Method Memory Total I/O I/O Ops

All-Mem 1000 TB 100 TB 130 million
All-I/O 0.5 TB 400 TB 520 million
Inter-Mem 160 - 400 TB 100 TB 130 million
Inter-I/O 0.5 TB 640 - 1600 TB 780 million
Quilter 0.8 TB 100 TB 130 million

Figure 6-3: Memory and I/O Characteristics of 2D alignment algorithms on a 10cm2 section
imaged at (3× 3× 30)nm resolution with tile size 2724× 3128 pixels.

0

10

20

30

40

50

60

70

0 10 20 30 40 50 60

M
em

or
y 

U
sa

ge
 (G

ig
ab

yt
es

)

Dataset size (GB)

Memory usage

all mem line sweep

Figure 6-4: Memory high-water mark of Quilter compared to all-mem as the data set grows.
Data obtained by extracting regions from regions from human100.

be found in Figure 6-3.

The memory requirements of Quilter relative to All-Mem were measured empirically and
plotted as a function of dataset size in Figure 6-4. For this experiment, we ran All-Mem
and Quilter on progressively larger subsets of a large 2D section of 40, 000 tiles. These
subsets were circular regions centered in the middle of the 2D section with varied radius.
As expected, the memory requirements of Quilter scale proportionately to the diameter of
the region being aligned, and All-Mem scales proportionately to the area.

6.4 The Stacker algorithm

This section describes the Stacker 3D alignment algorithm. Stacker operates on pairs of
adjacent sections that have been 2D-aligned using Quilter. Stacker supports both affine
transformations and non-affine “elastic” transformations which enable Stacker to compute
high-quality 3D alignments that correct for distortions introduced by errors during sample
preparation or imaging.

Our discussion will focus on two aspects of Stacker that are especially relevant to the
alignment pipeline described in this chapter: (a) its ability to align adjacent sections inde-
pendently in-parallel, and (b) the memory requirements of Stacker when operating on large
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sections.

Independent alignment of sections

Stacker is designed to align pairs of adjacent sections independently using composable trans-
formations. Given a pair of sections (Si−1, Si), Stacker computes a coordinate transforma-
tion mapping points in Si to points in Si−1. This coordinate transform is represented using
a hexagonal triangle mesh that overlays section Si. Each triangle vertex in Si has a cor-
responding transformed vertex in Si−1 whose position is computed by Stacker during 3D
alignment. After 3D aligning Si to Si−1 a point in Si can be mapped to a coordinate in
Si−1 by finding the triangle containing that point, and performing a barycentric coordinate
transformation[157] to obtain that point’s location in the corresponding triangle within
Si−1.

Given a stack of sections S1, S2, . . . , Sk Stacker computes the pairwise alignment of
(S1, S2), (S2, S3), . . . , (Sk−1, Sk) independently. To map all sections into the global coor-
dinate space of a single 3D volume, the relative alignments are combined using function
composition which can be accomplished efficiently by applying the barycentric coordinate
transformations upon the vertices of the triangle mesh itself.

Memory requirements of Stacker

Stacker is designed to align a pair of sections on a single multicore. As such, a natural
concern is that Stacker will be unable to align very-large sections efficiently due to the
limited available memory of a single machine. Fortunately, the memory requirements of
Stacker are actually quite modest and allow it to scale all the way to the human brain while
only requiring about 4TB of memory.

A good estimate of the memory requirements of Stacker can be obtained via a back-of-
the-envelope calculation. For each image tile of size ≈ 8MB, Stacker requires memory for
approximately 100 corresponding points and 12 triangles. Each corresponding point, along
with its SIFT feature vector, is represented using 156 bytes, and each triangle requires 128
bytes. Each section of human brain (10cm2) is composed of approximately 125, 000, 000
tiles, and so the total memory requirements of Stacker per-section is approximately 2TB.
Since Stacker stores data for 2 sections while computing a pairwise alignment, Stacker
requires about 4TB of memory to perform 3D alignment on sections of human brain.

Presently, the volumes being aligned in connectomics are substantially smaller than
those of the human brain. For the “grand challenge” of reconstructing an entire mouse
brain which is 100x smaller by volume than the human brain, the same back of the envelope
calculation shows that Stacker requires only about 50GB of memory.

6.5 Frugal snap judgments

This section describes a technique called frugal snap judgments (FSJ) that is used to ac-
celerate the performance of Quilter by a factor of 3-5x without any appreciable loss of
alignment accuracy.

Design of FSJ in Quilter

Let us now describe how frugal snap judgments are applied to improve the performance
of Quilter. Frugal snap judgments are used to optimize the algorithm used to compute
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Figure 6-5: Error with and without FSJ on human100 relative to the alignment Quilter
produces with no downsampling.
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Figure 6-6: Figure 6-6a shows the relative importance of variables used by FSJ on human100
dataset. Variables are numbered as follows: 1–3 and 12–14 are overlap area/length features
before and after fast-path alignment; 5,15 ratios of keypoints filtered during matching; 6–11
aggregate statistics of overlap region; and, 4 is number of matched keypoints. Figure 6-6b
illustrates FSJ classification error during training.
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corresponding keypoints between two overlapping tiles.
The fast-path algorithm for computing pairwise tile alignments operates on downsam-

pled tile images at 30% resolution. For approximately 2% of tiles and 0.4% of all tile pairs,
these modifications result in a less accurate algorithm relative to the original code path
operating on full-resolution images. Yet, for the remaining tile pairs the fast-path computes
a result that matches the slow-path within a tolerance of 1-2 pixels.

In order to detect when the result of the fast-path is unreliable, we employ random-forest
classification over feature vectors that summarize the intermediate results of the fast-path
algorithm.

We employ feature vectors of dimension 15 which include the following information.
The area, width, and height of the overlapping region between a pair of tiles, the fraction
of keypoints matched, the fraction of matched keypoints that are filtered by RANSAC,
the total number of filtered keypoints, and aggregate statistics from the filtered keypoints.
Additional details are provided in Figure 6-6a. These feature vectors are small and inex-
pensive to compute since they depend on the intermediate results of the fast-path rather
than directly depending on raw pixel data in the image tiles.

Training our fast-path detector

Data to train the detector is obtained through random sampling of overlapping tile pairs
from the stack and executing the fast and slow path codes on the same input. The relative
offsets between the tiles computed by the fast and slow path are compared and considered
matching if they differ by less than 1px. We extract a feature vector from the fast-path
result and insert it into either the training or testing sets.

During training, a false positive occurs when the detector incorrectly predicts that the
fast/slow codes will match, and a false negative occurs when it incorrectly predicts that they
will disagree. A well-trained detector will minimize the false negative rate while strictly
constraining the false positive rate.

Figure 6-6b illustrates the evolution of the false-positive rate while training the FSJ
classifier. A 95th percentile confidence bound on the false-positive rate is estimated, using
the testing set, during training and used as a stopping criterion. For our data sets, we
typically stopped training once the 95th percentile confidence bound on the false-positive
rate fell below 0.4%. The false-negative rate of our FSJ classifiers varied between ≈ 4−10%
depending on the resolution of the fast path and the dataset. Training time does not depend
on the size of the dataset, and took between 10-20 minutes on an 18-core Intel Xeon CPU
(E5-2666 v3, 2.9GHz).

After training on the human100 data set using 30% resolution images in the fast path,
we achieved an out-of-bag error of 6.7e−2, a 95th percentile confidence false-positive rate
of 0.4%, and a false negative rate of 6%. The relative variable importance scores for the
random forest classifier are provided in Figure 6-6a.

Figure 6-5 shows the 2D alignment errors of Quilter when using FSJ on a set of 4 sections
that were not used during training. When using FSJ, there are nearly no errors greater
than 1 pixel, and 0 errors greater than 5 pixels.

6.6 System evaluation

This section provides end-to-end performance results for the alignment pipeline built using
the Quilter and Stacker algorithms on three datasets across four computing platforms.
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Dataset FSJ Platform Hardware Wall-clock runtime Throughput

mouse200 FSJ30 AWS Cluster 200 8-core AWS C4 Instances (1600 cores) 5.6 minutes 21.4 TB/hr
mouse200 FSJ30 LLSC Cluster 170 Opteron nodes (5440 cores) 16 minutes 7.5 TB/hr
mouse200 FSJ30 Large Multicore 112-Core Intel Xeon Platinum 8180 80 minutes 1.5 TB/hr
human100 FSJ30 Large Multicore 112-Core Intel Xeon Platinum 8180 26.7 hours 1.4 TB/hr
mouse50 FSJ30 Common Multicore 18-Core AWS C4 Instance 49 minutes 0.67 TB/hr
mouse50 FSJ20 Common Multicore 18-Core AWS C4 Instance 40 minutes 0.82 TB/hr

Figure 6-7: End-to-end performance results for whole alignment pipeline executing both
Quilter and Stacker. In the FSJ column, FSJ30 and FSJ20 indicate that the fast path
employed by FSJ used 30% and 20% resolution images respectively.

2D Alignment Method Runtime Throughput

FijiBento 362 minutes 0.091 TB/hr
Quilter Full Resolution 180 minutes 0.18 TB/hr
Quilter FSJ(20,100) 32 minutes 1.03 TB/hr

Figure 6-8: Performance comparison of FijiBento and Quilter for 2D Alignment on the
Common Multicore platform.

Experimental setup

A summary of the software, datasets and hardware used in our evaluation are as follows.

Software. The alignment pipeline composed of Quilter and Stacker was implemented
as a C++ software library parallelized using Cilk Plus [36, 219] and the Tapir [304] branch
of the LLVM [206, 207] compiler (version 6)2. The following software libraries were used:
OpenCV v3.2.0 [47], OpenJPEG v3.2.0 [91], and Google protocol buffers [136].

Datasets. Three different data sets were employed in our evaluations: Mouse50,
Mouse200, and Human100. Mouse50 is 550GB dataset composed of 50 sections and 65,000
image tiles. Mouse200 is a 2TB dataset composed of 200 sections and 200,000 image tiles.
Human100 which is a 100-section 38TB dataset.

Hardware. Our evaluations employ four different computing platforms to evaluate run-
time performance: Common Multicore, Large Multicore, LLSC Cluster, and AWS Cluster.
Figure 6-7 details the hardware for each platform, and additional details are provided in
Section 6.7.

Multicore performance of Quilter and Stacker

Let us first analyze the efficiency of Quilter on the Common Multicore system relative to
FijiBento. For this experiment, we used the mouse50 dataset. Both Quilter and FijiBento
compute equivalent 2D alignments, but FijiBento has additional overheads due to the se-
rialization of intermediate results to disk. In Figure 6-8, we see that Quilter out-performs
FijiBento by a factor of 2x when operating on full-resolution data. The use of frugal snap
judgments in Quilter (Quilter FSJ(20,100) in Figure 6-8) provides a further performance
boost of 5.6x, and causes Quilter to outperform FijiBento by a factor of 11.3x.

The performance of Stacker on the Common Multicore platform is similarly efficient.
To 3D align the mouse50 dataset Stacker required only 8 minutes of compute time on

2Available from http://cilk.mit.edu
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Figure 6-9: Vertical scalability. Reports speedup obtained when executing 4 sections of
mouse200 and 4 sections of human100 on the LargeMulticore platform. The mouse200
scalability is relative to a 1-core executing using the left-axis of the plot. The human100
scalability is relative to a 1-socket execution using the right-axis. The mapping of cores to
sockets is provided via the N0, N1, N2, N3 labels.

Common Multicore. The total runtime to 2D and 3D align mouse50 was 40 minutes as
shown in Figure 6-7.

Next, let us analyze the performance of Quilter and Stacker on the Large Multicore
platform to evaluate its scalability on a single machine with a larger number of processing
cores.

Figure 6-9 illustrates the speedup achieved on the Large Multicore platform when align-
ing 4 sections of the mouse200 and human100 dataset. The left y-axis shows the speedup
achieved on the mouse200 dataset relative to a serial execution. On mouse200 approxi-
mately 10x speedup is achieved on a 28-core (1 full socket) execution relative to a serial
execution. The sublinear speedup is attributable, primarily, to aggressive downclocking of
the cores on the socket when using AVX instructions [346]. On 112-cores (4 sockets), the
speedup achieved on mouse200 relative to a serial execution is approximately 39x. For the
human100 dataset we report the scalability relative to a 1-socket execution using the right
y-axis.3 Similar to mouse200, Each additional socket provides near-linear improvements in
performance when aligning the human100 dataset.

Scaling across multiple machines in a cluster.

Now we evaluate the scalability of Quilter and Stacker when executing the pipeline across
many multicores in a computing cluster. For these experiments we use the AWS Cluster

3A serial execution of a section of human100 is unduly time-consuming.
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Figure 6-10: Strong and weak scalability on the AWS Cluster platform on the mouse200
and human100 datasets.

platform to align the mouse200 and human100 datasets.

The strong scaling of the pipeline is shown in Figure 6-10a. For this experiment, when
running the pipeline on N nodes we divide the mouse200 stack into 200/N blocks. A block
is first processed by a single task that runs Quilter and Stacker back-to-back as a single
shared-memory process on the sections within a block. Next, N − 1 tasks are created that
run Stacker on pairs of sections that border adjacent blocks. On the mouse200 dataset and
the AWS Cluster platform we observe near-linear strong scaling.

The weak scaling of the alignment pipeline is shown in Figure 6-10b. For the weak
scaling experiment we ensured that the work-per-node was constant by scaling the number
of sections being aligned proportionately to the number of machines used to execute the
pipeline. We observe no appreciable decrease in efficiency-per-node when scaling from 1 to
128 machines where each machine is an 8-core Intel E5 node.

End-to-end system experiments

Figure 6-7 illustrates the absolute runtime obtained on the mouse200, human100, and
mouse50 data sets on the Common Multicore, Large Multicore, LLSC Cluster, and AWS
Cluster systems. Due to the difficulty of moving the full human100 dataset to different
platforms, we only ran a full end-to-end test for this dataset on the Large Multicore plat-
form. The highest throughput was achieved on the AWS Cluster platform which was able
to align data at a rate of 21.4 terabytes per hour using 1600 cores.

6.7 Computing platforms and datasets

This section provides additional details on the computing platforms and datasets employed
to evaluate Quilter and Stacker in Section 6.6.

Common Multicore is an 18-core 2-way hyperthreaded Intel Xeon CPU (E5-2666 v3,
2.9GHz) available as a 4th-generation compute-optimized machine from amazon web ser-
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Figure 6-11: Memory high-water mark of Stacker vs. number of tiles aligned.

vices which has 64GB of memory and runs Ubuntu 14.04 on Linux Kernel 3.13.0-106.
Amazon EFS [6] (elastic filesystem) is used to store image data files. Amazon EFS pro-
vides performance tiered to the size of the mounted volume. Based on these tiers and our
mounted volume size of 2.8TiB our maximum burst IO throughput was 100 MiB/s during
our experiments on this platform.

Large Multicore is a 112-core 2-way hyperthreaded Intel Xeon Platinum 8180 CPU
2.5GHz with 1.5TB of memory running Centos7 on Linux Kernel 3.10.0-862. This machine
was part of the Odyssey Cluster and retrieves stored image data from Lustre mounted
storage connected via 56 Gb/s FDR InfiniBand network.

LLSC Cluster is a shared supercomputing center LLSC (Lincoln Lab Supercomputing
Center) [292] using the AMD Opteron partition of the TX-Green system, consisting of 274
compute nodes, each containing two 16-core AMD Opteron(TM) Processor 6274, running
at 2.2GHz, for a total of 32 cores per node, with 128 GB per node. The nodes employ a
shared Lustre filesystem and are connected with a 10 GigE Arista switch. A total of 170
Opteron compute nodes, and 64 Intel E5 nodes were available for our experiments on this
platform. Experiments run on more than 4 nodes were run on LLSC’s private cluster by a
third party with guidance from the authors.

AWS Cluster is a 200-node cluster where each node is an 8-core version of the Common
Multicore platform. AWS ParallelCluster software is used to manage the nodes as a SLURM
cluster, and EFS is used as the cluster’s shared filesystem.

6.8 Empirical analysis of Stacker’s memory usage

This section provides details on the empirical memory usage of Stacker.

We ran an experiment to empirically measure the memory requirements of Stacker. We
followed a similar methodology to that used in Section 6.3 to analyze Quilter’s memory re-
quirements. Regions of varied size were extracted from a section of the human100 dataset,
and then this section was duplicated to construct a stack of two identical sections. Stacker
then executed to align this dataset. Figure 6-11 shows the results empirical experiments
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constant value

pixel resolution 3× 3nm

tile height 2724 pixels
tile width 3128 pixels

raw tile 8.5 MB
JP2 tile 832 KB
tile metadata 4 KB

keypoint size 156 bytes
keypoints per image 8,000–20,000

region size # tiles

1mm row 107
1cm row 1,066
10cm row 10,656

1mm2 section 13,040
1cm2 section 1,304,000
10cm2 section 130,400,000

Figure 6-12: Values for the different constants needed to calculate memory usage of a 2D
alignment algorithm

Dataset Z Size Description

mouse200 200 2 TB Subset of 100umSept2017
dataset from 100µ3 volume of
mouse brain, stored in J2K
compressed format.

mouse50 50 0.55 TB Subset of 100umIARPASep14
dataset from 100µ3 volume of
mouse brain, stored in JPEG
compressed format.

human100 100 38 TB ROI2w05 which is a subset of a
600 TB dataset obtained from
human brain biopsy, stored in
J2K compressed format.

Figure 6-13: Dataset descriptions. The Z column provides the number of 2D sections in
the dataset. Datasets were obtained from the Lichtman Lab using the Zeiss multiSEM
microscope.

measuring Stacker’s memory requirements. Stacker uses 300 KB of data per tile which is
≈ 20x more than analytic estimates. There are two reasons for the gap: (a) presently our
implementation of Stacker uses 4-byte floats to represent keypoint descriptors where 1-byte
is sufficient (since values are discretized into 255 bins); and, (b) aligning a section to its
identical copy results in an abnormally large number of inter-section keypoint matches. As
such, this experiment illustrates a worst-case scenario for Stacker’s memory usage. Re-
gardless, even in this scenario all datasets but the human brain remain a feasible task on
commodity multicore hardware.

6.9 Conclusion

The alignment algorithm Quilter described in this chapter provides the first fast and ac-
curate multicore alignment pipeline that can align data at TB/hr pace using commodity
multicore hardware without compromising alignment accuracy.
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Figure 6-14: Weak scalability experiments on the LLSC cluster. Illustrates reported run-
times on the LLSC Cluster platform on the mouse200 and human100 datasets when the
stack input-size scales with the number of nodes used to execute Quilter and Stacker. The
left y-axis provides the runtime in seconds for mouse200 and the right y-axis provides the
runtime in minutes for human100.

The design of Quilter was, to an extent, multicore-centric. Our development was prin-
cipally performed using a single 18-core workstation and our main test dataset was the
relatively small 550GB stack from mouse50. Through careful algorithmic design and care-
ful consideration of how Quilter’s memory requirements scale with dataset size, these algo-
rithms easily scaled to datasets 100x larger.

Furthermore, the standard performance optimizations we employed to improve perfor-
mance in the shared-memory setting was translatable to the distributed cluster-computing
setting through coarse-grained parallelization across sections facilitated by Stacker’s use of
“associative” elastic transformations.

The performance of our alignment pipeline was achieved, in part, through aggressive
downsampling of input images — an “optimization” that is often deemed unsuitable for
connectomics due to its demand for highly accurate alignments. As we have illustrated,
however, much of the performance benefits of downsampling can be achieved without sacri-
ficing accuracy by using machine learning techniques to distinguish between highly-reliable
and not-so-reliable results produced by a fast, but sometimes inaccurate, code path.
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Chapter 7

Cilkmem: Algorithms for
Analyzing the Memory
High-Water Mark of Fork-Join
Parallel Programs

This chapter describes the Cilkmem algorithms for analyzing the memory high-water mark
of fork-join parallel programs. The Cilkmem algorithms, and their implementation in the
Cilkmem tool, enable the identification of the worst-case memory requirements of shared-
memory multicore codes. This work was conducted in collaboration with William Kuszmaul,
Tao B. Schardl, and Daniele Vettorel.

Abstract

Software engineers designing recursive fork-join programs destined to run on massively
parallel computing systems must be cognizant of how their program’s memory requirements
scale in a many-processor execution. Although tools exist for measuring memory usage
during one particular execution of a parallel program, such tools cannot bound the worst-
case memory usage over all possible parallel executions.

This chapter introduces Cilkmem, a tool that analyzes the execution of a deterministic
Cilk program to determine its p-processor memory high-water mark (MHWM), which is the
worst-case memory usage of the program over all possible p-processor executions. Cilkmem
employs two new algorithms for computing the p-processor MHWM. The first algorithm
calculates the exact p-processor MHWM in O(T1 ·p) time, where T1 is the total work of the
program. The second algorithm solves, in O(T1) time, the approximate threshold problem,
which asks, for a given memory threshold M , whether the p-processor MHWM exceeds
M/2 or whether it is guaranteed to be less than M . Both algorithms are memory efficient,
requiring O(p ·D) and O(D) space, respectively, where D is the maximum call-stack depth
of the program’s execution on a single thread.

Our empirical studies show that Cilkmem generally exhibits low overheads. Across ten
application benchmarks from the Cilkbench suite, the exact algorithm incurs a geometric-
mean multiplicative overhead of 1.54 for p = 128, whereas the approximation-threshold
algorithm incurs an overhead of 1.36 independent of p. In addition, we use Cilkmem to reveal
and diagnose a previously unknown issue in a large image-alignment program contributing
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to unexpectedly high memory usage under parallel executions.

7.1 Introduction

To design a recursive fork-join parallel program1, such as a Cilk program, to run on massively
parallel computing systems, software engineers must assess how their program’s memory
requirements scale in a many-processor execution. Many tools have been developed to
observe a program execution and report its maximum memory consumption (e.g., [173,
307, 285, 276, 265]). But these tools can only ascertain the memory requirements of the
one particular execution of the program that they observe. For parallel programs, whose
memory requirements can depend on scheduling decisions that vary from run to run, existing
tools are unable to provide bounds on the maximum amount of memory that might be used
during future program executions2. This chapter studies the problem of computing the
p-processor memory high-water mark (MHWM) of a parallel program, which measures
the worst-case memory consumption of any p-processor execution. We introduce Cilkmem,
an efficient dynamic-analysis tool that measures the MHWM of a Cilk program for an
arbitrary number of processors p.

Computing the MHWM of an arbitrary parallel program is a theoretically difficult prob-
lem. In the special case where a program’s allocated memory is freed immediately, without
any intervening parallel control structure, computing the MHWM corresponds to finding a
solution to the poset chain optimization problem [315, 59, 316]. The poset chain op-
timization problem is well understood theoretically, and the fastest known algorithms run
in (substantial) polynomial time using techniques from linear programming [315]. A direct
application of these algorithms to compute the MHWM of a parallel program would require
computation that is polynomially large in the execution time of the original program.

Many dynamic-analysis tools (e.g., [105, 149, 303, 334, 351]) have been developed that
exploit structural properties of fork-join programs to analyze a program efficiently. Specif-
ically, these tools often leverage the fact that the execution of a fork-join program can be
modeled as a series-parallel computation DAG (directed acyclic graph) [41, 105], where
the edges model executed instructions, and the vertices model parallel-control dependencies.

But even when restricted to series-parallel DAGs, computing the p-processor MHWM
efficiently is far from trivial. Identifying the worst-case memory requirement of a p-processor
execution involves solving an optimization problem that sparsely assigns a finite number of
processors to edges in the program’s computation DAG. Such a computation DAG can be
quite large, because of the liberal nature in which fork-join programs expose logically parallel
operations. Moreover, whereas the poset chain optimization problem assumes that memory
is freed immediately after being allocated, fork-join programs can free memory at any point
that serially follows the allocation. Efficient solutions for this optimization problem are not
obvious, and seemingly require a global view of the program’s entire computation DAG.
To obtain such a view, a tool would need to store a complete trace of the computation for
offline processing and incur the consequent time and space overheads.

This work shows, however, that it is possible not only to compute the p-processor
MHWM efficiently for a fork-join program, but also to do so in an online fashion, without

1When we talk about fork-join parallelism throughout this chapter, we mean recursive fork-join paral-
lelism.

2In this chapter, when we consider executions of a program, we shall assume a fixed input to the program,
including fixed seeds to any pseudorandom number generators the program might use.
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MemoryExplosion(n)

1 if n > 1
2 cilk spawn MemoryExplosion(n− 1)
3 b← malloc(1)
4 cilk sync

5 free(b)
6 return

Figure 7-1: Example Cilk program whose heap-memory usage can increase dramatically
depending on how the program is scheduled.

needing to store the entire computation DAG. Specifically, we provide an online algorithm
for computing the exact p-processor MHWM in O(T1 · p) time, where T1 is the total work
of the program. We also examine the approximate threshold problem , which asks, for a
given memory threshold M , whether the p-processor MHWM exceeds M/2 or whether it is
guaranteed to be less than M . We show how to solve the approximate threshold problem in
O(T1) time using an online algorithm. Both of these algorithms are space efficient, requiring
O(p · D) and O(D) space, respectively, where D is the maximum call-stack depth of the
program’s execution on a single thread.

7.1.1 Memory consumption of fork-join programs

Let us review the fork-join parallel programming model and see how scheduling can cause
a fork-join program’s memory consumption to vary dramatically.

Recursive fork-join parallelism, as supported by parallel programming languages includ-
ing dialects of Cilk [116, 219, 172], Fortress [3], Kokkos [101], Habanero [16], Habanero-Java
[61], Hood [42], HotSLAW [258], Java Fork/Join Framework [208], OpenMP [275, 13], Task
Parallel Library [218], Threading Building Blocks (TBB) [291], and X10 [68], has emerged as
a popular parallel-programming model. In this model, subroutines can be spawned in paral-
lel, generating a series-parallel computation DAG of fine-grained tasks. The synchronization
of tasks is managed “under the covers” by the runtime system, which typically implements
a randomized work-stealing scheduler [41, 116, 11, 38]. Constructs such as parallel_for

can be implemented as syntactic sugar on top of the fork-join model. As long as the parallel
program contains no determinacy races [105] (also called general races [266]), the program
is deterministic, meaning that every program execution on a given input performs the
same set of operations, regardless of scheduling.

Even a simple fork-join program can exhibit dramatic and unintuitive changes in mem-
ory consumption,3 based on how the program is scheduled on p processors. Consider, for
example, the Cilk subroutine MemoryExplosion in Figure 7-1,4 which supports parallel
execution using the keywords cilk spawn and cilk sync. The cilk spawn keyword on
line 2 allows the recursive call to MemoryExplosion(n − 1) to execute in parallel with
the call to malloc(1) on line 3, which allocates 1 byte of heap memory. The cilk sync

on line 4 waits on the spawned recursive call to MemoryExplosion to return before pro-
ceeding; if a thread reaches the cilk sync, and the recursive call to MemoryExplosion

3This work focuses on heap-memory consumption. In contrast, the Cilk runtime system is guaranteed to
use stack space efficiently [41].

4Similar examples can be devised for other task-parallel programming frameworks.
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has not yet completed, then the thread can be rescheduled to make progress elsewhere in
the program.

Cilk’s randomized work-stealing scheduler [41] schedules the parallel execution of Mem-
oryExplosion as follows. When a Cilk worker thread encounters the cilk spawn state-
ment on line 2, it immediately executes the recursive call to MemoryExplosion(n−1). If
another worker thread in the system has no work to do, it becomes a thief and can steal
the continuation of this parallel recursive call, on line 3.

Because of Cilk’s scheduler, the memory consumption of MemoryExplosion can vary
dramatically and nondeterministically from run to run, even though MemoryExplosion
is deterministic. When run on a single processor, the cilk spawn and cilk sync state-
ments effectively act as no-ops. Therefore, MemoryExplosion uses at most 1 byte of
heap memory at any point in time, because each call to malloc is followed by a call to
free almost immediately thereafter. When run on 2 processors, however, the memory
consumption of MemoryExplosion can increase dramatically, depending on scheduling.
While one worker is executing line 2, a thief can steal the execution line 3 and allocate 1
byte of memory before encountering the cilk sync on line 4. The thief might then return
to work stealing, only to find another execution of line 3 to steal, repeating the process.
As a result, the heap-memory consumption of MemoryExplosion(n) on two or more Cilk
workers can vary from run to run between 1 byte and n bytes, depending on scheduling
happenstance.

7.1.2 Algorithms for memory high-water mark

This chapter presents algorithms for computing the p-processor MHWM of a program with a
series-parallel computation DAG, and in particular, of a deterministic parallel Cilk program
P. Let G = (V,E) be the computation DAG for P, and suppose each edge of G is annotated
with the allocations and frees within that edge.

Section 7.3 presents a simple offline algorithm for computing the exact p-processor
MHWM of the parallel program P, given the DAG G. A straightforward analysis of the
exact algorithm would suggest that it runs in time O(T1 · p2), where T1 is the 1-processor
running time of the program P. By performing an amortized analysis over the parallel
strands of the program, we show that a slightly modified version of the algorithm actually
achieves a running time of O(T1 · p).

Explicitly storing the DAG G can be impractical for large programs P. Section 7.4
presents a combinatorial restructuring of the exact algorithm that computes the MHWM in
an online fashion, meaning that the algorithm runs as instrumentation on (a single-threaded
execution of) the program P. The online exact algorithm introduces at most O(p) time
and memory overheads when compared to a standard single-threaded execution of P. In
particular, the algorithm runs in time O(T1 · p) and uses at most O(p ·D) memory, where
T1 is the 1-processor running time of the program, and D is the maximum call-stack depth
of the program’s execution on a single thread. The simple amortization argument used for
the offline algorithm does not apply to the more subtle structure of the online algorithm.
Instead, we employ a more sophisticated amortized analysis, in which subportions of the
graph are assigned sets of leader vertices, and the algorithm’s work is charged to the leader
vertices in such a way that no vertex receives more than O(p) charge.

The two exact algorithms for computing the p-processor MHWM have the additional
advantage that they actually compute each of the i-processor MHWM’s for i = 1, . . . , p.
Thus a user can determine the largest i ≤ p for which the i-processor MHWM is below
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some threshold M .

We also consider the approximate-threshold version of the p-processor MHWM problem.
Here, one is given a number of processors p and a memory threshold M , and wishes to
determine whether p processors are at risk of coming close to running out of memory while
executing on a system with memory M . Formally, an approximate-threshold algorithm
returns a value of 1 or 0, where 1 indicates that the p-processor MHWM is at least M/2,
and 0 indicates that the p-processor MHWM is bounded above by M .

Section 7.5 presents a strictly-linear time online algorithm for the approximate-threshold
problem, running in time O(T1). The independence of the running time from p means that
the algorithm can be used for an arbitrarily large number of processors p while still having
a linear running time. This property can be useful for either understanding the limit
properties of a program (i.e., behavior for very large p), or the behavior that a program will
exhibit on a very large machine. The algorithm is also memory efficient. In particular, the
memory usage of the algorithm never exceeds O(D), where D is the maximum call-stack
depth of the program’s serial execution.

A key technical idea in the approximate-threshold algorithm is a lemma that relates the
p-processor high-water mark to the infinite-processor MHWM taken over a restricted set of
parallel execution states known as “robust antichains”. The infinite-processor MHWM over
robust antichains can then be computed in strictly linear time via a natural recursion. To
obtain an online algorithm, we introduce the notion of a “stripped robust antichain” whose
combinatorial properties can be exploited to remove dependencies between non-adjacent
subproblems in the recursive algorithm.

7.1.3 The Cilkmem tool

We introduce the Cilkmem dynamic-analysis tool, which implements the online algorithms
to measure the p-processor memory high-water mark of a deterministic parallel Cilk pro-
gram.

Both of Cilkmem’s algorithms run efficiently in practice. We implemented Cilkmem
using the CSI framework for compiler instrumentation [302] embedded in the Tapir/LLVM
compiler [304]. In Section 7.6, we measure the efficiency of Cilkmem on a suite of ten Cilk
application benchmarks. Cilkmem introduces only a small overhead for most of the bench-
marks. For example, the geometric-mean multiplicative overhead across the ten benchmarks
is 1.54, to compute the MHWM exactly for p = 128, and 1.36, to run the approximate-
threshold algorithm. For certain benchmarks with very fine-grained parallelism, however,
the overhead can be substantially larger (although still bounded by the theoretical guaran-
tees of the algorithms). We find that for these applications, the strictly-linear running time
of the approximate-threshold algorithm provides substantial performance benefits, allowing
computations to use arbitrarily large values of p with only small constant-factor overhead.

In addition to measuring Cilkmem’s performance overhead, we use Cilkmem to analyze
a big-data application, specifically, an image-alignment program [187] used for brain connec-
tomics [247]. Section 7.6 describes how, for this application, Cilkmem reveals a previously
unknown issue contributing to unexpectedly high memory usage under parallel executions.

7.1.4 Outline

The remainder of the chapter is structured as follows. Section 7.2 formalizes the problem
of computing the p-processor MHWM in terms of antichains in series-parallel DAGs. Sec-
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tion 7.3 presents the O(T1 · p)-time exact algorithm, and Section 7.4 extends this to an
online algorithm. Section 7.5 presents an online linear-time algorithm for the approximate-
threshold problem. The design and analysis of the online approximate-threshold algorithm
is the most technically sophisticated part of the chapter. Section 7.6 discusses the imple-
mentation Cilkmem, and evaluates its performance. Section 7.7 discusses related work, and
Section 7.8 concludes with directions for future work.

7.2 Problem formalization

This section formalizes the problem of computing the p-processor memory high-water mark
of a parallel program.

The DAG model of multithreading

Cilk programs express logical recursive fork-join parallelism through spawns and syncs. A
spawn breaks a single thread into two threads of execution, one of which is logically a new
child thread, while the other is logically the continuation of the original thread. A sync
by a thread t, meanwhile, joins thread t with the completion of all threads spawned by t,
meaning the next continuation of t occurs only after all of its current child threads have
completed.

An execution of a Cilk program can be modeled as a computation DAG G = (V,E).
Each directed edge represents a strand , that is, a sequence of executed instructions with
no spawns or syncs. Each vertex represents a spawn or a sync.

The DAG G is a series-parallel DAG [105], which means that G has two distinguished
vertices — a source vertex, from which one can reach every other vertex in G, and a sink
vertex, which is reachable from every other vertex in G — and can be constructed by
recursively combining pairs of series-parallel DAGs using series and parallel combinations.
A series combination combines two DAGs G1 and G2 by identifying the sink vertex of
G1 with the source vertex of G2. A parallel combination combines two DAGs G1 and G2

by identifying their source vertices with each other and their sink vertices with each other.
We shall refer to any DAG used in a series or parallel combination during the recursive
construction of G as a component of G. Although the recursive structure of series-parallel
DAGs suggests a natural recursive framework for algorithms analyzing the DAG, Section 7.4
describes how a more complicated framework is needed to analyze series-parallel DAGs in
an online fashion.

The structure of G = (V,E) induces a poset on the edges E, in which e1 ≤ e2 if there
is a directed path from e1 to e2. A collection of edges (e1, e2, . . . , eq) form an antichain if
there is no pair ei, ej such that ei < ej . Note that edges form an antichain if and only if
there is an execution of the corresponding parallel program in which those edges at some
point run in parallel.

The p-processor memory high-water mark

To analyze potential memory usage, we model the computation’s memory allocations and
frees (deallocations) in the DAG G using two weights, m(e) and t(e), on each edge e. The
weight m(e), called the edge maximum , denotes the high-water mark of memory usage
at any point during the execution of e when only the allocations and frees within e are
considered. The edge maximum m(e) is always non-negative since, at the start of the
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execution of an edge e, no allocations or frees have been performed, and thus the (local)
memory usage is zero. The weight t(e), called the edge total , denotes the sum of allocations
minus frees over the entire execution of the edge. In contrast to m(e), an edge total t(e)
can be negative when memory allocated previously in the program is freed within e.

The p-processor memory high-water mark is determined by the memory requirements
of all antichains of length p or less in the computation DAG G. We define the water mark
W (A) of an antichain A = (e1, . . . , eq) to be maximum amount of memory that could be
in use on a q-processor system that is executing the edges e1, . . . , eq concurrently. The p-
processor high-water mark Hp(G) is the maximum water mark over antichains of length
p or smaller5:

Hp(G) = max
(e1,...,eq)∈A,

q≤p

W (e1, . . . , eq), (7.1)

where A is the set of antichains in G.

Memory water mark of an antichain

The water mark W (A) of an antichain A = (e1, . . . , eq) is the sum of two quantities W (A) =
W1(A) +W2(A).

The quantity W1(A) consists of the contribution to the water mark from the edges
e1, . . . , eq and from all the edges e ∈ G satisfying e ≤ ei for some i:

W1(A) =
∑
ei∈A

m(ei) +
∑

e∈E,e<ei for some ei∈A
t(e). (7.2)

The quantity W2(A) counts the contribution to the water mark of what we call sus-
pended parallel components. If the series-parallel construction of G combines two sub-
graphs G1 and G2 in parallel, we call them partnering parallel components of G. Con-
sider two partnering parallel components G1 and G2, and suppose that G2 contains at least
one edge from the antichain A, while G1 does not. Then there are two options for a parallel
execution in which processors are active in the edges of A: either (1) the parallel compo-
nent G1 has not been executed at all, or (2) the parallel component G1 has been executed
to completion and is suspended until its partner parallel component completes. In the
latter case, G1 will contribute

∑
e∈G1

t(e) to the water mark of A. If this sum, which is
known as G1’s edge sum , is positive, then we call G1 a companion component to the
antichain A. The quantity W2(A) counts the contribution to the water mark of edges in
companion components. That is, if G is the set of companion components to A, then

W2(A) =
∑
G∈G

∑
e∈G

t(e). (7.3)

Note that the companion components of A are guaranteed to be disjoint, meaning that
each edge total t(e) in Equation (7.3) is counted at most once.

5This definition of water mark makes no assumption about the underlying scheduling algorithm. In
particular, when a thread spawns, we make no assumptions as to which subsequent thread the scheduler will
execute first.
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The downset non-negativity property

Several of our algorithms, specifically for the approximate-threshold problem, take advan-
tage of a natural combinatorial property satisfied by edge totals t(e). Although t(e) can be
negative for a particular edge e, the sum

∑
e∈E t(e) is presumed to be non-negative, since the

parallel program should not, in total, free more memory than it allocates. We can generalize
this property to subsets of edges, called downsets, where a subset S ⊆ E is a downset if,
for each edge e ∈ S, every edge e′ < e is also in S. The downset-non-negativity property
requires that, for every downset S ⊆ E,

∑
e∈S t(e) ≥ 0. This property corresponds to the

real-world requirement that at no point during the execution of a parallel program can the
total memory allocated be net negative.

7.3 An exact algorithm with O(p) overhead

This section presents ExactOff, an O(|E|·p)-time offline algorithm for exactly computing
the high-water marks H1(G), . . . ,Hp(G) of a computation DAG G for all numbers of pro-
cessors 1, . . . , p. We first give a simple dynamic-programming algorithm which runs in time
O(|E|·p2). We describe how ExactOff optimizes this simple algorithm. We then perform
an amortization argument to prove that ExactOff achieves a running time of O(|E|·p).

The algorithm exploits the fact that G can be recursively constructed via series and
parallel combinations, as Section 7.2 describes. The algorithm builds on top of this recursive
structure. Note that one can construct a recursive decomposition of a series-parallel DAG G
in linear time [335]. Section 7.4 discusses how to adapt the algorithm in order to run in an
online fashion, executing along with the parallel program being analyzed, and introducing
only O(p) additional memory overhead.

Given a parallel program represented by a series-parallel DAG G, and a number of
processors p, we define the (p + 1)-element array RG = (RG[0], RG[1], . . . , RG[p]) so that,
for i > 0, RG[i] is the memory high-water mark for G over all antichains of size exactly i.
We define RG[0] to be max(0, t(G)), where t(G) :=

∑
e∈G t(e). For i > 0, if the graph G

contains no i-edge antichains, then RG[i] is defined to take the special value null, treated
as −∞.

One can compute Hp(G) from the array RG using the identity Hp(G) = maxpi=1RG[i].
Our goal is therefore to recursively compute RG for the given DAG G.

An O(|E|·p2)-time algorithm

The algorithm computes RG using the recursive series-parallel decomposition of G. When G
consists of a single edge e, we haveRG[0] = max(0, t(e)), RG[1] = m(e), andRG(2), . . . , RG[p] =
null.

Suppose that G is the parallel combination of two graphs G1 and G2. Then,

RG[i] =

{
max(0, t(G)) if i = 0,

maxij=0RG1 [j] +RG2 [i− j] otherwise.

In the second case, if either of RG1 [j] or RG1 [i− j] are null, then their sum is also defined
to be null. Moreover, note that the definitions of RG1 [0] and RG2 [0] ensure that suspended
components are treated correctly in the recursion.
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Suppose, on the other hand, that G is the series combination of two graphs G1 and G2.
Then RG can be expressed in terms of RG1 , RG2 , t(G1), t(G) using the equation,

RG[i] =

{
max(0, t(G)) if i = 0,

max(RG1 [i], t(G1) +RG2 [i]) otherwise.

Combining the above cases yields an O(|E|·p2)-time algorithm for computing RG.

Achieving a running time of O(|E|·p)

To optimize the simple algorithm, we define, for a DAGG, the value s(G) to be the size of the
largest antichain of edges in G, or p if G contains an antichain of size p or larger. The value
s(G) is easy to compute recursively using the recursion s(G) = min(s(G1)+s(G2), p), when
G is the parallel combination of components G1 and G2, and s(G) = max(s(G1), s(G2)),
when G is the series combination of G1 and G2.

ExactOff optimizes the simple dynamic program as follows. Suppose that G is a
parallel combination of components G1 and G2. Notice that RG1 [i] = null whenever i >
s(G1) and RG2 [i] = null whenever i > s(G2). It follows that,

RG[i] =


max(0, t(G)) if i = 0,

max
0≤j≤i,
j≤s(G1),

(i−j)≤s(G2)

RG1 [j] +RG2 [i− j] otherwise, (7.4)

where the max for the second case is defined to evaluate to null if it has zero terms.

Theorem 31 For a series-parallel DAG G = (V,E), ExactOff recursively computes RG
in time O(|E|·p).

To prove Theorem 31, let us consider the time needed to compute RG when G is obtained
by combining two subgraphs G1 and G2 in parallel. For each value of i ≤ s(G1) and of
i − j ≤ s(G2), the term RG1 [i] + RG2 [i − j] will appear in Equation (7.4) for exactly
one index i. It follows that the total time to compute RG from RG1 and RG2 is at most
O(p+ s(G1) · s(G2)).

Since parallel combinations cost O(p+ s(G1) · s(G2)) and series combinations cost O(p),
Theorem 31 reduces to, ∑

(G1,G2)∈C

s(G1) · s(G2) ≤ O(|E|·p),

where the set C consists of all parallel combinations in the recursive construction of G.

Lemma 32 Let G = (V,E) be the series-parallel DAG modeling some parallel program’s
execution. Then, ∑

(G1,G2)∈C

s(G1) · s(G2) ≤ O(|E|·p),

where the set C consists of all parallel combinations in the recursive construction of G.

Proof. Call a parallel combination between two components G1 and G2 fully-formed
if s(G1) = s(G2) = p. We claim that there are at most O(|E|/p) fully-formed parallel
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combinations in the recursive construction of G. Consider the full recursive constructing
G from individual edges using series and parallel combinations. Then each fully-formed
parallel combination reduces the total number of components H satisfying s(H) = p by
one. On the other hand, the number of components satisfying s(H) = p can only be
increased when two components H1, H2 satisfying s(H1), s(H2) < p are combined to form
a new component H satisfying s(H) = p. The total number of such combinations is at
most |E|/p, since each such H absorbs at least p edges. Since the number of components
satisfying s(H) = p is incremented at most |E|/p times, it can also be decremented at most
|E|/p times, which limits the number of fully-formed parallel combinations to |E|/p.

Using the bound on the number of fully-formed parallel combinations, we have that∑
(G1,G2)∈F

s(G1) · s(G2) ≤ O
(
|E|
p
· p2

)
≤ O(|E|·p),

where F is the set of fully-formed parallel combinations.

To complete the proof of the lemma, it suffices to show∑
(G1,G2)∈F

s(G1) · s(G2) ≤ O(|E|·p), (7.5)

where F is the set of non-fully formed parallel combinations.

We prove Equation (7.5) with an amortization argument. Consider the recursive con-
struction of G from edges via series and parallel combinations. Before beginning the com-
binations, we assign 2p− 1 credits to each edge e ∈ E. Every time two components G1 and
G2 are combined in parallel and G1 satisfies s(G1) < p, we deduct s(G2) credits from each
edge in G1. Note that if both s(G1) < p and s(G2) < p, then we deduct credits from the
edges in both components.

The number of credits charged for each non-fully-formed parallel combination is at least
s(G1) · s(G2). Thus the total number of credits deducted from all edges over the course
of the construction of G is at least the left side of Equation (7.5). In order to prove
Equation (7.5), it suffices to show that every edge still has a non-negative number of credits
after the construction of G.

Consider an edge e ∈ E as G is recursively constructed. Define Ht to be the component
containing e after t steps in the construction, ct to be the total amount of credit deducted
from e in the first t steps, and at to be the size of the largest antichain in Ht. We claim
as an invariant that ct ≤ at. Indeed, whenever r = ct − ct−1 credits are deducted from e
during some step t, the parallel combination during that step also increases at to be at least
r larger than at−1.

Since s(Ht) = min(at, p), the invariant tells us that whenever e is in a component Ht

with s(Ht) < p, the total amount ct deducted from e so far must satisfy ct < p. Prior to
the step t in which s(Ht) finally becomes p, the total amount deducted from e is at most
p− 1. During the step t when s(Ht) becomes p, at most p credits can be deducted from e.
And after the step t when s(Ht) becomes p, no more credits will ever be deducted from e.
Thus the total deductions from e sum to at most 2p− 1, as desired.
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Figure 7-2: A multi-spawn combination. The components a0, . . . , ak and b1, . . . , bk are
combined into a single component. If executed on a single processor in Cilk, the order of
execution would be a0, b1, a1, b2, a2, . . . , bk, ak.

7.4 An online (memory-efficient) algorithm

The ExactOff algorithm in Section 7.3 computes Hp(G) by considering the construction
of a computation DAG G using only series and parallel combinations. Although in principle
any series-parallel DAG can be constructed using only these combinations, doing so in an
online fashion (as the parallel program executes) can require substantial memory overhead.
In particular, parallel programs implemented in Cilk implicitly contain a third primitive
way of combining components: multi-spawn combinations (see Figure Figure 7-2). A multi-
spawn combination corresponds with all of the child spawns (i.e., cilk spawn statements)
of a thread that rejoin at a single synchronization point (i.e., at a cilk sync).

When a multi-spawn combination is executed on a single processor, the execution tra-
verses the components in the order a0, b1, a1, b1, . . . , bk, ak. If one wishes to use the recursions
from Section 7.3 in order to compute H ◦∞(G) then one must store the recursively computed
values for each of a0, b1, a1, . . . , ak before any series or parallel combinations can be per-
formed. After computing the values, one can then combine ak and bk in parallel, combine
this with ak−1 in series, combine this with bk−1 in parallel, and so on.

When k is large, storing Θ(k) recursive values at a time can be impractical (though in
total the memory overhead of ExactOff will still be bounded by the span of the parallel
program). If one could instead design a recursion in which each multi-spawn combination
could be performed using O(p) space, then the recursive algorithm would be guaranteed
to use no more than O(p ·D) space, where D is the maximum stack depth of the parallel
program in Cilk.

Appendix Section 7.9, presents the ExactOn algorithm, which implements this alter-
native recursion. The amortized analysis in Section 7.3 fails to carry over to ExactOn,
because the work in the new algorithm can no longer be directly charged to the growth of
components. Instead, we employ a more sophisticated amortized analysis in which compo-
nents of the graph are assigned sets of leader vertices, and the work by the algorithm is
charged to the leader vertices in such a way so that no vertex receives a charge of more
than O(p).

7.5 Online approximation in linear time

This section considers the approximate threshold version of the p-processor memory high-
water mark problem. In particular, we construct a fully linear-time algorithm that processes
a computation DAG G = (V,E) and returns a boolean with the following guarantee: a
return value of 0 guarantees that Hp(G) ≤ M , while a return value of 1 guarantees that
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Hp(G) > M/2.
The algorithm will compute the high-water mark over a special class of antichains that

satisfy a certain property that we call stripped robustness. Intuitively, the stripped
robustness property requires that every edge e in the antichain contributes a substantial
amount (at least M/2p) to the antichain’s water mark. The algorithm solves the approxi-
mate threshold problem by computing the infinite-processor water mark over all stripped
robust antichains, and then inferring from this information about Hp(G).

Section 7.5.1 defines what it means for an antichain to be stripped robust and proves
the correctness of the algorithm. Section 7.5.2 describes an online recursive algorithm for
computing the quantity h needed by the algorithm in linear time O(|E|). The algorithm
uses space at most O(D) where D is the maximum stack depth during an execution of the
parallel program being analyzed. A simpler offline algorithm is given in Section 7.10.

7.5.1 Stripped robust antichains

This section defines a special class of antichains that we call stripped robust. We prove that,
by analyzing stripped robust antichains with arbitrarily many processors, we can deduce
information about Hp(G).

An antichain A is stripped robust if it satisfies two requirements:

• Large Local Contributions of Edges: We define the local contribution L•A(xi)
of each edge xi ∈ A to the water mark W (A) to be the value W (A) −W (A \ {xi}).
In order for A to be a stripped robust antichain, each xi must satisfy L•A(xi) >

M
2p .

• Large Edge Contributions of Non-Critical Components: For each multi-spawn
combination a0, b1, a1, . . . , ak in G, if the component bi contains at least one xi, and
if ai ∪ bi+1 ∪ · · · ∪ ak contains at least one other xj , then we call bi a non-critical
component. Define the local contribution of bi to be L•A(bi) = W (A) −W (A \ bi),
the reduction in water mark obtained by removing from A the edges also contained
in bi. In order for A to be a stripped robust antichain, each non-critical component
bi must satisfy L•A(bi) >

M
2p .

The p-processor robust memory high-water mark H •p (G) is defined to be

H •p (G) = max
A∈S, |A|≤p

W (x1, . . . , xq),

where S is the set of stripped robust antichains in E.
The first step in our approximate-threshold algorithm will be to compute the infinite-

processor robust memory high-water mark H •∞(G). Then, if H •∞(G) ≤M/2, our algorithm
returns 0, and if H •∞(G) > M/2, our algorithm returns 1.

Computing H •∞(G) can be done online with constant overhead using a recursive algo-
rithm described in Section 7.5.2. The computation is made significantly easier, in particular,
by the fact that it is permitted to consider the infinite-processor case rather than restricting
to p processors or fewer.

On the other hand, the fact that H •∞(G) should tell us anything useful about Hp(G) is
non-obvious. In the rest of this section, we will prove the following theorem, which implies
the correctness of the algorithm:

Theorem 33 If H •∞(G) ≤ M/2, then Hp(G) ≤ M , and if H •∞(G) > M/2, then Hp(G) >
M/2.
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It turns out that Theorem 33 remains true even if the second requirement for stripped
robust antichains is removed (i.e. that non-critical components make large contributions).
In fact, removing the second requirement (essentially) gives the notion of a robust an-
tichain used in Section 7.10 in designing an offline algorithm for the same problem. As
we shall see in Section 7.5.2, the second requirement results in several important structural
properties of stripped robust antichains, making an online algorithm possible. The struc-
tural properties enable a recursive computation of H •∞ to handle multi-spawn combinations
in a memory efficient fashion.

Our analysis begins by comparing H •p (G) to Hp(G):

Lemma 34 H •p (G) ≥ Hp(G)− M
2 .

Proof. Consider an antichain A1 = (x1, . . . , xq), with q ≤ p, that is not stripped-robust.
We wish to construct a stripped robust antichain B satisfying W (B) ≥W (A)−M/2.

Then there must either be an edge xi ∈ A1 satisfying L•A1
(xi) ≤ M

2p or a non-critical

component bi satisfying L•A1
(bi) ≤ M

2p . Define an antichain A2 obtained by removing either
the single edge xi from A1 (in the case where such an xi exists) or all of the edges in A1∩ bi
from A1 (in the case where such a bi exists). The antichain A2 contains at least one fewer
edges than does A1, and satisfies W (A2) ≥W (A1)− M

2p .

If A2 is still not stripped-robust, then we repeat the process to obtain an antichain A3,
and so on, until we obtain a stripped-robust antichain Ak. Because the empty antichain is
stripped-robust, this process must succeed.

Since each antichain Ai in the sequence is smaller than the antichain Ai−1, the total
number k of antichains in the sequence can be at most q + 1, where q is the size of the
antichain A1 = (x1, . . . , xq). On the other hand, since W (Ai) ≥ W (Ai−1) − M

2p for each
i ≥ 2, we also have that

W (Ak) ≥W (A1)− (k − 1) · M
2p
≥W (A1)− q · M

2p
≥W (A1)− M

2
,

as desired.

Corollary 35 proves the first part of Theorem 33:

Corollary 35 If H •∞(G) ≤M/2 ≤M/2, then Hp(G) ≤M .

The second half of Theorem 33 is given by Lemma 36:

Lemma 36 If H •∞(G) > M/2, then Hp(G) > M/2.

Proof. Since H •∞(G) > M/2, there are two cases:

Case 1: There is a stripped robust antichain A = (x1, . . . , xq) with q ≤ p such that
W (A) > M/2. In this case, we trivially get that Hp(G) > M/2.

Case 2: There is a stripped robust antichain A = (x1, . . . , xq) with q > p such
that W (A) > M/2. This case is somewhat more subtle, since the large number of edges
in the antichain A could cause W (A) to be much larger than Hp(G). We will use the
stripped robustness of A in order to prove that the potentially much smaller antichain
B = (x1, . . . , xp) still has a large water mark W (B) > M

2 .

Note that we cannot simply argue that L•B(xi) ≥ L•A(xi) for each i ∈ {1, . . . , p}. In
particular, the removal of edges from A may significantly change the local contributions of
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the remaining edges. Nonetheless, by exploiting the downset-non-negativity property we
will still prove that W (B) > M

2 .
For a given edge xi ∈ A, define Ti to be the set of companion components T to the

antichain A such that T is not a companion component to A \ {xi}. Define Pi to be the set
of edges e such that e < xi but e 6< xj for any other xj ∈ A. Then the local contribution
L•A(xi) of xi to A satisfies,

L•A(xi) ≤ m(xi) +
∑
T∈Ti

∑
e∈T

t(e) +
∑
e∈Pi

t(e). (7.6)

(This would be an exact equality if not for the fact that removing xi from A can also
introduce new companion components, which in turn reduces L•A(xi).)

Let Si denote the quantity on the right side of Equation (7.6). Since A is a stripped
robust antichain, Si ≥M/2p for each i.

Now let us consider the water mark W (B). For each i ∈ {1, . . . , p}, each component
T ∈ Ti is a companion component to B, just as it was to A. Moreover, each edge e ∈ Pi
continues to contribute t(e) to the water mark of B. Define T to be the set of companion
components to B that are not in any of T1, . . . , Tp, and P to be the set of edges e satisfying
e < xi for some i ∈ {1, . . . , p} but e 6∈ P1 ∪ · · · ∪ Pp. Then the water mark W (B) can be
written as

W (B) =

p∑
i=1

Si +
∑
T∈T

∑
e∈T

t(e) +
∑
e∈P

t(e) (7.7)

≥M/2 +
∑
T∈T

∑
e∈T

t(e) +
∑
e∈P

t(e). (7.8)

Since each T ∈ T satisfies
∑

e∈T t(e) > 0 (or else T would not be a companion component
to B),

W (B) ≥M/2 +
∑
e∈P

t(e).

In order to complete the proof that W (B) > M/2, it suffices by the downset-non-
negativity property to show that P is a downset. Notice that P can be rewritten as

P = {e ∈ E | e < xi for some i = 1, . . . , p}
∩ {e ∈ E | e < xi and e < xj for some xi 6= xj ∈ A}

=

(
p⋃
i=1

{e < xi}

)
∩

 ⋃
xi 6=xj∈A

{e < xi} ∩ {e < xj}

 .

Since the downset property is closed under unions and intersections, it follows that P is
a downset.

7.5.2 Recursively computing H •∞(G)

This section discusses a recursive algorithm for computing H •∞(G) in an online fashion. The
algorithm treatsG as being recursively constructed via series and multi-spawn combinations.
For each multi-spawn combination, we assume we are recursively given the computed values
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for a0, b1, a1, . . . , ak, one after the other. Because k may be large, the recursion is not
permitted to store these values. Instead it stores a constant amount of metadata that is
updated over the course of the multi-spawn combination.

Finding a water-mark-maximizing stripped robust antichain A in a multi-spawn combi-
nation C = (a0, b1, . . . , ak) is complicated the following subtlety: if we choose to include an
edge in one of the bj ’s, then this may reduce the local contribution of any edges included
in later aj ’s and bj ’s, resulting in those edges being unable to be included in the antichain.
Therefore, greedily adding edges to the antichain A as we recursively execute a0, b1, . . . , ak
may not result in an optimal stripped robust antichain.

The second requirement for stripped robust antichains (that non-critical components
must make large edge contributions) is carefully designed to eliminate this problem. It
allows us to prove the following lemma, which characterizes how non-critical components
behave in water-mark-maximizing antichains A that contain multiple edges.6

Lemma 37 Consider a multi-spawn combination C with components a0, b1, a1, . . . , ak. Con-
sider i ∈ {1, . . . , k}, and suppose A is a stripped robust antichain in C that (1) contains
multiple edges; (2) contains at least one edge in ai, bi+1, . . . , ak; and (3) that achieves the
maximum water mark over all stripped robust antichains in C that contain multiple edges.

Let t(bi) =
∑

e∈bi t(e), and let m(bi) denote the water mark of the best stripped robust
antichain in bi. (Note that m(bi) considers only the subgraph bi.)

• If t(bi) > 0 and m(bi) ≤ t(bi) + M
2p , then bi is a companion component of A.

• If t(bi) ≤ 0 and m(bi) ≤ M
2p , then bi is not a companion component of A and does not

contribute any edges to A.

• If m(bi) > max(0, t(bi)) + M
2p , then A restricted to bi is a stripped robust antichain

with water mark m(bi).

Proof.

Any edges that bi contributes to A must form a stripped robust antichain in bi. The
water mark s of that antichain within bi can be at most m(bi). It follows that

L•A(bi) ≤ m(bi)−max(0, t(bi)),

since the removal of the edges in bi from A will have the affect of (a) reducing the water
mark by s and (b) introducing bi as a companion component to A if t(bi) > 0.

Since m(bi)−max(0, t(bi)) ≤ M
2p in the first two cases of the lemma, bi cannot contribute

any edges to A in these cases. This ensures that in the first case bi will be a companion
component of A, and in the second case bi will neither be a companion component nor
contribute any edges.

The third case of the lemma is somewhat more subtle. Suppose thatm(bi) > max(0, t(bi))+
M
2p . We wish to show that A restricted to bi is a stripped robust antichain with water mark
m(bi). If A contains at least one edge in bi, then since A has maximum water mark over
multi-edge stripped robust antichains in C, it must be that A restricted to bi is stripped
robust and has water mark m(bi), as desired.

6In fact, the same lemma would be true if we removed the restriction that A contain multiple edges. The
restriction is necessary for our applications of the lemma, however.
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Suppose, on the other hand that A contains no edges in bi. We will show that A does
not achieve the maximum water mark over all stripped robust antichains in C that contain
multiple edges. Define A′ to be A with the addition of edges in bi so that A′ restricted to
bi is stripped robust and has water mark m(bi). Since m(bi) ≥ max(0, t(bi)) + M

2p , the water

mark of A′ must be more than M
2p greater than that of A.

Since A has maximum water mark, and A′ has a larger water mark, A′ must no longer
be stripped robust. Notice, however, that the local contribution of bi in A′ is greater than
M
2p , and the local contributions of the other non-critical components of C in A′ are the same

as in A. Thus the only way that A′ can no longer be stripped robust is if there is a single
edge xj ∈ A′ with local contribution at most M

2p . Moreover, xj must be the only edge from

A that is contained in any of the components ai, bi+1, . . . , ak. Define A′′ to be A′ with the
edge xj removed. Note that A′′ has at least as many edges as did A initially, and is thus
still a multi-edge antichain.

Since the local contribution L•A′(xj) of xj to A′ was at most M
2p , the water mark of A′′ still

exceeds that of A. We claim, however, that A′′ is a stripped robust antichain, contradicting
that fact that A has maximum water mark out of all multi-edge stripped robust antichains.
If bi contains multiple edges in A′′, then the fact that those edges form a stripped robust
antichain when restricted to bi, and that the other noncritical components and edges in
A′′ have the same local contributions to A′′ as they did to A, ensure that A′′ is a stripped
robust antichain. If, on the other hand, bi contains a single edge in A′′, then the removal of
that edge would reduce W (A′′) by at least as much as would have the removal of the edge
xj from the original antichain A (since both removals result in the same antichain). Thus
L•A′′(xi) ≥ L•A(xj) >

M
2p , ensuring that A′′ is a stripped robust antichain. Since A′′ has a

larger water mark than A, we have reached a contradiction, completing the proof of the
third case of the lemma.

Our algorithm for computing H •∞(G) recursively computes three quantities for each
component C of the graph.

• The total allocation and freeing work done in C,

MemTotal =
∑
e∈C

t(e).

• The memory high-water mark with one processor,

MaxSingle = H1(C).

• The infinite-processor high-water mark restricted to stripped robust antichains con-
taining more than one edge:

MultiRobust = max
A∈S, |A|>1

W (A),

where S is the set of stripped robust antichains in C. If C contains no such multi-edge
antichains, then MultiRobust = null.

The special handling in the recursion of antichains with only one edge (i.e., by MaxSingle)
is necessary because the local contribution of that edge x is not yet completely determined
until at least one other edge is added to the antichain. On the other hand, once a stripped
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robust antichain contains multiple edges, the local contribution of each edge is now fixed,
even if we combine this antichain with other antichains as we recursively construct the
graph. This allows for all multi-edge robust antichains to be grouped together in the vari-
able MultiRobust.

As a base case, for a component C consisting of a single edge e, we initialize the variables
as follows: MemTotal = t(e), MaxSingle = m(e), and MultiRobust = null.

When we combine two components C1 and C2 in series to build a new component C,
we have,

C.MemTotal = C1.MemTotal +C2.MemTotal,

C.MaxSingle =

max(C1.MaxSingle, C1.MemTotalC1 +C2.MaxSingle),

C.MultiRobust =

max(C1.MultiRobust, C1.MemTotal +C2.MultiRobust).

In the computations of C.MaxSingle and C.MultiRobust we implicitly use the fact that
every antichain in C must either be in C1 or in C2. Moreover, the antichains in C2 have
water mark C1.MemTotal greater in C than they did in C2.

Note that the computation of C.MultiRobust would not be correct if MultiRobust were
also considering single-edge antichains. In particular, the local contribution of an edge in
a single-edge antichain A in C2 will differ from the local contribution of the same edge in
the same antichain in C1 ∪ C2, allowing it to possibly form a stripped robust antichain in
one but not the other. Because MultiRobust considers only multi-edge antichains, however,
this is not a problem.

The recursion for combining components in a multi-spawn combination is more so-
phisticated. Consider a multi-spawn combination C as in Figure 7-2 with components
C1 = a0, C2 = b1, C3 = a1, . . . , C2k+1 = ak. As our algorithm receives information on each
of C1, C2, C3, . . ., it must gradually construct the best multi-edge stripped robust antichain
in the multi-spawn component. Lemma 37 ensures that this is possible, because the role
that each bi plays in such an antichain depends only on whether any additional edges will
be included from later components ai, bi+1, . . ., and not on the specific properties of the
components.

Nonetheless, the bookkeeping for the recursion is made subtle by the handling of sus-
pended components and other casework. We defer the full recursion to Section 7.11.

7.6 Empirical evaluation

This section discusses the implementation and evaluation of Cilkmem on a suite of bench-
mark programs as well as on a large image processing pipeline performing image alignment.

7.6.1 Implementation

We implemented Cilkmem as a CSI tool [302] written in C++ for the Tapir compiler [304].
The following discussion describes how these facilities are used to implement Cilkmem’s
algorithms for MHWM analysis.
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Texact/T1

Benchmark Input size p=32 p=64 p=128 p=256 p=512 p=1024 p=2048 p=4096 Tapprox/T1

strassen 4096 x 4096 matrix 1.00 1.00 1.00 0.98 1.02 0.98 0.98 1.00 0.99
nBody 1,000,000 points 1.00 1.00 1.00 0.99 0.99 0.99 1.00 1.00 1.00
lu 4096 x 4096 matrix 1.01 1.02 1.03 1.02 1.06 1.61 3.02 5.77 1.01
remDups 100,000,000 integers 1.03 1.03 1.03 1.01 1.02 1.04 1.58 3.05 1.02
dict 100,000,000 integers 1.11 1.10 1.12 1.11 1.10 1.12 1.66 3.17 1.10
ray small 1.11 1.11 1.11 1.09 1.11 1.21 1.38 2.74 1.10
delaunay 5,000,000 points 1.16 1.16 1.17 1.13 1.13 1.15 1.16 1.19 1.16
nqueens 13 x 13 board 1.44 1.46 1.54 1.66 4.67 7.80 14.82 28.53 1.23
qsort 50,000,000 elements 3.63 3.73 4.07 5.18 12.75 28.60 53.89 103.63 2.61
cholesky 2000 x 2000 matrix 6.62 6.86 7.51 10.08 34.68 59.23 113.79 219.18 4.68

Table 7.1: Application benchmarks from the Cilkbench suite showing the overhead of Cilk-
mem over a single-threaded execution. The overhead is computed as the geometric-mean
ratio of at least 5 runs with Cilkmem enabled and at least 5 runs of the un-instrumented
program for each benchmark in the table.

The Cilkmem CSI tool tracks the evolution of a program’s series-parallel DAG by in-
serting shadow computation before and after the instructions used by the Tapir compiler
to represent fork-join parallelism. The language constructs used by the program-under-test
to represent fork-join parallelism (e.g., Cilk’s cilk_spawn and cilk_sync keywords) are
lowered to Tapir’s detach and sync instructions during compilation. The CSI framework
provides instrumentation hooks that enable a tool to insert shadow computation before and
after instructions in the compiler’s intermediate representation of the program.

Memory allocations and frees are tracked by Cilkmem using process-wide hooks that
intercept calls to the major allocation facilities provided by glibc via library interposition-
ing [54, Ch. 7.13]. These allocation facilities include malloc, aligned_alloc, realloc and
free. While Cilkmem could use CSI’s instrumentation hooks to track memory allocations,
the use of interpositioning allows Cilkmem to capture calls to allocation functions performed
in shared dynamic libraries that may not have been compiled with instrumentation enabled.
Furthermore, interpositioning makes it possible for Cilkmem to track the requested sizes of
allocations without the maintenance of an additional auxillary data structure by prepend-
ing to each allocation a small payload containing the size of the allocated block of memory.
This payload is retrieved at deallocation time to determine how much memory has been
freed. As an alternative to the payload-based technique, Cilkmem can also be instructed
to retrieve the size of allocations using the Linux-specific function malloc_usable_size.
The difference between the two methods comes down to whether the allocation size seen
by Cilkmem is the requested size or the usable size determined by the memory allocator,
which is allowed to reserve more memory than requested by the user. Special care is taken
to ensure that the memory activity of Cilkmem’s instrumentation is properly distinguished
from activity originating from the program-under-test.

Cilkmem separates its instrumentation and analysis logic into two separate threads that
communicate in a producer–consumer pattern. The producer thread executes the program-
under-test and generates records that keep track of the allocation or deallocation of memory
as well as the evolution of the series-parallel structure of the program execution. These
records are sent to the consumer thread which executes either the exact or approximate
MHWM algorithm in a manner that is fidelitous with the descriptions of the online MHWM
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Memory high-water mark for p = 1 : 894727307 bytes

Source map for p = 1:

[strassen.c:517]: 492013632 bytes

[strassen.c:776]: 402653184 bytes

[strassen.c:459]: 60491 bytes

Memory high-water mark for p = 2 : 1017641835 bytes

Source map for p = 2:

[strassen.c:517]: 614928160 bytes

[strassen.c:776]: 402653184 bytes

[strassen.c:459]: 60491 bytes

Memory high-water mark for p = 3 : 1140556363 bytes

Source map for p = 3:

[strassen.c:517]: 737842688 bytes

[strassen.c:776]: 402653184 bytes

[strassen.c:459]: 60491 bytes

Figure 7-3: An example of Cilkmem’s verbose-mode output for the strassen benchmark.
This excerpt shows the reported high-water mark in bytes for p from 1 to 3 and which lines
of code contribute to it.

algorithms in Section 7.4 and Section 7.5. In order to maintain the theoretical space-bounds
of the online MHWM algorithms, the Cilkmem tool’s producer thread blocks in the rare
case there is a backlog of unconsumed records. Although it would be possible to implement
the online MHWM algorithms without the use of this producer–consumer pattern, such an
approach can result in increased instrumentation overhead due to, among other things, an
increase in instruction cache misses.

In addition to computing the memory high-water mark, Cilkmem supports a verbose
mode which provides the user with actionable information for identifying the root cause of
the memory high-water mark. In verbose mode, Cilkmem constructs the full computation
DAG, annotates each edge (strand) with information about how much memory is allocated
within that strand, and outputs the resulting graph in a graphical format. Furthermore,
Cilkmem identifies the lines of code responsible for allocations that contribute to the memory
high-water mark for a given p, and reports them to the user along with how many bytes
each line is responsible for.

Figure Figure 7-3 shows the output genenerated by Cilkmem’s verbose mode when run
on the strassen benchmark from the Cilkbench suite with a 4096×4096 matrix as the input.
The program’s memory high-water mark increases by about 122MB for each additional
processor, and Cilkmem identifies line 517 of source file strassen.c as the responsible for
such increase. Cilkmem also reveals that the allocations performed by two other lines of
code do not increase in size as p increases.

7.6.2 Benchmarks

We tested the runtime overhead of Cilkmem on ten Cilk programs from the Cilkbench
suite7. The Cilkbench suite contains a variety of programs that implement different kind
of algorithms such as Cholesky decomposition, matrix multiplication, integer sorting, and
Delaunay triangulation.

Table Table 7.1 shows the geometric-mean overhead as the ratio between an execution
of the benchmark program through Cilkmem and a serial execution of the uninstrumented

7The Cilkbench suite is at https://github.com/neboat/cilkbench
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Differential MHWM for p = 3 -> p = 4

[sift.cpp:355]: 63.79 MB

[sift.cpp:259]: 21.26 MB

[sift.cpp:319]: 7.08 MB

[tile.cpp:2039]: 5.31 MB

[sift.cpp:327]: 226.76 MB

Figure 7-4: Differential MHWM report on image alignment application. Illustrates the
output of Cilkmem’s differential MHWM report showing the relative increase in the MHWM
when increasing the number of processors from p = 3 to p = 4.

program (T1). The performance of Cilkmem was tested for both the exact algorithm and for
the approximate-threshold algorithm. When the exact algorithm was used, Cilkmem was
run with p set to all powers of 2 from 32 to 4096 inclusive and its runtime is reported in the
table as Texact . The approximate-threshold algorithms’s runtime (Tapprox ) is independent
of p.

As can be evinced from the results, Cilkmem’s overheads are generally low and typically
result in less than a 20% overhead relative to an uninstrumented execution. Cilkmem’s
overheads are especially low for benchmarks that do not exhibit substantial fine-grained
parallelism. For programs that do (e.g., qsort or cholesky), however, the exact MHWM
algorithm can incur a significant performance degradation for large values of p. In these
cases, the approximate-threshold algorithm is substantially faster than the exact algorithm.

7.6.3 Optimizations

The Cilkmem tool implements two critical optimizations to achieve low instrumentation
overheads.

Many Cilk programs do not exhibit memory activity in every strand. The MHWM
algorithms were optimized to avoid performing unecessary work whenever a component is
guaranteed not to contribute to the water mark. This often allows Cilkmem to quickly skip
over large sections of the series-parallel structure.

As outlined in section Section 7.6.1, Cilkmem utilizes two threads which act as a pro-
ducer and as a consumer. Since the data produced (allocated) by the first thread is con-
sumed (freed) by the second in FIFO order, the memory management of Cilkmem’s internal
data structures can be greatly simplified to avoid a large number of small allocations and
deallocations. Memory is managed in a memory pool that takes advantage of the FIFO
nature of the producer-consumer relation.

7.6.4 Case study: multicore image processing pipeline

We conducted a case study on an existing image processing pipeline [187] that performs
alignment and reconstruction of high-resolution images produced via electron microscopy8.
The alignment code processes thousands of 8.5 MB image tiles in order to stitch them
together to form a 2D mosaic. The pipeline was designed to carefully manage memory
resources so as to be able to 2D align very large mosaics on a single multicore. The memory
usage of the application scaled predictably as a function of the size of the mosaic, but
there was an unexplained increase in the memory usage when adding additional processors.
Given the size of the individual images being aligned, a natural expectation would be for
the MHWM to increase by approximately 8.5 MB per processor. Empirically, however,

8For the purposes of this study, we ran the pipeline of [187] on full-resolution images without using FSJ.
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the application’s 18-core execution used several gigabytes more memory than the 1-core
execution, and the precise amount of extra memory used varied from run-to-run.

We used Cilkmem to analyze the pipeline’s p-processor MHWM. Cilkmem revealed that
the MHWM increased by approximately 350 MB per processor. To identify the source of
this per-processor memory requirement, we used Cilkmem to generate a differential MHWM
report9 that attributes an increase in the MHWM between p and p + 1 processors to par-
ticular source-code locations.

Figure 7-4 shows the differential MHWM report generated by Cilkmem for the alignment
code, which reveals that lines 259, 327, and 355 of sift.cpp are responsible for increasing
the MHWM of the application by a total of approximately 311 MB per processor. These
lines perform allocations to store a difference-of-gaussian pyramid of images as a part of the
scale-invariant feature transform employed by the alignment code. This procedure doubles
the resolution of the images (to allow for subpixel localization of features), performs 6
GaussianBlurs on the images, downsamples the blurred image by a factor of 2 in each
dimension, and repeats until the image size falls below a threshold. This routine is called
on overlapping regions of image tiles. Although these overlapping regions are typically
small, the largest 1% are as large as 2 MB in size. Whereas the original input images
represent each pixel with a single byte, this procedure generates intermediate results that
use 4-byte floating-point values for each pixel. A back-of-the-envelope calculation revealed
that this procedure can require 200–400MB of space for tile pairs with large overlapping
regions, which conforms with Cilkmem’s analysis.

This study illustrates a case in which Cilkmem allowed application developers to make
precise their memory-use projections for their pipeline, and illuminated a source of memory
blow-up when running the pipeline on very-large multicores. Cilkmem’s low instrumentation
overhead made it practical to perform frequent and iterative tests on multiple versions of
the pipeline. In fact, both the exact and approximate Cilkmem MHWM algorithms had less
than 5% overhead on the alignment application for p = 128. These low overheads, coupled
with the illuminating insights provided by Cilkmem, led to the incorporation of Cilkmem
into the regression testing process for the alignment pipeline.

7.7 Related work

This section overviews related work in analysis of parallel programs, focusing on analysis of
memory consumption and parallel-program analyses that do not depend on the particulars
of the task-parallel program’s scheduling.

Related theoretical work

From a theoretical perspective, the memory high-water mark problem (MHWM) is closely
related to the poset chain optimization problem (PCOP) [315, 59, 316, 243]. In an
instance of PCOP, one is given a parameter p and an arbitrary DAG G = (V,E) in which
each edge has been assigned a non-negative weight, and one wishes to determine the weight
of the heaviest antichain containing p or fewer edges (where the weight of each antichain is
the sum of the weights of its edges). Shum and Trotter [315] showed that PCOP can be
solved in (substantial) polynomial time in the size of G using a linear-programming based

9Cilkmem generates differential MHWM reports via a lightweight script that parses Cilkmem’s verbose-
mode output.
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algorithm; for the special case of p = ∞, an algorithm based on maximum-flows is also
known [59, 316, 243].

The relationship between PCOP and MHWM was previously made explicit by Marchal
et al. [243], who applied algorithms for PCOP in order to design polynomial-time algorithms
for computing the memory high-water mark of parallel algorithms. Because none of the
known algorithms for PCOP run in (even close) to linear time, however, the memory high-
water mark algorithms of [243] are too inefficient to be used in practice. Additionally, in
order to apply PCOP algorithms to the computation of memory high-water marks, [243]
were forced to make a number of simplifying assumptions about the parallel programs being
analyzed, and their algorithms require that the parallel programs be in what they call the
simple-data-flow model.

The difficulty of solving PCOP efficiently on arbitrary DAGs motivates the focus in this
chapter on the important special case in which the DAG G is series-parallel. Moreover,
by modeling memory with arbitrary allocations and frees (rather than using the simple-
data-flow model) we ensure that our algorithms have theoretical guarantees when applied
to analyzing arbitrary task-parallel programs.

In addition to considering the high-water mark problem, Marchal et al. [243] considered
the problem of adding new dependencies to a parallel program’s DAG in order to reduce
the high-water mark. They prove that this problem is NP-complete, and empirically eval-
uate several heuristics. These techniques would be difficult to apply to most real-world
parallel programs, however, since they require the offline analysis of the parallel program’s
computation DAG.

Related tools

In practice, many tools exist to measure and report on the maximum memory consumption
of a running program. For example, the Linux kernel tracks memory-usage information for
every running process and publishes that information through the proc pseudo-filesystem
[285], including the virtual memory and resident set size (RSS), which is the portion
of the process’s memory stored in main memory and, therefore, is upper-bounded by the
memory high-water mark. Performance-analysis toolkits including Intel VTune Amplifier
[173], the Sun Performance Analyzer [276], the Massif tool [336] in the Valgrind tool suite
[265], and Linux’s memusage tool [307] measure the memory consumption of an execution
of a specified program and reports its peak stack- and heap-memory consumption. Like
Cilkmem, these tools use intercept system calls to dynamic memory-allocation functions,
such as malloc and free. Unlike Cilkmem, however, all of these memory-analysis tools
gather information that is specific to how the program was scheduled for a particular run.
These analyses do not analyze the worst-case memory consumption of any parallel execution
of the program on a given processor count.

Several other dynamic-analysis tools for task-parallel programs have been developed
whose analyses do not depend on the scheduling of the program. Tools such as Cilkview
[149] and Cilkprof [303] analyze the execution of a Cilk program and report on the pro-
gram’s parallel scalability, which reflects how much speedup the program might achieve
using different numbers of parallel processors. Several other tools analyze parallel memory
accesses in a task-parallel program that might exhibit nondeterministic behavior between
runs of the program [105, 20, 334, 287, 288, 97]. Like Cilkmem, the analyses performed
by these tools do not depend on how the program was scheduled for a particular run, and
instead provide insight into the behavior or performance of all parallel executions of the
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program. Unlike Cilkmem, however, these tools do not analyze memory consumption.

7.8 Conclusion

This chapter introduced Cilkmem, a tool that analyzes the p-processor memory high-water
mark of fork-join programs. Cilkmem is built on top of novel algorithms which provide Cilk-
mem with both accuracy and running-time guarantees. We conclude with several directions
of future work.

Although Cilkmem analyzes the behavior of parallel programs, currently Cilkmem is
forced to run these programs in serial while performing the analysis. Extending Cilkmem
to run in parallel is an important direction of future work.

Theoretically, all of our algorithms could be implemented in parallel at the cost of re-
quiring additional memory. In particular, both online algorithms adapt to this setting using
total space O(p·T∞) for the exact algorithm and O(T∞) for the approximate-threshold algo-
rithm, where T∞ is the span of the parallel program being analyzed. This can be significant,
especially for parallel programs with large multi-spawn combinations. Furthermore, there
are technical challenges in parallelizing Cilkmem. The current instrumentation approach
is not easily amenable to parallelization since thread scheduling is hidden by the Cilk run-
time system. Finally, capturing memory allocations in a multi-threaded program is made
more difficult by the fact that each allocation needs to be properly attributed to the correct
thread and strand.

A theoretically interesting direction of work would be to extend our work on approx-
imation algorithms to consider the memory-high water mark on parallel programs with
arbitrary DAGs. Whereas computing the exact memory-high water mark of an arbitrary
DAG is known to be difficult to do with low overhead, much less theoretical work has been
done on the approximation version of the same question.

7.9 Appendix: Online exact computation of Hp(G)

This section describes ExactOn, an online algorithm to compute the exact memory high-
water mark for processor counts 1, . . . , p. ExactOn adapts the O(|E|·p)-time exact algo-
rithm, ExactOff, from Section 7.3 to space-efficiently handle multi-spawn combinations.

Formally, ExactOn recursively computes three quantities for each component C: (1)
The (p+ 1)-element array Rc; (2) the total memory allocated t(C) over the edges in C; and
(3) the value of s(C). Since s(C) can be recovered in time O(p) from RC , the final of these
quantities can be computed non-recursively for each component.

Now let us consider a multi-spawn combination C = (a0, b1, a1, . . . , bk, ak), and let
x1, x2, . . . , x2k+1 be a consecutive labeling of a0, b1, a2, . . . , bk (i.e., x1 = a0, x2 = b1, . . .).
During a multi-spawn combination, we are given the values of Rxi , t(xi), s(xi) for each
i = 1, . . . , 2k + 1, and we wish to compute RC and t(C) (after which we can obtain s(C)
from RC in time O(p)).

The quantity t(C) is easy to recursively compute, since t(C) =
∑

i t(xi). What’s more
difficult is to obtain the array RC . To do this, as we receive Rxl , t(xl), s(xl) for each l,
we maintain three intermediate variables. In order to define our intermediate variables, we
must first introduce the notions of suspended-end and ignored-end water marks of antichains
in a multi-spawn component C.
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If an antichain A in C contains only edges in b1, . . . , bk, and bt is the largest t such
that bt contains a edge in A, then we say A has a suspended end if the components
at+1, bt+2, . . . , ak form a companion component of A (which occurs if the sum of their
edge costs is net positive). The suspended-end water mark of A is W (A) if A has
a suspended end, and is W (A) +

∑
e∈

⋃
at+1,bt+2,...,ak

t(e) if A does not have a suspended
end (i.e., it is the water mark A would have if it had a suspended end). Similarly, the
ignored-end water mark of A is W (A) if A does not have a suspended end, and is
W (A) −

∑
e∈

⋃
at+1,bt+2,...,ak

t(e) if A does have a suspended end. Additionally, for any
antichain A that contains an edge in some at, we define the ignored-end water mark of
A to be the water mark of A; thus the ignored-end water mark is defined for all antichains
in A of C.

As we receive Rxl , t(xl), s(xl) for each l, we maintain three intermediate variables, each
of which is an O(p)-element array indexed either by i = 0, . . . , p or i = 1, . . . , p. Define
l1 to be the index of the largest-indexed ai before or at xl, and l2 to be the index of the
largest-indexed bi before or at xl. After receiving Rxl , t(xl), s(xl), the l-th entry of each of
our three intermediate variables are updated to be defined as follows:

• SuspendEndl[i] for i = 1, . . . , p: This is the maximum suspended-end cost of any an-
tichain A in x1∪· · ·∪xl such that (1) A contains exactly i edges; (2) all of A’s edges are
in b1, . . . , bl2 . (Note that here x1 ∪ · · · ∪xl is treated as a multi-spawn component and
the costs of the antichains are considered just within the graph containing x1, . . . , xl.)

• IgnoreEndl[i] for i = 1, . . . , p: This is the maximum ignored-end cost of any antichain
A in x1 ∪ · · · ∪ xl that contains exactly i edges. If no such A exists, this is null, and
is treated as −∞.

• Partiall[i] for i = 0, . . . , p: Consider antichains A1, . . . , Al2 in b1, . . . , bl2 , respectively,
such that the total number of edges in the antichains is i. Then Partiall[i] is the
sum of two quantities: (1) The sum of the edge-totals in the ai’s seen so far, given
by
∑l1

i=0 t(ai); and the maximum possible value of the sum
∑l2

j=1W (Ai), where the
water mark of each Ai is considered within only the graph bi, and the water mark
of an antichain Ai containing no edges is set to max(0, t(bi)). (If no such A1, . . . , Al2
exist then Partiall[i] = null.)

In terms of Rbj [ti], one can express Partiall[i] as

Partiall[i] =

l1∑
i=0

t(ai) + max
t1+t2+···+tl2=i

l2∑
j=1

Rbj [tj ]. (7.9)

When l = 0, before starting the computation, we initialize each entry of each of the
intermediate variables to null; the exception to this is Partial0[0] which we initialize to zero.

Upon receiving a given xl for an odd l (meaning xl = al1), we can compute the new
intermediate variables as follows:

• SuspendEndl[i] for i = 1, . . . , p: This equals SuspendEndl−1[i] + t(xl).

• IgnoreEndl[i] for i = 1, . . . , p: This equals

max

(
IgnoreEndl−1[i],

i
max
j=1

Partiall−1[i− j] +Rxl [j]

)
.
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In particular, the right side of the maximum considers as an option for IgnoreEndl[i]
the possibility that our antichain A has some non-zero number j of edges in al1 , and
then i− j edges spread across b1, . . . , bl2 .

• Partiall[i] for i = 0, . . . , p: This is Partiall−1[i] + t(xl).

Upon receiving a given xl for an even l (meaning xl = bl2), we can compute the new
intermediate variables as follows:

• SuspendEndl[i] for i = 1, . . . , p: This equals

max

(
SuspendEndl−1[i] + t(bl2),

i
max
j=1

Partiall−1[i− j] +Rxl [j]

)
.

In particular, the right side of the maximum considers as an option for SuspendEndl[i]
the possibility that our antichain A has some non-zero number j of edges in bl2 , and
then i − j edges spread across b1, . . . , bl2−1. Note that the suspended-end cost and
ignored-end cost of such an antichain in x1 ∪ · · · ∪ xl will be equal (since there is no
end to be suspended); consequently, we will use a similar maximum to compute the
new value of IgnoreEndl[i].

• IgnoreEndl[i] for i = 1, . . . , p: This equals

max

(
IgnoreEndl−1[i],

i
max
j=1

Partiall−1[i− j] +Rxl [j]

)
.

As before, the right side of the maximum considers as an option for IgnoreEndl[i] the
possibility that our antichain A has some non-zero number j of edges in bl2 , and then
i− j spread across b1, . . . , bl2−1.

• Partiall[i] for i = 0, . . . , p: This equals

max

(
Partiall−1[i] +Rxl [0],

i
max
j=1

Partiall−1[i− j] +Rxl [j]

)
,

where the right side of the maximum is null for i = 0.

Once again, the right side of the maximum considers as an option for IgnoreEndl[i]
the possibility that our antichain A has some non-zero number j of edges in bl2 , and
then i− j spread across b1, . . . , bl2−1. The left side, on the other hand, represents the
case where no antichain edges appear in bl2 .

Using the recursions above, we can compute the intermediate values for each l in time
O(p2). We can then compute RC using the identity

RC [i] = max(SuspendEnd2k+1[i], IgnoreEnd2k+1[i]),

for i > 0 and RC [0] = max(0, t(C)).
For a series-parallel graph G, we now have a online (space-efficient) algorithm for com-

puting RG in time O(|E|·p2). Using a similar optimization as in the previous section, we
can improve this running time to O(|E|·p). In particular, for each Partiall, we keep track
of the largest index containing a non-null entry; when computing each of the maximums
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in our updates, we can then ignore any terms involving a null entry of either Partiall−1 or
of Rxl . This ensures that computing the intermediate variables for a given value of l takes
time at most

O

p+ min

b(l−1)/2c∑
j=1

s(bj), p

 · s(xl)
 . (7.10)

Call this the optimized algorithm . Using an amortized analysis we will prove that
the optimized algorithm has running time O(|E|·p).

Theorem 38 For a graph G = (V,E) recursively constructed with series and multi-spawn
combinations, the optimized algorithm recursively computes RG in time O(|E|·p) and using
space O(p) for each combination.

The fact that the product in Equation (7.10) involves a summation
∑b(l−1)/2c

j=1 s(bj)
means that the simple credit-charging argument used to prove Theorem 31 no longer suf-
fices for proving Theorem 38. Nonetheless, by splitting the problem into two separate
amortization arguments we are able to complete the analysis. This is done in Lemma 39.

Lemma 39 Consider a series-parallel graph G = (V,E) recursively built from series and
multi-spawn parallel combinations. Denote each such multi-spawn combination by the tuple
(x1, x2, x3, x3, . . . , xt), where the odd-indexed xi’s represent the ai components and the even-
indexed xi’s represent the bi components. Then

∑
(x1,...,xt)∈M

t−1∑
i=1

min

bi/2c∑
j=1

s(x2j), p

 · s(xi) ≤ O(|E|·p), (7.11)

where the set M contains all multi-spawn combinations in the recursive construction of G.

Proof.
We think of each multi-spawn combination (x1, . . . , xt) as consisting of t − 1 sub-

combinations, in which after i sub-combinations we have combined x1, . . . , xi+1. One should
think of the cost of the (i− 1)-th sub-combination is

min

bi/2c∑
j=1

s(x2j), p

 · s(xi).
We say the sub-combination is heavy if s(xi) = p and is light if s(xi) < p.

The light sub-combinations can be handled using a similar argument as for the non-
fully-formed case in Lemma 32. At the beginning of the recursive construction of G, assign
to each edge 2p − 1 credits. For each light sub-combination, combining some x1, . . . , xi−1

with some xi, we deduct min
(∑bi/2c

j=1 s(x2j), p
)

credits from each edge in xi. Since the

number of edges in xi is at least s(xi), the sub-combination deducts a total of at least

min
(∑bi/2c

j=1 s(x2j), p
)
· s(xi) credits. In order to bound the contribution of light sub-

combinations to Equation (7.11), it suffices to prove that each edge e ∈ E has a total
of at most 2p− 1 credits deducted from it. This follows by the exact same invariant-based
argument as used in the proof of Lemma 32.

174



In order to analyze the contribution of the heavy sub-combinations to Equation (7.11),
we introduce a second amortization argument. Again we assign credits to edges, this time
giving p credits to each edge e. As we recursively construct G through series and multi-
spawn combinations, we assign to each component C a set of up to p representative edges,
which includes all of C’s edges when C contains p or fewer edges, and p edges otherwise.
When a component C is constructed by combining two components C1 and C2 in series, C’s
representative edges are the union of C1’s and C2’s (truncated to at most p edges). When
a component C is constructed by a multi-spawn combination (x1, . . . , xt) such that at least
one of the xi’s contains p or more edges, C’s representative edges are inherited from the
first such xi; if none of the xi’s contain p or more edges, C’s representative edges are the
union of the representative edges for each of xi’s (truncated to at most p edges).

Now consider a heavy sub-combination between sub-components x1, . . . , xi−1 and xi (re-
call that since the subcombination is heavy, we have that s(xi) = p). If each of x1, . . . , xi−1

contains fewer than p edges, then we deduct p credits from each representative edge in each
of x1, . . . , xi−1. (Note that this is actually all of the edges in x1, . . . , xi−1.) If at least one
of x1, . . . , xi−1 contains p or more edges, then we deduct p credits from each representative

edge of xi. In both cases, we deduct at least min
(∑bi/2c

j=1 s(x2j), p
)
· s(xi) credits in total,

corresponding with the work done during the sub-combination.

The deductions of credits are designed so that two important properties hold: (1) when-
ever an edge e has credits deducted during a multi-spawn combination, the edge e will no
longer be a representative edge in the new component C constructed by the multi-spawn
combination; and (2) within a multi-spawn combination each edge e will have credits de-
ducted from it at most once. Combined, these properties ensure that each edge has credits
deducted at most once during the full construction of G. This, in turn, ensures that the to-
tal number of credits deducted by the algorithm is at most |E|·p, and that the contribution
of heavy sub-combinations to Equation (7.11) is also at most |E|·p.

7.10 Appendix: An offline approximate-threshold algorithm

In this section we present our algorithm for the approximate threshold problem in the
simpler offline setting, in which rather than supporting multi-spawn combinations, our
recursive algorithm needs only support series and parallel combinations.

Our algorithm for the approximate threshold problem will compute the high-water mark
over a special class of antichains that satisfy a certain property that we call robustness.
(This is similar to the notion of stripped robustness from Section 7.5, except without any
requirements about non-critical components; there are also several other minor differences
designed to yield the simplest possible final algorithm.) The return value of the algorithm
will then be determined by whether the computed value h is greater than M/2. In this
section, we define what it means for an antichain to be robust and prove the correctness of
our algorithm. Then, in Section 7.10, we describe a recursive algorithm for computing the
quantity h needed by the algorithm in linear time O(|E|).

When considering an antichain A = (x1, . . . , xq), we partition the predecessors of the
antichain, {e | e < xi for some i}, into two categories. The core predecessors C(A) of
the antichain A is the set of edges that are predecessors to more than one member of the
antichain,

CP(A) = {e | e < xi, e < xj for some i 6= j}.
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If an edge e is a predecessor of A but not a core predecessor, then e is a local predecessor
of some xi. We denote the set of local predecessors of xi by

LPA(xi) = {e | e < xi and e 6< xj∀j 6= i}.

We define the core companions CC(A) of the antichain A to be the set of edges e
contained in a parallel component T1 with positive edge sum and whose partnering parallel
component T2 contains multiple edges from the antichain A. For each xi, we define the
local companions LCA(xi) of xi to be the set of edges e in a parallel component T1 with
positive edge sum and whose partnering parallel component T2 contains the edge xi but not
any other edge xj ∈ A.

The core water mark C(A) is the sum of the edge totals over all edges in the core
predecessors and companions of A,

C(A) =
∑

e∈CP(A)∪CC

t(e).

Similarly, the local water mark L◦A(xi) of each edge xi ∈ A is given by

L◦A(xi) = m(xi) +
∑

e∈LPA(xi)∪LCA(xi)

t(e).

The total water mark of the antichain can be rewritten as

W (A) = C(A) +

q∑
i=1

L◦A(xi).

Our algorithm for the approximate threshold problem will compute the infinite-processor
high-water mark, except restricted only to antichains A whose local water marks all exceed
M
2p . We call an antichain A = (x1, . . . , xq) robust if L◦A(xi) >

M
2p for each edge xi. The

p-processor robust memory high-water mark H ◦p (G) is defined to be

H ◦p (G) = max
A∈R, |A|≤p

W (x1, . . . , xq),

where R is the set of robust antichains in E.

The first step in our algorithm will be to compute the infinite-processor robust memory
high-water mark H ◦∞(G). Then, if H ◦∞(G) ≤ M/2, our algorithm will return 0, and if
H ◦∞(G) > M/2, our algorithm will return 1.

Computing H ◦∞(G) can be done in linear time O(|E|) using a recursive algorithm de-
scribed in Section 7.10. The computation is made significantly easier, in particular, by the
fact that it is permitted to consider the infinite-processor case rather than restricting to p
processors or fewer.

On the other hand, the fact that H ◦∞(G) should tell us anything useful about Hp(G) is
non-obvious. In the rest of this section, we will prove the following theorem, which implies
the correctness of the algorithm:

Theorem 40

• If H ◦∞(G) ≤M/2, then Hp(G) ≤M .
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• If H ◦∞(G) > M/2, then Hp(G) > M/2.

To prove Theorem 40, we begin by comparing H ◦p (G) and Hp(G):

Lemma 41

H ◦p (G) ≥ Hp(G)− M

2
.

Proof. Consider an antichain A = (x1, . . . , xq), with q ≤ p, that is not robust. One
might try to construct a robust antichain B by removing each xi ∈ A that satisfies L◦A(xi) ≤
M
2p . The removal of these xi’s, however, would change the sets of local predecessors and
companions for the remaining xj ’s, making it so that the new antichain B may still not be
robust.

One can instead obtain a robust antichain through a more iterative approach. Begin
with the antichain A1 = A that is not robust. Since A1 is not robust, some xi ∈ A satisfies
L◦A(xi) ≤ M

2p . Define A2 to be the same antichain with xi removed. If the antichain A2 is

also not robust, then pick some edge xj ∈ A2 such that L◦A2
(xj) ≤ M

2p , and define A3 to be
A2 with xj removed. Continue like this until we reach some Ar that is robust. (Note that
one legal option for Ar is the empty antichain, which is considered to be robust.)

For any two consecutive antichains Ai and Ai+1 in the sequence, that differ by the
removal of an edge xj , the water marks satisfy

W (Ai+1) ≥W (Ai)− L◦Ai
(xj). (7.12)

(Note that the reason that Equation (7.12) is not true with equality is simply that the
removal of xj may allow for the addition of a new companion component to the antichain
Ai+1, thereby making W (Ai+1) greater than W (Ai)− L◦Ai

(xj).)

Since we only remove edges xj satisfying L◦Ai
(xj) ≤ M

2p , it follows that

W (Ai+1) ≥W (Ai)−
M

2p
.

Moreover, in the processes of constructing the robust antichain Ar, we can remove a total
of at most q edges from the original antichain A = (x1, . . . , xq). Thus

W (Ar) ≥W (A)− q · M
2p
≥W (A)− M

2
.

This, in turn, implies that H ◦p (G) ≥ Hp(G)− M
2 , as desired.

The following corollary proves the first part of Theorem 40

Corollary 42 If H ◦∞(G) ≤M/2, then Hp(G) ≤M .

Proof. If H ◦∞(G) ≤M/2, then H ◦p (G) ≤M/2, and thus by Lemma 41, Hp(G) ≤M .

The second half of Theorem 40 is given by Lemma 43:

Lemma 43 If H ◦∞(G) > M/2, then Hp(G) > M/2.

Proof. Since H ◦∞(G) > M/2, one of the following must be true:
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• There is a robust antichain A = (x1, . . . , xq) with q ≤ p such that W (A) > M/2:
In this case, we trivially get that Hp(G) > M/2.

• There is a robust antichain A = (x1, . . . , xq) with q > p such that W (A) > M/2:
This case is somewhat more subtle, since the large number of edges in the antichain
A could cause W (A) to be much larger than Hp(G). We will use the robustness of
A in order to prove that the potentially much smaller antichain B = (x1, . . . , xp) still
has a large water mark W (B) > M

2 .

Let T denote the set of edges e ∈ E such that either e ≤ xi for some i ∈ [p], or e
is contained in a companion parallel component of B. The quantity W (B) can be
written as

W (B) =
∑
e∈T

t(e)

=

p∑
i=1

L◦A(xi) +
∑

e∈T ∩(CP(A)∪CC(A))

t(e).

By the robustness of A, each local water mark L◦A(xi) is greater than M
2p . Thus

W (B) >
M

2
+

∑
e∈T ∩(CP(A)∪CC(A))

t(e).

Recall the downset-non-negativity property, which requires that every downset S ⊆ E
(meaning that the predecessors of the edges in S are all in S) satisfy

∑
e∈S t(e) ≥ 0.

To see that the T is a downset, observe that it consists of two parts, the set T1 of
predecessors of B, and the set T2 of edges contained in companion parallel components
to B; since the set T1 is a downset, and because the predecessors of edges in T2 are
all either in T2 or in T1, the full set T = T1 ∪T2 is a downset. Similarly we claim that
CP(A) ∪ CC(A) is a downset; in particular, CP(A) is a downset by its definition, and
the predecessors of edges in CC(A) are all either contained in CC(A) or in CP(A). Since
we have shown that T and CP(A)∪CC(A) are downsets, and because the intersection
of two downsets is necessarily also a downset, it follows that T ∩ (CP(A) ∪ CC(A)) is
a downset.

Applying the downset-non-negativity property, we get that∑
e∈T ∩(CP(A)∪CC(A))

t(e) ≥ 0,

implying that W (B) > M
2 , and completing the proof.

Computing H ◦∞(G) in linear time

In this section, we present a recursive algorithm for computing the infinite-processor robust
high-water mark H ◦∞(G) in linear time O(|E|). We assume that we are given the series-
parallel DAG G, along with the labels t(e) and m(e) for each e ∈ G.
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Suppose we recursively build G from series and parallel combinations. Whenever we
create a new component C (by combining two old ones) we will maintain the following
information on the component:

• The total allocation and freeing work done in C,

MemTotal =
∑
e∈C

t(e).

• The memory high-water mark with one processor,

MaxSingle = H1(C).

• The infinite-processor memory high-water mark restricted only to robust antichains
containing more than one edge:

MultiRobust = max
A∈R, |A|>1

W (A),

where R is the set of robust antichains in G. If C contains no multi-edge robust
antichains, then MultiRobust = null, and is treated as −∞.

As a base case, for a component C consisting of a single edge e, we initialize the variables
as follows: MemTotal = t(e), MaxSingle = m(e), and MultiRobust = null.

When we combine two components C1 and C2 in series to build a new component C,
the three variables can be updated as follows:

• We update C.MemTotal as

C1.MemTotal +C2.MemTotal .

In particular,
∑

e∈C t(e) =
∑

e∈C1
t(e) +

∑
e∈C2

t(e).

• We update C.MaxSingle as

max(C1.MaxSingle, C1.MemTotal +C2.MaxSingle).

In particular, every single-edge antichain in C1 has the same water mark in C as it did
in C1, and every single-edge antichain in C2 has cost in C an additional C1.MemTotal
greater than it did in C2.

• We update C.MultiRobust as

max(C1.MultiRobust, C1.MemTotal +C2.MultiRobust).

In particular, the set of multi-edge robust antichains in the new component C is the
union of the set of multi-edge antichains in C1 with the set of multi-edge antichains
in C2. Whereas each of the multi-edge antichains in C1 have the same water mark
in C as they did in C1, the multi-edge antichains in C2 each have their water marks
increased by C1.MemTotal.

When we combine two components C1 and C2 in parallel to build a new component C,
the three variables can be updated as follows:
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• We update C.MemTotal as

C1.MemTotal +C2.MemTotal .

In particular, just as before,
∑

e∈C t(e) =
∑

e∈C1
t(e) +

∑
e∈C2

t(e).

• We update C.MaxSingle as

max(C1.MaxSingle + max(0, C2.MemTotal),

C2.MaxSingle + max(0, C1.MemTotal)).

In particular, the set of single-edge antichains in C is the union of the set of single-edge
antichains in C1 with the set of single-edge antichains in C2. Since the water marks of
the antichains are the same in C1 and C2 as they are in C, except with the addition of
max(0, C2.MemTotal) and max(0, C1.MemTotal) respectively (due to the possibility
of C2 and C1 being suspended companion parallel components), C.MaxSingle can be
updated by taking a simple maximum of the two options.

• The update of C.MultiRobust is slightly more subtle. Define C1.MaxSingle and
C2.MaxSingle to be the highest water marks achieved by robust single-edge antichains
in C1 and C2, respectively. That is,

C1.MaxSingle =

{
C1.MaxSingle if C1.MaxSingle > M

2p

null otherwise,

and

C2.MaxSingle =

{
C2.MaxSingle if C2.MaxSingle > M

2p

null otherwise.

Define R(C), R(C1), and R(C2) to be the sets of robust antichains in C, C1, and C2,
respectively. Then, because C is obtained by combining C1 and C2 in parallel,

R(C) = {x ∪ y | x ∈ R(C1), y ∈ R(C2)}.

When computing C.MultiRobust, we are interested exclusively in the antichains A
satisfying |A|> 1. If x = A ∩ C1 and y = A ∩ C2, then the requirement that |A|> 1
translates into the requirement that (at least) one of the following three requirements
holds:

1. |x|= |y|= 1: The maximum water mark for robust antichains a such that |x|=
|y|= 1 is given by

C1.MaxSingle + C2.MaxSingle.

2. |y|> 1: The maximum water mark for robust antichains a such that |y|> 1 is
given by

max(C1.MaxSingle, C1.MultiRobust, C1.MemTotal, 0)

+ C2.MultiRobust,

where entries in the maximum correspond with the cases where |x|> 1; |x|= 1;
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|x|= 0 and C1 is included as a suspended companion component; and |x|= 0 and
C1 is not included as a suspended companion component.

3. |x|> 1: The maximum water mark for robust antichains a such that |x|> 1 is
given by

max(C2.MaxSingle, C2.MultiRobust, C2.MemTotal, 0)

+ C1.MultiRobust,

where entries in the maximum correspond with the cases where |y|> 1; |y|= 1;
|y|= 0 and C2 is included as a suspended companion component; and |y|= 0 and
C2 is not included as a suspended companion component.

Combining the cases, we can update C.MultiRobust as

max
(

C1.MaxSingle + C2.MaxSingle,

max(C1.MaxSingle, C1.MultiRobust,
C1.MemTotal, 0) + C2.MultiRobust,

max(C2.MaxSingle, C2.MultiRobust,

C2.MemTotal, 0) + C1.MultiRobust
)
.

Using the recursive construction described above, we can compute the variables MemTotal,
MaxSingle, and MultiRobust for our graph G in linear time O(|E|). In order to then com-
pute H ◦∞(G), the infinite-processor high-water mark considering only robust antichains, we
simply compute

H ◦∞(G) = max

({
MaxSingle if MaxSingle > M

2p

null otherwise

}
,MultiRobust, 0

)
.

7.11 Appendix: Recursing on multi-spawn components

In this section, we complete the recursion for H •∞(G) discussed in Section 7.5.2 by handling
the case of multi-spawn combinations.

Consider a multi-spawn combination C as in Figure 7-2 with components C1 = a0, C2 =
b1, C3 = a1, . . . , C2k+1 = ak.

Throughout the section, we will use the notationm(bi) and t(bi) introduced in Lemma 37.
When bi is the first case of the lemma, we say that bi is a natural companion and that
bi’s natural contribution is t(bi); when bi is in the second case, we say that bi is natu-
rally dormant and that bi’s natural contribution is 0; when bi is in the third case, we
say that bi is naturally active and that bi’s natural contribution is m(bi).

Recall that the execution of the parallel program on one thread computes the recursive
values for each Ci with i iterating through the range i = 1, . . . , 2k+1. We wish to use these
in order to compute the recursive values for C.

To do this, we maintain a collection of intermediate values during the execution of the
components C1, . . . , C2k+1. Before introducing these intermediate values, we define a few
terms.

We call a stripped robust antichain A in C a candidate antichain if for each bi in
C such that A contains an edge in one of ai, bi+1, ai+1, . . ., the three properties stated in
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Lemma 37 hold. (In particular, bi’s local contribution L•A(bi) should be precisely bi’s natural
contribution.) By Lemma 37, when computing computing C.MultiRobust, it suffices to
consider only multi-edge candidate antichains.

In order to describe the intermediate values that we maintain during the execution of the
components, we will also need the notion of a suspendend-end and ignored-end water mark.
(These are the same definitions as used in Section 7.9.) If an antichain A in C contains only
edges in b1, . . . , bk, and bt is the largest t such that bt contains a edge in A, then we say A
has a suspended end if the components at+1, bt+2, . . . , ak form a companion component
of A (which occurs if the sum of their edge costs is net positive). The suspended-end
water mark of A is W (A) if A has a suspended end, and is W (A)+

∑
e∈

⋃
at+1,bt+2,...,ak

t(e)
if A does not have a suspended end (i.e., it is the water mark A would have if it had a
suspended end). Similarly, the ignored-end water mark of A is W (A) if A does not have
a suspended end, and is W (A) −

∑
e∈

⋃
at+1,bt+2,...,ak

t(e) if A does have a suspended end.
These definitions will prove useful when defining the intermediate values maintained by our
algorithm. Additionally, for any antichain A that contains an edge in some at, we define
the ignored-end water mark of A to be the water mark of A; thus the ignored-end water
mark is defined for all antichains in A of C.

After having executed each of C1, . . . , Cl, let l1 be the index of the largest-indexed ai
executed and l2 be the index of the largest-indexed bi executed. We maintain the following
intermediate values:

• MultiRobustSuspendEndl: This is the maximum suspended-end cost of any multi-
edge candidate antichain A in C1 ∪ · · · ∪ Cl containing only edges in b1, . . . , bl2 . If
no such A exists, this is null. Note that here C1 ∪ · · · ∪ Cl is treated as a multi-
spawn component and the costs of the antichains are considered just within the graph
C1 ∪ · · · ∪Cl, rather than the full graph C (which matters because we are considering
the suspended-end cost of the antichain).

• MultiRobustIgnoreEndl: This is the maximum ignored-end cost of any multi-edge
candidate antichain A in C1 ∪ · · · ∪ Cl. If no such A exists, this is null.

• SingleSuspendEndl: This is the maximum suspended-end cost of any single-edge an-
tichain A in C1 ∪ · · · ∪ Cl such that A contains only edges in b1, . . . , bl2 . (Again, we
consider the suspended-end cost just within the graph C1 ∪ · · · ∪ · · · ∪ Cl.)

• SingleIgnoreEndl: This is the maximum ignored-end cost of any single-edge antichain
A in C1 ∪ · · · ∪ Cl.

• RobustUnfinishedl: Let t be the largest t ≤ l2 such that bt is naturally active. Then
RobustUnfinishedl is the sum of the natural contributions of b1, . . . , bt, along with
t(a0), t(a1) + · · ·+ t(at−1). If no such t exists, then RobustUnfinishedl is null.

One should think of this as the contribution of b1, . . . , bt and a0, . . . , at−1 to any
candidate antichain in C that contains at least one edge in bl2+1, . . . , bk or al1+1, . . . , ak.
(We separate this from the contribution of the edges bt+1, . . . , bl2 and at, . . . , al1 which
are considered by the next quantity.)

• RobustUnfinishedTaill: Let t be the largest t ≤ l such that bt is naturally active, or 0
if no such t exists. Then RobustUnfinishedTaill is the sum of the natural contributions
of bt+1, . . . , bl2 , along with t(at) + t(at+1) + · · ·+ t(al1).
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One should think of this as the contribution of bt+1, . . . , bl2 and at, . . . , al1 to any candi-
date antichain in C that contains at least one edge in bl2+1, . . . , bk or al1+1, . . . , ak. The
quantity RobustUnfinishedTaill is handled separately from RobustUnfinishedl because
if the candidate antichain contains only a single edge in bl2+1, . . . , bk or al1+1, . . . , ak,
then RobustUnfinishedTaill can affect the local contribution of that edge.

• RunningMemTotall: This is
∑l1

i=0 t(ai) +
∑l2

i=1 t(bi), the total sum of the edge totals
over all edges in the components a0, . . . , al1 , b1, . . . , bl2 .

• EmptyTaill: This is
∑l1

i=0 t(ai) +
∑l2

i=1 max(0, t(bi)). One should think of this as the
contribution of a0, . . . , al1 , b1, . . . , bl2 to any single-edge antichain in C whose edge lies
in one of al1+1, al1+2, . . . or bl2+1, bl2+2, . . ..

Given the above variables for l = 2k + 1, one can compute

C.MemTotal = RunningMemTotal2k+1,

C.MultiRobust = max(MultiRobustSuspendEnd2k+1,

MultiRobustIgnoreEnd2k+1),

and

C.MaxSingle = max(SingleSuspendEnd2k+1,

SingleIgnoreEnd2k+1).

Prior to beginning, we have l = 0, and have that MultiRobustSuspendEnd0 = null,
MultiRobustIgnoreEnd0 = null, SingleSuspendEnd0 = null, SingleIgnoreEnd0 = null,
RobustUnfinished0 = null, RobustUnfinishedTail0 = 0, RunningMemTotal0 = 0, and
EmptyTail0 = 0.

To complete the algorithm, we present the protocol for advancing l by one, and updating
each of the intermediate values.

Suppose for some odd l > 0 we are given the values of the above quantities for l − 1,
and given the recursive values for a(l+1)/2. We obtain the new values for l as follows:

• Step 1: Simple Updates. We compute MultiRobustSuspendEndl as,

MultiRobustSuspendEndl−1 +a(l+1)/2.MemTotal,

and SingleSuspendEndl as,

SingleSuspendEndl−1 +a(l+1)/2.MemTotal .

We compute SingleIgnoreEndl as

max(SingleIgnoreEndl−1, a(l+1)/2.MaxSingle + EmptyTaill−1),

where the second entry in the maximum is the largest water mark of any single-edge
antichain in C with an edge in a(l+1)/2.
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We set RobustUnfinishedl = RobustUnfinishedl−1. Finally we increase the following
RobustUnfinishedTaill, RunningMemTotall, and EmptyTaill by a(l+1)/2.MemTotal
over their values for l − 1 (where the outcome is null if they were previously null).

• Step 2: Computing MultiRobustIgnoreEndl. We update MultiRobustIgnoreEndl
with Algorithm 3. The only antichains A that MultiRobustIgnoreEndl needs to con-
sider but that MultiRobustIgnoreEndl−1 did not are the candidate stripped robust
antichains A containing at least one edge in a(l+1)/2.

The first if-statement checks whether any multi-edge candidate antichains exist in
which a(l+1)/2 contributes only a single edge; this requires that

RobustUnfinishedTaill−1 +a(l+1)/2.MaxSingle > M
2p in order for the local contribution

of the edge in a(l+1)/2 to exceed M
2p ; and that RobustUnfinished 6= null that way the

resulting antichain contains multiple edges.

The second if-statement considers candidate antichains in which a(l+1)/2 contributes
multiple edges. If RobustUnfinishedl−1 6= null, then the maximum water mark in
C obtainable by such an antichain is RobustUnfinishedl−1 + RobustUnfinishedTaill−1

+a(l+1)/2.MultiRobust. If RobustUnfinishedl−1 = null, then the maximum water
mark in C obtainable is RobustUnfinishedTaill−1 +a(l+1)/2.MultiRobust.

Suppose for some even l > 0 we are given the values of the intermediate values for l− 1,
and given the recursive values for bl/2. We obtain the new values for l as follows:

• Step 1: Simple Updates: We compute SingleSuspendEndl as

max(SingleSuspendEndl−1 +bl/2.MemTotal,

bl/2.MaxSingle + EmptyTaill−1),

and SingleIgnoreEndl as,

max(SingleIgnoreEndl−1, bl/2.MaxSingle + EmptyTaill−1).

We compute RunningMemTotall as,

RunningMemTotall−1 +bl/2.MemTotal .

Finally, we compute EmptyTaill as,

EmptyTaill = EmptyTaill−1 + max(0, bl/2.MemTotal).

• Step 2: Computing MultiRobustSuspendEndl and MultiRobustIgnoreEndl. We
update MultiRobustSuspendEndl and MultiRobustIgnoreEndl with Algorithm 4. We
begin by computing X, the largest ignored-end cost of any candidate stripped robust
antichain in C that (1) contains multiple edges; (2) contains at least one edge in bl/2;
and (3) contains no edges in al/2, bl/2+1, . . . , ak. The first if-statement considers the
case where the antichain has one edge in bl/2; and the second considers the case where
there are multiple such edges.

After computingX, we update MultiRobustSuspendEndl and MultiRobustIgnoreEndl
based on X’s value.
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• Step 3: Computing RobustUnfinishedl and RobustUnfinishedTaill. We compute
RobustUnfinishedl and RobustUnfinishedTaill with Algorithm 5. We define m and t
to be m(bl/2) and t(bl/2), as defined in Lemma 37. We then update RobustUnfinishedl
and RobustUnfinishedTaill appropriately based on the three cases in the lemma. (In
the final case, we take the maximum of 0 and RobustUnfinishedl−1 because if the
latter is null, we wish to treat it as zero.)

This completes the recursion described in Section 7.5.2, allowing one to compute H •∞(G)
in an online manner (i.e., while executing the parallel program on a single thread) with
constant time and space overhead.

Algorithm 3 Updating MultiRobustIgnoreEnd for a(l+1)/2

MultiRobustIgnoreEndl = MultiRobustIgnoreEndl−1;
if RobustUnfinishedTaill−1 +a(l+1)/2.MaxSingle > M

2p and RobustUnfinishedl−1 6=
null MultiRobustIgnoreEndl = max(self,RobustUnfinishedl−1

+ RobustUnfinishedTaill−1 +a(l+1)/2.MaxSingle);
if a(l+1)/2.MultiRobust 6= null if RobustUnfinishedl−1 6= null MultiRobustIgnoreEndl =
max(self,RobustUnfinishedl−1 + RobustUnfinishedTaill−1 +a(l+1)/2.MultiRobust);
if RobustUnfinishedl−1 = null MultiRobustIgnoreEndl =
max(self,RobustUnfinishedTaill−1 +a(l+1)/2.MultiRobust);

Algorithm 4 Updating MultiRobustSuspendEnd and MultiRobustIgnoreEnd for bl/2

X = null;
if bl/2.MaxSingle + RobustUnfinishedTaill−1 > M

2p and RobustUnfinishedl−1 6= null
X = bl/2.MaxSingle + RobustUnfinishedTaill−1 + RobustUnfinishedl−1;
if bl/2.MultiRobust 6= null if RobustUnfinishedl−1 6= null X =
max(X,RobustUnfinishedl−1 + RobustUnfinishedTaill−1 +bl/2.MultiRobust) if
RobustUnfinishedl−1 = null X = max(X,RobustUnfinishedTaill−1 +bl/2.MultiRobust)
MultiRobustSuspendEndl = max(X,MultiRobustSuspendEndl−1);
MultiRobustIgnoreEndl = max(X,MultiRobustIgnoreEndl−1);

Algorithm 5 Updating RobustUnfinished and RobustUnfinishedTail for bl/2

m = bl/2.MultiRobust;

if bl/2.MaxSingle > M
2p m = max(m, bl/2.MaxSingle);

if m = null m = 0;
t = bl/2.MemTotal;

if t > 0 and m ≤ t+ M
2p RobustUnfinishedl = RobustUnfinishedl−1;

RobustUnfinishedTaill = RobustUnfinishedTaill−1 +t;
if t ≤ 0 and m ≤ M

2p RobustUnfinishedl = RobustUnfinishedl−1;
RobustUnfinishedTaill = RobustUnfinishedTaill−1;
if m ≥ max(0, t) + M

2p RobustUnfinishedl = max(0,RobustUnfinishedl−1) +
RobustUnfinishedTaill−1 +m;
RobustUnfinishedTaill = 0;
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Chapter 8

Optimal Reissue Policies for
Reducing Tail-Latency

This chapter presents work on the design and formulation of the SingleR policy family
for reducing tail-latency in distributed request-response workflows by judiciously sending
redundant requests. The work presented in this chapter was conducted in collaboration
with Yuxiong He and Sameh Elnikety.

Abstract

Interactive services send redundant requests to multiple different replicas to meet stringent
tail latency requirements. These additional (reissue) requests mitigate the impact of non-
deterministic delays within the system and thus increase the probability of receiving an
on-time response.

There are two existing approaches of using reissue requests to reduce tail latency. (1)
Reissue requests immediately to one or more replicas, which multiplies the load and runs
the risk of overloading the system. (2) Reissue requests if not completed after a fixed delay.
The delay helps to bound the number of extra reissue requests, but it also reduces the
chance for those requests to respond before a tail latency target.

We introduce a new family of reissue policies, Single-Time / Random (SingleR),
that reissue requests after a delay d with probability q. SingleR employs randomness to
bound the reissue rate, while allowing requests to be reissued early enough so they have
sufficient time to respond, exploiting the benefits of both immediate and delayed reissue
of prior work. We formally prove, within a simplified analytical model, that SingleR is
optimal even when compared to more complex policies that reissue multiple times.

To use SingleR for interactive services, we provide efficient algorithms for calculating
optimal reissue delay and probability from response time logs through a data-driven ap-
proach. We apply iterative adaptation for systems with load-dependent queuing delays.
The key advantage of this data-driven approach is its wide applicability and effectiveness
to systems with various design choices and workload properties.

We evaluated SingleR policies thoroughly. We use simulation to illustrate its internals
and demonstrate its robustness to a wide range of workloads. We conduct system exper-
iments on the Redis key-value store and Lucene search server. The results show that for
utilizations ranging from 40-60%, SingleR reduces the 99th-percentile latency of Redis
by 30-70% by reissuing only 2% of requests, and the 99th-percentile latency of Lucene by
15-25% by reissuing 1% only.
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8.1 Introduction

Interactive online services, such as web search, financial trading, and games require con-
sistently low response times to attract and retain users [144, 308]. The service providers
therefore define strict targets for tail latencies — 95th percentile, 99th percentile or higher
response times [85, 87, 148, 349] to deliver consistently fast responses to user requests.
For many distributed and layered services, a request could span several servers and the
responses are aggregated, in which case the slower servers typically dominate the response
time [194]. As a result, tail latencies are more suitable performance metrics than averages
in latency-sensitive applications that employ concurrency.

Variability in a service’s response-time can lead to tail-latencies that are several orders
of magnitude larger than the average or median. Rare work-intensive requests can have
a disproportionate impact on tail-latency by causing other requests to be delayed. Other,
often nondeterministic, factors also play a significant role: random load-balancing can lead
to short-term skew between machines; background tasks on servers can lead to temporary
shortages in CPU cycles, memory, and disk bandwidth; network congestion can increase la-
tency and reduce throughput of communication channels. Reducing tail latency, influenced
by all of these contributing factors, is challenging.

The judicious use of redundant computation is often a highly effective technique for
reducing tail-latency in interactive services. The basic idea is to exploit inter-machine
parallelism by sending multiple copies of a request to replicated servers in order to boost
the probability of receiving at least one timely response. This technique is widely used by
interactive services, yet despite its prevalence there has been little guidance on optimizing
its usage.

We develop a methodology for designing reissue policies that is composed of 3 steps.
First, we define several families of reissue policies of varied complexity. These reissue policies
are parametrized by variables such as: a) whether to reissue a request, b) when to reissue
a request, and c) how many times to reissue a request. We choose an optimal family of
policies among the candidates guided by a theoretical analysis under a simplified model
where the system’s response-time distributions are static. Second, we provide an algorithm
to find the optimal values for the policy’s parameters using response-time logs, solving the
constrained optimization problem efficiently. Third, we provide iterative algorithms for
refining a policy’s parameters in response to changes in system load, and for adjusting the
total fraction of requests that are reissued to minimize tail-latency.

Related work and challenges.

This technique of reissuing latency-sensitive requests is not new. It has been employed by
a wide variety of systems such as key-value stores [327, 67, 204, 347], distributed request-
response workflows [176], DNS lookup [339, 7], TCP flows [348, 111], and web-search [85].
Existing systems that reissue requests to reduce tail-latency predominantly employ one of
two strategies.

For systems that run at low utilization, the common approach is to perform immediate
reissue of requests — i.e. dispatch multiple copies of all requests. The effectiveness of
immediate reissue has been investigated in previous studies [327, 339, 348, 111]. The primary
advantage of the immediate reissue approach is that all copies of a request have an equal
chance to respond before a tail-latency deadline since they are dispatched at the same time.
This advantage is a motivation within RepFlow [348] for employing immediate reissue for
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the replication of short TCP flows (under 100KB). The disadvantage of immediate reissue,
however, is that its impact on overall load renders it ineffective for systems with moderate
and high utilization. A recent study in [339] on memcached, for example, shows that
immediate reissue can degrade performance at utilizations as low as 10%.

For systems that run at higher utilization, an alternative approach is to perform delayed
reissue of requests [85, 83, 347, 176] — i.e. dispatch a second copy of a request after a delay
d, which we refer to as Single-Time / Deterministic policy or SingleD. The SingleD
policy family corresponds to the scheme proposed in “The Tail at Scale” by Dean and
Barroso [85], where, for example, the delay d could be decided using 95th-percentile latency
of the workload. The advantage of delayed reissue is that we save the cost of reissuing the
requests that would respond fast anyway. However, if the delay d is picked to be too large,
then there may not be sufficient time for a reissue request to respond before the latency
target.

Along the line of analytical work, prior work only studied immediate reissues for average
latency under very specific arrival/service time distributions. Joshi et al. [181, 182] study
the impact of immediate reissuing on log-concave and log-convex service-time distributions.
Gardner et al. [118] present an exact analysis of immediate reissue for poisson arrivals and
exponential service-times. Lee et al. [214] consider minimizing average latency by reissuing
requests with a known cancellation overhead. Shah et al. [310] analyze the effectiveness of
immediate reissuing in the MDS queue model.

When it comes to developing effective reissue policies for reducing tail-latency on a wide
range of workloads and systems, many questions remain largely unanswered. The problem is
challenging for multiple reasons: (1) The impact of reissuing is complex: one must weigh the
odds of reducing tail latency by sending a duplicate request against the increase in system
utilization caused by adding load. (2) There is a large search space with many different
choices of which requests to reissue and when. (3) The complex and different workload
properties of various interactive services, such as service-time distributions, arrival patterns,
request correlations, and system settings make it difficult to derive general strategies for
reducing tail latency. (4) Analytical work using queueing theory is challenging even when
making strong assumptions about response-time distributions (e.g. drawn from exponential
family), and conclusions draw from such simple models are hard to generalize to more
complex systems.

Methodology and key results.

The goal of our work is to find a reissue policy that minimizes a workload’s kth percentile
tail latency by issuing a fixed percentage (or budget) of redundant requests. We explore the
space and devise reissue policies in a principled manner — directed by theoretical analysis
to identify the key insights of effective reissue policies, and driven by empirical data from
actual systems for wide applicability.

We introduce a new family of reissue policies, Single-Time / Random (SingleR),
that reissue requests after a delay d with probability q. The use of randomness in SingleR
provides an important degree of freedom that allows to bound the reissue budget while
also ensuring that reissue requests have sufficient time to respond, exploiting the benefits
of both immediate and delayed reissue of prior work.

Using a simplified analytical model, we formally prove that SingleR is the optimal
trade-off between the immediate and delayed reissue strategies. More precisely, we define the
Multiple-Time / Random (MultipleR) policies which reissue requests multiple times
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with different delays and reissue probabilities. We prove that, surprisingly, the optimal
policies in MultipleR and SingleR are equivalent. It is a powerful result, restraining the
complexity of reissue policies to one time reissue only while guaranteeing the effectiveness
of SingleR.

Next, we present how to apply SingleR for interactive services through a data-driven
approach to efficiently find the appropriate parameters, reissue time and probability, given
sampled response times of the workloads. Our approach takes into account correlations
between primary and reissue request response times. It is computationally efficient, finding
optimal values of the parameters in close to linear time, with respect to the data size.

Moreover, we show how to devise reissue policies for systems which are sensitive to added
load by adaptively refining a reissue policy in response to feedback from the system. This
method remains oblivious to many system design details, relies on iterative adaptation to
discover a system’s response-time distributions and its response to added load. This data-
driven approach is performed in a principled manner: every refined policy is the solution to a
well defined optimization problem based on updated response-time distributions, applicable
to a wide range of workloads with varying properties.

Empirical evaluation

We illustrate the properties of SingleR using both simulation and system experiments.
Through careful simulation, we illustrate two key points: 1) the use of randomization in
SingleR is especially important for workloads with correlated service times and queueing
delays, 2) the effectiveness of SingleR is robust to varied workload properties and design
choices including: utilization, service-time distribution, target latency percentiles, service-
time correlations, and load-balancing/request-prioritization strategies.

We also evaluate SingleR using two distributed systems based on Redis [358] and
Lucene enterprise search [237]. We demonstrate that, on a wide range of utilizations from
20-60%, SingleR is able to reduce tail-latency significantly while reissuing only a small
number of requests. Even at 40-60% utilization, which is high for interactive services,
SingleR reduces the 99th-percentile latency of Redis by 30-70% while reissuing only 2%
of requests, and the 99th-percentile latency of Lucene by 15-25% while reissuing just 1% of
requests.

Summary of contributions

1. We introduce the SingleR reissue policy family that reissues requests after a delay
d with probability q. It exploits randomness to permit the timely reissue of requests
with bounded budget, achieving the benefits of both immediate and delayed reissue
(Section 8.2).

2. We prove within a simplified analytical model that the optimal policies in MultipleR
and SingleR are equivalent. Reissuing more than once does not offer additional
benefit — SingleR is simple and effective. (Section 8.3).

3. We show how to apply SingleR for interactive services by providing efficient algo-
rithms for obtaining reissue delay and probability parameters from response time logs.
(Section 8.4).

4. We evaluate SingleR using both simulation and system experiments on Redis key
value store and Lucene search server (Section 8.5 and Section 8.6).
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Note that our methodology for developing reissue policies utilizes multiple performance
models of increasing complexity. This is a strategic choice that allows us to make definitive
design choices that are guided by theoretical insights. The proof that SingleR is optimal
relative to SingleD and MultipleR operates in a simplified model in which policies reissue
only a fixed fraction of requests, and where the service’s response-time distributions are
static and uncorrelated. This simplified model allows us to address questions about the
general structure of reissue policies that are otherwise intractable. Our algorithms for
finding the optimal SingleR policy for a specific interactive service operates in a less
constrained model where response-times may be correlated. Our techniques for adaptively
refining SingleR policies are in a more general model in which a system may have load-
dependent queueing delays — i.e. reissue requests perturb the response-time distribution.
The sequence of decisions made with respect to performance model are not arbitrary. As
shown in the empirical analysis of SingleR on simulated workloads in Section 8.5 and in
real-world systems in Section 8.6 these steps lead to effective reissue policies and the insights
made in simpler models are readily recognizable in our empirical results.

8.2 Deterministic versus random reissue

In this section, we introduce the Single-Time / Random (SingleR) policies, which
reissues a request with probability q after a delay d. We show how the incorporation of ran-
domness within SingleR policies enables requests to be reissued earlier while still meeting
a specified reissue budget. This allows for SingleR to reduce tail-latency significantly even
when constrained by a small reissue budget.

This section is organized as follows. Section 8.2.1 presents the model and terminol-
ogy. Section 8.2.2 defines the Single-Time / Deterministic (SingleD) policies which
formalize the “delayed reissue” strategy of prior work. We present SingleR policies in
Section 8.2.3 and discuss their benefits over SingleD in Section 8.2.4.

8.2.1 Model and terminology

We shall, for the moment, operate within a simplified performance model in which there are
no queueing delays and query response-times are independent and identically distributed.
Later, in Section 8.4.2 we describe how these limitations can be overcome to adapt our
techniques to workloads with correlated response-times and queueing delays.

Formally, we consider an interactive workload to be a collection of queries where each
query is composed of exactly one primary request that is dispatched at time t = 0 and
zero or more reissue requests dispatched at times d ≥ t.

The response-time of a query is based on the length of time between the dispatch of the
primary request and the arrival of any reply from either a primary or reissue request.

The reissue rate of a workload consisting of N queries and M reissue requests is
defined as the ratio M/N .

We look for a reissue policy that minimizes a workload’s kth percentile tail-latency with
the reissue rate equal to a given reissue budget B.

8.2.2 The SingleD policies

The Single-Time / Deterministic (SingleD) policy family is a 1-parameter family of
policies that is parametrized by a reissue delay d. A SingleD policy reissues a request
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if a response has not been received after d seconds.

Let the random variable X denote the response time of the primary request and Y
denote the response time of the reissue request. A query Q completes before time t if its
primary response-time X is less than t, or if the reissue request response-time Y is less than
t− d. The probability that the query Q responds before time t is given by Equation (8.1).

Pr(Q ≤ t) = Pr(X ≤ t) + Pr(X > t)Pr(Y ≤ t− d) (8.1)

The expected number of reissue requests created by a SingleD policy is equal to the
number of primary requests that respond after time d, i.e., the reissue budget is

B = Pr(X > d) . (8.2)

Therefore, if a system can tolerate 10% additional requests, then the delay d is chosen for
the SingleD policy such that Pr(X > d) = 1/10. The smaller the delay d, more requests
are reissued, and the higher the budget B.

8.2.3 The SingleR policies

The Single-Time / Random (SingleR) policy family is a 2-parameter family of policies
that is parametrized by a reissue delay d and a reissue probability q. A SingleR policy
reissues a request with probability q if a response has not been received after d seconds.

A query Q responds before time t if the primary request responds before time t, or if a
reissue request was created and its response time is less than t− d. The probability that Q
completes before time t while employing SingleR is given by Equation (8.3).

Pr(Q ≤ t) = Pr(X ≤ t) + q · Pr(X > t)Pr(Y ≤ t− d) (8.3)

The reissue budget is
B = q · Pr(X > d) (8.4)

Given Equation (8.3) and Equation (8.4), we write the constrained optimization problem
which identifies the reissue delay and probability parameters of the optimal SingleR policy
given the primary and reissue response time distributions X and Y .

Optimal policy for SingleR

Given tail-latency percentile k, a reissue budget B, and policy family SingleR

minimize
d, q

t

subject to Pr(X ≤ t) + q · Pr(X > t)Pr(Y ≤ t− d) ≥ k,
q · Pr(X ≥ d) ≤ B

8.2.4 Randomization is essential

The use of randomization in SingleR allows the reissue budget, and thus the added resource
and system load, to be bounded while also ensuring that requests can be reissued early
enough so they have sufficient time to respond. This may not be allowed under SingleD,
which we illustrate in the following example.
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Suppose, for example, that we want to minimize a workload’s 95th percentile tail-latency
by reissuing no more than 5% of all queries. Clearly, this cannot be achieved using a
SingleD policy — its limited reissue budget forces it to reissue requests later than the
original 95th percentile tail-latency.

In general, a SingleD policy cannot reduce any workload’s kth percentile latency with
budget B < 1− k. Randomization is an essential part of an effective reissue policy.

8.3 Single versus multiple reissue

As we saw in Section 8.2, randomness provides SingleR policies an important degree
of freedom that enables a continuous trade-off between the advantages of immediate and
delayed reissuing. A natural question arises: can we obtain an even better policy family by
introducing additional degrees of freedom?

In this section, we address this question by introducing MultipleR policies that can
reissue requests more than once, at multiple different times, and with different probabilities.
We prove a surprising fact: for a given reissue budget B and tail-latency percentile k, the
optimal MultipleR and SingleR policies achieve the same tail-latency reduction.

Note that we continue to operate in the simplified model described in Section 8.2.1 in
which there are no queueing delays and query response-times are independent and identically
distributed. These limitations will be lifted in Section 8.4.2 as we show how to adapt
SingleR policies to handle correlated response-times and queueing delays.

8.3.1 Multiple time policies

The Multiple-Time / Random (MultipleR) policy family contains policies that can
reissue requests multiple times. A policy that reissues a request at-most n times consists of
a sequence of n delays d1, d2, . . . , dn and n probabilities q1, q2, . . . , qn. Like SingleR, the
MultipleR family explores the space between two extremes — the “immediate reissue”
and “delayed reissue” strategies. Specifically, the reissue times di of a MultipleR policy
lie between 0, the time of immediate reissue, and d′, the time selected by a “delayed reissue”
SingleD policy, where Pr(X > d′) = B. For any di, since di ≤ d′, the following condition
holds

Pr(X > d′) ≥ B . (8.5)

For the purpose of our later arguments, we also define the Double-Time / Random
(DoubleR) policy family. The DoubleR family is a subset of MultipleR and contains
policies that reissue requests at most twice.

8.3.2 Single is optimal

We prove the optimality of SingleR in two steps: (1) We show in Theorem 44 that the
optimal policies in the SingleR and DoubleR families achieve identical tail-latency re-
duction; (2) Finally, we prove a generalization in Theorem 45 for MultipleR policies that
have n > 2 reissue times.

Theorem 44 The optimal SingleR and DoubleR reissue policies achieve the same kth
percentile tail-latency when given the same reissue budget B.
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Proof. Consider the optimal SingleR policy with budget B that minimizes t, the kth
percentile tail-latency. Suppose that this policy reissues requests at time d∗. Then, the
probability that a query using the optimal SingleR policy responds before time t is given
by Equation (8.6) below.

Pr(Q ≤ t) = Pr(X ≤ t) +G∗SR (8.6)

where,

G∗SR =
B

Pr(X > d∗)
Pr(X > t)Pr(Y ≤ t− d∗) . (8.7)

The first term Pr(X ≤ t) is the probabilitity that the primary request returns before the
tail-latency deadline. The term G∗SR corresponds to the case for which the primary request
misses the deadline, but the reissue request responds on-time.

Now consider a DoubleR policy with reissue times d1, d2 and reissue probabilities
q1, q2. The probability that a query using this policy reponds before time t is given by
Equation (8.8) below.

Pr(Q ≤ t) = Pr(X ≤ t) +G1 +G2 (8.8)

where,
G1 = q1Pr(X>t)Pr(Y1≤t− d1) (8.9)

G2 = q2(1− q1Pr(Y1≤t− d1))Pr(X>t)Pr(Y2≤t− d2) (8.10)

The term G1 corresponds to the case for which the primary request misses the deadline,
but the first reissue request responds on-time. Lastly, the third term G2 corresponds to
the case where both the primary and first reissue request miss the deadline, but the second
reissue request responds on-time.

We shall show that G1 + G2 ≤ G∗SR. After this has been shown, it follows that no
DoubleR policy can achieve a lower tail-latency than a SingleR policy with the same
budget.

First, we provide a bound on G1.

Consider a SingleR policy that reissues requests at time d1 with probability B ·Pr(X >
d1)−1. Using this policy, the probability that a query returns before time t is given by

Pr(Q ≤ t) = Pr(X ≤ t) +GSR,1 (8.11)

where,

GSR,1 =
B

Pr(X > d1)
Pr(X > t)Pr(Y ≤ t− d1) . (8.12)

Since G∗SR is the optimal policy for a budget B, we have that

GSR,1 ≤ G∗SR . (8.13)

Multiplying both sides of Inequality (8.13) by q1Pr(X > d1)B−1 gives us the upper
bound on G1 shown in Inequality (8.14).

G1 ≤
q1Pr(X > d1)

B
G∗SR (8.14)

Second, we provide an upper bound on G2.

We begin by formulating an upper bound on G2 that is a function of q1. This requires
a sequence of observations. We note that the budget constraint for the DoubleR policy
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implies the following inequality:

q1Pr(X > d1) + q2Pr(X > d2)(1− q1Pr(Y1 ≤ d2 − d1)) ≤ B (8.15)

Then, given q1 Inequality (8.15) implies the following upper bound on q2:

q2 ≤
B − q1Pr(X > d1)

Pr(X > d2)(1− q1Pr(Y1 ≤ d2 − d1))
. (8.16)

Finally, we incorporate this bound on q2 into the expression for G2 given in Equa-
tion (8.10) to obtain an upper bound on G2 as a function of q1.

G2 ≤
B − q1Pr(X > d1)

Pr(X > d2)
γ Pr(X > t)Pr(Y2 ≤ t− d2) (8.17)

where, γ = (1− q1Pr(Y1 ≤ t− d1))/(1− q1Pr(Y1 ≤ d2− d1)). Note that γ is at most 1 since
d2 is less than t which allows us to omit γ in Inequality (8.17) to obtain a simpler (albeit
weaker) upper bound on G2.

Now consider a SingleR policy that reissues at time d2 with probability BPr(X >
d2)−1. The probability that a query using this policy responds before time t is given by:

Pr(Q ≤ t) = Pr(X ≤ t) +GSR,2 (8.18)

where,

GSR,2 =
B

Pr(X > d2)
Pr(X > t)Pr(Y2 ≤ t− d2) . (8.19)

We have that for all positive a that aGSR,2 ≤ aG∗SR. Let a = 1 − q1Pr(X > d1)B−1,
which is strictly positive since the budget constraint on the DoubleR policy implies the
inequality q1Pr(X > d1) < B.

Then, combining Equation (8.19) and Inequality (8.17) we have that

(8.20)
G2 ≤

(
1− q1Pr(X > d1)

B

)
GSR,2

≤
(

1− q1Pr(X > d1)

B

)
G∗SR .

Together the upper bounds on G1 and G2 imply that G1 + G2 ≤ G∗SR, completing the
proof.

Theorem 45 The optimal SingleR and MultipleR reissue policies achieve the same
kth percentile tail-latency when given the same reissue budget B.

Proof.
Assume as an inductive hypothesis that the theorem holds for n- and (n + 1)-time

MultipleR policies. The base cases for 1-time and 2-time MultipleR policies follows
from Theorem 44.

Consider an optimal (n+2)-time MultipleR policy Pn+2 with reissue times d1, . . . , dn+2.
To complete the inductive argument, we will show that there exists an (n+ 1)-time Mul-
tipleR policy with reissue times d1, . . . , dn, d

′ that achieves the same kth percentile tail-
latency.
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Let Pn be the n-time MultipleR policy obtained by taking the first n reissue times
and reissue probabilities in Pn+2. The policy Pn consumes budget αB(≤ B), where α ≤ 1.

Let Q[Pn] be a random variable representing the response-time distribution of a query
reissued using policy Pn.

Let’s now transform the original problem to a new but equivalent problem of minimizing
the kth percentile tail-latency of a workload W ′ with primary response-time distribution
Q[Pn] and reissue response-time distribution Y .

We want to show that, for the workload W ′, a reissue policy with budget (1−α)B that
reissues at times dn+1 and dn+2 is a DoubleR policy. In particular, we want to show that
its budget and reissue times satisfy the condition of Inequality (8.5) under MultipleR
definition, i.e., the following two inequalities hold:

Pr(Q[Pn] ≥ dn+1) ≥ (1− α)B (8.21)

Pr(Q[Pn] ≥ dn+2) ≥ (1− α)B (8.22)

In order to show that Inequality (8.21) and Inequality (8.22) hold, we use the induction
hypothesis for n-time MultipleR policies to obtain a lower-bound on Pr(Q[Pn] ≥ dn+1)
and Pr(Q[Pn] ≥ dn+2).

Let k′ = (1− Pr(Q[Pn] > dn+1)) so that dn+1 is the k′th percentile tail-latency of Q[Pn].
Consider the original workload W with primary response-time X and reissue response-time
Y . By the induction hypothesis for n-time MultipleR policies, there exists a SingleR
policy PSR with budget αB that achieves a k′th percentile tail-latency that is at most dn+1.
Suppose that PSR reissues requests at time d∗. Then, we have that

Pr(Q[Pn] > dn+1) ≥ Pr(Q[PSR] > dn+1) (8.23)

and that
Pr(Q[PSR] > dn+1)

Pr(X > dn+1)
= 1− αBPr(Y ≤ dn+1 − d∗)

Pr(X > d∗)
(8.24)

By the definition of MultipleR we have that Pr(X > dn+1) ≥ B and by the definition
of SingleR that Pr(X > d∗) ≥ B. Together with Inequality (8.23) this implies that

Pr(Q[Pn] > dn+1) ≥ Pr(Q[PSR] > dn+1) ≥ (1− α)B (8.25)

Which proves that Inequality (8.21) holds. The proof that Inequality (8.22) holds follows
an identical argument.

Therefore, we have shown that for the workload W ′ the policy which reissues requests
at times dn+1 and dn+2 is a DoubleR policy. By Theorem 44 it follows that there exists a
SingleR policy that reissues at some time d′ which achieves the same kth percentile tail-
latency as this DoubleR policy. We can, therefore, replace the (n + 2)-time MultipleR
policy with an (n + 1)-time MultipleR policy that reissues at times d1, . . . , dn, d

′ that
achieves the same kth percentile tail-latency — completing the proof.

Analysis with Correlation The analysis in Theorem 44 may be extended (with addi-
tional assumptions) to the case in which primary and reissue response times are correlated.
Consider a DoubleR policy that reissues requests at times d1, d2, and let Q1 represent
the probability that either the primary or first reissue request (issued at time d1) responds
before time t. Then the analysis in Theorem 44 holds if a) Pr(Y2 ≤ t − d2|Q1 > t) ≤
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Pr(Y2 ≤ t − d2|X > t), and b) Pr(Y1 ≤ d2 − d1)|X > d2) ≤ Pr(Y1 ≤ t − d1|X > t).
The first assumption (a) is fairly modest and is employed to simplify Inequality (8.15).
Intuitively, assumption (a) states that the likelihood of a second reissue request responding
before time t− d2 decreases (or is unchanged) if the first reissued request fails. The second
assumption (b) is a technical requirement that allows our proof to use the budget constraint
in Inequality (8.15) in the correlated case. Specifically, assumption (b) ensures that γ in
Inequality (8.17) is at most 1. Informally, assumption (b) states that the positive corre-
lation between primary and reissue response-times is weaker in the tail of the distribution
(i.e. near time t) than it is near the reissue times d1, d2. We note that in the case where
assumption (b) fails to hold, derived bounds on γ can still be used to obtain competitive
ratios.

The optimality of SingleR is a powerful result, restraining the complexity of reissue
policies to one time reissue only while guaranteeing its effectiveness.

8.4 SingleR for interactive services

This section presents how to use SingleR for interactive services: We use a data-driven
approach to efficiently find the appropriate parameters, reissue time and probability, given
sampled response times of the workloads. We develop the parameter search algorithm in 3
steps. (1) We start from a simple model in Section 8.4.1, assuming the response times of
primary and reissue requests are independent. We present an algorithm ComputeOpti-
malSingleR that computes optimal reissue time and probability, minimizing tail latency.
Our algorithm is computationally efficient, taking O(N logN) time where N is the num-
ber of response time samples. (2) We extend the algorithm in Section 8.4.2 to incorporate
correlation between reissue and primary requests, guaranteeing optimality on parameter
selection while offering the same computational efficiency of O(N logN). (3) We show
how to adaptively refine a SingleR policy to take into account additional queueing delays
introduced to the system by the reissue requests in Section 8.4.3.

8.4.1 Parameter search

The ComputeOptimalSingleR(RX , RY , k, B) procedure (in Figure 8-1) computes the
optimal SingleR policy to minimize the kth percentile tail-latency of an interactive service
with reissue budget B. The response-time distributions for the service are represented
using two sets of samples: a set RX of response times for primary requests; and, a set RY of
response times for reissued requests, accommodating the cases in which these distributions
differ, e.g., when reissue requests are executed using dedicated or specialized resources. The
output of the procedure is the reissue time d∗ and the reissue probability q for the SingleR
policy.

ComputeOptimalSingleR searches for the optimal reissue time. We preserve the
following invariant throughout the procedure — the SingleR policy that reissues requests
at time d∗ achieves a kth percentile tail-latency of at most t. The procedure begins on
lines 2–3 by selecting a trivial policy that reissues all requests at time d∗ ← min{RX} and
achieves a kth percentile tail-latency of t← max{RX}. A search is then performed on lines
4–12 for each reissue time d ∈ RX to determine if the SingleR policy reissuing at time d
achieves a kth percentile tail-latency smaller than t. For each time d, the success-rate α of
the SingleR policy that reissues at time d is computed on line 7, which is the probability
that a query is serviced before time t. If this success rate is greater than the tail-latency
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ComputeOptimalSingleR(RX , RY , k, B):

1 Q ← RX

2 d∗ ← min{Q}
3 t ← max{Q}
4 while Q 6= ∅
5 d ← min{Q}
6 Q ← Q − {d}
7 α← SingleRSuccessRate(RX,RY,B, t, d)
8 while α > k and t > d
9 Q ← Q − {t}

10 t ← max{Q}
11 d∗ ← d
12 α← SingleRSuccessRate(RX,RY,B, t, d)
13 q ← 1−DiscreteCDF(RX , d

∗)
14 return (d∗, q)

SingleRSuccessRate(RX , RY , B, t, d):

1 Pr(X ≤ t)← DiscreteCDF(RX , t)
2 Pr(X > d)← 1−DiscreteCDF(RX , d)
3 Pr(Y ≤ t− d)← DiscreteCDF(RY , t− d)
4 q ← B/Pr(X > d)
5 α← Pr(X ≤ t) + q · (1− Pr(X ≤ t)) · Pr(Y ≤ t− d)
6 return α

DiscreteCDF(R, t):

1 s← |{x ∈ R; x < t}|
2 return s/|R|

Figure 8-1: Pseudocode for the data-driven algorithm for finding the optimal SingleR
policy.

percentile target k, we replace d∗ with d∗ ← d and decrease t to max{RX − {t}} while
preserving the invariant. This iterative refinement of the policy is repeated on lines 8–12
until the success rate α of the SingleR policy reissuing at time d is less than k. By then,
we find the optimal d∗ value, and its corresponding q value is computed at line 13.

Complexity.

ComputeOptimalSingleR is computationally efficient with complexity of Θ(N+Sort(N))
where N is the number of samples, and Sort(N) is the time required to sort N response
times. In particular, the list of potential reissue times Q is initialized with N response times.
Each time SingleRSuccessRate is invoked one element is removed from Q. Therefore,
SingleRSuccessRate can be invoked at most N times. SingleRSuccessRate evalu-
ates three cumulative distribution functions DiscreteCDF on lines 1–3. Although the
success rate α computed on line 5 is not necessarily monotonic as a function of (t, d), its
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composite CDFs are monotonic in t, d, and t − d respectively. As a result, the amortised
cost of DiscreteCDF is O(1) with a careful analysis considering order statistics and us-
ing finger search tree [53, 141]. DiscreteCDF takes pre-sorted response time samples as
inputs, where the sorting takes Θ(Sort(N)) time. Summing them together, the complexity
of ComputeOptimalSingleR is Θ(N + Sort(N)).

Theorem 46 shows that ComputeOptimalSingleR is a computationally-efficient lin-
ear time algorithm.

Theorem 46 Given N sorted response-times RX and N sorted reissue response-times RY ,
ComputeOptimalSingleR computes the optimal SingleR policy for the case in which
request response-times are independent in Θ(N) time.

Proof.
The list of potential reissue times Q is initialized with N response times. Each time

SingleRSuccessRate is invoked one element is removed from Q. Therefore, SingleR-
SuccessRate can be invoked at most N times.

The SingleRSuccessRate procedure evaluates three cumulative distribution func-
tions on lines 1–3. The runtime of DiscreteCDF depends on the time required to
perform the order statistic query on line 1. These order statistic queries can be eval-
uated in O(1) amortized time by taking advantage of the temporal access pattern of
ComputeOptimalSingleR. The algorithm considers N reissue times d = d1, d2, . . . , dN
on lines 4–12 in ascending order, and the tail-latency target t monotonically decreases as
better parameters are discovered. These two properties imply that t − d is also monoton-
ically decreasing. The monotonic behavior of t, d, and t − d is exploited by storing the
response times RX and RY in a finger search tree [53, 141, 165, 198, 240] that supports
consecutive searches to tree elements whose order statistic differs by c in O(lg c) time. This
property implies that a sequence of N order-statistic queries for monotonic sequences can
be performed in Θ(N) time.

8.4.2 Incorporating response-time correlations

The response-time of a request can be divided into two components: the amount of time
a request waits in a server’s queue before being processed (the queueing time), and the
time required execute the request (the service time). The response-times of primary and
reissue requests, however, will often be correlated. For example, queries within a workload
can have different service times: a query with high service time (e.g., many instructions) is
likely to take long for both primary and reissue requests. The system’s instantaneous load
may be similar upon the arrival of the primary and reissue requests.

Correlations between primary and reissue requests influence the probability that a reis-
sue request will respond before a tail-latency deadline. This influence can be taken into
account in ComputeOptimalSingleR by modifying line 5 of SingleRSuccessRate in
Figure 8-1 to use the conditional distribution Pr(Y ≤ t−d|X > t) in place of Pr(Y ≤ t−d).

The conditional distribution Pr(Y ≤ t− d|X > t) may be estimated efficiently by using
a 2D orthogonal range query data structure [238, 2] over pairs (tx, ty) where tx and ty are
the primary and reissue response times.

Each range query performed within SingleRSuccessRate takes O(logN) time, and
SingleRSuccessRate is invoked at most 2N times by ComputeOptimalSingleR. There-
fore, the procedure ComputeOptimalSingleR which takes into account correlation com-
putes the optimal SingleR policy in Θ(N lgN) time.
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Figure 8-2: Convergence of the adaptive SingleR policy on a workload with correlated
service-times and queueing delays.

8.4.3 Iterative adaptation for queue delays

The queueing delay of requests in a workload depends on the arrival process to a service.
The use of a reissue policy can perturb this arrival process and change the response-time
distributions used by ComputeOptimalSingleR to find a SingleR policy.

The impact of added load on a workload’s response-time distributions can be significant.
Consider the inverse CDFs illustrated in Figure 8-2a for Original and Primary requests1.
The Original curve illustrates the inverse CDF of the original primary response-time distri-
bution of the system when no requests are reissued. The Primary curve illustrates the new
inverse CDF of the primary response-time distribution when using a SingleR policy with
a 30% reissue budget. The impact of these reissue requests on the primary response-time
distribution is dramatic: the 85th percentile grows from 50 to 350.

We employ an adaptive approach to iteratively refine a SingleR policy in-response to
changes in the response-time distribution. First, we begin with a reissue policy P that
reissues requests at time d = 0 with probability B. We then execute the system with the
reissue policy and sample the response-time distributions of primary and reissue requests.
The sampled response-time distributions are used within ComputeOptimalSingleR to
compute the optimal SingleR policy Plocal for these response-time distributions. Next, we
obtain a new policy P ′ that has reissue delay d′ = d+λ(dlocal−d) where λ is a learning rate.
Finally, this process is repeated until the empirical kth percentile tail-latency converges to
the value predicted by ComputeOptimalSingleR and the empirical reissue rate converges
to B.

This adaptive approach is based upon two observations: a) using the same budget,
reissuing later tend to impact load more as it is more likely to reissue requests with more
work and higher resource demands; and, b) small changes to the reissue delay result in only
small changes to the response-time distributions. Observation (a) implies that the predicted
kth percentile tail-latency at each step of ComputeOptimalSingleR increases after each
step of the algorithm. Observation (b) implies that for sufficiently small λ that the true
optimal reissue time dopt lies between d′ and dlocal at each step of the algorithm.

Figure 8-2b shows the 95th percentile tail-latency achieved on each step of the adaptive

1The corresponding simulation setup for Figure 8-2a is discussed in Section 8.5.
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algorithm using a learning rate of 0.2 for a SingleR policy with a reissue budget of 30%.
Convergence can be detected by comparing the policy optimizer’s predicted tail-latency with
the observed latency when using the policy. For this workload, convergence is achieved after
≈ 6 iterations.

8.4.4 Extended scenarios

The tools and algorithms presented in the preceding sections can be applied to handle
common scenarios that occur in practice. Since space limitations prohibit an exhaustive
examination of each of these scenarios, we shall instead sketch a few strategies for addressing
common use cases.

Varying load / response-time distributions.

In practice a system’s response-time distribution can vary over time on both short (hourly,
daily), and long (monthly, yearly) time scales. The iterative algorithm for adaptively re-
fining a SingleR policy can be applied in an online fashion to address these temporal
variations, but requires modifications which depend on specific application needs and the
time-scale of interest to properly balance exploration and exploitation in its search.

Selecting optimal reissue budget.

The adaptive algorithm described in this section assumes the use of a fixed reissue budget.
As we learned in Section 8.2, SingleR policies are able to reduce tail-latency in a “smooth”
fashion even with very small reissue budgets. As a consequence, the tail-latency reduction
of SingleR as a function of the reissue budget tends to be a parabola whose extrema can
be readily found through simple binary search techniques.

To evaluate the practicality of this simple approach, we implemented a simple budget
selection procedure that performs the following steps: 1) set δ = 1% and set best-budget = 0;
2) for budget best-budget + δ run the adaptive SingleR policy optimizer for 5 adaptive
trials to produce reissue policy P ; 3) collect response-time data from the system when
using reissue policy P ; 4) if the budget best-budget + δ has smaller 99th percentile tail-
latency than best-budget , then set δ = 3δ/2. Otherwise, set δ = −δ/2. An example of this
binary search procedure is presented later in Figure 8-8 as part of our system experiments
in Section 8.6.

Meeting tail-latency with minimal resources

Interactive services often formulate service-level agreements (SLA) that guarantee a fixed
latency for k% of all requests. In such a scenario, a system designer may be interested in
minimizing the resources required to satisfy the SLA. Given a particular tail-latency target
T , the budget can be minimized using either a brute force search, starting at small reissue
rates, or by using a variation of the binary search procedure for finding the optimal budget
that transforms tail-latency values L using the function f(L) = min{T, L}.

8.5 Simulations

In this section we use a discrete-time event simulator to carefully evaluate the behavior and
tail-latency impact of SingleR policies. Simulation allows us to vary workload and system
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(a) Tail-latency reduction ratio. (b) Reissue remediation rate. (c) Reissue time and probability.

Figure 8-3: Simulation results for SingleR and SingleD policies with varied reissue bud-
gets on three simulated workloads: Independent, Correlated, and Queueing.

properties covering a wide range of scenarios.

First, we provide simulation results on three types of workloads: Independent, Cor-
related, and Queueing, corresponding to the three workload models in Section 8.4. This
experiment demonstrates two points: a) Randomness in SingleR is, in fact, especially
important for workloads with correlated service-times and queueing delays; and, b) The
optimal SingleR policy takes workload characteristics into account in order to maximize
the value of each reissued request.

Next, we conduct a sensitivity study that varies the Queueing workload along many
dimensions: utilization, service time distribution, percentile targets, strength of service-time
correlations, load balancing strategies, and request prioritization strategies. The results
demonstrate SingleR is effective and robust over varying workloads and system design
properties.

8.5.1 Simulated workload

Figure 8-3 provides simulation results on a set of three workloads: Independent, Correlated,
and Queueing. The service-times in each workload are drawn from a Pareto distribution
with shape parameter 1.1 and mode 2.0.

In the Independent workload, the service-times of primary and reissue requests are
independent and have no queueing delays (i.e. there are an infinite number of servers). In
the Correlated workload, the primary and reissue request service-times are correlated via
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Figure 8-4: Response-time correlations between primary and reissue requests on the Cor-
related and Queueing workloads. The service-time X of the primary request is drawn from
a Pareto distribution with shape 1.1 and mode 2. The service-time Y of a reissued request
is drawn from Y = rx+ Z, where x is the observed service-time of the primary request, Z
is drawn from a Pareto distribution with shape 1.1 and mode 2, and r = 0.5.

the relationship Y = rx+ Z where x is the sampled primary request service-time, Z is an
independently drawn service-time, and r = 0.5 is a linear correlation ratio. In the Queueing
workload, requests have correlated service-times and arrive according to a Poisson process.
The request is dispatched to the FIFO queue of one of 10 servers selected uniformly at
random. The arrival rate is chosen to achieve a system utilization of 30%.

Figure 8-3a compares the 95th percentile tail-latency reduction achieved by the optimal
SingleR and SingleD policies for varied reissue budgets. For the Queueing workload,
both the SingleR and SingleD policies are selected using adaptive policy refinement
(for the SingleD policy this adaptive refinement is needed to ensure the reissue budget is
satisfied). Figure 8-3b illustrates the “remediation rate” of SingleR and SingleD policies.
The remediation rate measures the average value of added (i.e. actually issued) reissue
requests and is defined to be the probability that a primary request X exceeds a tail-latency
target t, but the reissued request Y responds before time t− d, i.e. Pr(X > t ∩ Y < t− d).
Figure 8-3c plots the reissue times and probabilities used by the optimal SingleR policy
for each budget.

8.5.2 Benefits of randomization

The results of Figure 8-3a illustrates the benefits of randomization in reissue policies. For
all three workloads, there exists a range of reissue budgets for which the SingleD policy
is ineffective at reducing the 95th percentile tail-latency. On the Independent workload a
SingleD policy is unable to achieve any tail-latency reduction when the reissue budget
is less than 5%. On the Correlated workload, SingleD policies are ineffective for reissue
budgets less than 10%. Worst of all, SingleD policies actually increases the 95th percentile
latency of the Queueing workload with reissue budgets less than 10% — since these reissued
requests increase system load.
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In contrast, SingleR is able to reduce the 95th percentile tail-latency for all reissue
budgets on the Independent and Correlated workloads. On the Queueing workload, Sin-
gleR begins to reduce tail-latency once the reissue budget is greater than 3%. For all three
workloads, randomization allows for SingleR to achieve better tail-latency reduction than
SingleD for budgets less than 15%.

8.5.3 Impact of correlation and queueing

The procedure outlined in Section 8.4 for finding an optimal SingleR policy takes into
account the properties of the primary and reissue response-time distributions, and adapts
to queueing delays. By inspecting the three workloads in Figure 8-3, we can gain insight
into how SingleR reissue policies are able to outperform SingleD.

The goal of ComputeOptimalSingleR is to find a SingleR policy that minimizes
the workload’s kth percentile tail-latency with a reissue budget of B. One can think of
ComputeOptimalSingleR as searching over all policies that use budget B in order to
find the policy which maximizes the value of each added request. A convenient measure
of the “value“ of each reissue request is its remediation rate — i.e. the probability that
the redundancy provided by the reissue request was necessary for the query to meet its
tail-latency target.

Figure 8-3c illustrates the way in which SingleR changes its choice of reissue delay and
probability based upon the reissue budget and workload characteristics. We shall discuss
the behavior of SingleR policies for each of our three workloads in the case where the
reissue budget is 10%.

On the Independent workload, the optimal SingleR policy reissues requests with prob-
ability 0.7 at a time d where approximately 15% primary requests remain outstanding —
resulting in approximately 10% of all requests being reissued in total. On the Correlated
workload, the optimal SingleR policy chooses to reissue requests with probability 0.4 at a
time d where 25% of requests are outstanding.

On the Correlated workload, the optimal SingleR policy must reissue requests earlier
due to service-time correlations. When optimizing its success rate it takes into account the
fact that if a query’s primary request exceeds a tail latency target, there is a higher chance
of its reissue request responding slowly. By reissuing requests earlier in time, the proba-
bility that the reissued request will help tail latency (i.e. the remediation rate) increases.
Therefore, on this workload the optimal policy reissues requests earlier at a time d when
40% of requests are outstanding, and reissues with a smaller probability of 25%.

On the Queueing workload, the optimal SingleR policy reissues requests with proba-
bility 0.8 at a time d where approximately 13% of requests are outstanding. Although this
workload’s service-times are correlated, the latency of requests in the tail of the response-
time distribution is dominated by queueing delays which depends on the service process
as well as on request arrival process and load balancing. Indeed, we can observe in Fig-
ure 8-4b that the addition of queueing delays dampens the strength of correlation between
primary and reissue requests. Although the preexisting correlation can still be observed,
the structure of the joint-distribution exhibits more randomness due to request queueing
time. This provides an explanation for why SingleR, and reissuing in general, can achieve
more latency reduction on the Queueing workload than the Correlated workload, as shown
in Figure 8-3a.

This experiment shows that SingleR optimizes the choice of reissue time and proba-
bility based upon workload characteristics, maximizing the benefit of reissued requests for
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Figure 8-5: Illustrates impact of correlation ratio (Figure 8-5a), load-balancing strategies
(Figure 8-5b), and server’s queue-management policies (Figure 8-5c) on the 95th percentile
tail-latency of the Queueing workload.
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Figure 8-6: The 95th percentile tail-latency P95 and the 99th percentile tail-latency P99 for
Exp(0.1) and LogNormal(1, 1) distributions with varied reissue rates and system utilization.

tail-latency reduction.

8.5.4 Sensitivity study

We study the sensitivity of SingleR to workload properties and design choices, including:
utilization, service-time distribution, target latency percentiles, correlation among requests,
load-balancing among servers, and changing the priority processing reissued requests. As a
baseline, we use a variant of the Queueing workload from Section 8.5.1 without service-time
correlations unless otherwise specified.
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Utilization, service-time distribution and percentiles

We use LogNormal(1, 1) and Exponential(0.1) as service time distributions and measure
P95 and P99 tail latency reduction for three utilization levels: 20%, 30%, and 50%.

Figure 8-6 illustrates the P95 and P99 tail-latency reduction (Y-axis) achieved by Sin-
gleR policies over a range of reissue budgets (X-axis) compared to the original tail-latencies
when no requests are reissued. The results demonstrate: (1) Reissue obtains higher ben-
efit under less loaded systems, but even at rather high load of 50% utilization, SingleR
achieves latency reduction of up to 1.5 times. (2) The benefit of reissue tends to increase
for higher target percentiles.

Correlation.

We use the same default Pareto distribution to model service time, and progressively in-
crease the service time correlation ratio r between the primary request and its corresponding
reissued request (defined in Section 8.5.1). The P95 latency without reissue is 567, and is
independent of the correlation ratio r. Figure 8-5a reports P95 latency of SingleR using a
fixed reissue rate of 25% as a function of the correlation ratio. As expected, the less service-
times are correlated the larger benefit reissuing has on tail-latency. Even when primary
and reissue requests are strongly correlated (e.g. r = 1) SingleR is still able to reduce the
response-times of queries delayed due to queueing delays.

Load-balancing.

Figure 8-5b shows the impact of different load-balancing strategies on tail latency. We
make two observations: (1) Using more sophisticated load-balancing strategies such as
Min-of-2 (select the server with shorter queue among two randomly selected servers to
dispatch a request) or Min-of-All (select the server with the shortest queue among all
servers to dispatch a request) helps reduce the P95 tail-latency relative to the simpler
Random strategy that picks a server uniformly at random. (2) In all cases, SingleR
reduces the P95th latency by a factor of 2 or more.

Changing priority of reissued requests.

We study three priority settings: (1) Baseline FIFO corresponds to a server maintaining
a FIFO single queue, and does not differentiate between primary and reissue requests.
(2) Prioritized FIFO corresponds to a server that maintains two separate FIFO queues
for primary and reissue requests, and only processes reissue requests when the primary
queue is empty: preventing multiple reissued requests from delaying a primary request. (3)
Prioritized LIFO is the same as Prioritized FIFO but processes the reissue queue in LIFO
order. Figure 8-5c compares the three systems and shows that changing the priority scheme
has a modest impact on the tail latency improvements of SingleR.

The overall results in this section show that SingleR and its adaptive policy optimizer
is robust and reduces the tail latency for these different system design choices and workload
characteristics.
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Figure 8-7: System experiment results for the Redis and Lucene workloads. Figure 8-7a
compares the P99 latency of SingleR and SingleD for reissue budgets between 0 and
6% at 40% utilization. Figure 8-7b shows the P99 latency for SingleR with varied reissue
rates for 20%, 40%, and 60% utilization. Figure 8-7c shows the P99 latency achieved when
using the best reissue budget and a SingleR policy for utilizations ranging from 20% to
60%.

8.6 Experimental evaluation

We evaluate SingleR policies in two distributed systems based on Redis [358] which is a
key-value store that supports stored procedures, and Lucene [237] which is an enterprise
search engine. Our main target is reducing the P99 tail latency.

8.6.1 Experimental setup and workloads

We use a cluster of 10 servers to execute the workload. Each server has a dual-core 2.4 GHz
Intel E5-2676 processor and 32GB of RAM. The data sets and its associated indices both for
Redis and for Lucene fit in the main memory. To execute each query workload, we employ
several machines emulating clients that send requests in an open loop with exponential
inter-arrival times.

To enable request reissuing, we assign each primary request a timestamp, and add it
to a FIFO queue so that the request can be reissued later. A reissue thread consumes the
entries from the FIFO queue, and dispatches the request to a server after a policy-specified
delay. Prior to sending a reissue request, the completion status of its associated query is
checked using a client-local boolean array.

All reported system utilizations refer to CPU utilization on a single core as measured by
the Linux sysstat [130] utility. We use 10 adaptive iterations (with learning rate λ = 0.5) to
compute the SingleD and SingleR policies satisfying the reissue budget. The measured
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Figure 8-9: Service time distributions for the Redis set-intersection and Lucene search
workloads.

reissue rate and the target reissue budget tend to closely agree with the predictions of the
reissue policy optimizer and thus we report only the empirical rate in all figures.

8.6.2 Redis set-intersection workload

The Redis workload consists of set-intersection queries performed over a synthetic collection
of 1000 sets. Each set stores a random subset of integers in the range 1 and 106, and set
cardinalities are distributed according to a lognormal distribution. Query traces consist of
40, 000 intersections between randomly selected pairs of sets.

The service-time distribution for the Redis set-intersection workload is illustrated in Fig-
ure 8-9 discretized into 20 msec bins. Over 98% of set-intersection queries in this workload
have a service-time less than 10 msec. Indeed, the workload’s mean service time µR = 2.366
milliseconds and standard deviation σR = 8.64 may lead us to expect request latencies to
be well-behaved, even in the tail.

A handful of queries (≈ 20), however, have service times greater than 150 msec. These
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queries correspond to the rare case in which an intersection is performed between two
abnormally large sets. These rare queries do little to skew the aggregate statistics of the
workload’s service-time distribution, but have a substantial impact on tail-latency. As
shown in Figure 8-7b, the 99th percentile tail-latency for the set-intersection workload is
900 msec when one does not reissue requests.

These “queries of death” are a common problem in database applications, and their
impact on tail-latency can be difficult to predict apriori. In particular, the influence of
these requests depends to a large extent on the queueing mechanisms used in the system.
In Redis, requests are serviced in a round-robin fashion from each active client connection
in a batch. If even a single client issues a long-running request, then the requests of all
other clients will be delayed until completion. Furthermore, in an open-loop system such
delays lead to a backlog of requests that further extends the impact of the slow request for
multiple rounds.

Tail latency reduction under SingleR and SingleD

On the Redis workload, the SingleR and SingleD policies are able to reduce the P99
latency at 40% utilization from 900 milliseconds to 400 milliseconds. SingleR is able to
meet this target P99 latency with a budget of just ≈ 3.5%, whereas SingleD requires
a budget of at least 5%. For reissue budgets between 3 and 5%, the reissue probability
of SingleR increases from 0.8 to 1.0 so that for budgets greater than 5% SingleR and
SingleD are equivalent.

Figure 8-7a shows the P99 latency in msec (Y-axis) against the reissue rates between 0
and 6% (X-axis) for SingleR and SingleD. Both Redis (top figure) and Lucene (bottom
figure) running at 40% baseline utilization without any reissue.

We make two observations: First, both the SingleR and SingleD curves illustrate
reduced tail latency relative to the baseline system without reissuing. Second, we note that
the SingleR policy achieves strictly better tail-latencies than SingleD for small reissue
rates. For example at 2% reissue rate in Redis, SingleR reduces the P99 latency to 405
msec, compared to 900 msec for the baseline system and 820 msec for SingleD.

Varied system utilization

Next, we illustrate the performance of SingleR under three system utilization levels: 20%,
40%, and 60% in Figure 8-7b, which depicts the P99 latency against fixed reissue rate. For
all utilizations between 20−60%, SingleR is able to reduce the 99th percentile tail latency.

In particular, at 60% utilization (which is very high for interactive services) SingleR
with a 3% reissue rate reduces the Redis P99 latency from 1750 msec to 1000 msec, and
the Lucene P99 latency from 1603 msec to 1157 msec.

The best latency reduction occurs when choosing the optimal reissue rate, which depends
on the system utilization. For 20% utilization, we illustrate the process of finding the optimal
reissue rate via binary search in Figure 8-8. At 20% utilization the best reissue budget is
approximately 8%. At both 40% and 60% utilization, the best reissue rate is approximately
5%.

Figure 8-7c illustrates the best tail-latency achieved by a SingleR policy for the Redis
workload for utilizations between 20% and 60%. The Best Reissue Rate curve illustrates
the P99 latency achieved by the best SingleR policy (with reissue rate determined via
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a binary search procedure), and the No Reissue curve illustrates the P99 latency of the
baseline system without reissuing.

8.6.3 Lucene search workload

The Lucene search workload consists of search queries over a corpus of 33 million articles
from the English Wikipedia dataset [112]. Queries are drawn randomly from a set of 10, 000
queries from the Lucene nightly regression tests [249].

The service-time distribution for queries in the search workload contrasts with set-
intersection in that it is not as highly skewed towards very-low latencies. The distribution for
search service-times is illustrated in Figure 8-9 discretized into 20 msec bins. Approximately
90% of all requests have service times between 1 and 70 msec, and the overall distribution
has mean service-time µL = 39.73 msec with standard deviation σL = 21.88.

Similar to the set-intersection workload, the search workload also has rare slow queries.
Approximately 1% of search queries have service-times greater than 100 msec. The impact
of these slow queries on tail-latency, however, is different in Lucene than in Redis. At 40%
utilization, the search workload’s 99th percentile latency is ≈ 435 msec when there are no
reissued requests. This is not entirely due to the differences in service-time distribution,
although it certainly is an important influence. The Lucene search server also differs in
how it manages concurrent requests. Requests from all open connections are placed into a
single FIFO queue which results in relatively good tail-latency behavior — FIFO is, in fact,
optimal for light-tailed service-time distributions [344].

Tail-latency reduction under SingleR and SingleD

On the Lucene workload, we observe in Figure 8-7a that SingleR reduces Lucene’s P99
latency at 40% utilization from 433 milliseconds to 339 milliseconds, and the SingleD
policy reduces P99 to 346 milliseconds. This gap, while small, is not merely measurement
noise — all reported values reflect the median of multiple runs.

The improved performance of the SingleR policy is due to its use of randomization
that allows it to reissue queries earlier than SingleD. At 40% utilization, the optimal
reissue rate for SingleR is 4%, and the optimal policy reissues requests with probability
approximately 0.75. As the reissue rate grows the achieved latency gap between SingleR
and SingleD closes, and the reissue probability of the optimal SingleR policy converges
to 1.0. Randomization is more valuable on the Lucene search workload than it was for
Redis because of the much higher mean service time of requests.

Varied system utilization

Next, we illustrate the performance of SingleR under three system utilization levels: 20%,
40%, and 60% in Figure 8-7b, which depicts the P99 latency against fixed reissue rate.

SingleR reduces the tail-latency of Lucene search workload for all utilizations between
20− 60%. At 60% utilization (high load), SingleR reduces the P99 latency from 1603 to
1157 msec. Figure 8-7c illustrates the best tail-latency achieved by a SingleR policy for
the Lucene workload for utilizations between 20% and 60%. The Best Reissue Rate curve
illustrates the P99 latency achieved by the best SingleR policy (with reissue rate deter-
mined via a binary search procedure), and the No Reissue curve illustrates the P99 latency
of the baseline system without reissuing. We observe significant tail latency reduction due
to SingleR over the baseline.
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8.7 Conclusion

We have illustrated principled methods of generating reissue policies for interactive services.
By operating within a simplified model, we were able to prove that SingleR is an optimal
compromise between the commonly used immediate and delayed reissue strategies. There
are a few general lessons that we think are useful to impart: a) there is little reason to
choose a reissue policy more complex than SingleR if that additional complexity does not
leverage application-specific insight; and, b) reissue policies that reduce tail-latency as a
“smooth” function of their budget admit relatively simple strategies for adapting to load-
dependent queueing delays and searching for optimal reissue budgets. As we have shown,
we were able to adapt SingleR policies to systems and workloads with a wide range of
properties through iterative adaptation. As we have seen, this leads to a simple process for
finding effective reissue policies in real systems: SingleR is able to reduce tail-latency in
simulated and real-world workloads even when reissuing a small fraction of requests.
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Chapter 9

Polylogarithmic Fully Retroactive
Priority Queues via Hierarchical
Checkpointing

This chapter presents a fully-retroactive priority-queue data struture that supports updates
and queries on a timeline containing m updates with overheads that are polylogarithmic
functions of m. This improves upon the previous best-known fully retroactive priority queue
data structure that relied upon a general transformation that required Θ(

√
m logm) time

per operation. This work was conducted in collaboration with Erik D. Demaine, Quanquan
Liu, Aaron Sidford, and Adam Yedidia.

Abstract

Since the introduction of retroactive data structures at SODA 2004 [88], a major open
question has been the difference between partial retroactivity (where updates can be made
in the past) and full retroactivity (where queries can also be made in the past). In particular,
for priority queues, partial retroactivity is possible in O(logm) time per operation on a m-
operation timeline, but the best previously known fully retroactive priority queue has cost
Θ(
√
m logm) time per operation.

We address this open problem by providing a general logarithmic-overhead transfor-
mation from partial to full retroactivity called “hierarchical checkpointing,” provided that
the given data structure is “time-fusible” (multiple structures with disjoint timespans can
be fused into a timeline supporting queries of the present). As an application, we construct
a fully retroactive priority queue which can insert an element, delete the minimum element,
and find the minimum element, at any point in time, in O(log2m) amortized time per up-
date and O(log2m log logm) time per query, using O(m logm) space. Our data structure
also supports the operation of determining the time at which an element was deleted in
O(log2m) time.

9.1 Introduction

Retroactivity. We can think of a data structure as being defined by a sequence of updates
u1, u2, . . . , um applied to its initial (empty) state. Traditional data structures “live in the
present” in the sense that the user can only append updates to this sequence, and ask
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queries about the final state of the data structure resulting from the entire update sequence.
Retroactive data structures, introduced at SODA 2004 [88], allow for updates to be
inserted or deleted in the middle of the sequence, instead of just the end. Effectively, this
feature enables the user to travel back in time and make a retroactive change to the data
structure (similar to the movie Back to the Future). Thus we refer to the mutable update
sequence as the timeline .

We distinguish two forms of retroactivity. In partial retroactivity , queries can be
made only of the final version resulting from all of the updates in the timeline; effectively,
retroactive updates must be propagated all the way through the timeline in order to answer
such queries correctly. In full retroactivity , queries can be made about the data structure
at any time, corresponding to the result from a prefix of the timeline. In short, both forms
of retroactivity enable modifying the past, and full retroactivity enables querying the past.

Known results. In some settings, retroactivity is easy to achieve. If updates commute
with each other and have inverses, then retroactive updates can be moved to the end of
the timeline, making partial (but not full) retroactivity easy. If updates are inserts and
deletes, and the queries fall under Bentley and Saxe’s decomposable search problems, then
full retroactivity is possible with an O(logm) factor overhead [88].

Retroactivity becomes challenging when updates can have non-trival interactions. Here
one retroactive update can have a propagated effect on potentially all later updates. In the
extreme, when the data structure is a general-purpose computer, a retroactive update can
require an Ω(m) factor overhead [88].

The more interesting middle ground is when the updates have some but limited influence
on each other—a common scenario in many classic data structures. For example, logarithmic
fully retroactive stacks (with push/pop), queues (with enqueue/dequeue), deques (with all
four), union-find, dictionaries, and predecessor/successor structures all have logarithmic
fully retroactive data structures [88, 127]. Of these results, predecessor/successor was the
most challenging; the original paper [88] solved partial retroactivity in O(logm) but full
retroactivity in O(log2m), which was later improved to O(logm) by Giora and Kaplan
[127]. This problem is equivalent to dynamic rectilinear ray shooting, which was in fact the
original motivation for defining retroactivity.

Challenges. A key open problem in retroactivity, posed at SODA 2004, is whether there
is a difference in difficulty between obtaining partial versus full retroactivity. The only
known upper bound on the separation is a conversion from partial to full retroactivity with
O(
√
m) factor overhead [88]. Essentially, this conversion maintains Θ(

√
m) checkpoints of

the timeline using a partially retroactive data structure, and to query in between, replays
the necessary O(

√
m) intervening updates. On the other hand, the only known data struc-

tural problem with a polynomial separation between the best partially retroactive and best
fully retroactive data structures is priority queues (with insert and delete-min operations).
The logarithmic partially retroactive priority queue [88] is one of the most sophisticated
retroactive data structures, propagating potentially linear-length chain reactions in just
logarithmic time. However, the existing approach appeared limited to partial retroactivity.
Until now, the fastest known fully retroactive priority queue was the O(

√
m logm) bound

that follows from the general conversion.
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Our results. In this chapter, we solve this 11-year-old open problem by constructing
the first polylogarithmic fully retroactive priority queue. Specifically, our data struc-
ture supports inserting an element, deleting the minimum element, and finding the mini-
mum element, at any time in the timeline, in O(log2m) amortized time per update and
O(log2m log logm) time per query, using O(m logm) space. We also show how to support
another natural query over the timeline: finding the time at which a given element gets
deleted as the minimum (or finding that it remains in the structure in the present).

More importantly, we present a new general transformation from partial to full retroac-
tivity with only a logarithmic factor overhead. This result shows a strong upper bound
on the separation between partial versus full retroactivity, but it requires one additional
assumption. Specifically, we call a (partially retroactive) data structure time-fusible if,
given two such data structures representing two different timelines (contained in disjoint
time intervals), it is possible to form a new (read-only) data structure representing the con-
catenation of those timelines. Roughly speaking, this assumption lets us apply the O(

√
m)

checkpointing idea recursively in a binary tree structure built over the timeline, storing a
partially retroactive data structure for the sub-timeline represented by each rooted subtree.
Hence we call the transformation hierarchical checkpointing . A retroactive query can
then be answered by fusing O(logm) structures and asking a query about the present.

Our fully retroactive priority queue data structure is an application of this general tech-
nique. With some modifications, we show how to fuse two of the logarithmic partially
retroactive priority queues from [88] in polylogarithmic time. Applying the general tech-
nique gives us a polylogarithmic bound on fully retroactive priority queues, but with worse
bounds than those stated above. By a more careful analysis tailored to priority queues, we
show how to further tune the hierarchical checkpointing analysis to improve the running
time by a logarithmic factor and get the claimed bounds of Õ(log2m).

Organization. We organize the sections of this chapter as follows. Section 9.2 introduces
our hierarchical checkpointing framework in greater detail. Section 9.3 describes time-fusible
partially retroactive priority queues whose timelines may be fused together in polylogarith-
mic time. Section 9.4 applies the technique of hierarchical checkpointing to obtain a fully
retroactive priority queue with polylogarthmic overheads.

9.2 Hierarchical checkpointing

In this section, we present our hierarchical checkpointing technique for transforming a time-
fusible partially retroactive data structure into one that is fully retroactive while incurring
only polylogarithmic overheads. In later sections, these results will be employed to design
a fully retroactive priority queue with polylogarithmic overheads.

We begin by defining in Section 9.2.1 the notion of time fusibility for retroactive data
structures. Then in Section 9.2.2 we describe the hierarchical checkpoint procedure and
prove its correctness.

9.2.1 Definitions

Here we discuss the properties of partially retroactive data structures and the conditions
necessary to use hierarchical checkpointing to obtain full retroactivity.

We define a retroactive update operation to be the insertion or deletion of a data
structure operation at a particular time. These operations are:

215



• Insert-Op(o, t): insert a data structure update operation o into the retroactive struc-
ture’s timeline at time t.

• Delete-Op(o, t): delete a data structure update operation o from the retroactive
structure’s timeline at time t.

We define a retroactive query operation to be one that can determine some aspect of
the state of the retroactive data structure at some point in time. We use Get-View(t) as
the canonical query procedure when we describe our transformation.

• Get-View(t): returns some aspect of the state of the retroactive data structure at
time t.

For partially retroactive structures, query operations can only be performed in the
present (i.e. t = ∞). Fully retroactive data structures, however, may be queried at any
time t. It turns out, that a collection of partially retroactive data structures can be used
to support fully retroactive query operations when it is possible to “fuse” their timelines.
Formally, we say a partially retroactive data structure is time fusible if it has the following
properties:

1. It supports a function, Fuse(d1, d2), that fuses the timelines of two instances d1 and
d2 of the partially retroactive data structure, producing a version of the data structure
that allows read-only queries and reflects the updates in both d1 and d2. Fuse(d1, d2)
need only support fusion between structures containing updates that span disjoint
and adjacent intervals of the timeline.

2. Sequences of operations made on it exhibit substring closure; in other words, given a
valid sequence of operations, any contiguous subsequence of operations on the struc-
ture is also valid.

9.2.2 The data structure

In this section we describe how to transform a time-fusible partially retroactive data struc-
ture into one that is fully retroactive using our hierarchical checkpointing framework. Specif-
ically, we obtain a fully retroactive data structure with O(T (m) logm+Q(m, k)) query time
and O(A(m) log2m) amortized update time, where T (m) and A(m) represent the merge and
update time, respectively, in the original partially retroactive data structure, and Q(m, k) is
the query time of a time-fused structure consisting of k fusions and containing m updates.

The first step of our transformation is to build a checkpoint tree — a balanced binary
search tree in which each node of the tree contains a partially retroactive data structure
consisting of all the updates in the subtree rooted at that node. Our checkpoint tree is
similar to a segment tree [21] in that each partially retroactive data structure can be viewed
as a segment with endpoints given by the first and last chronological update in the structure.
The structures in the leaves of our checkpoint tree each contain only one update, and the
leaves are sorted by the time of their one update. The update operations Insert-Op(o, t)
or Delete-Op(o, t) can be performed on the fully retroactive structure by inserting into
or deleting the update, o, from all of the partially retroactive structures in the search
path. A query can be performed at time t by merging O(log n) disjoint partially retroactive
structures obtained from the balanced binary tree such that the fused structure contains
all updates in the time span (−∞, t].
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Theorem 47 Given a partially retroactive data structure that is time fusible, we may con-
struct a fully retroactive version of the data structure using hierarchical checkpointing. This
data structure will have an O(A(m) log2m) amortized update time and O(T (m) logm +
Q(m, k)) query time.

We prove Theorem 47 in two parts below.

Lemma 48 Our hierarchical checkpointing method produces a fully retroactive data struc-
ture with O(A(m) log2m) amortized update time.

Proof. Let F be a fully retroactive data structure based on a time-fusible partially
retroactive data structure P . Suppose that m updates have been inserted into F and that
the update operation for P runs in O(A(m)) time.

We utilize a scapegoat tree [117] to represent the checkpoint tree for F . The checkpoint
tree contains all updates to the fully retroactive structure at its leaves ordered by time.
Each internal node, x, is associated with an instance of P that reflects the application of
all updates in its subtree. To perform Insert-Op(o, t) or Delete-Op(o, t), we insert
the update as a leaf in the checkpoint tree, and apply the update to the instances of P
associated with nodes along the roof to leaf path in O(A(m) logm) time.

To rebalance the checkpoint tree, the tree rooted at the scapegoat node is rebuilt. We
begin by obtaining a sorted list of the k updates ordered by time by performing an in-order
walk of the subtree. We create a balanced binary tree with these k updates at the leaves,
and initialize an empty instance of P for each internal node of the subtree. Then, we insert
the update at each leaf into each of its O(log k) ancestors. Because applying an update to
an instance of P takes O(A(k)) time, the total time required to rebuild a subtree containing
k updates is O(A(k) log k). The total cost of an Insert-Op or Delete-Op operation for
the fully retroactive structures is then the sum of the cost of an insertion or deletion and
the amortized cost of rebuilding, O(A(m) log2m) amortized.

Lemma 49 Our hierarchical checkpointing method produces a fully retroactive data struc-
ture with O(T (m) logm+Q(m, k)) query time.

Proof. Suppose that T (m) is the time it takes to fuse any two instances of P , and Q(m, k)
is the time it takes to query an instance of P , where m is the total number of updates in
P , and k is the number of components that were used to create the fused structure.

To perform Get-View(t), we first traverse the checkpoint tree to identify the O(logm)
disjoint subtrees that represent the time interval (−∞, t]. The time-fusible partially retroac-
tive structures associated with these subtrees are then fused in-order, resulting in a sin-
gle structure representing the interval (−∞, t]. We can fuse O(logm) P structures in
O(T (m) logm) time. Querying this structure then takes O(Q(m, k)) time. Therefore, the
total runtime of Get-View(t) is O(T logm+Q(m, k)).

9.3 Time-fusible partially retroactive priority queue

In this section we present a partially retroactive priority queue that supports a polyloga-
rithmic fusion operation. Specifically, we describe an algorithm that fuses k = O(logm)
partially retroactive priority queues containing m updates in O(k log k logm) time. This
time-fusible partially retroactive priority queue enables the use of hierarchical checkpointing
to obtain a fully retroactive priority queue with polylogarithmic overheads.
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9.3.1 Partially retroactive priority queues

We begin with an informal review of a partially retroactive priority queue data structure.
To simplify our exposition, we treat the partially retroactive priority queue from [88] as
a black box and maintain 2 auxillary data structures: Qnow containing the set of all keys
remaining in the priority queue at time t = ∞, and Qdel containing all keys that were
removed from the priority queue at some point in the past.

We assume that the partially retroactive priority queue returns, following each retroac-
tive update, the keys which should be inserted or deleted from Qnow and Qdel. If a priority
queue is empty at time t, then a delete-min operation will, by convention, insert a place-
holder key of infinite weight into Qdel. It is known that, following a retroactive update
at time t, it is only necessary to insert or delete a single key into Qnow and Qdel [88].
We can, therefore, synchronize our auxillary data structures Qnow and Qdel with the par-
tially retroactive priority queue in O(logm) time. A proof of this claim and an in-depth
description of the partially retroactive priority queue data structure can be found in [88,
5.4].

The auxillary Qnow and Qdel structures are maintained using weight-balanced B-trees
[323, 19, 9] which for a balance factor d > 4 have the following properties:

• Insertion and deletion operations on a B-tree containing m elements take O(logm)
time.

• For all non-root nodes u at height h the weight w(u) of the subtree rooted at u is
bounded as follows: dh/2 ≤ w(u) ≤ 2dh.

• The root r of a height-h tree has bounded weight w(r): dh−1 ≤ w(r) ≤ 2dh.

• Tree-split and concatenate operations on a size-m tree take O(logm) time.

• A height-h′ subtree T ′ of a height-h weight-balanced B-tree T can be deleted to form
the weight-balanced B-tree T − T ′ in O(d(h− h′)) time.

A weight-balanced B-tree data structure possessing these properties is described in [19, 9].
Specifically, we apply the result of [19] with balance factor d = 8 to maintain Qnow and
Qdel.

9.3.2 Fusion algorithm

Before describing our algorithm for fusion, let us better understand the structure of the
problem by proving a mathematical relationship between two partially retroactive priority
queues that represent two fusible (i.e. disjoint and adjacent) intervals of time.

Lemma 50 Consider two partially retroactive priority queues Q1 and Q2 whose update
times lie in the intervals [a, b) and [b, c) respectively. Then, the partially retroactive priority
queue Q3 containing all updates in Q1 and Q2 in the interval [a, c) has the property that

Q3,now = Q2,now ∪max-A{Q1,now ∪Q2,del} (9.1)

Q3,del = Q1,del ∪min-D{Q1,now ∪Q2,del} (9.2)

where A = |Q1,now|−|Q2,del|, D = |Q2,del| and max-C{S} denotes the C largest elements in
the set S.
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GetSplitKey(s, T1, . . . , Tk)

1. If N =
∑

i|Ti|< C (for constant C), sort
⋃

i Ti and
return the sth element.

2. If s < N/2, set s = N − s and “invert” the order of
each Ti.

3. For each Ti, pick a leftmost subtree Tmi contain-
ing keys in the range (−∞,mi) where mi has
an order statistic in Ti contained in the range
(|Ti|/256, |Ti|/4).

4. Assign each mi the weight wi = |Ti|. Using
weighted selection, select the N/4th element mj

among m1,m2, . . . ,mk

5. For mi ≤ mj , let T ′i = Ti − Tmi . For mi > mj , let
T ′i = Ti.

6. Set snew = s −
∑

i(|Ti|−|T ′i |) and return
GetSplitKey(snew , T

′
1, . . . , T

′
k).

(a) Psuedocode for the GetSplitKey operation.

Fuse(Qk
1 , Q

k
2)

1. A = |Q1,now|−|Q2,del|
2. Form a list of 2k trees L = T1, . . . , T2k by

concatenating the list of k trees represent-
ing Q1,now with the k trees representing
Q2,del.

3. x = GetSplitKey(A, T1, . . . , T2k)
4. For i = 1, 2, . . . 2k, split the tree Ti on the

key x to obtain 2 trees Ti,> and Ti,<.
5. Q3,now = Q2,now + T1,>, . . . , T2k,>

6. Q3,del = Q1,del + T1,<, . . . , T2k,<

7. Return Q3

(b) Psuedocode for the Fuse operation.

Figure 9-1: Pseudocode for (a) the GetSplitKey operation; and (b) the Fuse operation.
GetSplitKey takes a key s and a list of k binary trees, and returns a key x such that s
keys in T1, T2, . . . , Tk are less than x.

Proof. Note that fusing Q1 with Q2 is equivalent to retroactively inserting all keys in
Q1,now into the timeline of Q2 at t = −∞. With this observation, the lemma can be shown
to follow from an iterative application of [88, Lemma 6]. Here we present an intuitive sketch
of the proof.

First observe that all keys in x ∈ Q1,del are also deleted in the fusion Q3. Next, suppose
there is a key x ∈ Q1,now that is smaller than the maximum element dmax in Q2,del. If we
insert x into Q2 at time t = −∞, then any delete-min in Q2’s timeline will strike x before
it strikes dmax. The element dmax is never deleted after the insertion of x, because all keys
d′ deleted after dmax are less than dmax. We conclude that Q3,del contains the elements in
Q1,del and the minimum D = |Q2,del| elements of Q1,now ∪Q2,del.

To determine the contents of Q3,now we observe that no element in Q2,now can be deleted
as the result of adding additional elements at t = −∞, and observe that keys which were
inserted, but never deleted from Q3’s timeline must be in Q3,now. It follows that Q3,now

contains the contents of Q2,now and the maximum A = |Q1,now|−|Q2,del| elements of Q1,now∪
Q2,del.

Using Lemma 50 we can construct a time-fused representation of Q3 from Q1 and Q2

in polylogarithmic time. We will represent each of Q3,now and Q3,del as a list of trees
obtained via tree-split operations consistent with the application of Equation (9.1) and
Equation (9.2). We say that a time-fusible partially retroactive priority queue has order k,
and use the superscript notation Qk, if Qknow and Qkdel are represented as lists of at most k
trees.

In Figure 9-1 we provide the pseudocode for Fuse which fuses two partially retroactive
priority queues Qk1, Q

k
2 to obtain Q3k

3 . Step 1 computes the value of A from Lemma 50,
and Step 2 concatenates the list of trees representing Qk1,now and and Qk2,del to form a list
L containing 2k trees. Step 3 computes a “split-key” x that is greater than A elements
contained in trees of L. Next each tree in L is split in Step 4 by performing a tree-
split operation to divide each tree Ti into a tree Ti,< containing all keys in Ti that are
less than x and Ti,> containing all keys in Ti that are greater than x . The trees Ti,>

219



for i = 1, 2, . . . , 2k combined with the trees in Q2,now contain the elements satisfying the
relation of Equation (9.1) in Lemma 50, and similarly the trees in Q1,del and in Ti,< for
i = 1, 2, . . . , 2k contain the elements satisfying the relation of Equation (9.2).

The following theorem proves that Fuse fuses two partially retroactive priority queues
of order k in O(k logm) time.

Theorem 51 Consider two partially retroactive priority queues Qk1 and Qk2 with order k
containing m operations. Then Fuse(Qk1, Q

k
2) runs in O(k logm) time.

Proof.

We first show that GetSplitKey runs in O(k logm) time. Our algorithm for finding
the split key is an adaptation of the approach of Frederickson and Johnson to compute
order statistics for sorted arrays [113].

Steps 1, 2, and 4 of GetSplitKey run in O(k) time (step 4 uses linear-time weighted
selection from [290]).

Step 3 finds a leftmost subtree Tmi whose contents are contained in the range (−∞,mi)
and where the order statistic of mi is in the range (|Ti|/256, |Ti|/4). We show that step
3 runs in O(k) time by showing that for each Ti such a subtree exists at a distance of
at most 2 from the root. Consider a height-h weight-balanced B-tree with balance factor
d, root node r, and an internal node u at height h − 2. The weight-balance criteria for
B-trees provided in Section 9.3.1 implies that the ratio w(u)/w(r) is bounded in the range
(1/256, 1/4). The key mi can, therefore, be found in O(1) time by selecting the maximum
key from the leftmost height-(h− 2) subtree of Ti.

Step 5 deletes the subtree Tmi from Ti if mi ≤ mj . The difference in the heights of Tmi

and Ti is at most 2, which allows T − Tmi to be obtained in O(d) time while preserving
weight-balance. For d = 8, this step runs in O(k) time. Note that the subtrees deleted
in this step contain elements whose order statistic is strictly less than N/2 and thus these
subtrees can not contain the sth order statistic. To prove this we show that the order
statistic of mj , computed in step 4, is less than N/2. The key mj is selected in step 4 such
that 3N/4 elements are contained in trees Ti for which mi > mj . For each such i, the key
mi is smaller than at least 3|Ti|/4 of the elements in Ti. The key mj is, therefore, smaller
than at least 9N/16 elements, and thus has an order statistic less than N/2.

Step 6 updates the value of s to reflect the reduced problem size, and recursively calls
GetSplitKey. To bound the depth of the recursion, it is sufficient to show that step 5
eliminates a constant fraction of the elements. Since a total of N/4 elements are contained
in trees Ti for which mi ≤ mj , and at least |Ti|/256 elements in Ti are smaller than mi,
step 5 eliminates at least N/1024 elements. The recursion depth is, therefore, bounded by
O(logN). Since N = O(m), the total runtime of GetSplitKey is O(k logm)

Next let us analyze the Fuse operation. Steps 1-2 and 5-6 of Fuse can be performed
in O(k) time. Step 3 to compute the split key runs in O(k logm) time, and step 4 may
be performed in O(k logm) time by performing an O(logm) time tree split operation on
each of k trees. The runtime of Fuse is bounded by the time to compute the split key, and
therefore is O(k logm).

The bound proved in Theorem 51 depends on the order k of the two time-fusible partially
retroactive priority queues Qk1, Qk2 being merged. It turns out, that the fusion of k partially
retroactive priority queues can be constructed efficiently while being represented using only

220



O(k) trees by combining trees in Qnow and Qdel that originated from a split operation on a
common tree. The ability to perform such a reduction relies on the following lemma.

Lemma 52 Let Q1, . . . , Qk denote k partially retroactive priority queues each with disjoint
time intervals that increase monotonically with k. Let Q∗ be a priority queue containing the
updates in Q1, . . . , Qk applied consecutively. Then Q∗,now and Q∗,del consist of contiguous
intervals of Qi,now and Qi,del, i.e.

Q∗,now = ∪i∈SnowQi,now[ai, bi] ∪i∈Sdel
Qi,del[a

′
i, b
′
i] (9.3)

Q∗,del = ∪i∈TnowQi,now[ci, di] ∪i∈Tdel Qi,del[c
′
i, d
′
i] (9.4)

for some sets Snow, Sdel, Tnow, Tdel ⊆ {1, . . . , k} and elements ai,a
′
i,bi,b

′
i,ci,c

′
i,di,d

′
i where for

a set S and a, b ∈ S we let S[a, b] = {x ∈ S : a ≤ x ≤ b}.

Proof. The proof follows almost immediately from Lemma 50. We prove it by induction
on k. Note that when k = 1 the statement is trivial as clearly in this case Q∗,now = Q1,now

and Q∗,del = Q1,del.
Now suppose we wish to prove the lemma for the given k > 1 and we know that it

holds for k− 1. Let Q′ denote the priority queue that contains the updates in Q1, . . . , Qk−1

applied consecutively. By the inductive hypothesis we know that Q′now and Q′del consist of
contiguous intervals of Qi,now and Qi,del for i ≤ k. Applying Lemma 50 we have that

Q∗,now = Qk,now ∪max-A{Q′now ∪Qk,del} for A = |Q′now|−|Qk,del| (9.5)

and
Q∗,del = Q′del ∪min-B{Q′now ∪Qk,del} for B = |Qk,del| (9.6)

However, as [a, b] ∩ (−∞, c] = [a,min{b, c}] and [a, b] ∩ [c,∞) = [max{a, c}, b] we see that
Q∗,now and Q∗,del each consist of contiguous intervals of the Qi,now and Qi,del (here the
intervals are the intervals within the Q′now as well as Qk,del and the inequality constraint
is the one imposed by restricting to max-A or min-B). Note that this argument uses that
Equation (9.5) and Equation (9.6) each consist of the union disjoint sets and therefore
disjoint intervals.

Thus we have shown that the result holds for k = 1 and we have shown that if the result
holds for k − 1 then it holds for k. The result follows by induction.

The preceding lemma allows us to tweak the fusion algorithm to guarantee that the order
of the fusion of k time-fusible partially retroactive priority queues is bounded by 2k. This
is accomplished by adding a post-processing step PostFuse immediately after the fusion
procedure Fuse. After obtaining the fusion Q3 of Q1 and Q2, the trees representing Q3,now

are checked in PostFuse to identify pairs of split-trees that were obtained by splitting a
common tree. By Lemma 52 the union of these intervals span disjoint intervals and these
pairs of trees can, therefore, be concatenated in logarithmic time.

Lemma 53 The fusion of k time-fusible partially retroactive priority queues has order
bounded by 2k and runs in O(k logm) time when using the PostFuse procedure.

Proof. We utilize the Fuse procedure to fuse 2 time-fusible partially retroactive priority
queues Qk1 and Qk2 to obtain Q2k

3 .
Following the fusion, the PostFuse procedure identifies pairs of trees in Q2k

3,now which
originated from a previous split operation on a common tree T . These pairs contain keys
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that span disjoint intervals I1, I2, and thus can be concatenated to form a single tree in
O(logm) time. This is done by sorting such trees are sorted in O(k lg k) time by their
associated interval, and then performing concatenation in (logm) time.

By Lemma 52 the keys in the concatenated tree form a contiguous interval I1 ∪ I2 in T
and, as such, performing the concatenation does not limit the algorithm’s ability to perform
additional concatenations between intervals in T .

The time required to perform ProcFuse is dominated by the time to perform Fuse,
and therefore the time bound follows from Theorem 51.

To combine the results of this section, we prove the following theorem.

Theorem 54 Consider k = O(logm) time-fusible partially retroactive priority queues. The
time to fuse these k data structures is bounded by O(k log k logm), and the time required to
query this structure is O(log2m).

Proof. We arrange the k time-fusible structures at the leaves of a balanced height-log k
merge tree. By Lemma 53 the sum of the orders of time-fusible partially retroactive priority
queues at level i in the merge tree is O(k). The total work to perform fusions at level i
is, therefore, O(k logm) Since there are log logm levels in the merge tree the total time
is O(k logm log logm). To query the fused structure we perform a query on each of the
O(logm) trees representing Qnow which can be done in O(log2m) time.

9.4 Fully retroactive priority queue

In this section we describe the design of a fully retroactive priority queue that uses hier-
archical checkpointing. We begin in Section 9.4.1 by showing how to apply our technique
of hierachical checkpointing using the time-fusible partially retroactive priority queue of
Section 9.3. This yields a fully retroactive priority queue that supports retroactive up-
dates in O(log3m) amortized time, retroactive queries in O(log2m log logm) time, and
Find-Deletion-Time in O(log3m log logm) time. Next, in Section 9.4.2, we optimize our
application of hierarchical checkpointing for priority queues to obtain O(log2m) amortized
time updates, and O(log2m) time Find-Deletion-Time queries.

9.4.1 Obtaining full retroactivity using hierarchical checkpointing

Here we analyze the fully retroactive priority queue obtained by a straightforward appli-
cation of hierarchical checkpointing. The time-fusible partially retroactive priority queue
described in Section 9.3 meets the prerequisites of Theorem 47 needed to perform the partial-
to-full transformation. Consequently we can directly apply this theorem to obtain a fully
retroactive priority queue which follows the structure laid out in Section 9.2. A checkpoint
tree contains all retroactive updates ordered by time, and each internal node maintains a
time-fusible partially retroactive priority queue that contains the updates within its subtree.

The checkpoint-tree data structure used in this fully retroactive priority queue is shown
in Figure 9-2(a) after 16 retroactive operations have been performed. In this example, the
checkpoint tree has 16 leaves each corresponding to a retroactive operation on the priority
queue. The time-fusible partially retroactive priority queue data structure described in
Section 9.3 is used to represent the partial checkpoints in a checkpoint tree. Each internal
node, Q[a,b), maintains a time-fusible partially retroactive priority queue that contains all
retroactive operations in its subtree (i.e. all operations occurring at times t ∈ [a, b)).
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Figure 9-2: Hierarchical checkpointing for fully retroactive priority queue. Illustration of
the checkpoint tree for a fully retroactive priority queue with 16 operations.

The Get-View(t) operation is illustrated in Figure 9-2(b). A checkpoint representing
the priority queue at time t = 10 is constructed by combining 3 partial checkpoints from the
checkpoint tree. The time-fusible partially retroactive priority queues Q[0,8), Q[8,10), and
Q[10,11) that are highlighted in Figure 9-2 are collected and then merged to obtain obtain a
partially retroactive priority queue containing all updates in in the interval [−∞, 10].

Theorem 55 There exists a fully retroactive priority queue that supports retroactive up-
dates in O(log3m) amortized time, queries in O(log2m log logm), and the operation, Find-
Deletion-Time, in O(log3m log logm) time.

Proof.

The time-fusible partially retroactive priority queue described in Section 9.3 supports
retroactive updates in O(logm) time. Applying Lemma 48 with A(m) = logm shows that
retroactive updates run in O(log3m) amortized time. By Theorem 54, the time to merge
O(logm) time-fusible partially retroactive priority queues is bounded byO(log2m log logm).
Similarly, the time to query this merged structure is bounded by O(log2m) since the merged
priority queue has order O(logm). Applying Lemma 49 with T (m) = O(log2m) and
Q(m) = O(log2m log logm) shows that retroactive queries run in O(log2m log logm) time.
Finally, the Find-Deletion-Time(x) operation can be performed via binary search to
identify the first time t for which the key x is not in the queue. This involves O(logm)
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retroactive queries showing that Find-Deletion-Time runs in O(log3m log logm) time.

9.4.2 Faster retroactive updates and Find-Deletion-Time queries

The general transformation described in Section 9.2 maintains balance in the checkpoint
tree by reapplying all updates in rebuilt subtrees. As shown in Lemma 56 a checkpoint tree
for priority queues can be rebuilt more efficiently.

Lemma 56 A subtree of the fully retroactive priority queue’s checkpoint tree containing m
updates can be rebuilt in O(m logm) time.

Proof. Consider a node u in the checkpoint tree with children v and w whose subtree
contains m updates. The time-fusible priority queue containing all updates in u’s subtree
can be computed in O(m) time from the 2 time-fusible priority queues associated with v
and w. First the Fuse operation outlined in Section 9.2 is performed to merge v and w.
The resulting time-fusible priority queue may represent Qnow and Qdel using multiple trees,
but these trees can be merged in O(m) time. Using this merge procedure, a subtree of the
checkpoint tree is rebuilt by first placing all m updates at the leaves of a balanced tree,
and then performing merges from the leaves upward. Each update is involved in O(logm)
merges, so the total time to rebuild the subtree is O(m logm).

A more efficient implementation of the Find-Deletion-Time(k) operation can be ob-
tained by performing a binary search directly on the checkpoint tree. The high-level idea is
to perform a binary search for the time of deletion by keeping track of the current number
of surviving keys that are less than or equal to k at any particular time. This result is
stated in Lemma 57 without proof.

Lemma 57 The Find-Deletion-Time operation which performs a binary search directly
on the checkpoint tree data structure runs in O(log2m) time.

Theorem 58 The fully retroactive priority queue performs updates in O(log2m) amortized
time when using a checkpoint tree with the memoized subtree rebuilding procedure, and
performs Find-Deletion-Time operations in O(log2m) time.

Proof. We may improve the runtime of update operations given in Theorem 55 to
O(log2m) amortized time by using the rebuild procedure given in Lemma 56. We still per-
form update operations by inserting or deleting the update from all the partially retroactive
structures along our search path, as in Lemma 48. However, we provide a tighter analysis
for rebalancing the tree.

Since our scapegoat tree has balance factor, α = 9
10 , we perform Ω(m) operations before

rebuilding a subtree. Each update operation may charge logm to every node along the
search path. Therefore, each update operation creates O(log2m) charges. Rebuilding a
subtree of size m takes O(m logm) time as given in Lemma 56. We perform at most
O(logm) rebuilds. Each node that is rebuilt has a stored charge of O(m logm). Therefore,
the time of rebuild may be paid for by the stored charge. The time per update operation
is then O(log2m).
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9.4.3 Faster Find-Deletion-Time queries

Next we discuss how to implement Find-Deletion-Time in O(log2m) time by performing
a search directly on the checkpoint tree data structure. In this section, for ease of expla-
nation, we will use a counter, di, to keep track of the number of Delete-Min operations
performed on the partially retroactive structure in node i.

Given a key k, Find-Deletion-Time(k) returns the deletion time, dk, of the element
or ∞ if the element was never deleted or never inserted into the queue. By inspection,
an element was ever inserted into a partially retroactive priority queue if and only if it is
present in either the Qnow or Qdel of the queue. Therefore, an element was inserted into
the fully retroactive priority queue if and only if it is present in the partially retroactive
priority queue at its root. Our procedure first checks the root to verify that the element
was inserted and deleted; it returns ∞ otherwise.

For the purposes of this operation, we assume that all keys inserted into the queue are
unique. First, we check whether k is in the Qdel contained in the root of the fully retroactive
tree. If k is in the root Qdel, then it was deleted at some time before the present, and we
proceed with the following recursive procedure to find tk, the time of deletion of key k. If
it is not in Qdel, then it was either never deleted or never inserted, and we return ∞.

We define s to be the number of surviving elements with keys less than or equal to k, c
to be the current node (at the very first step of the recursive procedure c is the root), cl to
be the left child of c, cr to be the right child of c, cgl to be the left child of cr, and cgr to be
the right child of cr. If a child does not exist, then the value of the corresponding variable
is set to null.

The key concept behind the Find-Deletion-Time(k) algorithm is to binary search
for the time of deletion by keeping track of the current number of surviving elements that
are less than or equal to k at any particular time. If this counter becomes zero, then we
have deleted k. We define this counter as s. To help us in the detailed explanation of this
algorithm in Figure 9-3, we define wi to be the number of elements in Qnow of node i that
are at most k, wi = |{k′ : k′ ∈ Qi,now ∩ k′ ≤ k} |, vi to be the number of elements in Qdel of
node i that are at most k, vi = |{k′ : k′ ∈ Qi,del ∩ k′ ≤ k} |, and s′i = s + vi − di of node i.
Each time we check a node i, we check its s′i which tells us either that k was deleted in the
subtree rooted at i or it was not. If s′i ≤ 0, then an update contained in i deleted k and we
binary search for the precise update. Otherwise, we can conclude that none of the updates
in the subtree rooted at i deleted k, and so, we do not need to search any more nodes in
the subtree.
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Find-Deletion-Time(k)

1. c is the current node. Set c to the root if c has not yet been set. Let s = 0.
2. If k ∈ Qnow of c:

1. If c is the root, return ∞.
2. Else, set s = max (0, s′c) + wc. Update c to be cgl if it exists. If cr only contains one

update, then that update deletes k; return the time of that update. Otherwise, go back
to Step 2.

3. Else if k ∈ Qdel of c:

1. Update c to be cl.
2. Go back to Step 2.

3. Else (k 6∈ Qdel and k 6∈ Qnow):

1. If k ∈ Qnow was found at a previous step:

1. If s′c ≤ 0: check to see if there is only one update within the subtree rooted at c.
If there is only one update, return the time, t, of the update. If there is more than
one update, set c to be cl.

2. If s′c > 0: set s = s′c + wc. Set c to be cgl if it exists. If cgl does not exist, then cr
contains only one update and that update deletes k; return the time of the update.

3. Go back to Step 2.

4. Else (k was not found in previous step):

1. Set s = max (0, s′c) + wc.
2. Set c to be cgl.
3. Go back to Step 2.

Figure 9-3: Pseudocode for the Find-Deletion-Time(k) operation.
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Chapter 10

Conclusion

10.1 Summary

This thesis has shown that the complexity of parallel programming can be reduced by de-
veloping programming technologies that facilitate the development of quality code that has
simple understandable structure and perform well in practice. There were three categories
of programming technologies developed in the artifacts of this thesis: shared-memory multi-
core algorithms, multicore-centric systems for scientific computing, and tools for measuring
and optimizing anomalous, or worst-case, behavior in parallel systems.

In Chapters 2–4, I discussed artifacts that developed shared-memory multicore algo-
rithms that are deterministic and have the semantics of serial code. The Chromatic artifact
in Chapter 2 showed how dynamic data-graph computations can be executed determin-
istically and with serial semantics by using chromatic scheduling. The Color artifact in
Chapter 3 demonstrated that vertex-ordering heuristics can be used in parallel greedy
graph coloring algorithms to compute the same result as the serial algorithm using the
same ordering. The Color artifact showed how the parallelism of the greedy algorithm can
be theoretically analyzed, and how the historically useful serial ordering heuristics can be
naturally coarsened to increase theoretical parallelism. The PARAD artifact in Chapter 4
provided a work-efficient and parallelism preserving algorithm for performing automatic
reverse-mode differentiation of parallel programs — extending the commonly used serial
program transformation. The results in these artifacts demonstrated that the complexity
of shared-memory multicore programming can be reduced, in many cases, by using par-
allel algorithms that have the semantics of serial code without compromising theoretical
scalability or real-world performance.

In Chapters 5–6, I discussed artifacts that demonstrated the effectiveness of multicore-
centric computing systems for scientific computing in the field of connectomics. The Con-
nectomics artifact in Chapter 5 demonstrated that a mixture of traditional performance
optimizations and the application of quality parallel algorithms can allow a single large mul-
ticore to outperform more complex systems employing distributed computing and GPUs.
The Alignment artifact in Chapter 6 showed how relatively simple algorithm design tech-
niques and careful pipeline design can enable a multicore-centric system to scale to larger
input sizes and scale horizontally over multiple machines in the cluster with low overhead.
The results in these artifacts demonstrated that well-designed multicore-centric systems can
be highly effective at solving problems in scientific computing, even out-performing systems
using GPUs and distributed computing.
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In Chapters 7–8, I discussed artifacts that related to the analysis and optimization of
anomalous, or worst-case, behavior in parallel systems. The Cilkmem artifact in Chapter 7
provided theoretically efficient algorithms and implementations for measuring the exact
and approximate p-processor memory high-water mark in fork-join parallel programs. The
Cilkmem tool, which implements these algorithms, allows practitioners to measure the
maximum memory their program requires in a worst case execution. The Reissue artifact in
Chapter 8 illustrated the effectiveness of the simple single-time random-reissue (SingleR)
policy family in practice and in theory, using a simplified analytical model to compare
the relative power of differently parametrized reissue policy families. The results in these
artifacts demonstrated the ability of principled tools to analyze and optimize application-
specific performance objectives in ways that have theoretical guarantees and are effective
in practice.

10.2 Taming complexity in a post-Moore’s-law world

An examination of current trends in the semiconductor industry foretells a significant rise
in the importance of software performance engineering.

The historical decoupling of application logic from performance.

In the early 2000s, computer hardware engineers were able to offer a simple and com-
pelling value proposition to industry and the other sciences: focus on the logic of your
domain-specific application, and rely on the seemingly inexorable march of microprocessor
improvements to solve your performance and scaling problems.

The end of Dennard scaling in 2005, however, marked the end of this simple argument.
As Dennard scaling ended, the semiconductor industry turned towards the design of mul-
ticore hardware which could be predictably improved over time by relying on technological
advances to increase transistor density. Thus, the value proposition was amended: if you
design your application to have copious amounts of logical parallelism, the semiconductor
industry will provide you with predictable performance improvements over time.

By 2016, the semiconductor industry acknowledged that increases in transistor density
had plateaued. The International Technology Roadmap for Semiconductors announced a
strategy called “More than Moore” that turned to focus on the needs of applications to
drive chip development instead of focusing on further scaling of semiconductor technology
for general purpose computing. The simple value proposition between the semiconductor
industry and users of computing was now dead. Going forward, the engineering of high
performance computing technology and domain-specific program logic would be intertwined.

The increased complexity of programming modern hardware has made it more difficult
for even expert programmers to develop high-quality software systems. For the scientific
computing community, developing quality software systems that can take advantage of the
latest supercomputing technology has become a costly endeavour: requiring more time,
more expensive hardware, more expert programmers, and more complex software systems.

Building a toolbox of principled technologies for average programmers

I believe that we can make it easier for average programmers to tap into the power provided
by new hardware systems by developing a toolbox of principled programming technologies.
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Developing quality software for scientific computing depends on the availability of perfor-
mant algorithms, data structures, software libraries, and system design principles. The
development of such programming technologies that are simple to use, theoretically sound,
and performant can allow programmers to focus on their application-specific logic.

The artifacts in this thesis presented several programming technologies for the shared-
memory multicore platform. Of course, the programming technologies presented in this
thesis only address a small subset of the challenges involved in general parallel program-
ming. What this thesis demonstrates, however, is that the pursuit of simple, theoretically
sound, and performant programming technologies can succeed in reducing the complexity
of programming parallel systems.
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