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Color centers in diamond have emerged as leading solid-state “artificial atoms” for a range of quantum
technologies, from quantum sensing to quantum networks. Concerted research activities are now underway
to identify new color centers that combine stable spin and optical properties of the nitrogen vacancy (NV−)
with the spectral stability of the silicon vacancy (SiV−) centers in diamond, with recent research identifying
other group-IV color centers with superior properties. In this paper, we investigate a class of diamond quantum
emitters from first principles, the group-III color centers, which we show to be thermodynamically stable in
a spin-1, electric-field-insensitive structure. From ab initio electronic structure methods, we characterize the
product Jahn-Teller (pJT) effect present in the excited-state manifold of these group-III color centers, where
we capture symmetry-breaking distortions associated with strong electron-phonon coupling. These predictions
can guide experimental identification of group-III vacancy centers and their use in applications in quantum
information science and technology.
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I. INTRODUCTION

Diamond color centers are promising building blocks for
applications such as quantum sensing and quantum com-
munication [1–4], as shown in the recent demonstration of
the generation of entanglement between two distant diamond
nitrogen vacancy (NV−) centers at a rate faster than their
decoherence [5]. While this result marks a major milestone
towards the development of scalable quantum networks, the
entanglement generation rate could be improved by orders
of magnitude with a high-efficiency photonic interface to the
emitter’s coherent optical transition. One route is to couple the
NV−center to a micro- or nanocavity to enhance spontaneous
emission into the coherent zero phonon line. However, more
work is needed to overcome the NV−’s spectral diffusion near
surfaces [6], which arises primarily from its C3v symmetry
causing a permanent electric dipole moment.

Another approach, which is considered here, is to develop
alternative color centers that have stable optical and spin
properties. Within the diamond material system, the group-
IV vacancy centers (SiV−, GeV−, SnV−, and PbV−) have
been characterized experimentally [7–14] and theoretically
[15–17]. The group-IV negative centers adopt an inversion-
symmetric split-vacancy structure which has no permanent
electric dipole moment, making their optical transitions less
sensitive to electric field noise near surfaces [18]. Addition-
ally, the branching ratio into the zero phonon line (ZPL)
can be more than an order of magnitude higher than for the
NV center, though this gain is partially offset by a lower
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internal quantum efficiency. Unfortunately, the negatively
charged group-IV centers suffer from a phonon-mediated de-
phasing mechanism of the ground-state spin structure, which
limits their spin coherence times [19]. Recent findings suggest
that by careful boron doping of diamond, the SiV can favor a
neutral charge with the stable spin-1 electronic ground state
of the NV− center and the stable optical transitions of the
SiV−[20], though more work is needed to demonstrate both
properties in the same emitter. A natural question is whether
there are other color centers that exhibit stable optical and
spin properties in their thermodynamically favored charge
state in intrinsic diamond. Outside of the group-IV centers,
previous work has characterized other dopant vacancy centers
in diamond [21]; however their optoelectronic properties are
not yet understood.

In this paper, we report predictions of the diamond group-
III vacancy defects XV, with X = Al, Ga, In, and Tl,
and characterize their properties using ab initio electronic
structure theory of the ground- and excited-state manifolds.
Our calculations reveal that the three lightest defects are
stable in inversion-symmetric configurations, with a thermo-
dynamically preferred −1 charge state which makes them
isoelectronic with the SiV0 defect. We characterize the prod-
uct Jahn-Teller (pJT) effect [17,22] present in the excited-state
manifold, where we capture symmetry-breaking distortions
associated with strong electron-phonon coupling. While these
distortions have a large effect on the zero-phonon line en-
ergies, they preserve the inversion symmetry in the excited
state, maintaining the desired charge noise insensitivity. We
also capture vibronic spectra and discuss the relatively high
predicted ZPL emission efficiency found. Overall, the group-
III vacancy centers are found to be similar to their group-IV
neutral counterparts, but with a spin-1 ground state for the
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FIG. 1. (a) D3d ground-state structure of a group-III vacancy defect in diamond. The impurity atom lies directly between two carbon empty
lattice sites, equidistant to six nearest-neighbor carbons. (b)–(e) Ground-state spin-resolved energy level structure of the group-III vacancies
in charge states −2 to +1. Both the −1 and +1 charge states are stable in the high-symmetry D3d structure, while the −2 and neutral charge
states have uneven occupations and distort to a C2h structure. (f) Predicted thermodynamic charge transition levels for each of the group-III
defect centers. The dashed line labeled “EF Diamond” is the Fermi level calculated for bulk, pristine diamond.

thermodynamically stable negative charge state in intrinsic
diamond. The combination of the stable spin-1 ground state
and symmetry-protected optical transitions makes these cen-
ters excellent candidates for quantum technologies.

II. RESULTS AND DISCUSSION

First, we investigate the electronic properties of the group-
III vacancies for aluminum, gallium, indium, and thallium
using density functional theory (see the Appendix). All four
substituents are found to energetically favor the split-vacancy
complex shown in Fig. 1(a) over the separate substitutional
and vacancy defects and are therefore expected to form under
typical implantation and annealing conditions. Depending on
the charge state, this configuration has either a D3d geometry
with the principal axis oriented along the [111] crystallo-
graphic direction or a C2h geometry. Both configurations are
inversion symmetric about the substituent atom and there-
fore cannot have a net dipole moment, making their optical
transitions insensitive to charge noise. Each of the presented
calculations uses a 512-atom “supercell” and samples the �

point; we refer to the Appendix for computational details.
BV− is not included in this work as previous work has shown
its formation from B substitutional and vacancy defects is not
as energetically favorable as the NV, group-IV elements, or
other group-III elements [21]. Additionally, its small atomic
size means it sits at a substitutional rather than the desirable
interstitial site in the defect-vacancy complex [21], and it is
therefore expected to behave in a significantly different way
than the other group-III elements. Additionally, higher-order
complexes are not considered as they are not likely to form
due to low mobility of substitutional defects in diamond [23]
at typical processing temperatures.

As previous work [15–17,24] has established for group-IV
emitters in diamond, the orbitals associated with the group-III
defects can be identified by their symmetry and are composed
of dangling carbon bonds and s and p orbitals from the dopant
atom. We find two pairs of degenerate Kohn-Sham (KS)

orbitals are localized within the diamond band gap, having
Eu and Eg symmetry, respectively. The orbitals within each
degenerate pair are denoted as eux(y) and egx(y), where x or y
refers to their orientation. While additional localized defect
orbitals are present, they are energetically far from the band
edges and are therefore not accessible for optical excitation.
The symmetry of these orbitals originates from the point
group symmetry of the defect; thus, we find the same orbitals
as for the group-IV defects.

Figure 1 shows the electronic ground-state configurations
for these defects in charge states from −2 to +1. Figures 1(b)–
1(e) plot the energies of the spin-majority (spin-up) and spin-
minority (spin-down) channels for each of the defects, where
the eu orbitals lie below the eg orbitals in each case.

Of particular interest are the −1 charge states, which are
spin-1 states, isoelectronic to the group-IV neutrals [17] and
stable in a D3d configuration. For each defect, the ground-state
electronic configuration of the −1 charge state is denoted by
e4

ue2
g, such that there are two unfilled eg orbitals, both of the

same spin channel. This can equivalently be formulated in
terms of a pair of holes occupying the remaining eg ground-
state orbitals. In contrast to ab initio orbital energetics of
group-IV neutral systems [15,17], where the eu KS orbitals lie
below the valence band edge, both the eu and eg levels for the
spin-minority channel are located within the band gap for the
group-III negatives. The isolation of the defect states from the
bulk bands make single-photon transitions from the defect
to bulk states less likely when addressing the defect-defect
transition, potentially improving the excitation efficiency for
the group-III vacancy centers.

Next, we calculate which charge state is thermodynami-
cally most favorable at a given doping level for the diamond
host. The Fermi level at which a transition becomes thermody-
namically stable is given by the charge transition level (CTL)
[25]:

ε(q1/q2) = E tot
q1

+ E corr
q1

− E corr
q2

− E tot
q2

q2 − q1
, (1)
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with E tot
q being the total energy from the supercell calculation

in charge state q and E corr
q being the corresponding charge cor-

rection to account for periodic interaction of charges between
neighboring supercells [26–28]. We apply the correction tech-
niques described in Ref. [26], yielding the results summarized
in Fig. 1(f).

Our calculated CTLs are useful in understanding the ther-
modynamic situations in which the desirable −1 charge state
will be preferred. The −1 charge state of these defects would
act as electron acceptors, which require compensatory elec-
tron donors present in the system. One common example of
electron donors would be nitrogen substitutions, which have a
deep donor level 1.7 eV below the conduction band maximum
[29–31]. This nitrogen doping would shift the Fermi level
higher towards the conduction band edge. In the case of InV
and TlV, this positive Fermi energy shift may improve the
stability of the q = −1 charge state. For GaV and especially
for AlV, the thermodynamic stability window is at a slightly
lower Fermi energy. The q = −1 charge state may still be
realized; however, too much n-type doping may push these
emitters to the q = −2 charge state instead. We note that
other electron donors in the system such as the NV− or boron
substitutions would pull the Fermi level closer to the valence
band edge, which may improve stability of GaV− and AlV−.
In general it is difficult to pinpoint the exact location of the
Fermi level given that it is sample dependent and depends on
all of the impurities and defects in the crystal of interest.

We note, however, that our calculated CTLs are computed
in a way similar to the CTLs for group-IV defects [15]. These
CTL predictions of the group-III and group-IV emitters are
very similar and have had much success in predicting the
charge dynamics of group-IV emitters compared to experi-
ment. While experimental investigations of group-III defects
have not been reported, the similarity in the CTL predictions
along with the success of these methods for group-IV defect
charge behavior indicates that the stability of the charge state
associated with a S = 1 spin state is more likely to be found
in group-III emitters for typical diamond samples. The Fermi
levels associated with the stability of the S = 1 charge state
(i.e., q = −1 for group III and q = 0 for group IV) are higher
for the group-III defects we study here. In the case of the SiV0,
achieving the S = 1 charge state required Boron doping, i.e.,
lowering the Fermi level. The higher Fermi energy window
associated with the group-III negatives studied here suggests
these candidates may be found without the need for lowering
the Fermi energy or doping in general.

Given that these color centers are isoelectronic with the
SiV0, the negatively charged group-III vacancy centers are
expected to have electronic properties similar to the SiV0

in the ground and excited states. In particular, exciting an
electron from the lower-energy eu to the higher-energy eg

orbital means that the electronic configuration becomes e3
ue3

g,
producing an unequal occupation of the two degenerate orbital
pairs. Such a system is expected to be Jahn-Teller unstable
[32] as a result of a product of two the Jahn-Teller instabilities
for both the eu and eg orbitals, denoted as a (eg ⊗ eu) ⊗ Eg

product Jahn-Teller effect [17]. Here Eg is the irreducible
representation of the coupled phonon modes that produce the
distortion. Each of these modes is twofold degenerate, and the
Jahn-Teller distortion therefore resides in a two-dimensional

coordinate space that contains the high-symmetry D3d point,
as well as three equivalent energy minima in the C2h symmetry
group. Accurately describing the Jahn-Teller effect is impor-
tant in predicting the experimentally relevant zero phonon line
energy associated with optical emission, as the pJT symmetry
reduction can result in a large energy change in the excited
state, as seen in the case of the SiV0 [17,20,33].

To capture this effect in group-III vacancy centers, we relax
the GaV−, InV−, and TlV− defects in the excited electronic
state using constrained density functional theory (DFT; �

self-consistent field (SCF), see the Appendix). First, we relax
the system constrained to both D3d and C2h geometries with
excited electronic occupations until forces on all atoms are
below 10−6 Ry/bohr. We additionally verify that the result-
ing C2h structure is the true minimum of the excited-state
manifold by relaxing without any symmetry constraints. From
these relaxed C2h and D3d geometries, we can construct the
full-potential energy surface associated with the Jahn-Teller
modes in the excited manifold. AlV− is omitted from the
excited-state calculations due to numerical convergence chal-
lenges with the system. The small energy difference between
the eu and eg states causes oscillations of the occupations dur-
ing iterative minimization, which prevented us from obtaining
its excited-state properties. However, it is expected to follow
the same trends as the heavier group-III elements.

Similar to the behavior of the group-IV neutral excited
states in Ref. [17], four distinct excited states may exist
depending on the occupations of the defect orbitals, as can
be seen from the fact that the two holes can each occupy
two orbitals. However, our current techniques are able to
access only the lowest excited-state energy configurations for
a given geometry; therefore, we consider only the lowest of
the two excited-state potential energy surfaces. Future exten-
sions of this work could use a formalism along the lines of
Refs. [34,35], which restrict the symmetry of the orbitals,
allowing for a better approximation of the many-body Hamil-
tonian and a slightly more accurate ZPL energy calculation.
In the case of group-IV neutrals, these many-body effects are
found to shift the ZPL energy by less than 0.03 eV (∼2%)
from the energy difference obtained from DFT. While these
differences might be slightly different for the group-III centers
studied here, they are still expected to be of the same order
of magnitude, so we choose to approximate the ZPL energy
without considering these additional many-body effects. We
also note that a deeper understanding of the excited-state level
structure can be achieved by considering additional physical
effects such as spin-orbit coupling [36] or by using alternative
computational methods, such as GW [37] or time-dependent
DFT [38]. However, our results provide an important first
step towards characterizing these emitters. The calculated
ZPL energies, given as the energy difference between the C2h

excited electronic state and the D3d ground electronic state,
are summarized in Table I.

Figure 2 and Table I summarize the results of the pJT cal-
culations. Figure 2(a) shows a one-dimensional interpolation
of the excited-state potential energy surface between the D3d

(located at Q = 0) and C2h geometries. The global minimum
is the relaxed C2h geometry, while the local minimum on the
opposite side of the D3d point is a saddle point. The energy
differences between the D3d and global C2h minima (�) and
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TABLE I. Energetics of group-III color centers GaV−, InV−, and
TlV−. The predicted Jahn-Teller instabilities, depicted in Fig. 2, are
given by � and δ. The zero phonon line energies are given by EZPL

(see Fig. 3).

� (meV) δ (meV) EZPL (nm, eV)

GaV− 236 71 679, 1.82
InV− 175 60 584, 2.12
TlV− 148 58 437, 2.84

the saddle point and global C2h minima (δ) are presented
in Table I. In the first-order Jahn-Teller effect, the potential
energy surface would be symmetrical with respect to the D3d

point, such that δ → 0. However, given the relatively large
values of δ, higher-order effects are clearly important in this
system [32]. We note that these δ values are consistent in

FIG. 2. Product Jahn-Teller instability for group-III vacancy cen-
ters GaV−, InV− and TlV−. (a) Linear interpolation between the
relaxed low-symmetry C2h and high-symmetry D3d geometries for
the excited-state electronic configuration e3

ue3
g. The distortion is fa-

vored due to a product Jahn-Teller effect caused by the occupational
imbalances in the eu and eg orbitals. The computed instability en-
ergies are given as � and listed in Table I, where we also list
the energy barrier δ caused by higher-order phonon coupling. (b) The
configuration spaces plotted in (a) and (c) are depicted relative to the
high-symmetry D3d (black dot) and three low-symmetry C2h points
(white dots). The solid (dashed) black line indicates the path taken
along the x axis for (a) [(c)]. The gray dot-dashed lines indicate the
areas where the defect has C2h symmetry, with all points not on the
lines (and not at the center D3d point) having Ci symmetry. (c) Cal-
culated energies for a path equidistant to the high-symmetry D3d

point shown in (b), where we find three energetically equivalent C2h

geometries. The local minima represent saddle points, corresponding
to the local minima shown in (a). Additionally pictured are the three
equivalent distortions from D3d to each of the C2h minima. Purple
arrows in the inset indicate the magnitude and direction of distortions
of the six nearest-neighbor atoms for the three equivalent Jahn-Teller
minima.

magnitude with values obtained for group-IV neutral emitters
[17,36].

In Fig. 2(c), we map out the energy of the system along
a circle through the Jahn-Teller coordinate space which
traverses the three energetically equivalent C2h minimum ge-
ometries, as well as the energy barriers between them caused
by the higher-order Jahn-Teller coupling. The trajectories
in the coordinate space shown in Figs. 2(a) and 2(c) are
visualized in Fig. 2(b), where we depict the locations of high-
symmetry D3d geometry along with the three equivalent C2h

configurations within the JT space. The movements of the
nearest-neighbor carbons resulting from each of the equiva-
lent distortions are shown as well. We note that each distortion
affects one pair of the nearby carbon atoms more than the
other two. By adding each of these distortions together, we
arrive at the high-symmetry D3d geometry once again.

To characterize the optical properties, we calculate ab initio
emission line shapes using the method outlined in Ref. [39]
(see the Appendix). The emission line shape can then be
calculated from the overlap of the ionic vibrational wave
functions between the relaxed excited electronic state and the
electronic ground vibrational states [39,40] according to

A(h̄ω) =
∑

m

|〈χe0|χgm〉|2δ(EZPL − Egm − h̄ω), (2)

where χg(e)m is the mth vibrational state of the ground (ex-
cited) electronic state and ω is the frequency of the transition.
Egm represents the energy of the vibrational state χgm. The true
emission line shape is determined by Fermi’s golden rule and
is proportional to this overlap and the transition frequency as
L(h̄ω) ∝ ω3A(h̄ω).

The vibrational overlaps are evaluated using a generating
function approach as described previously [39]. The generat-
ing function method assumes that the modes in the ground and
excited states are identical, and there is only a difference in
geometry between the two configurations. This assumption is
strongly violated when a Jahn-Teller distortion occurs in the
excited state since the symmetries between the two geome-
tries are different. Using the C2h → D3d transition therefore
underestimates the overlap of the ground vibrational states in
the ground- and excited-state electronic manifolds. Previous
theoretical approaches for generating emission spectra for JT-
unstable defects in diamond have neglected the effect of the
JT distortion by equally occupying the degenerate electronic
orbitals using fractional occupations, effectively enforcing a
high-symmetry configuration (e.g., in the NV− [39] and SiV−
[41]). We use a similar approximation by studying the phonon
coupling to the emission from the excited state with the cor-
rect orbital occupations, but restricted to a D3d geometry. We
note that this leads to a slightly lower Debye-Waller factor
than the fractional occupation technique for the excited elec-
tronic states.

Figure 3 summarizes the optical properties of the group-III
defects. Figure 3(a) shows ZPL energies, which are compa-
rable to the equivalent group-IV defects (which have ZPLs
ranging from 2.06 eV for GeV− [8] to 2.38 eV for PbV− [10].
The line shapes in Fig. 3(c) give information on what to ex-
pect from photoluminescence experiments. The Debye-Waller
factor in Fig. 3(b), which describes the overall emission ef-
ficiency into the ZPL, is an important figure of merit for
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FIG. 3. (a) Predicted zero phonon line energy for each of the
color centers found using �SCF, including the pJT energy reduction
in the excited state. (b) Debye-Waller factor (left) and Huang-Rhys
factor (right) for each color center. The Debye-Waller factor indicates
the fraction of photons emitted into the ZPL, while the Huang-Rhys
factor indicates the mean number of phonons emitted with each
photon. (c) Ab initio spectra for the D3d → D3d transition showing
the predicted emission line shape on a linear scale relative to the zero
phonon line. We include linewidth broadening associated with near
room temperature conditions.

the performance of these defects in quantum protocols such
as photon-mediated entanglement [3]. The resulting spectra,
along with the predicted Huang-Rhys and Debye-Waller fac-
tors, are given in Fig. 3. The emission efficiency into the
ZPL is much higher than what is observed in NV− [42], al-
though we find that the efficiency decreases for heavier defect
elements.

III. SUMMARY

In conclusion, we predicted the quantum optoelectronic
properties of diamond group-III vacancy centers. Our calcu-
lations showed that these color centers are stable in intrinsic
diamond in an S = 1 spin state with a symmetry that makes
their transitions insensitive to electric fields. While we did
not explicitly calculate properties of the ground-state spin
manifold such as zero- field splitting and the effective g factor,
the similarities of the orbital shapes and structures we find
between the group-III defects and the group-IV neutrals sug-
gest these parameters will be of a similar order of magnitude.
As has been shown experimentally for the SiV0, we expect
that these group-III defects are likely to have favorable spin
coherence properties [20]; however, further work is needed
to verify this. The combination of favorable thermodynam-
ics, stable spin, and symmetry-protected optical properties
makes the negatively charged group-III vacancy centers ideal
candidates for applications such as quantum networking and
computing. The emerging ability to perform detailed calcu-
lations on spin and optical properties of nanoscopic quantum
emitters, including corrections such as the large-product Jahn-
Teller effect, marks an important step towards ab initio design
and discovery of quantum materials [43]. In particular, the

predicted properties of the group-III vacancy class of emitters
would combine the desired attributes of high Debye-Waller
factors with highly coherent spin and optical transitions at
a range of wavelengths, promising a new class of quantum
emitters for applications in quantum information science and
technology.
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APPENDIX: METHODS

All calculations were formed using the Kohn-Sham, plane-
wave density functional theory code QUANTUM ESPRESSO

[44,45]. The exchange-correlation interactions were approx-
imated by the hybrid Heyd-Scuseria-Ernzerhof (HSE06)
[46,47] functional, which has been shown to describe the
energetics of bulk diamond and other known diamond color
centers with high accuracy. The group-III defects are de-
scribed within a 512-atom supercell of diamond, built using
the relaxed HSE06 lattice constant of the primitive cell, which
is found to be a = 3.545 Å. We describe the system by
sampling only at the � point of the Brillouin zone. The Kohn-
Sham states are described using a plane-wave basis set with an
energy cutoff of 80 Ry, and norm-conserving pseudopotentials
[48] are used to describe the electronic interaction with the
nuclei. In all instances, spin polarization is included.

When describing the luminescence line shape (i.e., Fig. 3
of the main text), we modeled the ground-state phonons
of the system using a finite-difference approach as im-
plemented in PHONOPY [49]; here we use the efficient
Perdew-Burke-Ernzerhof (PBE) functional [50] with ultrasoft
pseudopotentials [51]. The use of ultrasoft pseudopotentials
gives the same results as the previously used norm-conserving
pseudopotentials within numerical accuracy. Phonon prop-
erties computed using the PBE functional have previously
been found to be sufficiently accurate compared to the hybrid
functional used earlier [52]. However, both the ground- and
excited-state geometries associated with the line shape corre-
spond to those calculated using the HSE06 functional.
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