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LINEAR STABILITY OF SLOWLY ROTATING KERR BLACK HOLES

DIETRICH HÄFNER, PETER HINTZ, AND ANDRÁS VASY

ABSTRACT. We prove the linear stability of slowly rotating Kerr black holes as solutions of the Einstein vacuum equations: linearized perturbations of a Kerr metric decay at an inverse polynomial rate to a linearized Kerr metric plus a pure gauge term. We work in a natural wave map/DeTurck gauge and show that the pure gauge term can be taken to lie in a fixed 7-dimensional space with a simple geometric interpretation. Our proof rests on a robust general framework, based on recent advances in microlocal analysis and non-elliptic Fredholm theory, for the analysis of resolvents of operators on asymptotically flat spaces. With the mode stability of the Schwarzschild metric as well as of certain scalar and 1-form wave operators on the Schwarzschild spacetime as an input, we establish the linear stability of slowly rotating Kerr black holes using perturbative arguments; in particular, our proof does not make any use of special algebraic properties of the Kerr metric. The heart of the paper is a detailed description of the resolvent of the linearization of a suitable hyperbolic gauge-fixed Einstein operator at low energies. As in previous work by the second and third authors on the nonlinear stability of cosmological black holes, constraint damping plays an important role. Here, it eliminates certain pathological generalized zero energy states; it also ensures that solutions of our hyperbolic formulation of the linearized Einstein equations have the stated asymptotics and decay for general initial data and forcing terms, which is a useful feature in nonlinear and numerical applications.
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1. Introduction

We continue our investigation of stability problems in general relativity from a systematic microlocal and spectral theoretic point of view. In previous work [HV18b, Hin18a], the second and third authors proved the full nonlinear stability of slowly rotating Kerr–de Sitter (KdS), resp. Kerr–Newman–de Sitter (KNdS) black holes as solutions of the Einstein vacuum equations, resp. Einstein–Maxwell equations, with positive cosmological constant $\Lambda > 0$. The proofs of these results rest on the completion of two main tasks:

(1) control of \textit{asymptotics and decay} of tensor-valued linear waves on \textit{exact} slowly rotating KdS spacetimes via spectral theory/resonance analysis—we were in fact able to deduce the structure of resonances as well as mode stability of slowly rotating KdS black holes from that of spherically symmetric Schwarzschild–de Sitter (SdS) spacetimes;

(2) robust control of the \textit{regularity} of linear waves on \textit{asymptotically} KdS spacetimes via microlocal analysis on the spacetime. (Combined with the spectral theoretic results on exact KdS spacetimes, this gives precise regularity and decay results for waves on asymptotically KdS spacetimes.)

The present paper completes the first task on slowly rotating Kerr spacetimes: we show that solutions of the linearization of the Einstein vacuum equations around a slowly rotating Kerr solution decay at an inverse polynomial rate to a linearized Kerr metric, plus a pure gauge solution which, in a linearized wave map gauge, lies in an (almost) explicit 7-dimensional vector space.

More precisely, recall that the metric of a Schwarzschild black hole with mass $m > 0$ is given in static coordinates by

$$g_{(m,0)} = \left(1 - \frac{2m}{r}\right) dt^2 - \left(1 - \frac{2m}{r}\right)^{-1} dr^2 - r^2 \hat{g}, \quad t \in \mathbb{R}, \ r \in (2m, \infty),$$

where $\hat{g}$ is the standard metric on $S^2$ [Sch16]. The more general Kerr family of metrics $g_{(m,a)}$ [Ker63] depends in addition on the angular momentum $a \in \mathbb{R}^3$. These metrics are solutions of the \textit{Einstein vacuum equations} \footnote{As written, this is a \textit{single} equation for a symmetric 2-tensor $g$. However, we follow standard terminology and refer to this as the Einstein \textit{equations} in light of the fact that (1.1) is a coupled system of 10 nonlinear equations for the coefficients of $g$ expressed in local coordinates.}

$$\text{Ric}(g) = 0. \quad (1.1)$$

Fix a mass parameter $m_0 > 0$ and set $b_0 = (m_0, 0) \in \mathbb{R}^4$. Restricting to Kerr black hole parameters $b = (m, a) \in \mathbb{R}^4$ close to $b_0$, we can regard $g_b$ as a smooth family of stationary
(time-independent) Lorentzian metrics on a fixed 4-dimensional manifold
\[ M^0 := \mathbb{R}_t \times [r_-,\infty) \times S^2, \]
where \( r_- < 2m_0 \). The level sets of \( t \) here are equal to those of \( t \) in \( r > 4m_0 \), i.e. far away from the black hole, and are regular and transversal to the future event horizon \( \mathcal{H}^+ \), which for \( b = b_0 \) is located at the Schwarzschild radius \( r = 2m_0 \). Linearizing equation (1.1) for \( g = g_b \) in the parameters \( b \), we see that the linearized Kerr metrics
\[ \dot{g}_b(\dot{b}) := \frac{d}{ds}\bigg|_{s=0} g_{b+s\dot{b}}, \quad \dot{b} \in \mathbb{R}^4, \]
are solutions of the linear equation \( D_{g_0} \text{Ric}(\dot{g}_b(\dot{b})) = 0 \).

Our main result concerns the long-time behavior of general solutions of the linearized Einstein vacuum equations
\[ D_{g_b} \text{Ric}(h) = 0. \] (1.2)
To describe it, recall that the non-linear equation (1.1) admits a formulation as a Cauchy problem [CB52, CBG69]: fix a Cauchy surface \( \Sigma_0 \) to lie in a 7-dimensional space \( \Sigma^0 = t^{-1}(0) \subset M^0 \). Then the initial data are a Riemannian metric \( \gamma \) and a symmetric 2-tensor \( k \) on \( \Sigma_0 \), and one seeks a solution \( g \) of (1.1) such that \( -\gamma \) and \( k \) are, respectively, the induced metric and second fundamental form of \( \Sigma_0 \) with respect to \( g \). A solution \( g \) exists locally near \( \Sigma_0 \) if and only if \( \gamma, k \) satisfy the constraint equations, which are the Gauss–Codazzi equations, see (14.3). The Cauchy problem for (1.2) is the linearization of this initial value problem; its solutions exist globally and are unique modulo addition of a Lie derivative \( L_V g_b \) of \( g_b \) along any vector field \( V \).

**Theorem 1.1.** Let \( b = (m, a) \) be close to \( b_0 = (m_0, 0) \); let \( \alpha \in (0,1) \). Suppose \( \dot{\gamma}, \dot{k} \in C^\infty(\Sigma_0; S^2 T^*\Sigma_0) \) satisfy the linearized constraint equations, and decay according to
\[ |\dot{\gamma}(r,\omega)| \leq Cr^{-1-\alpha}, \quad |\dot{k}(r,\omega)| \leq Cr^{-2-\alpha}, \]
together with their derivatives along \( r \partial_r \) and \( \partial_\omega \) (spherical derivatives) up to order \( 8 \). Let \( h \) denote a solution of the linearized Einstein vacuum equations (1.2) on \( M^0 \) which attains the initial data \( \dot{\gamma}, \dot{k} \) at \( \Sigma_0 \). Then there exist linearized black hole parameters \( \dot{b} = (\dot{m}, \dot{a}) \in \mathbb{R} \times \mathbb{R}^3 \) and a vector field \( V \) on \( M^0 \) such that
\[ h = \dot{g}_b(\dot{b}) + L_V g_b + \tilde{h}, \]
where for bounded \( r \) the tail \( \tilde{h} \) satisfies the bound \( |\tilde{h}| \leq C \eta t^{-1-\alpha+\eta} \) for all \( \eta > 0 \).

Upon imposing a suitable linearized generalized harmonic gauge condition on \( h \), and replacing \( \dot{g}_b(\dot{b}) \) by its gauge-fixed version, we can choose \( V \) to lie in a 7-dimensional space (only depending on \( b \)) of smooth vector fields on \( M^0 \).

The gauge-fixed version of \( \dot{g}_b(\dot{b}) \) is a symmetric 2-tensor \( \dot{g}_b'(\dot{b}) = \dot{g}_b(\dot{b}) + L_V(\dot{b}) g_b \), where \( V(\dot{b}) \) is a suitable vector field chosen so that \( \dot{g}_b'(\dot{b}) \) satisfies the chosen gauge condition. We refer the reader to Theorem 14.6 for the precise result, which (1) operates under precise regularity assumptions on \( \dot{\gamma}, \dot{k} \) encoded by weighted Sobolev spaces, (2) controls \( \tilde{h} \) in a weighted spacetime Sobolev space, and (3) gives uniform estimates on spacetime, namely pointwise bounds on \( \tilde{h} \) by \( t_*^{-1-\alpha+\eta} (\frac{r}{t_*})^{\alpha+\eta} \) (in \( t_* \geq 1 \)), where \( t_* \) is equal to \( t \) near the
black hole, and equal to $t - (r + 2m \log(r - 2m))$ (which is an affine time function along null infinity) for large $r$. See Figure 1.1 for an illustration of the setup.

The gauge in which we work is (the linearization of) the natural wave map gauge for studying perturbations of a given spacetime $(M^o, g_b)$. In this gauge, the vector field $V$ in (1.3) is then asymptotic (as $r \to \infty$) to a linear combination of translations and boosts of Minkowski space (and an additional non-geometric vector field, which can be eliminated by a small, only $b$-dependent, modification of the gauge); asymptotic rotations either do not appear (when $g_b$ is a Schwarzschild metric, which is spherically symmetric) or can be subsumed in the infinitesimal change $\dot{a}$ of the rotation axis. Thus, we can read off the change $\dot{b}$ of black hole parameters (mass and angular momentum) as well as the shift $V$ of the rest frame of the black hole (translation and boost). In a nonlinear iteration, one thus expects to be able to change the gauge condition at each step to ‘re-center’ the black hole; a (less explicit, in the sense that it is more analytic than geometric) version of this was a key ingredient in [HV18b].

We use the DeTurck trick [DeT82] to relate equation (1.1) to a quasilinear wave equation $P(g) = 0$ for the Lorentzian metric $g$, which correspondingly relates equation (1.2) to a linear wave equation $L_{g_b} h := D_{g_b} P(h) = 0$ for the symmetric 2-tensor $h$. After reduction to a forcing problem for $L_{g_b}$ with forcing supported in the future of a hypersurface transversal both to $\mathcal{H}^+$ and future null infinity $\mathscr{I}^+$, we immediately pass to the Fourier transform in $t^*$. The main part of the proof then takes place on the spectral/resolvent side; see §1.1 for a description of the key ingredients.

Importantly, our hyperbolic formulation $L_{g_b} h = 0$ of the linearized Einstein equations is significantly better than stated in Theorem 1.1: any pair of Cauchy data on $\Sigma^o_0$ (i.e. a pair of smooth sections of the spacetime symmetric 2-tensor bundle $S^2 T^* M^o$ over $\Sigma^o_0$) with $r^{-1-\alpha}$, resp. $r^{-2-\alpha}$ decay produces a solution $h$ of the form (1.3). (In this sense, the geometric origin of initial data in Theorem 1.1 is irrelevant; their only use is to eventually ensure that $h$ not only solves $L_{g_b} h = 0$, but also the linearized Einstein equations (1.2).) We expect such a strong stability statement to be useful in nonlinear applications, as explained
at the end of [HV18b, §1.1] in the KdS setting; it also relates to numerical (in)stabilities when solving Einstein’s equation, cf. [Pre05].

Beyond our straightforward choice of gauge condition, our construction of $L_{gb}$ with these properties involves the implementation of constraint damping (CD), which was first discussed in [GCHMG05] and played a central role both in numerical work [Pre05] and the nonlinear stability proofs [HV18b, Hin18a, HV20]. In fact, CD is a crucial input already in the proof of Theorem 1.1, as it makes the low energy behavior of the spectral family of $L_{gb}$ non-degenerate and thus perturbation-stable, allowing us to deduce Theorem 1.1 perturbatively from the statement for Schwarzschild parameters $b = b_0$; we discuss this in §§1.1.2–1.1.3.

Indeed, a key feature of our analysis is that we (prove and) use a suitable version of mode stability only of the Schwarzschild metric, as proved by Regge–Wheeler [RW57], Vishveshwara [Vis70], and Zerilli [Zer70]; we work with the formalism of Kodama–Ishibashi [KI03]. The only structure of Kerr metrics which we use, beyond the fact that they satisfy the Einstein equations, concerns their asymptotic behavior as $r \to \infty$. A central aim of this paper is thus to show how the (in principle straightforward) computations on Schwarzschild spacetimes, when combined with robust, perturbation-stable tools from modern microlocal analysis, imply the linear stability of slowly rotating Kerr spacetimes, without the need for delicate separation of variable techniques. (See §1.3 for comments about the full subextremal range $|a| < m$ of Kerr parameters.) The relevant recent advances in microlocal analysis include (see §1.1 for more details):

1. non-elliptic Fredholm theory, as introduced by Vasy [Vas13] (see also [HV15, §2]); for a quick guide, see Zworski [Zwo16];
2. a robust conceptual understanding of normally hyperbolic trapping, and the microlocal estimates which are consequences of its structural properties, as discussed in the context of Kerr and KdS black holes by Wunsch–Zworski [WZ11], Dyatlov [Dya16], and Hintz [Hin17] (see also [HV14, Hin18b, HV18b]);
3. specific to the asymptotically flat setting: scattering theory at the large end of Euclidean, or asymptotically conic, spaces, in the form pioneered by Melrose [Mel94] and extended by Vasy–Zheng [VZ00] and Vasy [Vas20a, Vas20b];
4. elliptic b-analysis (analysis on manifolds with cylindrical ends), introduced by Melrose [Mel93], and used here for the study of stationary solutions (bound states, half-bound states, and generalizations).

(We refer the reader to Dyatlov–Zworski [DZ19] for an introduction to some of these themes in scattering theory.) A commonality of these tools is that they rely only on structural properties of the null-bicharacteristic flow of the (wave) operator in question, rather than any special algebraic structures; we note here that our hyperbolic formulation $L_{gb}$ of the linearized Einstein operator is a principally scalar wave operator, to which these microlocal tools readily apply.

Nonlinear stability problems for solutions of (1.1) have attracted a large amount of interest, see Friedrich [Fri86], Christodoulou–Klainerman [CK93], Lindblad–Rodnianski [LR10] for de Sitter and Minkowski spacetimes, the aforementioned [HV18b, Hin18a] on cosmological black holes spacetimes, and the recent proof, by Klainerman–Szeftel [KS17], of the nonlinear stability of the Schwarzschild metric under axially symmetric and polarized perturbations; see also Remark 1.6. A general quasilinear existence result on Schwarzschild
and Kerr spacetimes was obtained by Lindblad–Tohaneanu [LT18, LT20]. We also mention the backwards construction of black hole spacetimes settling down at an exponential rate to a Kerr solution [DHR13].

In very recent work, Andersson, Bäckdahl, Blue, and Ma [ABBM19] proved Theorem 1.1 for initial data with strong decay (roughly pointwise $r^{-7/2}$ decay of $\dot{\gamma}$), proving $t^{-3/2+\epsilon}$ decay for the metric coefficients using energy methods; the strong decay ensures that solutions are purely radiative, i.e. decay to zero (so $b = 0$) modulo pure gauge solutions, see also [AA13]; we recover this by using the structure of the zero energy dual bound states, see Remark 14.7. They work in an outgoing radiation gauge, available only on algebraically special spacetimes [ABBM19, Remark 3.3]. Their argument uses the Newman–Penrose [NP62] and Geroch–Held–Penrose [GHP73] spin formalism, and in fact conditionally proves the linear stability of the Kerr metric in the full subextremal range, assuming integrated energy decay holds for the Teukolsky equation; in the slowly rotating case, the latter was proved by Ma [Ma17] and Dafermos–Holzegel–Rodnianski [DHR19a]. See Finster–Smoller [FS16] for results in the general case. Mode stability for curvature perturbations of Schwarzschild and Kerr spacetimes was proved by Bardeen–Press [BP73], Teukolsky [Teu73], Whiting [Whi89], and Andersson–Ma–Paganini–Whiting [AMPW17]; see Chandrasekhar’s book on the subject [Cha92] for an extensive literature review.

In order to stress the relevance of studies of the Teukolsky equation [DHR19a, Ma17, FS16] in the linear stability problem on subextremal Kerr spacetimes, we recall here that the (spin-2) Teukolsky equation (or ‘Teukolsky Master Equation’, abbreviated TME) is a scalar equation on Kerr spacetimes, with principal part equal to the scalar wave operator, which is satisfied by two components of the linearized Weyl tensor [Teu73]. The linear stability proof [ABBM19] is then based on the fact the linearized Einstein equations in the outgoing radiation gauge become a system comprised of the two Teukolsky equations, connected via the Teukolsky–Starobinsky identities, as well as a number of transport equations; the strong decay assumptions on the initial data in [ABBM19] ensure that integration of this system yields decay estimates in time. In the physics literature, the discussion of the relationship between solutions of the TME and the metric perturbation goes back to Chrzanowski [Chr75] (in incoming/outgoing radiation gauges), following work by Wald [Wal73] in which he proves that linearized perturbations are uniquely determined (again, modulo infinitesimal variations of the black hole mass and angular momentum) by the two Teukolsky scalars. (See also the recent paper [GHZ20] regarding the role of the Teukolsky equation in higher order perturbation theory, and [PW18] regarding the relationship between the energy estimates of [DHR19b] and the notion of canonical energy introduced by Hollands–Wald [HW13].) We stress again that our approach does not make any use of the Teukolsky equation or other special algebraic structures of the Kerr metric, which dramatically simplifies the necessary algebra, but of course restricts us to small angular momenta. (However, the robust analytic aspects of the full subextremal problem, such as high energy estimates and Fredholm properties of the low energy resolvent, are completely understood already, see §1.3.)

Previously, Dafermos–Holzegel–Rodnianski [DHR19b] proved the linear stability of the Schwarzschild metric in a double null gauge by reconstructing a perturbation from a certain decoupled quantity; they prove $t^{-1/2+\epsilon}$ decay of metric coefficients, and stronger decay for certain geometric quantities. Giorgi [Gio18a, Gio20] establishes the linear stability of weakly charged Reissner–Nordström black holes using similar techniques. (See [Gio17, Gio18b]
for progress in the nonlinear, axially symmetric, polarized setting.) Hung–Keller–Wang [HKW17] proved $t^{-1/2}$ decay in the generalized harmonic gauge also used in the present paper, extending work by Hung–Keller [HK16]; Hung [Hun18] proves $t^{-1+\epsilon}$ decay for the odd part of the linear perturbation (called ‘vector part’ on the level of individual modes in §8), and in upcoming work [Hun19] proves up to $t^{-2+\epsilon}$ decay (for $\alpha$ close to 1) for the even part. Similarly, Johnson [Joh19] obtained $t^{-1/2}$ decay using a modification of this gauge by suitable gauge source functions. We furthermore mention the work by Hung–Keller–Wang [HKW18] on the decay of master quantities for the perturbation of higher-dimensional Schwarzschild black holes. We will discuss further related work in §1.2.

1.1. **Ingredients of the proof.** We define the gauge 1-form

$$\Upsilon(g; g^0) := g(g^0)^{-1} \delta_g G_g g^0,$$

where $g^0$ is an arbitrary ‘background metric’ on $M^3$; this vanishes iff the pointwise identity map $(M^3, g) \to (M^3, g^0)$ is a wave map. Here, $\delta_g$ is the negative divergence (thus, the adjoint of the symmetric gradient $\delta^*_g$), and $G_g = 1 - \frac{1}{2}g \text{tr}_g$ is the trace reversal operator in 4 spacetime dimensions. Following DeTurck [DeT82], one then considers the nonlinear operator

$$P_g (g; g^0) := \text{Ric}(g) - \delta^*_g \Upsilon(g; g^0).$$

(1.4)

Solving the initial value problem for $\text{Ric}(g) = 0$ in the gauge $\Upsilon(g; g^0) = 0$ is then equivalent to solving the quasilinear wave equation $P_g (g) = 0$ with suitable Cauchy data constructed from the geometric initial data, namely, the Cauchy data induce the given geometric data at $\Sigma_0^0$, and the gauge condition $\Upsilon(g; g^0) = 0$ holds there.

Let now $g_b$, $b = (m, a)$, denote a fixed Kerr metric. It is then natural to study perturbations of $g_b$ in the gauge $\Upsilon(-) := \Upsilon(-; g_b) = 0$. (Note that $g_b$ itself satisfies this gauge condition.) The linearization of $P_g (g; g_b)$ around $g = g_b$ is

$$L_b := D_{g_b} P(-; g_b) = D_{g_b} \text{Ric} - \delta^*_b \circ D_{g_b} \Upsilon.$$

(1.5)

We solve $D_{g_b} \text{Ric}(h) = 0$ in the gauge $D_{g_b} \Upsilon(h) = 0$ by solving $L_b h = 0$ with suitable initial data. Explicitly, $L_b = \frac{1}{2} \Box_{g_b} + \text{lower order terms};$ this is thus a linear wave operator acting on symmetric 2-tensors. Simple linear theory (using the framework of [HV20]) allows us to solve the initial value problem for $L_b h = 0$ up to a hypersurface which is transversal to future null infinity $\scri^+$ and the future event horizon $\mathcal{H}^+$, see Figure 1.1.

Concretely, fix a function $t_s$ which equals $t_s = t + r_s$ near $\mathcal{H}^+$ and $t_s = t - r_s$ near $\scri^+$, where $r_s = r + 2m \log(r - 2m)$ is the Regge–Wheeler tortoise coordinate. It then remains to solve a forcing problem

$$L_b h = f, \quad t_s \geq 0 \quad \text{on supp } h, \text{ supp } f,$$

where $f$ has compact support in $t_s$ and suitable decay (roughly, $r^{-2-\alpha}$) as $r \to \infty$. Our approach is to take the Fourier transform in $t_s$, giving the representation

$$h(t_s) = \frac{1}{2\pi} \int_{\text{Im } \sigma = C} e^{-i\sigma t_s} \hat{L}_b(\sigma)^{-1} \hat{f}(\sigma) d\sigma,$$

(1.6)

initially for $C \gg 1$ (which gives exponential bounds for $h$). We point out that typically one takes the Fourier transform in $t$ rather than $t_s$; the advantage of the latter is that precise mapping properties of $\hat{L}_b(\sigma)$ are easier to read off, and, more importantly, the analysis near $\sigma = 0$ is simplified.
The strategy of our proof of Theorem 1.1 is to shift the contour of integration in (1.6) to \( C = 0 \), which requires a detailed analysis of \( \hat{L}_b(\sigma) \). A simple combination of microlocal tools already gives a large amount of information on \( \hat{L}_b(\sigma) \):

(1) the operator \( \hat{L}_b(\sigma) \) is Fredholm (of index 0) as an operator between suitable function spaces based on weighted Sobolev spaces. This uses the non-elliptic Fredholm framework of [Vas13], scattering (radial point) estimates at infinity [Mel94, Vas20a] (for non-zero \( \sigma \)), radial point estimates at the horizons [Vas13], real principal type propagation of regularity [DH72], and (for \( \sigma = 0 \)) elliptic b-theory [Mel93];

(2) \( \hat{L}_b(\sigma) \) satisfies high energy estimates (in particular: is invertible) for \( |\text{Re} \sigma| \gg 1 \) and bounded \( \text{Im} \sigma \geq 0 \). This uses semiclassical estimates at the aforementioned places, together with estimates at normally hyperbolic trapping [WZ11, Dya15b, Dya16, Hin17] which originate with [NZ13]; see also [GS87, Chr07]. High energy estimates at infinity are due to Vasy–Zworski [VZ00] and Vasy [Vas20a];

(3) uniform Fredholm estimates for \( \hat{L}_b(\sigma) \) down to \( \sigma = 0 \) [Vas18, Vas20b]; see also [BH10, VW13]. (See also [GH08, GH09, GHS13] for an explicit construction of the resolvent, in the \( t \)-Fourier transform picture, of Schrödinger operators on asymptotically conic manifolds.)

We discuss these results in more detail in §4. We only need to apply them once in order to obtain the uniform Fredholm statements for \( \hat{L}_b(\sigma) \); the rest of the paper, starting with §5, contains no further microlocal analysis.

There are only two remaining ingredients, the proofs of which occupy §§6–12:

(4) mode stability of \( L_b \), that is, the invertibility of \( \hat{L}_b(\sigma) \) for \( \text{Im} \sigma \geq 0, \sigma \neq 0 \);

(5) the regularity of the resolvent \( \hat{L}_b(\sigma)^{-1} \) near \( \sigma = 0 \).

(The regularity at low frequency determines the decay rate in Theorem 1.1, as we explain in detail in §§13–14.) We first sketch our arguments on Schwarzschild spacetimes in §§1.1.1–1.1.2. In §1.1.3, we explain the perturbative arguments which give (4)–(5) on slowly rotating Kerr spacetimes.

We stress that the linearized Einstein operator itself is analytically very ill-behaved (infinite-dimensional kernel and cokernel, no control of regularity of solutions, etc.), which precludes the study e.g. of mode stability of slowly rotating Kerr black holes by perturbative arguments starting with the mode stability of the Schwarzschild metric. On the other hand, the gauge-fixed operator is well-behaved, in the sense of points (1)–(3) above, and has strong stability properties under perturbations. Thus, a general theme underlying §§3–11 is the exploitation of the exploitation relationship between \( L_b \) and \( D_{g_0} \text{Ric} \).

1.1.1. Mode stability. We work with a fixed Schwarzschild metric \( g_{b_0} \), and study mode solutions, with frequency \( \sigma \in \mathbb{C} \), of the operator \( L_{b_0} \),

\[
L_{b_0} h = D_{g_{b_0}} \text{Ric}(h) - \delta_{g_{b_0}} D_{g_{b_0}} \Upsilon(h) = 0, \quad h = e^{-i\sigma t} h_0,
\]

where \( h_0 \) is stationary, i.e. only depends on the spatial coordinates \( (r, \omega) \), and satisfies an outgoing radiation condition, which in particular entails the smoothness of \( h \) across \( \mathcal{H}^+ \).

**Proposition 1.2.** (See Proposition 9.1.) Mode stability holds for \( L_{b_0} \): there are no non-trivial mode solutions of (1.7) with \( \sigma \neq 0, \text{Im} \sigma \geq 0 \).
The linearized gauge-fixed Einstein operator $L_{b_0}$ and the linearized Einstein operator $D_{g_{b_0}} \text{Ric}$ are distinct, but closely related, allowing for a conceptually straightforward proof of this proposition which relies on (1) mode stability for the wave equation on 1-forms and (2) mode stability for the linearized Einstein equations on a Schwarzschild background.

Indeed, suppose first that in addition to (1.7), $h$ also satisfies the linearized gauge condition

$$D_{g_{b_0}} \Upsilon(h) = 0,$$

(1.8)

then we also have $D_{g_{b_0}} \text{Ric}(h) = 0$. Mode stability of the Schwarzschild metric [RW57, Vis70, Zer70] implies that $h$ is pure gauge, that is, of the form $h = \delta_{g_{b_0}}^* \omega$ (which equals the Lie derivative $\mathcal{L}_V g_{b_0}$, $V = \frac{1}{2} \omega^b$), where the gauge potential $\omega$ is outgoing and has time frequency $\sigma$ as well. Our gauge condition (1.8) further restricts $\omega$, to wit

$$(D_{g_{b_0}} \Upsilon \circ \delta_{g_{b_0}}^*) \omega = 0.$$  

(1.9)

(We refer to this as the gauge potential wave equation.) But this is one half times the wave equation on 1-forms on the Schwarzschild spacetime, for which we prove mode stability in §7 by adapting the arguments from [HV18a]. Therefore, $\omega = 0$ and so $h = 0$.

In order to prove (1.8), we note that the linearization of the second Bianchi identity, $\delta_{g_{b_0}} G_{g_{b_0}} \circ D_{g_{b_0}} \text{Ric} \equiv 0$, applied to (1.7) gives the equation (which we refer to as the constraint propagation wave equation)

$$\mathcal{P}_{b_0}(D_{g_{b_0}} \Upsilon(h)) = 0, \quad \mathcal{P}_{b_0} = 2\delta_{g_{b_0}} G_{g_{b_0}} \circ \delta_{g_{b_0}}^*.$$  

(1.10)

Therefore, mode stability for $\mathcal{P}_{b_0}$, which is the 1-form wave operator as well, implies (1.8).

1.1.2. Zero energy modes; resolvent near zero. We need to analyze

(a) the space of bound and half-bound states, and more generally the space of (generalized) zero energy modes of the operator $L_{b_0}$ in (1.7), and

(b) the regularity of the resolvent $\widehat{L_{b_0}}(\sigma)^{-1}$ near $\sigma = 0$.

This is markedly different from the analysis of spacetimes with positive cosmological constant $\Lambda > 0$: the asymptotic flatness of the spacetime causes the (regular part of) the resolvent to only have finite regularity at $\sigma = 0$. Moreover, the operator $\widehat{L_{b_0}}(\sigma)$ satisfies uniform estimates as $\sigma \to 0$ only on function spaces with a restricted range of allowed decay rates as $r \to \infty$, roughly, requiring the decay rate to be between $r^{-1}$ and $r^0 = 1$. (This is closely related to the fact that the Euclidean Laplacian on $\mathbb{R}^3$ is invertible on suitable weighted (b-)Sobolev spaces only when the weight of the domain allows for $r^{-1}$ asymptotics but disallows $r^0$ asymptotics as $r \to \infty$; this is in turn is linked to the off-diagonal $r^{-1}$ decay of the Green’s function of the Euclidean Laplacian in 3 dimensions.) In particular, the zero modes of interest are of size $o(1)$ as $r \to \infty$, and smooth across $\mathcal{H}^+$.

Proposition 1.3. (See Propositions 9.1 and 9.4.) The space $\mathcal{K}_{b_0}$ of zero energy modes of $L_{b_0}$ is 7-dimensional; it is the sum of a 3-dimensional space of linearized Kerr metrics $\dot{g}_{b_0}(0, \dot{a})$ corrected by addition of a pure gauge solution to arrange the gauge condition (1.8).

---

2Mode stability for (1.9) for KdS metrics is likely false: it is known to be false for de Sitter metrics [HV18b, Appendix C]. In this sense, the spectral theory for the linearized gauge-fixed Einstein operator on KdS spacetimes is more complicated than on Kerr or Schwarzschild spacetimes. Since the behavior of $\widehat{L_{b_0}}(\sigma)$ for real $\sigma$ is more delicate on Kerr spacetimes, we gladly use the extra information here.
a 3-dimensional space of pure gauge solutions $δ^*_{g_{b_0}} \omega$ with $\omega$ asymptotic to a translation, and another 1-dimensional space of (spherically symmetric) pure gauge solutions.$^3$

The space of generalized zero energy modes (with $o(1)$ decay as $r \to \infty$ for fixed $t_*$, but allowing for polynomial growth in $t_*$) of $L_{b_0}$ contains the space $\hat{K}_{b_0}$ which is the sum of $\mathcal{K}_{b_0}$, a 1-dimensional space of linearized Schwarzschild metrics $\dot{g}_{b_0}(m,0)$ corrected by a pure gauge solution, and a 3-dimensional space of pure gauge solutions $\delta^*_{g_{b_0}} \omega$ with $\omega$ asymptotic to a Lorentz boost.

The proof of the first part is similar to that of Proposition 1.2, albeit more subtle. The constraint propagation operator $\mathcal{P}_{b_0}$ in (1.10) does have a zero mode, which however has exactly $r^{-1}$ decay, and thus decays more slowly than $D_{g_{b_0}} \Upsilon(h) = o(r^{-1})$ when $h$ is a zero mode ($\hat{L}_{b_0}(h) = 0$ with $h = o(1)$). Thus, $h$ in fact solves $D_{g_{b_0}} \text{Ric}(h) = 0$, and is therefore a sum of a pure gauge solution and a linearized Kerr metric, in the precise sense stated in Theorem 8.1. An analysis of the gauge potential equation (1.9) then restricts the possibilities to those stated above. Note here that in general a linearized Kerr metric $\dot{g}_{b_0}(\dot{b})$ does not lie in ker $L_{b_0}$; rather, $\dot{g}_{b_0}(\dot{b}) + \delta^*_{g_{b_0}} \omega$ does, where $\omega$ needs to solve equation (1.9) with non-trivial right hand side $-D_{g_{b_0}} \Upsilon(\dot{g}_{b_0}(\dot{b}))$, which is not always possible with stationary $\omega$. The fact that the linearization of the Schwarzschild family in the mass parameter does not give rise to a zero mode is, in this sense, due to our choice of gauge; see §9.1. The second part of Proposition 1.3 lists all linearly growing generalized zero energy modes, as can be shown by similar arguments; see §9.2.

It turns out that there do exist generalized zero modes of $L_{b_0}$ which are (at least) quadratically growing in $t_*$; see §9.3. However, these are pathological in that they are not solutions of the linearized (not gauge-fixed) Einstein equations, and do not satisfy the linearized gauge condition (1.8). Thus, their existence is due to the failure of equation (1.10) to enforce $D_{g_{b_0}} \Upsilon(h) = 0$ for $h$ which grow quadratically in $t_*$. To remedy this, we thus implement constraint damping, which means replacing $\delta^*_{g_{b_0}}$ in the definition (1.4) of the gauge-fixed Einstein operator by a zeroth order modification; concretely, we shall take

$$\bar{\delta}^*_{g,\gamma} \omega := \delta^*_{g} \omega + \gamma (2\epsilon \otimes \omega - g(\epsilon, \omega)_G), \quad G = g^{-1},$$

for a suitable (future timelike) 1-form $\epsilon$ with compact support near $\mathcal{H}^+$ and small non-zero $\gamma$. The linearized modified gauge-fixed Einstein operator $L_{b_0,\gamma}$ is then given by (1.5) with $\bar{\delta}^*_{g_{b_0},\gamma}$ in place of $\delta^*_{g_{b_0}}$, and correspondingly the modified gauge propagation operator is

$$\mathcal{P}_{b_0,\gamma} = 2\delta_{g_{b_0}} G_{g_{b_0}} \circ \bar{\delta}^*_{g_{b_0},\gamma}.$$  

**Proposition 1.4.** (See Proposition 10.12.) For a suitable choice of $\epsilon$ and $\gamma$, $\mathcal{P}_{b_0,\gamma}$ has no modes $\sigma \in \mathbb{C}$ with $\text{Im} \sigma \geq 0$.

For this modified version $L_{b_0,\gamma}$ of the linearized gauge-fixed Einstein equations, we can then show that quadratically or faster growing generalized zero modes do not exist, and thus Proposition 1.3 captures the full space of generalized zero modes of $L_{b_0,\gamma}$, accomplishing (the constraint damping modification of) part (a):

---

$^3$The gauge potential of the latter is given in Proposition 9.1, but has no geometric significance. See Remark 10.14 for an indication of how to eliminate it.
Proposition 1.5. (See Theorem 10.4.) The space of generalized zero energy modes of $L_{b,\gamma}$ is equal to $\hat{K}_{b_0}$.

Remark 1.6. For comparison of our linear result with the nonlinear analysis of Klainerman–Szeftel [KS17] for axially symmetric and polarized perturbations of a Schwarzschild metric, we observe that the subspace of $\hat{K}_{b_0}$ consisting of those elements which verify (the linearized version of) these symmetry conditions is 4-dimensional, spanned by infinitesimal changes of the Schwarzschild black hole mass (1 dimension), the Lie derivative of $g_{b_0}$ along the asymptotic translations and asymptotic boosts in the direction of the axis of rotational symmetry (2 dimensions), and the spherically symmetric pure gauge solution of Proposition 1.3 (1 dimension).

Part (b), or rather the precise regularity of the resolvent of $L_{b,\gamma}$ near $\sigma = 0$, is the most technical part of the argument; it relies on a careful analysis of the formal resolvent identity (dropping $b_0, \gamma$ from the notation for brevity) $\hat{L}(\sigma)^{-1} - \hat{L}(0)^{-1} = -\hat{L}(\sigma)^{-1}(\hat{L}(\sigma) - \hat{L}(0))\hat{L}(0)^{-1}$: when does it hold and how often can it be applied, restrictions coming from the limited range (as far as weights at $r = \infty$ are concerned) of spaces on which $\hat{L}(\sigma)^{-1}$ acts in a uniform manner near $\sigma = 0$ and the mapping properties of $\hat{L}(\sigma) - \hat{L}(0)$ on such spaces. This is discussed in general in [Vas18, §7] and [Vas20b, §6], and executed in detail in the setting of current interest in §§11.2–12.

1.1.3. Perturbation to Kerr metrics. The main work is the extension of Proposition 1.5 to the operators $L_{b,\gamma}$ for $b$ near $b_0$. We accomplish this constructively by exhibiting an 11-dimensional space $\hat{K}_b$ of generalized zero energy modes of $L_{b,\gamma}$. This can be done with robust arguments which only use the asymptotic behavior of the Kerr metric $g_{(m,a)}$: the model case to keep in mind is that for scalar wave operators, the operator $\hat{\square}_{g_{(m,a)}}(0)$ equals $\hat{\square}_{\bar{g}}(0)$ modulo two orders (in the sense of decay of coefficients) lower, and equals $\hat{\square}_g(0)$ (with $g$ the Minkowski metric) modulo one order down; the latter operator is the Euclidean Laplacian on $\mathbb{R}^3$. (We discuss the precise sense in which these statements hold in §3.

We thus use normal operator arguments familiar from b-analysis [Mel93], or more simply from the analysis of ODEs with regular-singular points. Namely, an element of the nullspace of the asymptotic model (or normal operator) $\hat{\square}_{g(0)}$ can be corrected to an element of the nullspace of the actual operator of interest $\hat{\square}_{g_{b_0}}(0)$; see Proposition 6.2 and its proof for the simplest instance of this. In this fashion, we can extend asymptotic symmetries of Minkowski spacetimes, namely translations, boosts, and rotations, to gauge potentials on Kerr spacetimes whose symmetric gradients already span most of $\hat{K}_b$. (The non-geometric gauge potential mentioned in Proposition 1.3 can easily be extended to Kerr spacetimes, too.) The rest of $\hat{K}_b$ is constructed by adding to linearized Kerr metrics suitable pure gauge solutions in order to ensure the linearized gauge condition.

Throughout §§6–9 (with the exception of §8), in which we study the (generalized) zero modes of various wave operators of interest, we shall construct those for Kerr black holes at the same time as those for Schwarzschild black holes using such normal operator arguments.

Finally, Proposition 1.2 for the modified operator $L_{b_0,\gamma}$ holds for $L_{b,\gamma}$ by simple perturbative arguments which exploit the non-degeneracy of $\hat{L}_{b_0,\gamma}(\sigma)$ near $\sigma = 0$. The basic structure of the argument is illustrated by a simple linear algebra example: suppose $\hat{L}(\sigma)$ is
holomorphic with values in $N \times N$ matrices; suppose $\ker \hat{L}(0) = \mathcal{C}h$ and $\ker \hat{L}(0)^* = \mathcal{C}h^*$. Then if the pairing $(\partial_\sigma \hat{L}(0) h, h^*)$ is non-degenerate (i.e. non-zero), then $\hat{L}(\sigma)^{-1}$ has a simple pole at $\sigma = 0$. If now $\hat{L}(\sigma) = \hat{L}_0(\sigma)$ is a member of a continuous family $\hat{L}_a(\sigma), a \in \mathbb{R}^p$, of holomorphic operators, and $\ker \hat{L}_a(0) = \mathcal{C}h_a$, $\ker \hat{L}_a(0)^* = \mathcal{C}h_a^*$, with $h_a, h_a^*$ continuously depending on $a$, then $\hat{L}_a(\sigma)^{-1}$ has a simple pole at $\sigma = 0$ as well, since the pairing $(\partial_\sigma \hat{L}_a(0) h_a, h_a^*)$ is non-degenerate for small $a$ by continuity. Thus, invertibility of $\hat{L}_b(\sigma)^{-1}$ in a uniform punctured neighborhood of $\sigma = 0$ follows from such arguments. On other hand, invertibility for $\sigma \in \mathbb{C}$, $\Im \sigma \geq 0$, $|\sigma| \gg 1$, follows from that of $\hat{L}_b(\sigma)^{-1}$ by standard (Fredholm) perturbation theory. See §11.1.

1.2. Further related work. Decay of solutions of Maxwell’s equation to stationary states was proved on Schwarzschild spacetimes by Sterbenz–Tataru [ST15] and Blue [Blu08], with the strongest decay rates obtained by Metcalfe–Tataru–Tohaneanu [MTT17], and on slowly rotating Kerr spacetimes by Andersson–Blue [AB15b]. Pasqualotto [Pas19] proved decay for the Teukolsky equation for Maxwell fields on Schwarzschild spacetimes. Finster–Kamran–Smoller–Yau considered Dirac waves on Kerr spacetimes [FKSY03].

There is a vast literature on the scalar wave equation on Kerr spacetimes, starting with the work by Wald and Kay–Wald [Wal79, KW87]. Sharp pointwise decay (Price’s law [Pri72a, Pri72b]) is now known in the full subextremal range ($|a| < m$) by work of Tataru [Tat13] (see also the subsequent work by Metcalfe–Tataru–Tohaneanu [MTT12]) and Dafermos–Rodnianski–Shlapentokh-Rothman [DRSR16, SR15] (building on prior work [DR10, DR11] which followed $L^\infty$ estimates on Schwarzschild spacetimes by Donninger–Schlag–Soffer [DSS12]). Finster–Kamran–Smoller–Yau [FKSY06] proved decay without quantitative rates. Earlier results include decay on slowly rotating Kerr black holes due to Andersson–Blue [AB15a] and Tataru–Tohaneanu [TT11]. Marzuola–Metcalfe–Tataru–Tohaneanu and Tohaneanu [MMTT10, Toh12] proved Strichartz estimates on Kerr spacetimes. See Luk [Luk13] for the solution of a scalar semilinear equation with null form nonlinearity on Kerr black holes, and Ionescu–Klainerman and Stogin [IK15, Sto16] for a wave map equation related to the study of polarized perturbations. We remark that Theorems 6.1 and 7.1 easily imply the decay of scalar waves (to zero) and 1-forms (to an element of a 1-dimensional space of stationary solutions) on slowly rotating Kerr spacetimes when combined with results on the regularity of the resolvent which follow by (a simpler version of) arguments in §§11–12.

Closely related to black hole stability problems is the black hole uniqueness problem; the stability of Kerr family would imply that it gives, locally, the full space of stationary solutions of the Einstein vacuum equations. See [IK09, AIK14, Rob09, CCH12] for results and further references, and [Hin18c] for results in the cosmological setting.

In the algebraically more complicated but analytically less degenerate context of cosmological black holes, we recall that Sá Barreto–Zworski [SBZ97] studied the distribution of resonances of SdS black holes; exponential decay of linear scalar waves to constants was proved by Bony–Häfner [BH08] and Melrose–Sá Barreto–Vasy [MSBV14] on SdS and by Dyatlov [Dya11b, Dya11a] on KdS spacetimes, and substantially refined by Dyatlov [Dya12] to a full resonance expansion. (See [DR07] for a physical space approach giving superpolynomial energy decay.) Tensor-valued and nonlinear equations on KdS spacetimes were studied in a series of works by Hintz–Vasy [HV15, HV16, HV18a, HV18b, Hin18a].
For a physical space approach to resonances, see Warnick [War15], and for the Maxwell equation on SdS spacetimes, see Keller [Kel17].

1.3. Future directions. A natural problem is the extension of Theorem 1.1 to the full subextremal range of Kerr spacetimes, as conditionally accomplished by [ABBM19]. In our framework, this requires:

(1) a suitable version of mode stability for metric perturbations of Kerr spacetimes, generalizing §8;
(2) a mode analysis of 1-form operator, and the implementation of constraint damping;
(3) non-degenerate control of generalized zero energy states.

We stress that these are all ingredients on the level of individual modes. It is natural to expect that (1) and (3) can be accomplished by following, on the level of modes, the procedure in [ABBM19, §§3, 8] for recovering metric perturbations from the Teukolsky scalar—for which mode stability is known [Whi89, AMPW17]. Problem (2) has, to the authors’ knowledge, not yet been studied in the full subextremal range (though it is related to mode stability for the Maxwell equation on Kerr). The explicit nature of these ingredients suggests that the use of arguments specifically tailored to the special nature of the Kerr metric, such as separation of variables, are unavoidable. On the other hand, the general Fredholm framework discussed in points (1)–(3) at the beginning of §1.1 applies in the full subextremal range, hence full linear stability would follow from the above mode stability inputs, as shown for slowly rotating Kerr black holes in the present paper. (See [Dya15a] for a discussion of trapping for scalar waves in this generality. Work by Marck [Mar83] implies that tensor-valued waves on Kerr spacetimes can be treated as well using the techniques of [Hin17]; this will be taken up elsewhere.)

In another direction, we expect that the methods of the present paper can be used to give another proof of the results by Andersson–Blue and Sterbenz–Tataru [AB15b, ST15] on decay to the stationary Coulomb solution for the Maxwell equation on slowly rotating Kerr spacetimes, or more generally on stationary perturbations of such spacetimes. In fact, we expect that differential form-valued waves (of any form degree) on slowly rotating Kerr spacetimes decay to stationary solutions as in the Kerr–de Sitter case studied in [HV18a]; for differential 1-forms, this follows from Theorem 7.1 and (a simpler version of) the arguments in §§11–13. Coupling the Maxwell equation to the Einstein equations, we expect the full linear stability of slowly rotating Kerr–Newman spacetimes (with subextremal charge) under coupled gravitational and electromagnetic perturbations to follow by an (essentially only computational) extension of the methods of the present paper.

Moreover, we expect the linear stability of higher-dimensional Schwarzschild black holes (see [HKW18] for a first step in this direction) and their perturbations, slowly rotating Myers–Perry black holes [MP86], to follow by similar arguments, the main task again being computational, namely the detailed mode analysis; the general microlocal tools apply to such spacetimes as well. (See [DHS14] for linear instabilities of black holes in high dimensions with large angular momenta.)

1.4. Outline of the paper. The paper is structured as follows:

• in §2, we introduce notions pertaining to geometry and analysis on compactifications of non-compact spaces (such as spatial slices \( \Sigma_0 \) of \( M^0 \)), namely \( b \)-analysis and
scattering analysis and associated bundles and function spaces, following Melrose [Mel93, Mel94];
• in §3, we describe the Kerr family of metrics as a smooth family of metrics on a fixed spacetime manifold;
• in §4, we define the gauge-fixed Einstein operator, prove the general properties listed in §1.1, and introduce general constraint damping modifications;
• in §5, we introduce useful terminology for the description of scalar, 1-form, and 2-tensor perturbations of spherically symmetric spacetimes;
• in §6, we study modes for the scalar wave equation on Schwarzschild and slowly rotating Kerr spacetimes;
• in §7, we do the same for 1-forms, and also construct the gauge potentials for asymptotic translations, boosts, and rotations;
• in §8, we prove the version of mode stability of the Schwarzschild metric used in the sequel;
• in §9, we combine the previous results, analyze the mode stability of the linearized gauge-fixed Einstein operator, and motivate the need for constraint damping;
• in §10, we implement constraint damping and discuss the consequences for the linearized modified gauge-fixed Einstein operator $L_{b,\gamma}$;
• in §11, we prove mode stability for $L_{b,\gamma}$ and determine the structure of its resolvent near zero frequency;
• in §12, we prove higher regularity of the regular part of the resolvent of $L_{b,\gamma}$ near zero frequency as well as for large frequencies;
• in §13, we combine the previous sections to establish the precise asymptotic behavior of solutions of the linearized modified gauge-fixed Einstein operator;
• in §14 finally, we reduce the initial value problem for the Einstein equations to the general decay result of the previous section.

For the reader interested in getting an impression of the flavor of our arguments, we refer to the construction of (generalized) zero energy modes in §6.1 and §7.4; the proof of Proposition 9.1 can be read early on as well, and serves as motivation for most of the preceding constructions. The key idea/calculation behind the perturbation theory in the context of constraint damping is explained in §10.1. The perturbative arguments for the existence of the resolvent on slowly rotating Kerr spacetimes are given in §11.1.
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2. $b$- and scattering structures

We first discuss geometric structures on manifolds with boundaries or corners, and corresponding function spaces. Thus, let $X$ be a compact $n$-dimensional manifold with boundary
\[ \partial X \neq \emptyset, \text{ and let } \rho \in C^\infty(X) \text{ denote a boundary defining function: } \partial X = \rho^{-1}(0), \ d\rho \neq 0 \text{ on } \partial X. \] We then define the Lie algebras of b-vector fields and scattering vector fields by

\[ \mathcal{V}_b(X) = \{ V \in \mathcal{V}(X) : V \text{ is tangent to } \partial X \}, \quad \mathcal{V}_{sc}(X) = \rho \mathcal{V}_b(X). \tag{2.1} \]

In local adapted coordinates \( x \geq 0, \ y \in \mathbb{R}^{n-1} \) on \( X \), with \( x = 0 \) locally defining the boundary of \( X \) (thus \( \rho = a(x, y) x \) for some smooth \( a > 0 \)), elements of \( \mathcal{V}_b(X) \) are of the form \( a(x, y) x \partial_x + \sum_{i=1}^{n-1} b_i(x, y) \partial_{y^i} \), with \( a, b^i \in C^\infty(X) \), while elements of \( \mathcal{V}_{sc}(X) \) are of the form \( a(x, y) x^2 \partial_x + \sum_{i=1}^{n-1} b^i(x, y) x \partial_{y^i} \). Thus, there are natural vector bundles

\[ bTX \rightarrow X, \quad scTX \rightarrow X, \]

with local frames given by \( \{ x \partial_x, \partial_{y^i} \} \), resp. \( \{ x^2 \partial_x, x \partial_{y^i} \} \), such that \( \mathcal{V}_b(X) = C^\infty(X; bTX) \) and \( \mathcal{V}_{sc}(X) = C^\infty(X; scTX) \); thus, for example, \( x \partial_x \) is a smooth, non-vanishing section of \( bTX \) down to \( \partial X \). Over the interior \( X^0 \), these bundles are naturally isomorphic to \( TX^0 \), but the maps \( bTX \rightarrow TX \) and \( scTX \rightarrow TX \) fail to be injective over \( \partial X \). We denote by \( \text{Diff}_b^m(X) \), resp. \( \text{Diff}_{sc}^m(X) \) the space of \( m \)-th order b-, resp. scattering differential operators, consisting of linear combinations of up to \( m \)-fold products of elements of \( \mathcal{V}_b(X) \), resp. \( \mathcal{V}_{sc}(X) \).

The dual bundles \( b^*TX \rightarrow X \) (b-cotangent bundle), resp. \( sc^*TX \rightarrow X \) (scattering cotangent bundle) have local frames

\[ \frac{dx}{x}, \ dy^i, \ \text{ resp. } \frac{dx}{x^2}, \ \frac{dy^i}{x}, \]

which are smooth down to \( \partial X \) as sections of these bundles (despite their being singular as standard covectors, i.e. elements of \( T^*X \)). A scattering metric is then a section \( g \in C^\infty(X; S^2 sc^*TX) \) which is a non-degenerate quadratic form on each scattering tangent space \( sc^*T_pX, p \in X \); b-metrics are defined analogously.

These structures arise naturally on compactifications of non-compact manifolds, the simplest example being the radial compactification of \( \mathbb{R}^n \), defined by

\[ \mathbb{R}^n := (\mathbb{R}^n \cup ([0,1)_{\rho} \times S^{n-1})) / \sim \tag{2.2} \]

where the relation \( \sim \) identifies a point in \( \mathbb{R}^n \setminus \{0\} \), expressed in polar coordinates as \( r\omega, r > 0, \omega \in S^{n-1} \), with the point \((\rho, \omega)\) where

\[ \rho = r^{-1}; \]

this has a natural smooth structure, with smoothness near \( \partial \mathbb{R}^n = \rho^{-1}(0) \) meaning smoothness in \( (\rho, \omega) \). In polar coordinates in \( r > 1 \), the space of b-vector fields is then locally spanned over \( C^\infty(\mathbb{R}^n) \) by \( \rho \partial_\rho = -r \partial_r \) and \( V(S^{n-1}) \); scattering vector fields are spanned by \( \rho^2 \partial_\rho = -\partial_r \) and \( \rho V(S^{n-1}) \). Using standard coordinates \( x^1, \ldots, x^n \) on \( \mathbb{R}^n \), scattering vector fields on \( \mathbb{R}^n \) are precisely those of the form

\[ \sum_{i=1}^{n} a^i \partial_{x^i}, \quad a^i \in C^\infty(\mathbb{R}^n); \]

this entails the statement that \( \{ \partial_{x^1}, \ldots, \partial_{x^n} \} \), which is a frame of \( T^*\mathbb{R}^n \), extends by continuity to a smooth frame of \( sc^*T^*\mathbb{R}^n \) down to \( \partial \mathbb{R}^n \). Thus, the space of scattering vector fields on \( \mathbb{R}^n \) is generated over \( C^\infty(\mathbb{R}^n) \) by constant coefficient (translation-invariant) vector fields on \( \mathbb{R}^n \). On the other hand, \( \mathcal{V}_b(\mathbb{R}^n) \) is spanned over \( C^\infty(X) \) by vector fields on \( \mathbb{R}^n \) with coefficients which are linear functions, i.e. by \( \partial_{x^1}, \ldots, \partial_{x^n}, \) and \( x^i \partial_{x^j}, 1 \leq i, j \leq n \).
On the dual side, $scT^*\mathbb{R}^n$ is spanned by $dx^i$, $1 \leq i \leq n$, down to $\partial\mathbb{R}^n$. Therefore, a scattering metric $g \in C^\infty(\mathbb{R}^n, S^2 scT^*\mathbb{R}^n)$ is a non-degenerate linear combination of $dx^i \otimes_s dx^j = \frac{1}{2}(dx^i \otimes dx^j + dx^j \otimes dx^i)$ with $C^\infty(\mathbb{R}^n)$ coefficients. In particular, the Euclidean metric

$$(dx^1)^2 + \cdots + (dx^n)^2 \in C^\infty(\mathbb{R}^n; S^2 scT^*\mathbb{R}^n)$$

is a Riemannian scattering metric.

By extension from $T^*X^0$, one can define Hamilton vector fields $H_p$ of smooth functions $p \in C^\infty(scT^*X)$. In fact $H_p \in V_{sc}(scT^*X)$ is a scattering vector field on $scT^*X$, which is a manifold with boundary $scT^*_{\partial X}X$. (Likewise, if $p \in C^\infty(bT^*X)$, then $H_p \in V_{b}(bT^*X).$) For us, the main example will be the Hamilton vector field $H_G$ where $G(z, \zeta) := |\zeta|^2_{g_{s-1}}$ is the dual metric function of a scattering metric $g \in C^\infty(X; S^2 scT^*X)$.

We next introduce Sobolev spaces corresponding to b- and scattering structures. As an integration measure on $X$, let us fix a scattering density, i.e. a positive section of $sc\Omega^1X = |\Lambda^n scT^*X|$, which in local adapted coordinates takes the form $a(x, y)\frac{dx\cdot dy}{x^2+y^2+\epsilon^2}$ with $0 < \epsilon \in C^\infty(X)$. (On $\mathbb{R}^n$, one can take $|dx^1 \cdots dx^n|.$) This provides us with a space $L^2(X)$; the norm depends on the choice of density, but all choices lead to equivalent norms. Working with a b-density on the other hand would give a different space, namely a weighted version of $L^2(X)$; we therefore stress that even for b-Sobolev spaces, we work with a scattering density. Thus, for $k \in \mathbb{N}_0$, we define

$$H^{{s,\ell}}_b(X) := \{u \in L^2(X) : V_1 \cdots V_j u \in L^2(X) \; \forall \; V_i \in V_s(X), \; 0 \leq j \leq k\}, \quad \bullet = b, sc,$

called b- or scattering Sobolev space, respectively. Using a finite spanning set in $V_s(X)$, one can give this the structure of a Hilbert space; $H^{{s,\ell}}_b(X)$ for general $s \in \mathbb{R}$ is then defined by duality and interpolation. If $\ell \in \mathbb{R}$, we denote weighted Sobolev spaces by

$$H^{{s,\ell}}_b(X) = \rho^\ell H^{{s,\ell}}_b(X) = \{\rho^\ell u : u \in H^{{s,\ell}}_b(X)\}.$$

For example, $H^{{s,\ell}}_{sc}(\mathbb{R}^n) \cong \langle x \rangle^{-\ell}H^s(\mathbb{R}^n)$ is the standard weighted Sobolev space on $\mathbb{R}^n$. The space of weighted ($L^2$-)conormal functions on $X$ is

$$H^{{s,\ell}}_{b}\con(X) = \bigcap_{s \in \mathbb{R}} H^{{s,\ell}}_b(X).$$

Dually, we define

$$H^{{s,\ell}}_{b}\con(X) = \bigcup_{s \in \mathbb{R}} H^{{s,\ell}}_b(X).$$

Note that $H^{{s,\ell}}_b(X) \subset C^\infty(X) := \dot{C}^\infty(X)^*$ (where $\dot{C}^\infty(X) \subset C^\infty(X)$ is the subspace of functions vanishing to infinite order at $\partial X$) consists of tempered distributions. (In particular, they are extendible distributions at $\partial X$ in the sense of [Hör07, Appendix B].) We furthermore introduce the notation

$$H^{{s,\ell}}_b := \bigcup_{\epsilon > 0} H^{{s,\ell+\epsilon}}_b, \quad H^{{s,\ell}}_b := \bigcap_{\epsilon > 0} H^{{s,\ell-\epsilon}}_b$$

for $s \in \mathbb{R} \cup \{\pm \infty\}$. A space closely related to $H^{{s,\ell}}_b(X)$ is

$$A^\ell(X) := \{u \in \rho^\ell L^\infty(X) : \text{Diff}_b(X)u \subset \rho^\ell L^\infty(X)\},$$

consisting of weighted $L^\infty$-conormal functions. For $X = \mathbb{R}^3$, we have the inclusions

$$H^{{s,\ell}}_b(\mathbb{R}^3) \subset A^{{s+3/2}}(\mathbb{R}^3), \quad A^\ell(\mathbb{R}^3) \subset H^{{s,\ell-3/2}}(\mathbb{R}^3),$$
by Sobolev embedding. (The shift $\frac{3}{2}$ in the weight is due to our defining b-Sobolev spaces with respect to scattering densities; indeed, for $s > \frac{3}{2}$,

$$H^s_{-\rho}([dx^1 dx^2 dx^3]) = H^{s + 3/2}_{\rho}([dx^1 dx^2 dx^3], (r)^{-\frac{3}{2}} \mapsto (r)^{-3/2} L^\infty([dx^1 dx^2 dx^3]),$$

with the second density here being a b-density on $\mathbb{R}^3$.) We define $A^\ell_+$ and $A^\ell_-$ analogously to (2.3). These notions extend readily to sections of rank $k$ vector bundles $E \to X$: for instance, in a local trivialization of $E$, an element of $H^s_{-\rho} (X, E)$ is simply a $k$-tuple of elements of $H^s_{-\rho} (X)$.

We next turn to the notion of $\mathcal{E}$-smoothness (or polyhomogeneity with index set $\mathcal{E}$, where $\mathcal{E} \subset \mathbb{C} \times \mathbb{N}_0$ is an index set; the latter means that $(z, k) \in \mathcal{E}$ implies $(z, j) \in \mathcal{E}$ for $0 \leq j \leq k$ and $(z - i, k) \in \mathcal{E}$, and that any sequence $(z_j, k_j) \in \mathcal{E}$ with $|z_j| + |k_j| \to \infty$ satisfies $\text{Im} z_j \to -\infty$. (We refer the reader to [Maz91a, §2A] for a general overview and [Mel93, §5.10] for a discussion on manifolds with boundary. In the case $\mathcal{E} \subset \{(-ij, k) : j, k \in \mathbb{N}_0\}$, $\mathcal{E}$-smoothness is the same notion as the more familiar notion of log-smoothness.) The space

$$A^\mathcal{E}_{\text{phg}} (X) \subset A^{-\infty} (X) = \bigcup_{\ell \in \mathbb{R}} A^\ell (X)$$

then consists of all $u$ for which

$$\prod_{\ell \in \mathbb{R}} (\rho D_\rho - z) u \in A^N (X) \quad \forall N \in \mathbb{R},$$

where we define $D_\rho = i^{-1} \partial_\rho$ with respect to any fixed collar neighborhood of $\partial X$. Equivalently, there exist $a_{(z, j)} \in C^\infty (\partial X)$, $(z, j) \in \mathcal{E}$, such that

$$u - \sum_{\ell \in \mathbb{R}} (z, j) \in \mathcal{E} \quad \forall N \in \mathbb{R}. \quad (2.5)$$

We say that $u \in A^{-\infty} (X)$ is polyhomogeneous if it is $\mathcal{E}$-smooth for some index set $\mathcal{E}$.

Suppose now $X'$ is a compact manifold with boundary, and let $X \subset X'$ be a submanifold with boundary. Suppose that its boundary decomposes into two non-empty sets

$$\partial X = \partial_- X \sqcup \partial_+ X, \quad \partial_- X = \partial X \setminus \partial X', \quad \partial_+ X = \partial X';$$

we consider $\partial_+ X$ to be a boundary ‘at infinity’, while $\partial_- X$ is an interior, ‘artificial’ boundary. Concretely, this means that we define (by a slight abuse of notation)

$$\mathcal{V}_b (X) := \{ V|_X : V \in \mathcal{V}_b (X') \}, \quad \mathcal{V}_{sc} (X) := \{ V|_X : V \in \mathcal{V}_{sc} (X') \};$$

these vector fields are b or scattering at infinity, but are unrestricted at $\partial_- X$. A typical example is $X' = \mathbb{R}^n$ and $X = \{ r \geq 1 \} \subset X'$, in which case $\partial_- X = \{ r = 1 \}$, while $\partial_+ X = \partial X'$ is the boundary (at infinity) of $\mathbb{R}^n$. See Figure 2.1.

There are now two natural classes of Sobolev spaces: those consisting of extendible distributions,

$$\tilde{H}^s_{-\rho} (X) := \{ u|_X : u \in H^s_{-\rho} (X') \}, \quad \bullet = b, \text{sc}, \quad (2.7)$$

and those consisting of supported distributions,

$$\tilde{H}^s_{-\rho} (X) := \{ u : u \in H^s_{-\rho} (X'), \text{ supp } u \subset X \}. \quad (2.8)$$
Figure 2.1. A typical example of the setting (2.6): $X$ (dark gray) is a submanifold of $X'$ (the union of the dark and light gray regions) with two boundary components $\partial_+ X = \partial X'$ and $\partial_- X \subset (X')^\circ$. We then consider function spaces such as $\bar{H}^{s,\ell}_b(X)$, which measures $b$-regularity of degree $s$ at $\partial_+ X$ (with decay rate $\ell$), and standard regularity (regularity with respect to incomplete vector fields) at $\partial_- X$.

Away from $\partial_- X$, these are the same as the standard spaces $H^{s,\ell}_b(X)$; thus, the subspaces of $H^{s,\ell}_b(X)$ or $\dot{H}^{s,\ell}_b(X)$ consisting of those elements which are polyhomogeneous (in particular automatically conormal) at $\partial_+ X$ are well-defined.

If $X$ is the ‘spatial part’ of a stationary spacetime $M = \mathbb{R}_t \times X$ with projection $\pi_X : M \to X$, and $\mathcal{F}(X)$ denotes a space of distributions on $X$ such as $\mathcal{F}(X) = \bar{H}^{\infty,\ell}_b(X)$ or $\dot{H}^{-\infty,\ell}_b(X)$ in the setting (2.6), we will be interested not only in zero modes $\mathcal{F}(X) \cong \pi_X^* \mathcal{F}(X)$, i.e. $t$-independent distributions, but also generalized zero modes

$$\text{Poly}(t)\mathcal{F}(X) := \bigcup_{k \in \mathbb{N}_0} \text{Poly}^k(t)\mathcal{F}(X), \quad \text{Poly}^k(t)\mathcal{F}(X) := \left\{ \sum_{j=0}^k t^j a_j : a_j \in \mathcal{F}(X) \right\}.$$  

(Here, we do not require $X$ to be spacelike or $dt$ to be timelike. Note that the definition (2.9) is independent of a choice of metric on $M$.)

For high energy estimates of the resolvent on Kerr spacetimes, we will work with \textit{semiclassical $b$-Sobolev spaces}. Thus, if $X$ is a manifold with boundary, we define $H^{s,\ell}_{b,h}(X) = H^{s,\ell}_b(X)$ as a set, but with norm depending on the semiclassical parameter $h \in (0,1]$: if $V_1, \ldots, V_N \in \mathcal{V}_b(X)$ spans $\mathcal{V}_b(X)$ over $C^\infty(X)$, we let

$$\|u\|_{H^{s,\ell}_{b,h}(X)}^2 := \sum_{1 \leq i_1, \ldots, i_j \leq N} \| (h V_{i_1}) \cdots (h V_{i_j}) u \|_{L^2(X)}^2,$$

$$\|u\|_{H^{k,\ell}_{b,h}(X)} := \| \rho^{-\ell} u \|_{H^{k}_{b,h}(X)}^2,$$

for $k \in \mathbb{N}_0$; for $k \in \mathbb{R}$, we take the dual and interpolated norms. (Alternatively, one can define $H^{s,\ell}_{b,h}(X)$ using semiclassical $b$-pseudodifferential operators, see [HV18b, Appendix A].)

On manifolds $X$ as in (2.6), one can then define semiclassical spaces $\tilde{H}^{s,\ell}_{b,h}(X)$ and $\dot{H}^{s,\ell}_{b,h}(X)$ of extendible and supported distributions analogously to (2.7)–(2.8).
3. The spacetime manifold and the Kerr family of metrics

In §3.1, we define a manifold $M^o$, equipped with the metric of a Schwarzschild black hole with mass

$$m_0 > 0,$$

which is a (small) extension of the domain of outer communications across the future event horizon; the purpose of such an extension is that it allows the immediate application of by now standard microlocal tools at the event horizon, as we will discuss in §4. In §3.2, we define the Kerr family with black hole parameters $(m, a) \in \mathbb{R} \times \mathbb{R}^3$ close to $(m_0, 0)$ as a smooth family of metrics on $M^o$. In §3.3, we elucidate the structure of stationary differential operators on $M^o$ near spatial infinity. In §3.4 finally, we describe the full null-geodesic dynamics of slowly rotating Kerr spacetimes.

3.1. The Schwarzschild metric. Fix a mass parameter $m_0 > 0$. We define the static patch of the mass $m_0$ Schwarzschild spacetime to be the manifold

$$M = \mathbb{R} t \times X, \quad X = (2m_0, \infty)_r \times S^2,$$

with $t$ called the static time function. We equip $M$ with the metric

$$g_{(m_0,0)} := \mu(r) dt^2 - \mu(r)^{-1} dr^2 - r^2 g, \quad (3.2)$$

with $g$ denoting the standard metric on $S^2$, and where

$$\mu(r) = 1 - \frac{2m_0}{r}. \quad (3.3)$$

This is the unique family (depending on the real parameter $m_0$) of spherically symmetric solutions of the Einstein vacuum equations in $3 + 1$ dimensions:

$$\text{Ric}(g_{(m_0,0)}) = 0.$$

We denote the dual metric by $G_{(m_0,0)} = g_{(m_0,0)}^{-1}$. The form (3.2) of the metric is singular at the Schwarzschild radius $r = r_{(m_0,0)} := 2m_0$. This is merely a coordinate singularity: switching to the null coordinate

$$t_0 := t + r_s, \quad r_s := r + 2m_0 \log(r - 2m_0), \quad |dt_0|_{G_{(m_0,0)}}^2 = 0, \quad (3.4)$$

so $dr_s = \mu^{-1} dr$, the Schwarzschild metric and its dual take the form

$$g_{(m_0,0)} = \mu dt_0^2 - 2 dt_0 dr - r^2 g, \quad G_{(m_0,0)} = -2\partial_{t_0} \partial_r - \mu \partial_r^2 - r^2 G. \quad (3.5)$$

This is now smooth and non-degenerate on the extended manifold

$$M^o = \mathbb{R}_{t_0} \times X^\circ \supset M, \quad X^\circ = [r_-, \infty)_r \times S^2 \supset X, \quad (3.6)$$

where the endpoint $r_- \in (0, 2m_0)$ is an arbitrary fixed number.

On the other hand, the metric $g_{(m_0,0)}$ is a warped product in static coordinates, which is a useful structure at infinity; we thus introduce another coordinate,

$$t_{\chi_0} := t + \int \frac{1 - \chi_0(r)}{\mu(r)} dr, \quad (3.7)$$

where $\chi_0$ is smooth, vanishes near $r \leq 3m_0$, and is identically 1 for $r \geq 4m_0$: thus, $t_{\chi_0} - t_0$ is smooth and bounded in $r \leq 4m_0$, while $t_{\chi_0} = t$ for $r \geq 4m_0$ provided we choose the constant of integration suitably.
We compactify $X^\circ$ as follows: recalling the definition of $\overline{\mathbb{R}^3}$ from (2.2), we set
\[ X := \overline{X^\circ} \subset \mathbb{R}^3, \quad \rho := r^{-1}, \]
adding the boundary $\{\rho = 0\} \cong S^2$ at infinity, with $\rho$ a boundary defining function of infinity. Thus, $X = \{r \geq r_-,\}$, and we let $\partial_- X = r^{-1}(r_-)$, $\partial_+ X = \partial \mathbb{R}^3 \subset X$. Within $X$, the topological boundary of $\mathcal{X}$ has two components,
\[ \partial \mathcal{X} = \partial_- \mathcal{X} \sqcup \partial_+ \mathcal{X}, \quad \partial_- \mathcal{X} := r^{-1}(2m_0), \quad \partial_+ \mathcal{X} := \rho^{-1}(0) = \partial_+ X. \tag{3.8} \]
We shall call (somewhat imprecisely) $\partial_- \mathcal{X}$ the event horizon. Note that $\partial_- X$ is distinct from $\partial_+ \mathcal{X}$, and is indeed a hypersurface lying beyond the event horizon.

The level sets of $t_0$ are smooth submanifolds of $M^\circ$ (unlike those of $t$ which are singular at $r = 2m_0$) which are transversal to the future event horizon $\mathbb{R}_{t_0} \times \partial_- \mathcal{X}$. However, a sequence of points with $t_0$ bounded and $r \to \infty$ tends to past null infinity. Thus, for the description of waves near the future event horizon and future null infinity (and in between), we introduce another function
\[ t_* := t + (r + 2m_0 \log(r - 2m_0))\chi(r) - (r + 2m_0 \log(r - 2m_0))(1 - \chi(r)), \tag{3.9} \]
where $\chi(r) \equiv 1$ for $r \leq 3m_0$ and $\chi(r) \equiv 0$ for $r \geq 4m_0$; it smoothly interpolates between $t + r_*$ near the event horizon and $t - r_*$ near null infinity. In the bulk of this paper, we will study forcing problems for wave equations of the type $\Box g_{(m_0,0)} u = f$, where $f$ is supported in $t_* \geq 0$. (Choosing $t_*$ more carefully so as to make $dt_*$ future causal would ensure that $u$ is supported in $t_* \geq 0$ as well; since we are not arranging this, we will have $t_* \geq -C$ on $\text{supp} \ u$ for some constant $C \geq 0$ depending only on our choice of $t_*$. ) Note that $\mathbb{R}_{t_*} \times \partial X$ has two components,
\[ \Sigma_{\text{fin}} := \mathbb{R}_{t_*} \times \partial_- \mathcal{X} \tag{3.10} \]
(which is a spacelike hypersurface inside of the black hole) and $\mathbb{R}_{t_*} \times \partial_+ \mathcal{X} = \mathbb{R}_{t_*} \times \partial_+ \mathcal{X}$ (which is future null infinity, typically denoted $\mathcal{I}^+$); moreover, the future event horizon is $\mathbb{R}_{t_*} \times \partial_- \mathcal{X}$. Geometrically, the spacelike nature of $\Sigma_{\text{fin}}$ is stable upon perturbing $g_{(m_0,0)}$ within the class of stationary metrics, while the location of the event horizon is not; in our perturbative framework, it is thus natural to work on the $M^\circ$ rather than $\mathcal{M}$. Analytically, on the Schwarzschild spacetime, $\partial_- \mathcal{X}$ will be the place were elements in nullspaces of the adjoint of the spectral family are singular; see Proposition 6.2, in particular (6.6), for a simple example in the more general Kerr context.

The more common setting for the Einstein equations is to place asymptotically flat initial data on a Cauchy surface
\[ \Sigma_0^\circ \subset M^\circ \tag{3.11} \]
which we can choose to be a smooth and spacelike transversal to $t_0$-translations, and equal to $t^{-1}(0)$ in $r \geq 3m_0$. See Figure 3.1.

3.2. The Kerr family. Write $b_0 := (m_0,0)$. Consider black hole parameters $b = (m,a) \in \mathbb{R} \times \mathbb{R}^3$, with $a \in \mathbb{R}^3$ denoting the angular momentum. If $a = |a| \neq 0$, choose adapted polar coordinates $(\theta, \varphi)$ on $\mathbb{S}^2$, meaning that $\hat{a} = a/|a|$ is the north pole $\theta = 0$; for $a = 0$, adapted polar coordinates are simply any polar coordinates. The Kerr metric in Boyer–Lindquist
coordinates \((t, r, \theta, \varphi)\) is then
\[
g^{\text{BL}}_b = \frac{\Delta_b}{\varrho_b^2} (dt - a \sin^2 \theta \, d\varphi)^2 - \varrho_b^2 \left( \frac{dr^2}{\Delta_b} + d\theta^2 \right) - \frac{\sin^2 \theta}{\varrho_b^2} (a \, dt - (r^2 + a^2) \, d\varphi)^2,
\]
\[
G^{\text{BL}}_b = \frac{1}{\Delta_b \varrho_b^2} \left( (r^2 + a^2) \partial_t + a \partial_\varphi \right)^2 - \frac{\Delta_b}{\varrho_b^2} \varrho_t^2 - \frac{1}{\varrho_b^2} \partial_\theta^2 - \frac{1}{\varrho_b^2 \sin^2 \theta} (\partial_\varphi + a \sin^2 \theta \, \partial_t)^2,
\]
\[
\Delta_{(m,a)} = r^2 - 2mr + a^2, \quad \varrho^2_{(m,a)} = r^2 + a^2 \cos^2 \theta.
\]
This is a solution of the Einstein vacuum equations:
\[
\text{Ric}(g^{\text{BL}}_{(m,a)}) = 0.
\]

Here, we will focus on parameters \((m, a)\) close to \((m_0, 0)\); in particular, we are looking at slowly rotating \((a \ll m)\) Kerr black holes. The form (3.12) of the metric breaks down at the event horizon
\[
r = r_{(m,a)} := m + \sqrt{m^2 - a^2}.
\]
This is again merely a coordinate singularity: for \(\chi \in C^\infty(\mathbb{R})\), vanishing in \(r \leq 2m\), put
\[
t_{b,\chi} = t + \int \frac{r^2 + a^2}{\Delta_b} (1 - \chi(r)) \, dr, \quad \varphi_{b,\chi} = \varphi + \int \frac{a}{\Delta_b} (1 - \chi(r)) \, dr.
\]
The metric $g_b^{\text{BL}}$ then takes the form
\begin{equation}
\label{eq:3.16}
g_{b,\chi} = \frac{\Delta_b}{\Delta_b^2} (dt_{b,\chi} - a \sin^2 \theta d\varphi_{b,\chi})^2 - 2(1 - \chi)(dt_{b,\chi} - a \sin^2 \theta d\varphi_{b,\chi})dr - \frac{\chi(2 - \chi)\Delta_b^2}{\Delta_b} dr^2 - \frac{\sin^2 \theta}{\Delta_b} (a dt_{b,\chi} - (r^2 + a^2) d\varphi_{b,\chi})^2,
\end{equation}
which is smooth and non-degenerate on $M_b^o = \mathbb{R} t_{b,\chi} \times [r_-, \infty), \times S^2_{\theta, \varphi_{b,\chi}}$. Taking $\chi = \chi_0$ as in (3.7), and choosing suitable constants of integration, we have $t_{b,\chi_0} \equiv t$, $\varphi_{b,\chi_0} \equiv \varphi$ for $r \geq 4m_0$; defining the diffeomorphism
\[ \Phi_b: M_b^o \to M^o, \quad (t_{\chi_0}, r, \theta, \varphi)(\Phi_b(p)) = (t_{b,\chi_0}, r, \theta, \varphi_{b,\chi_0})(p), \]
where $t_{\chi_0}$ is defined in (3.7) and $(\theta, \varphi)$ denotes polar coordinates on $\mathbb{S}^2$ adapted to $a$, $g_b = (\Phi_b)_*(g_b^{\text{BL}}) \in C^\infty(M^o; S^2T^*M^o)$
\begin{equation}
\label{eq:3.17}
\end{equation}
is a stationary metric on $M^o$. For $b = b_0 = (m_0, 0)$, this produces the Schwarzschild metric $g_{b_0}$, thus the notation is unambiguous. As in [HV18b, Proposition 3.5], one can prove that $g_b$ is a smooth family of metrics on $M^o$.

Furthermore, an inspection of (3.12) shows that the mass parameter $m$ contributes $\rho C^\infty(X)$ terms to the metric, while the angular momentum $a$ only contributes $\rho^2 C^\infty(X)$ terms; see also (3.26)–(3.27) below.

The choice (3.17) of defining the Kerr family as a smooth family of metrics on the fixed manifold $M^o$ is not unique, and in fact another presentation is more convenient for calculations later on. Namely, we also consider coordinates $t_{b,0}$, $\varphi_{b,0}$ (that is, $t_{b,\chi}$ and $\varphi_{b,\chi}$ for the function $\chi \equiv 0$) and use the embedding
\[ \Phi_b^0: M_b^o \to M^o, \quad (t_0, r, \theta, \varphi)(\Phi_b^0(p)) = (t_{b,0}, r, \theta, \varphi_{b,0})(p). \]
Denote the resulting presentation of the Kerr family on $M^o$ by $g_b^0 = (\Phi_b^0)_*(g_b^{\text{BL}}) \in C^\infty(M^o; S^2T^*M^o)$.

We have $\Phi_{b_0}^0 = \Phi_{b_0}$, hence $g_{b_0}^0 = g_{b_0}$; see also (3.21a) below. The full Schwarzschild family becomes
\begin{equation}
\label{eq:3.18}
g_{(m,0)}^0 = \mu m dt_0^2 - 2dt_0 dr - r^2 d\varphi, \quad \mu_m = 1 - \frac{2m}{r}.
\end{equation}
Linearizing the families $g_b$ and $g_b^0$ in the parameter $b$ yields linearized Kerr metrics,
\begin{equation}
\label{eq:3.19}
g_{(m,a)}^{(0)}(\hat{m}, \hat{a}) = \left. \left( \frac{d}{d\hat{a}} g_{(m,a)}^{(0)} + s(\hat{m}, \hat{a}) \right) \right|_{s=0},
\end{equation}
with linear dependence on $\hat{b} = (\hat{m}, \hat{a})$. We record the particular cases
\begin{equation}
\label{eq:3.20}
g_{(m,a)}^{(0)}(1, 0) = -\frac{2m}{r} dt_0^2, \quad g_{(m,a)}^{(0)}(0, \hat{a}) = \left( \frac{4m}{r} dt_0 + 2dr \right) \sin^2 \theta d\varphi,
\end{equation}
where in the second line $|\hat{a}| = 1$, and $(\theta, \varphi)$ are spherical coordinates adapted to $\hat{a}$. By linearizing (3.13), we find $(D_{g_{(m,a)}^{(0)}} \text{Ric})(g_{(m,a)}^{(0)}(\hat{m}, \hat{a})) = 0$. 

Remark 3.1. Since \( g_b = (\Phi_b^0 \circ \Phi_b^{-1})^* g_b^0 \), the linearized Kerr metric \( \dot{g}_{(m,a)} \) can be obtained from \( \dot{g}_{(m,a)}^0 \) by pullback along a diffeomorphism and addition of a Lie derivative of \( g_{(m,a)} \) along a suitable vector field. More precisely, in \((t_s, r, \theta, \varphi)\) coordinates on \( M^0 \), we have
\[
\Phi_b^0 \circ \Phi_b^{-1}: (t_s, r, \theta, \varphi) \mapsto \left( t_s + \int \left( \frac{r^2 + a^2}{\Delta_b} - \frac{r^2}{\Delta_b} \right) \chi_0 \, dr, \, r, \, \theta, \, \varphi + \int \frac{a}{\Delta_b} \chi_0 \, dr \right). \tag{3.21a}
\]
In particular, for \( \dot{b} = (\dot{m}, \dot{a}) \), the two versions of the linearization of the Kerr metric at \( g_{b0} \) are related by
\[
\dot{g}_{b0}(\dot{b}) = \dot{g}_{b0}^0(\dot{b}) + \mathcal{L}_{\dot{V}(\dot{b})}g_{b0},
\]
\[
V(\dot{b}) = \frac{d}{ds} \bigg|_{s=0} \left( \Phi_b^0 \circ \Phi_b^{-1} \right)_{b_0 + sb} = \bar{m} \left( \int_{r_0}^r \frac{2r^3}{\Delta_b} \chi_0 \, dr \right) \partial_{t_s} + \dot{a} \left( \int_{r_0}^r \frac{\chi_0 \, dr}{\Delta_b} \right) \partial_{\varphi}.
\]
(Since \( \partial_{t_s} \) and \( \partial_{\varphi} \) are Killing vector fields for \( g_{b0} \), the constants of integration, and thus \( r_0 \) in the definition of \( V(\dot{b}) \), can be chosen arbitrarily.)

Finally, we note that spherically symmetric outgoing light cones for \( g_{(m,0)} \) depend on \( m \) via a logarithmic (in \( r \)) correction. Thus, we introduce the function
\[
t_{m,*} := t_s - \left( 2m \log(r - 2m) - 2m_0 \log(r - 2m_0) \right) (1 - \chi(r)), \tag{3.22}
\]
generalizing (3.9); it is smooth on \( M^0 \), and equals \( t - (r + 2m \log(r - 2m)) \) in \( r \geq 4m_0 \). In particular, in \( r \geq 4m_0 \), we have
\[
g_{(m,0)} = \mu_m dt^2 - \mu^{-1}_m dr^2 - r^2 \dot{g} = \mu_m dt^{2}_{m,*} + 2dt_{m,*} dr - r^2 \dot{g},
\]
which thus has the same form as \( g_{(m,0)} \) with respect to \( t_s = t_{m,*} \); in particular, \( dt_{m,*} \) is null for large \( r \). (One can also construct \( t_{(m,a),*} \), a lower order \((\mathcal{O}(r^{-1}))\) correction of \( t_{m,*} \), which takes the angular momentum \( a \) into account and has the property that \( dt_{(m,a),*} \) is null with respect to \( g_{(m,a)} \) for large \( r \); see [PI98].)

3.3. Stationarity, vector bundles, and geometric operators. In the notation (3.6), denote the projection to the spatial manifold by
\[
\pi_X: M^\circ \to X^\circ;
\]
this is independent of the choice of time function. Suppose \( E_1 \to X^\circ \) is a vector bundle; then differentiation along \( \partial_t = \partial_{t_0} = \partial_{t_s} \) is a well-defined operation on sections of the pullback bundle \( \pi_X^* E_1 \). The tangent bundle of \( M^\circ \) is an important example of such a pullback bundle, as
\[
TM^\circ \cong \pi_X^* (T_{t_0}^{-1}(0) M^\circ) \cong \pi_X^* (T_{t_s}^{-1}(0) M^\circ),
\]
likewise for the cotangent bundle and other tensor bundles.

Let \( E_2 \to X^\circ \) be another vector bundle, and suppose \( \hat{L}(0) \in \text{Diff}(X^\circ; E_1, E_2) \) is a differential operator; fixing \( t = t_s + F, \, F \in C^\infty(X^\circ) \), with \( dt \neq 0 \) everywhere, we can then define its stationary extension by assigning to \( u \in C^\infty(M^\circ; \pi_X^* E_1) \) the section \((Lu)(t, -) := \hat{L}(0)(u(t, -)) \) of \( \pi_X^* E_2 \); this extension does depend on the choice of \( t \). The action of \( L \) on stationary functions on the other hand is independent of the choice of \( t \) since
\[
L \pi_X^* = \pi_X^* \hat{L}(0). \tag{3.23}
\]
Via stationary extension, one can consider $\text{Diff}_b(X; E)$ (for $E \to X$ a smooth vector bundle down to $\partial_+ X$) to be a subalgebra of $\text{Diff}(M^o; \pi^*X E)$; likewise $\text{Diff}_c(X; E) \hookrightarrow \text{Diff}(M^o; \pi^*X E)$.

Conversely, if $L \in \text{Diff}(M^o; \pi^*X E_1, \pi^*X E_2)$ is stationary, i.e. commutes with $\partial$, there exists a unique (independent of the choice of $t$) operator $\tilde{L}(0) \in \text{Diff}(X^o; E_1, E_2)$ such that the relation (3.23) holds. More generally, we can consider the formal conjugation of $L$ by the Fourier transform in $t$, 

$$\hat{L}(\sigma) := e^{i\sigma t} Le^{-i\sigma t} \in \text{Diff}(X^o; E_1, E_2),$$

where we identify the stationary operator $e^{i\sigma t} Le^{-i\sigma t}$ with an operator on $X^o$. Switching from $t$ to another time function, $t + F'$, $F' \in C^\infty(X^o)$, amounts to conjugating $\hat{L}(\sigma)$ by $e^{i\sigma F'}$.

In order to describe the uniform behavior of geometric operators at $\partial_+ X$ concisely, we need to define a suitable extension of $T^*M^o$ to ‘infinity’. To accomplish this, note that the product decomposition (3.6) induces a splitting

$$T^*M^o \cong T^*\mathbb{R}_{t_0} \oplus T^*X^o = \pi^*_T(T^*\mathbb{R}_{t_0}) \oplus \pi^*_X(T^*X^o),$$

where $\pi_T : M^o \to \mathbb{R}_{t_0}$ is the projection. We therefore define the extended scattering cotangent bundle of $X$ by

$$\tilde{sc}T^*X := \mathbb{R}dt_0 \oplus \tilde{sc}T^*X.$$ (3.24)

At this point, $dt_0$ is merely a name for the basis of a trivial real rank 1 line bundle over $X$; considering the pullback bundle $\pi_X \tilde{sc}T^*X \to M^o$, we identify it with the differential of $t_0 \in C^\infty(M^o)$, giving an isomorphism

$$(\pi^*_X \tilde{sc}T^*X)|_{M^o} \cong T^*M^o.$$ (3.25)

Smooth sections of $\tilde{sc}T^*X \to X$ are linear combinations, with $C^\infty(X)$ coefficients, of $dt_0$ and the 1-forms $dx^i$, where $(x^1, x^2, x^3)$ are standard coordinates on $X^o \subset \mathbb{R}^3$. One can switch to another time function in (3.24), say, $t_*$, by writing $dt_* = dt_0 + (dt_* - dt_0)$, with the second term being a smooth scattering 1-form on $X$; likewise for $t_{x_0}$ and also for the static time $t$ in $r > 2m_0$.

For a stationary metric $g$ on $M^o$, there exists a unique $g' \in C^\infty(X^o; S^2 \tilde{sc}T^*X)$ such that $\pi^*_X g' = g$, namely $g'$ is the restriction (as a section of $S^2 \tilde{sc}T^*X$) of $g$ to any transversal of $\pi_X$, such as level sets of $t_0, t_{x_0}, t_*$. Identifying $g$ with $g'$ and applying this to the Kerr family, we then have

$$g_b, \ g_b^0 \in C^\infty(X; S^2 \tilde{sc}T^*X);$$ (3.26)

they are non-degenerate down to $\partial_+ X$. Moreover, we have

$$g_b - g \in \rho C^\infty, \ g := dt^2_{x_0} - dr^2 - r^2 g, \ g_{(m,a)} - g_{(m,0)} \in \rho^2 C^\infty,$$ (3.27)

i.e. a Kerr metric equals the Minkowski metric $g$ to leading order, and is an $O(\rho^2)$ perturbation of the Schwarzschild metric of the same mass.

We proceed to discuss basic geometric operators on Kerr spacetimes. We write

$$(\delta_g \omega)_{\mu\nu} = \frac{1}{2}(\omega_{\mu;\nu} + \omega_{\nu;\mu}), \ (\delta_g h)_{\mu} = -h_{\mu;\nu}^\nu, \ G_g = 1 - \frac{1}{2}g \text{tr} g,$$ (3.28)
and furthermore denote by
\[ \Box_{g,0}, \Box_{g,1}, \Box_{g,2}, \] (3.29)
the wave operator \(-\text{tr}_g \nabla^2\) on scalars, 1-forms, and symmetric 2-tensors, respectively. When the bundle is clear from the context, we shall simply write \(\Box_g\).

**Proposition 3.2.** Writing the operator \(\Box_{g,2}\) as
\[ \Box_{g,2} = |dt|_{x_0}^2 \square_{t,x_0}^2 + \Box_{g,2}(0) + Q_b D_{t,x_0}, \] (3.30)
we have \(\Box_{g,2}(0) \in \rho^2 \text{Diff}^2_t(X; S^2 \hat{\omega}^\ast T^\ast X)\) and \(Q_b \in \rho^2 \text{Diff}^1_{sc}(X; S^2 \hat{\omega}^\ast T^\ast X)\).

Away from \(\partial X\), this merely states that \(\Box_{g,2}\) is a second order differential operator with smooth coefficients, with principal symbol given by the dual metric function. It thus suffices to analyze \(\Box_{g,2}\) near spatial infinity where \(t_{x_0} \equiv t\) is the static or Boyer–Lindquist time coordinate; there, Proposition 3.2 is a consequence of:

**Lemma 3.3.** Suppose \(g\) is a stationary Lorentzian metric on \(M^0\) for which
\[ g(\partial_t, \partial_t) \in 1 + \rho C^\infty(X), \]
\[ g(\partial_t, -) \in \rho^2 C^\infty(X; \hat{\omega}^\ast T^\ast X), \]
\[ g|_{\text{sc} T^\ast X} \in -h + \rho C^\infty(X; S^2 \hat{\omega}^\ast T^\ast X), \] (3.31)
where \(h \in C^\infty(X; S^2 \hat{\omega}^\ast T^\ast X)\) is Riemannian. Then the operator \(\Box_g = \Box_{g,2}\) takes the form
\[ \Box_g = |dt|^2 \square_{t} D^2_t + \Box_g(0) + Q D_t, \]
with \(\Box_g(0) \in \rho^2 \text{Diff}^2_t(X; S^2 \hat{\omega}^\ast T^\ast X)\) and \(Q \in \rho^2 \text{Diff}^1_{sc}(X; S^2 \hat{\omega}^\ast T^\ast X)\). Moreover, \(\Box_g(0)\) mod \(\rho^3 \text{Diff}^2_t(X; S^2 \hat{\omega}^\ast T^\ast X)\) only depends on \(h\).

**Proof.** We use the splittings
\[ \hat{\omega}^\ast T^\ast X = (dt) \oplus \hat{\omega}^\ast T^\ast X, \] (3.32a)
\[ S^2 \hat{\omega}^\ast T^\ast X = (dt^2) \oplus (2dt \otimes_{s} \hat{\omega}^\ast T^\ast X) \oplus S^2 \hat{\omega}^\ast T^\ast X, \] (3.32b)
\[ S^2 \hat{\omega}^\ast T^\ast X \otimes \hat{\omega}^\ast T^\ast X = (dt^2) \oplus (dt \otimes \hat{\omega}^\ast T^\ast X) \oplus (\hat{\omega}^\ast T^\ast X \otimes dt) \oplus (\hat{\omega}^\ast T^\ast X \otimes \hat{\omega}^\ast T^\ast X), \] (3.32c)
\[ S^2 \hat{\omega}^\ast T^\ast X \otimes S^2 \hat{\omega}^\ast T^\ast X = (dt \otimes S^2 \hat{\omega}^\ast T^\ast X) \oplus (\hat{\omega}^\ast T^\ast X \otimes S^2 \hat{\omega}^\ast T^\ast X), \] (3.32d)
\[ S^2 \hat{\omega}^\ast T^\ast X \otimes S^2 \hat{\omega}^\ast T^\ast X = (dt^2 \otimes S^2 \hat{\omega}^\ast T^\ast X) \oplus (2dt \otimes_{s} S^2 \hat{\omega}^\ast T^\ast X) \oplus S^2 \hat{\omega}^\ast T^\ast X) \oplus (S^2 \hat{\omega}^\ast T^\ast X \otimes S^2 \hat{\omega}^\ast T^\ast X), \] (3.32e)
with the \(S^2 \hat{\omega}^\ast T^\ast X\) factors in (3.32d)–(3.32e) further split according to (3.32b). Thus, writing \(\mathcal{O}^k := \rho^k C^\infty(X)\) (and writing \(f = \mathcal{O}^k\) in the spirit of \(\mathcal{O}\)-notation instead of \(f \in \mathcal{O}^k\) when \(f\) is a smooth function), we have
\[ g = (1 + \mathcal{O}^1, \mathcal{O}^2, -h + \mathcal{O}^1)^T, \quad \text{tr}_g = (1 + \mathcal{O}^1, \mathcal{O}^2, -\text{tr}_h + \mathcal{O}^1) \] (3.33)
in the splitting (3.32b) and its dual. The dual metric takes the form \(G := g^{-1} = (1 + \mathcal{O}^1, \mathcal{O}^2, -h^{-1} + \mathcal{O}^1)\).

For subsequent calculations, let us introduce coordinates
\[ z = (z^0, z^1, z^2, z^3), \]
where \( z^0 = t \), and \( z^1, z^2, z^3 \) are standard coordinates on \( \mathbb{R}^3 \). We use Latin letters \( i, j, k \) for indices from 1 to 3, and Greek letters \( \mu, \nu, \lambda \) for indices from 0 to 3. We first compute the Levi-Civita connection of \( g \); for example, \( 2\Gamma_{0ij} = \partial_i g_{0j} + \partial_j g_{0i} - \partial_0 g_{ij} = \mathcal{O}^2 \) since \( g \) is stationary, and since \( \partial_t \in \rho \mathcal{V}_b(X) \) maps \( g_{ij} \in \rho^2 \mathcal{C}^\infty(X) \) into \( \rho^3 \mathcal{C}^\infty(X) \). The same reasoning shows that all Christoffel symbols of \( g \) lie in \( \mathcal{O}^2 \) except for

\[
\Gamma^k_{ij} = \Gamma^k_{ij}(h) + \mathcal{O}^2; \quad (3.34)
\]

by an explicit calculation, some Christoffel symbols have faster decay. We collect all of them by stating the form of \( \nabla \in \text{Diff}^1(M^0; T^*M^0 \otimes T^*M^0) \), defined by \( u \mapsto \nabla u \), \((\nabla u)(V, W) = (\nabla_V u)(W)\): the \( dz^\mu \otimes dz^\nu \) coefficient of \( \nabla(u \, dz^\lambda) \), with \( u \) a scalar function, is given by

\[
(\nabla_{\mu}(u \, dz^\lambda))_\nu = (\partial_{\mu} \delta^\lambda_{\nu} - \Gamma^\lambda_{\mu\nu})u.
\]

In the splittings (3.32a) and (3.32c), we then have

\[
\nabla^{\text{sc}
T^*X} = \begin{pmatrix}
\partial_t + \mathcal{O}^4 & \mathcal{O}^2 & \mathcal{O}^2 \\
\mathcal{O}^2 & \partial_t + \mathcal{O}^3 & \mathcal{O}^3 \\
d_X + \mathcal{O}^2 & \mathcal{O}^3 & \nabla^h + \mathcal{O}^2
\end{pmatrix}, 
\]

(3.35)

where \( d_X \) is the exterior differential on \( X \), and \( \nabla^h \) is the Levi-Civita connection of \( h \). Note that \( d_X \in \rho \text{Diff}^1_b(X; \mathbb{C} \otimes T^*X) \) (with \( \mathbb{C} := X \times \mathbb{C} \to X \) the trivial bundle) and \( \nabla^h \in \rho \text{Diff}^1_b(X; \mathfrak{sc} T^*X, \mathfrak{sc} T^*X \otimes \mathfrak{sc} T^*X) \).

Using this, one computes \( \nabla \) acting on symmetric 2-tensors, expressed in the splittings (3.32b) and (3.32d) (the latter refined by (3.32b) as explained before), to be

\[
\nabla^{\mathfrak{sc}
T^*X} = \begin{pmatrix}
\partial_t + \mathcal{O}^4 & \mathcal{O}^2 & 0 & 0 \\
\mathcal{O}^2 & \partial_t + \mathcal{O}^3 & \mathcal{O}^3 & 0 \\
d_X + \mathcal{O}^2 & \mathcal{O}^3 & \nabla^h + \mathcal{O}^2 & \mathcal{O}^3 \\
0 & \mathcal{O}^3 & \nabla^h + \mathcal{O}^2 & \mathcal{O}^3
\end{pmatrix}, 
\]

(3.36)

Now \( \delta_g = -\text{tr}^{13}_g \nabla \) on symmetric 2-tensors, where \( \text{tr}^{13}_g \) is the contraction of the first and third slot. In the splittings (3.32d) and (3.32a), we have

\[
\text{tr}^{13}_g = \begin{pmatrix}
1 + \mathcal{O}^1 & \mathcal{O}^2 & 0 & 0 \\
0 & 1 + \mathcal{O}^1 & \mathcal{O}^2 & 0 \\
0 & 0 & 1 + \mathcal{O}^1 & \mathcal{O}^2 \\
0 & 0 & 0 & 1 + \mathcal{O}^1
\end{pmatrix},
\]

hence

\[
\delta_g = \begin{pmatrix}
-\partial_t + \rho^3 \text{Diff}^1_b + \mathcal{O}^4 \partial_t & -\delta_h + \rho^3 \text{Diff}^1_b + \mathcal{O}^2 \partial_t \\
-\partial_t + \mathcal{O}^2 \partial_t & -\partial_t + \mathcal{O}^2 \partial_t
\end{pmatrix}. 
\]

(3.37)

Symmetrizing \( \nabla: \mathcal{C}^\infty(M^0; T^*M^0 \otimes S^2T^*M^0) \to \mathcal{C}^\infty(M^0; T^*M^0 \otimes T^*M^0 \otimes S^2T^*M^0) \) in the first two factors on the right and expressing the resulting symmetrized gradient in the
splittings (3.32d) and (3.32e) (both refined by (3.32b)), one furthermore computes

\[ \text{Sym} \nabla^{\text{sc} T^* X \otimes \text{sc} T^* X} \]

\[
\begin{pmatrix}
\frac{1}{2} d_X + O^2 & O^2 & 0 & O^2 & 0 & 0 \\
O^2 & \frac{1}{2} d_t + O^2 & 0 & O^2 & 0 & 0 \\
0 & O^2 & \frac{1}{2} d_t + O^2 & 0 & O^2 & 0 \\
\frac{1}{2} \nabla^h + O^2 & O^3 & 0 & O^2 & \frac{1}{2} \nabla^h + O^2 & O^2 \\
O^3 & \frac{1}{2} \nabla^h + O^2 & O^3 & 0 & O^2 & \frac{1}{2} \nabla^h + O^2 & O^2 \\
0 & 0 & O^3 & \nabla^h + O^2 & O^3 & 0 \\
0 & 0 & 0 & O^3 & \nabla^h + O^2 & O^3 \\
\end{pmatrix},
\]

(3.38)

where \( \nabla^h \) in the (8,5) entry acts on \( \text{sc} T^* X \otimes \text{sc} T^* X \), which is isomorphic to the 5-th summand of (3.32d) when refined by (3.32b), i.e. \( \text{sc} T^* X \otimes (2 dt \otimes \text{sc} T^* X) \); the meaning of the other \( \nabla^h \) is analogous.

The trace in the first factor on the left of (3.32e), expressed in the splittings (3.32e) and (3.32b), is given by

\[ \text{tr}^1_g = \begin{pmatrix}
1 + O^1 & 0 & 0 & O^2 & 0 & 0 - \text{tr}_h + O^1 & 0 & 0 \\
0 & 1 + O^1 & 0 & O^2 & 0 & 0 - \text{tr}_h + O^1 & 0 & 0 \\
0 & 0 & 1 + O^1 & 0 & O^2 & 0 & 0 & 0 & - \text{tr}_h + O^1 \\
\end{pmatrix} .
\]

Combining this with (3.36) and (3.38), one finds that on symmetric 2-tensors,

\[
\Box_g = - \text{tr}^1_g \nabla^2 = (1 + O^1) D_t^2 + \begin{pmatrix}
\text{tr}_h \nabla^h d_X & 0 & 0 & 0 \\
0 & \text{tr}_h \nabla^h \nabla^h & 0 & 0 \\
0 & 0 & \text{tr}_h \nabla^h \nabla^h & 0 \\
\end{pmatrix}
\]

(3.39)

\[
+ \begin{pmatrix}
0 & O^2 D_t & 0 \\
0 & O^2 D_t & 0 \\
\end{pmatrix} + \rho^3 \text{Diff}_b D_t + \rho^3 \text{Diff}_b ;
\]

The third and fourth summand lie in \( \rho^2 \text{Diff}_b D_t \). Lastly, the coefficient of \( D_t^2 \) can be computed from the principal symbol of \( \Box_g \), hence is \( |dt|^2 \), as stated. The proof is complete. \( \square \)

By (3.34) and the discussion preceding it, the Riemann curvature tensor

\[ R_g \in \rho^2 C^\infty(X; \text{sc} T X \otimes (\text{sc} T^* X)^3) \]

(3.40)

is determined, modulo \( \rho^3 C^\infty \), by \( h \); likewise for the Ricci curvature \( \text{Ric}(g) \in \rho^2 C^\infty \). We similarly obtain that the scalar and 1-form wave operators for metrics of the form (3.31) are given by

\[
\Box_{g,j} = |dt \otimes | \partial_{t_j}^2 + \box_{g,j} (0) + Q_j D_{t_{x_0}}, \quad j = 0, 1,
\]

(3.41)

where \( Q_0 \in \rho^3 \text{Diff}_b (X) \) and \( Q_1 \in \rho^2 \text{Diff}_b (X; \text{sc} T X) \), and where \( \box_{g,j} (0) \mod \rho^3 \text{Diff}_b (X) \) only depends on \( h \). Indeed, for \( j = 0 \), (3.33) and (3.35) imply

\[ \delta_g = - \text{tr} \nabla = (- \partial_t + \rho^3 \text{Diff}_b + O^1 \partial_t, - \delta_h + \rho^3 \text{Diff}_b + O^2 \partial_t), \]

which together with \( d = (\partial_t, d_X)^T \) gives \( \Box_{g,0} = \delta_g d = G \partial^0 D_t^2 - \Delta_h + \rho^3 \text{Diff}_b^2 + \rho^3 \text{Diff}_b D_t \).

The proof for \( j = 1 \) follows from a simple variant of the calculations of Lemma 3.3.
We furthermore note that \( G_g \in C^\infty(X; \text{End}(S^2 s\tilde{T}^* X)) \), with \( G_g \mod \rho C^\infty \) depending only on \( h \). Moreover,
\[
\begin{align*}
\delta_g &= -\ell dt_{x_0} D_{t_{x_0}} \delta_g(0), \\
\delta^*_g &= dt_{x_0} \otimes_s D_{t_{x_0}} \delta^*_g(0), \\
\tilde{\delta}_g(0) &\in \rho \text{Diff}^1_b(X; S^2 s\tilde{T}^* X, s\tilde{T}^* X), \\
\tilde{\delta}^*_g(0) &\in \rho \text{Diff}^1_b(X; \tilde{s}\tilde{T}^* X, S^2 \tilde{s}\tilde{T}^* X),
\end{align*}
\]
with \( \tilde{\delta}_g(0), \tilde{\delta}^*_g(0) \mod \rho^2 \text{Diff}^1_b \) only depending on \( h \).

In the context of (3.27), it is useful to record the following strengthening of the leading order control: if \( g_1, g_2 \) are two metrics of the form (3.31) and so that in addition \( g_1 - g_2 \in \rho^2 C^\infty(X; S^2 s\tilde{T}^* X) \), then
\[
\tilde{\delta}_g(0) - \tilde{\delta}_g(0) \in \rho^3 C^\infty(X; \text{Hom}(\tilde{s}\tilde{T}^* X, S^2 \tilde{s}\tilde{T}^* X)),
\]
similarly for other operators, including
\[
\square\hat{\square}_{g,j}(0) - \hat{\square}_{g,j}(0) \in \rho^4 \text{Diff}^2_b(X; \tilde{s}\tilde{T}^* X), \quad j = 0, 1, 2,
\]
and \( R_{g_1} - R_{g_2} \in \rho^4 C^\infty \).

When \( g \) is the Kerr metric, then \( g|_{\tilde{s}\tilde{T}^* X \times \tilde{s}\tilde{T}^* X} = -h + \rho C^\infty \) is to leading order equal to the Euclidean metric \( h = (dx^1)^2 + (dx^2)^2 + (dx^3)^2 \) on \( \mathbb{R}^3 \) (equipped with standard coordinates \((x^1, x^2, x^3)\) on \( \mathbb{R}^3 \setminus B(0, 3m) \cong X^0 \setminus \{r < 3m\} \)). Thus, the leading order terms at \( \rho = 0 \) are simply those of the corresponding operators on Minkowski space \( \mathbb{R}^4 = \mathbb{R}_t \times \mathbb{R}^3 \) with metric
\[
g = dt^2 - dx^2.
\]

But the latter take a very simple form in the standard coordinate trivialization of \( \tilde{s}\tilde{T}^* X \) by \( dt, dx^i, i = 1, 2, 3 \):

**Lemma 3.4.** Let \( N_0 = 1, N_1 = 4, N_2 = 10 \). For \( g = g_{(m,a)} \), we have
\[
\hat{\square}^g_{g,j}(0) - \hat{\square}_{g,j}(0) \in \rho^3 \text{Diff}^2_b,
\]
where \( \square \) is the scalar wave operator on Minkowski space, given by \( \square_{g,j} = \square \otimes 1_{N_j \times N_j} \) in the standard coordinate basis. Likewise,
\[
\delta_g^* - \delta_g^* \in \rho^2 \text{Diff}^1_b, \quad \delta_{g_{(m,a)}}^* - \delta_{g_{(m,a)}}^* \in \rho^3 \text{Diff}^1_b.
\]

**Proof.** By Lemma 3.3, the only structure of \( g_{(m,a)} \) relevant for this calculation is (3.31), with \( h \) the Euclidean metric on \( X = \mathbb{R}^3 \). That is, it suffices to compute \( \hat{\square}_{g,j} \), where \( g = dt^2 - h \) is the Minkowski metric. The claim is then immediate since \( dt, dx^i \) are parallel for \( g \). The final statement follows from (3.43) combined with (3.27). \( \square \)

In the language of [Mel93], the normal operators of \( \hat{\square}_{g,j}(0) \) and \( \hat{\square}_{g,j}(0) \) at \( \partial_+ X \) are the same; this will allow us to deduce precise asymptotic expansions of zero energy modes for waves on Kerr spacetimes from simple calculations on Minkowski in \( \S\S 6–9 \).
3.4. Properties of the null-geodesic flow. Fix black hole parameters $b = (m,a)$ close to $b_0$, and let
\[ g = g_{(m,a)}, \quad G = g^{-1}. \]
We proceed to describe the null-bicharacteristic flow of the spectral family of the wave operator $\Box_g$ on Schwarzschild or slowly rotating Kerr spacetimes. (Since this concerns only the principal symbol of $\Box_g$, which is the dual metric function, this discussion applies to the scalar, 1-form, and symmetric 2-tensor wave operators, as well as to the linearized gauge-fixed Einstein operator $L_g$ in (4.2) below.) Concretely, recalling the function $t_{m,*}$ from (3.22), we are interested in the null-bicharacteristic flow of
\[ \Box_g(\sigma) := e^{it_{m,*}\sigma} \Box_g e^{-it_{m,*}\sigma} \in \text{Diff}^2_{sc}(X), \]
both for finite $\sigma$ as well as in the semiclassical regime, see (3.47).

The principal symbol of $-\Box_g(\sigma)$ as a large parameter (in $\sigma$) differential operator is
\[ p(\sigma; \xi) := -G(-\sigma dt_{m,*} + \xi) \in C^\infty((\text{sc} T^* X) \times \mathbb{C}_\sigma), \quad \xi \in \partial^\perp_{t_{m,*}} = \text{sc} T^* X; \]
the overall minus sign ensures that $p(\sigma; -)$ has positive principal symbol for $\sigma \in \mathbb{R}$ and large $r$.

Remark 3.5. One typically considers the spectral family of $\Box_g$ with respect to another ‘time’ function such as $t_{\chi_0}$, which equals $t$ for large $r$. (Formally taking $b = (0,0)$, so $g_b = dt^2 - dr^2 - r^2 g = g$ is the Minkowski metric, the spectral family with respect to $t$ is $-\Delta + \sigma^2$, with $\Delta \geq 0$ the Euclidean Laplacian.) For future reference, let us thus define
\[ \Box_g(\sigma) := e^{it_{\chi_0}\sigma} \Box_g e^{-it_{\chi_0}\sigma}; \]
this can be obtained from $\Box_g(\sigma)$ by conjugation by the stationary function $e^{it_{m,*}-t_{\chi_0}}$.

The semiclassical rescaling of $-\Box_g(\sigma)$ is $-h^2 \Box_g(h^{-1} z)$ where $h = |\sigma|^{-1}$, $z = \sigma/|\sigma|$, and its semiclassical principal symbol is
\[ p_h(\xi) := -G(-z dt_{m,*} + \xi) \in C^\infty((\text{sc} T^* X). \]
For the sake of definiteness, we consider the case $\sigma > 0$, so $z = 1$. We then define
\[ \Sigma_h \subset \text{sc} T^* X \]
as the closure of $p_h^{-1}(0)$ in the (fiber-wise) radially compactified scattering cotangent bundle. Note that on the set where $\partial_{t_{m,*}} = \partial_t$ is timelike, in particular for large $r$, $p_h(\xi)$ is classically elliptic since $p_h(\xi) \geq |\xi|^2$ (with $\cdot$ denoting the Euclidean metric) for large $|\xi|$. We shall consider the rescaled Hamilton flow of $p_h$, namely, the flow of the vector field
\[ H := |\xi|^{-1} \rho^{-1} H_{p_h} \in \mathcal{V}_h((\text{sc} T^* X). \]

The structure of the $\mathcal{H}$-flow on subextremal Kerr spacetimes has been described in detail before: by the third author [Vas13, §6] on Kerr–de Sitter spacetimes, which are very similar to Kerr spacetimes except for the presence of a cosmological horizon; by Dyatlov [Dya15a, §§3.1–3.3] on subextremal Kerr spacetimes, building on the work by Wunsch–Zworski [WZ11], and with refinements in the presence of bundles due to the Dyatlov [Dya16] and the second and third authors [Hin17, HV18b, Hin18a, Hin18b]; see also [DZ13]. (We refer the reader to [Zwo17] for a survey of trapping phenomena.) Vasy–Zworski [VZ00] analyzed the semiclassical scattering behavior near $\partial X$ for the null-bicharacteristic flow of
semiclassical principal symbol of \(-\sigma^{-2}\square_g(\sigma)\), which is the same, up to a canonical transformation, as that of \(p_h\). In the non-semiclassical setting, i.e. for fixed \(\sigma\), the description of the Hamilton dynamics within the characteristic set of \(\partial X\) is due to Melrose [Mel94]; the remaining part of the characteristic set in this setting lies over \(r \leq 2m\) on a mass \(m\) Schwarzschild spacetime, and in a neighborhood thereof for slowly rotating Kerr spacetimes.

Here, we shall thus merely list (without proof) the relevant properties of the flow. To begin, over \(\partial_x X\), we have \(G(-dt_m, + \xi) = \left| -dt + (dr + \xi) \right|^2_G = 1 - |dr + \xi|^2\), where \(G = g^{-1}\) is the dual of the Minkowski metric, hence

\[ \Sigma_{h,\beta} := \Sigma_h \cap \text{sc}T^*_p X = \{ \zeta - dr : |\zeta|^2 = 1 \}. \]

Note that the semiclassical characteristic set of \(-\sigma^{-2}\square_g(\sigma)\) over \(\partial X\) is the zero set of \(G(-dt + \xi)\), i.e. equal to \(\Sigma_{h,\beta} + dr\). More generally, conjugation by \(e^{i(t_m \cdot t_{\chi_0})}\sigma\) (is a semiclassical scattering FIO which) shifts the characteristic set by \(d(t_m, - t_{\chi_0})\), but preserves the qualitative properties of the null-bicharacteristic flow discussed here.

First of all, \(\Sigma_{h,\beta}\) has two distinguished submanifolds (of radial points),

\[ \mathcal{R}_{\text{in}} = \{-2dr \in \text{sc}T^*_p X, p \in \partial X\}, \quad \mathcal{R}_{\text{out}} = o_{\partial X} \subset \text{sc}T^*_p X, \quad (3.48) \]

with \(o_{\partial X}\) denoting the zero section; these are critical manifolds for the rescaled Hamilton vector field \(\rho^{-1}H_{p_h}\) within \(\Sigma_{h,\beta}\) (see [Mel94]) and in fact within all of \(\Sigma_h\) (see [VZ00]), with \(\mathcal{R}_{\text{in}}\) being a source and \(\mathcal{R}_{\text{out}}\) a sink. (Indeed, the linearization of \(\rho^{-1}H_{p_h}\) at \(\mathcal{R}_{\text{out}}\), resp. \(\mathcal{R}_{\text{in}}\), is \(-2(\rho\delta_p + \eta_{hc}\delta_{bc})\), resp. \(2(\rho\delta_p + \eta_{hc}\delta_{bc})\), where we write scattering covectors as \(\xi_{\gamma} dr + r\eta_{bc}\) with \(\eta_{bc} \in T^*(S^2)\); this calculation uses that to leading order at \(\partial X\) we have \(p_h = (1 + \xi_{\gamma})^2 + |\eta_{bc}|^2 - 1\).

Next, globally, \(\Sigma_h\) has two connected components,

\[ \Sigma_h = \Sigma_h^+ \cup \Sigma_h^-, \quad (3.49) \]

with \(\Sigma_{h,\beta} \subset \Sigma_h^+\); they are defined as the intersection of the future (+), resp. past (-) light cone in \(\text{sc}T^*X\) intersected with \(-dt_m + \text{sc}T^*X\).

**Remark 3.6.** Over a point \(p \in X, \Sigma_h^-\) is empty unless \(\text{sc}T^*_p X\) is timelike or null, i.e. unless \(\partial_t\) is spacelike or null, i.e. unless \(p\) lies in the ergoregion, on the event horizon, or inside the black hole.

We recall that fiber infinity of the conormal bundle of the event horizon \(\partial_- X\), see (3.8), has two components

\[ \partial(N \partial_- X) = \mathcal{R}_h^+ \cup \mathcal{R}_h^-, \quad \mathcal{R}_h^\pm \subset \Sigma_h^\pm, \]

which are invariant under the H-flow.

Finally, recall that there is a trapped set \(\Gamma \subset \Sigma_h^+ \cap T^*X^0\) consisting of all \(\alpha \in T^*X^0\) such that \(r\) remains in a compact subset of \((r_{(m,a)}, \infty)\) along the H-integral curve with initial condition \(\alpha\). The trapped set is \(r\)-normally hyperbolic for every \(r \in \mathbb{R}\) [HPS77] as proved in [WZ11, Dya15a].

Recalling the definition of the final hypersurface \(\Sigma_{\text{fin}}\) from (3.10), the global structure of the H-flow is then as follows:

**Proposition 3.7.** Let \(s \mapsto \gamma(s) \subset \Sigma_h^\pm\) be a maximally extended integral curve of \(\pm H\) with domain of definition \(I \subseteq \mathbb{R}\); let \(s_- = \inf I, s_+ = \sup I\).
(1) If $\gamma \subset \Sigma_{h}^{-}$, then either $\gamma \subset \mathcal{R}_{h}^{-}$, or $\gamma(s) \to \mathcal{R}_{h}^{-}$ as $s \to s_{-}$, and $\gamma(s)$ crosses $\Sigma_{\text{fin}}$ into the inward direction (decreasing $r$) in finite time $s_{+} < \infty$.

(2) If $\gamma \subset \Sigma_{h}^{+}$, then either:

(a) $\gamma \subset \Gamma \cup \mathcal{R}_{h}^{+} \cup \mathcal{R}_{\text{in}} \cup \mathcal{R}_{\text{out}}$; or

(b) as $s \to s_{-}$, $\gamma(s)$ tends to $\mathcal{R}_{h}^{+} \cup \mathcal{R}_{\text{in}} \cup \Gamma$, and as $s \to s_{+}$, $\gamma(s)$ tends to $\mathcal{R}_{\text{out}} \cup \Gamma$ or crosses $\Sigma_{\text{fin}}$ into the inward direction (decreasing $r$) in finite time $s_{+} < \infty$.

Moreover, $\gamma(s)$ cannot tend to $\Gamma$ in both the forward and backward direction.

Next, we discuss the properties of the null-bicharacteristic flow of $\hat{\mathcal{D}}_{g}(\sigma) \in \text{Diff}_{sc}^{2}(X)$ when $\sigma \in \mathbb{R}$ is fixed; concretely, we consider $H := |\xi|^{-1}\rho^{-1}H_{p(\sigma,-)}$. Since $\hat{\mathcal{D}}_{g}(\sigma)$ is a scattering differential operator, its characteristic set is a subset of $\partial^{sc}T^{*}X = \frac{sc}{T_{\partial X}^{*}X} \sqcup S^{*}X^{0}$, and indeed is a disjoint union

$$\Sigma_{\sigma} = \Sigma_{\sigma,0} \cup \Sigma_{\sigma,\infty}, \quad \Sigma_{\sigma,\partial} = \{\zeta - \sigma dr : |\zeta|^{2} = \sigma^{2}\}, \quad \Sigma_{\sigma,\infty} = \Sigma_{\sigma} \cap S^{*}X^{0}.$$  

Note here that on $X^{0}$, $\hat{\mathcal{D}}_{g}(\sigma)$ is elliptic where $\partial \mathcal{R}_{\text{in}}^{\pm} = \partial_{t}$ is timelike, which is in particular true for large $r$; the component $\Sigma_{\sigma,\infty}$ lies over $r \leq 2m$ for $g = g_{(m,0)}$, and in a neighborhood thereof for small angular momenta. In fact, $\Sigma_{\sigma,\infty}$ is the boundary at fiber infinity of $\Sigma_{h}$, and as such has two connected components $\Sigma_{\sigma,\infty}^{\pm}$ as a consequence of (3.49). Fiber infinity of the conormal bundle of the event horizon,

$$\mathcal{R}^{\pm} := \mathcal{R}_{h}^{\pm} \subset S^{*}X^{0},$$

is again an invariant submanifold of $H$. The analogue of Proposition 3.7 is that maximally extended $\pm H$-integral curves inside of $\Sigma_{\sigma,\infty}$ tend to $\mathcal{R}^{\pm}$ in one direction and escape through $\Sigma_{\text{fin}}$ in the other; integral curves in $\Sigma_{\sigma,\partial}$ on the other hand tend to

$$\mathcal{R}_{\sigma,\text{in}} = \{-2\sigma dr\}, \text{ resp. } \mathcal{R}_{\sigma,\text{out}} = o_{\partial X}$$

in the backward, resp. forward direction.

In the case $\sigma = 0$, $p(0,-)$ vanishes quadratically at $o_{\partial X} \subset \partial^{sc}T_{\partial X}^{*}X$, and in fact $\hat{\mathcal{D}}_{g}(0) \in \rho^{2}\text{Diff}_{sc}^{2}(X)$ by Proposition 3.2 and equation (3.41). (The degeneracy of $\Sigma_{\sigma,0}$ as $\sigma \to 0$ can be resolved by working on a resolution of a parameterized version $[0,1]_{\sigma} \times bT^{*}X$ of phase space, see [Vas20b].) Away from $\partial X$ on the other hand, thus in $\Sigma_{0,\infty}$, the characteristic set and null-bicharacteristic flow remain non-degenerate, i.e. have the same structure as for non-zero real $\sigma$.

### 4. The gauge-fixed Einstein operator

We now commence the study of the Einstein equations in a wave map (or DeTurck [DeT82], or generalized harmonic coordinate [CB52, Fri85]) gauge. We shall deduce a significant amount of information from the structural and dynamical properties of Kerr metrics discussed in §§3.3–3.4; only once we turn to obtaining very precise (spectral) information in subsequent sections do we need to use their exact form.

#### 4.1. The unmodified gauge-fixed Einstein operator

We first study the gauge-fixed operator arising from a natural wave map gauge which we already used in the Kerr–de Sitter setting in [HV18b], following [GL91]:
Definition 4.1. Given two pseudo-Riemannian metrics $g, g^0$ on $M^o$, we denote the gauge 1-form by

$$\Upsilon(g; g^0) := g(g^0)^{-1} \delta_g G_g g^0.$$ 

In local coordinates, $\Upsilon(g; g^0)_\mu = g_{\mu\nu}(g^{-1})^{\kappa\lambda}(\Gamma(g)_\nu^{\kappa\lambda} - \Gamma(g^0)_\nu^{\kappa\lambda}).$

Fixing $g^0$, the (unmodified) gauge-fixed Einstein operator is then the map

$$g \mapsto P(g) := \text{Ric}(g) - \delta_g^* \Upsilon(g; g^0).$$

(4.1)

(Modifications are discussed in §4.2.) For any choice of $g^0$, the equation $P(g) = 0$ is a quasilinear wave equation for $g$ with Lorentzian signature. Fix Kerr black hole parameters

$$b = (m, a),$$

and let $g^0 = g_b$. The linearization of $2P$ around $g = g_b$ is then given by the operator

$$L_{g_b} := 2D_{g_b} P = 2(D_{g_b} \text{Ric} + \delta_{g_b}^* \delta_{g_b} G_{g_b}) = \Box_{g_b, 2} + 2\mathcal{R}_{g_b}, \quad (\mathcal{R}_{g_b})_{\mu\nu} := (R_{g_b})^{\kappa}_{\mu\nu\lambda} u^\lambda_b,$$

(4.2)

see [GL91]. We call $L_{g_b}$ the linearized (unmodified) gauge-fixed Einstein operator. By Proposition 3.2 and the membership (3.40), and writing $\rho = r^{-1}$, we have

$$L_{g_b} = |dt_{x_0}|^2 \hat{g}_{\Box_{x_0}} + \hat{L}_{g_b}(0) + QD_{x_0},$$

$$\hat{L}_{g_b}(0) \in \rho^2\text{Diff}^1_{sc}(X; S^2 \tilde{\sigma} T^* X), \quad Q \in \rho^2\text{Diff}^1_{sc}(X; S^2 \tilde{\sigma} T^* X).$$

(4.3)

As motivated in §1, we consider the spectral family of $L_{g_b}$ with respect to the function $t_{m,*}$ from (3.22); the level sets of $t_{m,*}$ are approximately null in the sense that

$$|dt_{m,*}|^2_{G_b} \in \rho^2\mathcal{C}^\infty(X).$$

(4.4)

(On the other hand, we only have $|dt_{m',*}|^2_{G_b} \in \rho\mathcal{C}^\infty(X)$ when $m' \neq m$.) Thus, let

$$\hat{L}_{g_b}(\sigma) := e^{i\sigma t_{m,*}} L_{g_b} e^{-i\sigma t_{m,*}} \in \text{Diff}^2(X; S^2 \tilde{\sigma} T^* X).$$

(4.5)

We prove that this fits into the framework of [Vas20a, Vas20b]. We work in the collar neighborhood $[0, (3m)^{-1}) \rho \times S^2$ of $\partial X$.

Lemma 4.2. Let $\rho = r^{-1}$. The operator $\hat{L}_{g_b}(\sigma)$ has the form

$$\hat{L}_{g_b}(\sigma) = 2\sigma \rho (\rho D_\rho + i) + \hat{L}_{g_b}(0) + \sigma Q' + \alpha \sigma^2,$$

(4.6)

where $Q' \in \rho^2\text{Diff}^1_{sc}(X; S^2 \tilde{\sigma} T^* X), \quad \alpha \in \rho^2\mathcal{C}^\infty(X)$, and $\hat{L}_{g_b}(0) \in \rho^2\text{Diff}^2_{b}(X; S^2 \tilde{\sigma} T^* X)$.

As a concrete illustration, we note that on Minkowski space with metric $g = dt^2 - dr^2 - r^2 \delta$, and taking the Fourier transform in $t - r$, we have

$$\hat{L}_g(\sigma) = \hat{\Box}_{g, 2}(\sigma) = 2\sigma \rho (\rho D_\rho + i) + (-\rho^2 D_\rho)^2 + 2i\rho^3 D_\rho - \rho^2 \Delta.$$

We also remark that the form of the first term in (4.6) is consistent with [HV20, Lemma 3.8] (taking $\gamma = h = 0$ in the reference); see also the proof of Lemma 14.5.

Proof of Lemma 4.2. Changing from $t_{x_0}, r$ coordinates in (4.3) to $t_{m,*}, r$ coordinates, with $t_{m,*} \equiv t_{x_0} - (r + 2m \log(r - 2m))$ modulo bounded smooth functions in $r \geq 3m$, transforms $\partial_{t_{x_0}}, \partial_r$ into $\partial_{t_{m,*}}, \partial_r - ((1 - 2m)^{-1} + \rho^2\mathcal{C}^\infty) \partial_{t_{m,*}}$. 

Thus, since $Q$ is a sum of terms of the form $\rho^2C^{\infty}, \rho^2D_r, \rho^2\mathcal{V}(S^2)$, the spectral family of $QD_{t_{\chi_0}}$ is of the form $\sigma\rho^2\text{Diff}^1 + \sigma^2\rho^2C^{\infty}$. In a similar vein, the $t_{m,*}$-spectral family of an operator in $\rho^4\text{Diff}_b^2(X; S^2 T^{*}\widetilde{X})$, extended by stationarity using the time function $t_{\chi_0}$, lies in the space $\rho^4\text{Diff}_b^2 + \sigma^2\rho^2\text{Diff}^1 + \sigma^2\rho^2C^{\infty}$. Terms in $\rho^2\text{Diff}_b^2(S^2)$ in $\widetilde{\mathcal{L}}_{g_0}(0)$ in (4.3) are unaffected upon changing coordinates. Cross terms involving $\partial_r$ and $\mathcal{V}(S^2)$ only arise for $b = (m, a)$ with $a \neq 0$ and hence contribute at the level of, schematically, $r^{-2}\partial_r \circ r^{-1}\mathcal{V}(S^2) = \rho^4(r\partial_r) \circ \mathcal{V}(S^2) \subset \rho^4\text{Diff}_b^2(X)$, see (3.27); hence upon changing coordinates, they can be subsumed in the final three terms in (4.6).

It remains to consider the terms $(1 - \frac{2m}{r})^{-1}D^2_{t_{\chi_0}} + ((1 - \frac{2m}{r})\partial_r^2 + \frac{2}{r}\partial_r)$ coming from the first two summands in (4.3); upon changing coordinates to $(r, t_{m,*})$, the $D^2_{t_{m,*}}$ terms cancel modulo $\rho^2C^{\infty}(M)D^2_{t_{m,*}}$, which gives $\alpha$ upon passing to the spectral family. (The membership of $\alpha$ can also be directly deduced from principal symbol considerational: $\alpha \in \rho^2C^{\infty}(X)$ is equivalent to (4.4).) The only remaining unaccounted term is

$$2(1 - \frac{2m}{r})\partial_r \circ (-1 + \frac{2m}{r})\partial_{t_{m,*}} - 2r^{-1}\partial_{t_{m,*}},$$

whose spectral family is, modulo terms that can be subsumed in $Q', \alpha$, equal to $2\sigma\rho(\rho\rho^i + i)$.

The proof is complete. \(\square\)

We can now prove (omitting the vector bundle $S^2 T^{*}\widetilde{X}$ from the notation for brevity):

**Theorem 4.3.** Let $b_0 = (m_0, 0)$. There exists $\epsilon > 0$ such that for $b \in \mathbb{R}^4$ with $|b - b_0| < \epsilon$, the following holds. Suppose that $s > \frac{1}{2}$ and $\ell < -\frac{1}{2}$ with $s + \ell > -\frac{1}{2}$.

1. (Uniform estimates for finite $\sigma$.) For any fixed $C > 1$, and $s_0 < s$, $\ell_0 < \ell$, there exists a constant $C' > 0$ (independent of $b$) such that

$$\|u\|_{\tilde{H}_{b,s}^{\ell}} \leq C' \left(\|\tilde{L}_{g_0}(\sigma)u\|_{\tilde{H}_{b,s}^{\ell - 1, \ell + 2}} + \|u\|_{\tilde{H}_{s, t_{m,*}}^{s_0, \ell_0}}\right)$$

for all $\sigma \in \mathbb{C}$, $\text{Im} \sigma \in [0, C]$, satisfying $C^{-1} \leq |\sigma| \leq C$. If $\ell \in (-\frac{3}{2}, -\frac{1}{2})$, then this estimate holds uniformly down to $\sigma = 0$, i.e., for $|\sigma| \leq C$.

2. (High energy estimates in strips.) For any fixed $C > 0$, there exist $C_1 > 1$ and $C' > 0$ (independent of $b$) such that for $\sigma \in \mathbb{C}$, $\text{Im} \sigma \in [0, C]$, $|\text{Re} \sigma| > C_1$, and $h := |\sigma|^{-1}$, we have

$$\|u\|_{\tilde{H}_{b,h}^{s, \ell}} \leq C' \|\tilde{L}_{g_0}(\sigma)u\|_{\tilde{H}_{b,h}^{s, \ell + 1}}.$$  (4.8)

Moreover, the operators

$$\tilde{L}_{g_0}(\sigma): \{u \in \tilde{H}_{b,h}^{s, \ell}(X): \tilde{L}_{g_0}(\sigma)u \in \tilde{H}_{b,h}^{s, \ell + 1}(X)\} \rightarrow \tilde{H}_{b,h}^{s, \ell + 1}(X), \quad \text{Im} \sigma \geq 0, \sigma \neq 0, \quad (4.9a)$$

$$\tilde{L}_{g_0}(0): \{u \in \tilde{H}_{b,h}^{s, \ell}(X): \tilde{L}_{g_0}(0)u \in \tilde{H}_{b,h}^{s - 1, \ell - 2}(X)\} \rightarrow \tilde{H}_{b,h}^{s - 1, \ell - 2}(X) \quad (4.9b)$$

are Fredholm operators of index 0.

The fixed frequency version of (4.8) reads

$$\|u\|_{\tilde{H}_{b,s}^{\ell}} \leq C' \left(\|\tilde{L}_{g_0}(\sigma)u\|_{\tilde{H}_{b,s}^{\ell + 1}} + \|u\|_{\tilde{H}_{b,s_0, \ell_0}}\right).$$

The relationship between this and (4.7) is obscured by our usage of imprecise function spaces: we refer the reader to [Vas20a, Vas20b] to the precise statements in terms of second microlocal scattering-b-Sobolev spaces, and only remark here that the above estimates are optimal as far as the $b$- (as well as scattering) decay orders are concerned.
Proof of Theorem 4.3. The main ingredient which did not arise in spectral theory on Kerr–de Sitter spacetimes [Dya11b, Vas13, HV18b] and which goes beyond the settings discussed in [Mel94, GH08, GH09, GHS13] is the Fredholm analysis near zero energy. Furthermore, we are working with \( t_m, b, \) here, rather than the more usual \( t_V, b, \) which allows for concise proofs of stronger (in terms of function spaces) results. Concretely, we use the main results of [Vas20a] for the estimates at fixed \( \sigma \neq 0, \, \text{Im} \sigma \geq 0, \) as well as for high energy estimates when \(|\text{Re} \sigma| \to \infty \) with \( |\text{Im} \sigma| \geq 0 \) bounded, while the uniform description in \( |\text{Im} \sigma| \geq 0 \) near \( \sigma = 0 \) is provided by [Vas20b].

Radial point estimates at \( \mathcal{R}_{\sigma}^\pm = \mathcal{R}_\pm \) require the computation of threshold regularities, which was done for Schwarzschild–de Sitter metrics in [HV18b]; the calculations there apply also in the case of Schwarzschild metrics for which the cosmological constant \( \Lambda \) vanishes. In short, the subprincipal operator (see [Hin17]) at \( \mathcal{R}_h \) is computed in §9.2; [HV18b, Equation (9.9)] (with the bottom sign, \( \kappa_+ = (4m_0)^{-1} \) being the surface gravity, and with \( \gamma_1 = \gamma_2 = 0 \)) gives as eigenvalues of its 0-th order part \(-4\kappa_-, 2\kappa_-, 2\kappa_-, 4\kappa_-, \) and in the subsequent displayed equation, with \( \beta_{-0} = 2\kappa_- \) by [HV18b, Equations (3.13), (3.27), (6.1), (6.15)], the bundle endomorphism \( \tilde{\beta}_+ \) of \( S^2 T^* X \) thus has eigenvalues \(-2, -1, 0, 1, 2\). As discussed in [HV18b, Theorem 5.4], the threshold regularity (for spectral parameters \( \sigma \in \mathbb{C}, \text{Im} \sigma \geq 0, \) thus taking \( C = 0 \) in the reference) is therefore \(1/2 + 2 = 5/2 \). This implies that the threshold regularity for nearby Kerr metrics is close to \(5/2\); a calculation shows that it is in fact \textit{equal} to \(5/2\) for all \( b \).

For \( 0 \neq \sigma \in \mathbb{R} \), radial point estimates at \( \Sigma_{\sigma, \partial} \) for \( \tilde{L}_{g_b}(\sigma) \) similarly require the computation of a threshold decay rate relative to \( L^2(X) \). Concretely, the threshold \(-1/2\) from [Mel94, Propositions 9 and 10], [VZ00], [Vas20a, Theorems 1.1 and 1.3] is modified by the subprincipal symbol \( sc\sigma_1(1/2)(\tilde{L}_{g_b}(\sigma) - \tilde{L}_{g_b}(\sigma)^*)|_{\mathcal{R}_{\sigma, in/out}} \); we now argue that this symbol vanishes. Indeed, formally taking \( b = (0,0) \), so \( g_b = g \) is the Minkowski metric, and working in the trivialization of \( S^2 scT^* X \) given in terms of the differentials of standard coordinates \( t, x^1, x^2, x^3 \), the operator \( L_{g_b} \) is the wave operator on Minkowski space acting on symmetric 2-tensors, hence a \( 10 \times 10 \) diagonal matrix of scalar wave operators, and therefore the subprincipal symbol vanishes when using the fiber inner product on \( S^2 scT^* X \) which makes \( dt^2, 2 dt dx^1, dx^1 dx^3 \) orthonormal. Changing from the Minkowski metric to a Kerr metric does not affect the subprincipal symbol at \( \mathcal{R}_{\sigma, in/out} \), as follows from a simple calculation using (3.27) and Proposition 3.2 together with (the proof of) Lemma 4.2.

Combining the radial point estimates at infinity from [Vas20a] with those at the event horizon from [Vas13] (see also [HV15, Proposition 2.1]), gives the stated uniform estimates for \( \text{Im} \sigma \in [0, C]\), \( C^{-1} \leq |\sigma| \leq C \) for any fixed \( C > 1 \). (We also point the reader to [Vas18, §6] for a discussion of the low energy Fredholm analysis for the \( t_\chi_0 \)-spectral family of the scalar wave equation on Kerr spacetimes.) The uniformity of the stated estimate down to \( \sigma = 0 \) is proved in [Vas20b, Proposition 5.3]; this uses the invertibility of a model operator, see [Vas20b, §5], which in the current setting and in the standard coordinate trivialization

\[4\text{Dually, the cokernel may contain 2-tensors which barely fail to lie in } H^{-3/2} \text{ at the event horizon, thus permitting at most once differentiated } \delta \text{-distributions, which indeed arise, see Proposition 9.1. The threshold regularity is } \frac{3}{2} \text{ for } \Box_{g_b} \text{ acting on functions and } \frac{3}{2} + 1 = \frac{5}{2} \text{ for } \Box_{g_b} \text{ acting on 1-forms, the latter being a consequence of [HV18b, Equation (6.15)].}
\]

\[5\text{This calculation is not needed if one assumes that } s \text{ is some fixed amount larger than } \frac{5}{2}, \text{ say, } s > 3, \text{ which ensures that it exceeds the threshold regularity for } L_{g_b} \text{ for } b \text{ close to } b_0 \text{ simply by continuity.}\]
of $S^2 \circ T^s X$ is the $10 \times 10$ identity matrix tensored with the scalar model operator discussed (and proved to be invertible) in [Vas20b, Proposition 5.4].

The high energy estimates in strips of bounded $\text{Im } \sigma \geq 0$ use the phase space dynamics of the Hamilton vector field of the semiclassical principal symbol, as described in Proposition 3.7. The main new ingredient concerns the trapped set which was discussed, for Schwarzschchild–de Sitter spacetimes, in [HV18b, §10.1]; the calculations there apply directly in the Schwarzschild setting ($\Lambda = 0$) as well, and imply (as discussed in [Hin17, §4] and [HV18b, §5.1]) that the semiclassical estimates at $\Gamma$ proved in [Dya16] (see [HV16, §4.4] for the microlocalized version) apply. (See also the discussion prior to, and the proof of [HV18b, Theorem 5.4] for further details.)

It remains to prove that $\tilde{L}_{g_0}(\sigma)$ has index 0 as stated in (4.9a)–(4.9b). This is clear when $|\sigma|$ is large since $\tilde{L}_{g_0}(\sigma)$ is then invertible; hence we only need to consider bounded $\sigma$. One approach is to prove the continuity of the index in $\sigma$ by exploiting uniform Fredholm estimates; we present the details of such an argument in the proof of Theorem 6.1. Here, we instead use a deformation argument, which reduces the index 0 property of $\tilde{L}_{g_0}(\sigma)$ to that of the Fourier-transformed scalar wave operator (which is established, by means of direct, non-perturbative arguments for real $\sigma$, in the proof of Theorem 6.1).

We first treat the case $\sigma = 0$: choose a global trivialization of $S^2 \circ T^s X$, then $\tilde{L}_{g_0}(0)$ is a $10 \times 10$ matrix of scalar operators in $\rho^2\text{Diff}^1_b(X)$, with the off-diagonal operators lying in $\rho^2\text{Diff}^1_b(X)$. Since adding an element of $\rho^2\text{Diff}^1_b$ to $\tilde{L}_{g_0}(0)$ does not change the domain in (4.9b), we can continuously deform $\tilde{L}_{g_0}(0)$ within the class of Fredholm operators on the spaces in (4.9b) to a diagonal $10 \times 10$ matrix with all diagonal entries equal to the scalar wave operator at zero energy, $\square_{g_0}(0)$; the latter operator is well known to be invertible for $b = b_0$ (we recall the argument in the proof of Theorem 6.1 below), and thus for $|b - b_0|$ small enough by a perturbative argument as in [Vas13, §2.7], which we recall in the proof of Theorem 6.1 below; in particular, it has index 0. Thus, $\tilde{L}_{g_0}(0)$ has index 0 as well.

Moreover, as shown in [Vas20b, §5], the invertibility of $\square_{g_0}(0)$ for $b$ near $b_0$ implies that of $\square_{g_0}(\sigma)$ on the spaces (4.9a) for $(b, \sigma)$ (with $\text{Im } \sigma \geq 0$) near $(b_0,0)$. For these $(b, \sigma)$, we can use a completely analogous deformation argument to deform $\tilde{L}_{g_0}(\sigma)$ to a $10 \times 10$ matrix of scalar operators $\square_{g_0}(\sigma)$, hence $\tilde{L}_{g_0}(\sigma)$ is Fredholm of index 0 indeed.

For $\sigma \in C$, $\text{Im } \sigma \geq 0$, bounded away from 0 and $\infty$, say $C^{-1} \leq |\sigma| \leq C$, the index 0 claim follows again by a deformation argument together with the invertibility of $\square_{g_0}(\sigma)$. The latter invertibility is straightforward to prove for $b = b_0$ using boundary pairing/integration by parts arguments; we recall the argument in the present conjugated setting in the proof of Theorem 6.1. Thus, invertibility holds for $b$ with $|b - b_0|$ sufficiently small (depending on $C$) by a perturbative argument as in [Vas13, §2.7].

Moreover, we can describe putative elements of the nullspace of $\tilde{L}_{g_0}(\sigma)$ rather precisely:

**Proposition 4.4.** Let $s > \frac{5}{2}$, and suppose $b = (m,a)$ is close to $b_0$.

1. Suppose $u \in \tilde{H}^s_{1,\ell}(X)$, $\ell \in (-\frac{3}{2}, -\frac{1}{2})$. If $\tilde{L}_{g_0}(0)u = 0$, then $u \in \mathcal{A}^1(X)$. More precisely, there exists $u_0 \in C^\infty(\partial X; S^2 \circ T^s_{\partial X}X)$ such that $u - r^{-1}u_0 \in \mathcal{A}^2(X)$. 


More generally, for arbitrary $\ell \in \mathbb{R}$, every $u \in \ker \widehat{L}_{g_b}(0) \cap \hat{H}^{s,\ell}_b$ is polyhomogeneous with index set contained in $\{(z,k) : z \in i\mathbb{N}, k \in \mathbb{N}_0\}$.

(2) If $u \in \ker \widehat{L}_{g_b}(0)^* \cap \hat{H}^{-\infty,\ell}_b(X)$, then near $\partial X$, $u \in H^{s,\ell}_b(X)$, and it has expansions as in part (1). Moreover, $u \in \hat{H}^{1-s,\ell}_b(X)$ for all $s > \frac{5}{2}$.

(3) If $\sigma \neq 0$ and $u \in \ker \widehat{L}_{g_b}(\sigma) \cap \hat{H}^{s,\ell}_b(X)$ for some $\ell \in \mathbb{R}$ with $s + \ell > -\frac{1}{2}$, then $u \in \rho \mathcal{C}^\infty(X) + \mathcal{A}^2(X)$.

**Proof.** For part (1), note that $u \in \hat{H}^{s,\ell}_b(X)$ by elliptic regularity, the propagation of regularity at the radial sets $\mathcal{R}^\pm$ at the horizons, and real principal type propagation. The polyhomogeneity of $u$ is then a consequence of the fact that $\widehat{L}_{g_b}(0) \subseteq \rho^2\text{Diff}_b^2$ is a (weighted) elliptic b-operator near $\partial X$, see [Mel93, §§4–5], with boundary spectrum contained in $i\mathbb{Z} \times \{0\}$.

In more detail, the normal operator of $\widehat{L}_{g_b}(0)$ is the negative Euclidean Laplacian $-\Delta = \rho^2(\rho \partial_{\rho}(\rho \partial_{\rho} - 1) - \Delta)$ tensored with the $10 \times 10$ identity matrix when working in the standard coordinate trivialization of $S^2 \subset T^*\mathbb{R}^4$ (meaning: the difference of the two operators lies in $\rho^3\text{Diff}_b^2$). Thus, the asymptotic behavior of $u$ can be found by writing

$$\rho^{-2}\Delta(\chi u) = \rho^{-2}(\widehat{L}_{g_b}(0) - (-\Delta))(\chi u) - \rho^{-2}[\widehat{L}_{g_b}(0), \chi]u \in \hat{H}^{s,\ell+1}_b,$$

where $\chi$ is a cutoff, identically 1 near $\partial_+ X$ and vanishing for $r \leq 3m_0$; one then takes the Mellin transform in $\rho$ and uses the properties of the meromorphic (in $\lambda \in \mathbb{C}$) inverse of the operator $\rho^{-2}\Delta(\lambda) = i\lambda(i\lambda + 1) + \Delta$ on $C^\infty(\partial_+ X; S^2 \subset T^*\mathbb{R}^4)$ to deduce a partial expansion of $\chi u$, plus a remainder term in $\hat{H}^{s,\ell+1}$ near $\partial_+ X$. An iterative argument gives a full polyhomogeneous expansion.

The boundary spectrum of the scalar Euclidean Laplacian is, by definition, the divisor of $\rho^{-2}\Delta(\lambda)^{-1}$. Decomposing functions on $\partial X$ into spherical harmonics, and denoting by $S_l$ a degree $l \in \mathbb{N}_0$ spherical harmonic, we have

$$\rho^{-i\lambda}\Delta(\rho^l S_l) = (i\lambda(i\lambda + 1) + l(l+1))S_l,$$

which vanishes for $\lambda = il, -i(l+1)$. Thus, the boundary spectrum of $\Delta$ is equal to $i\mathbb{Z}$, with space of resonant states at $il$ given by $r^l S_l$ for $l \geq 0$ and $r^l S_{l-1}$ for $l \leq -1$. (The need to allow for logarithmic powers of $\rho$ in the expansion of $u$ arises as usual from the presence of integer coincidences in the boundary spectrum.)

Part (2) is proved similarly; the regularity statement follows from the fact that we have $u \equiv 0$ in the interior $r < r_b$ of the black hole, together with a radial sink estimate at $\mathcal{R}^\pm$.

In part (3), smoothness of $u$ away from $\partial X$ follows as above, while the radial point estimates at $\partial X$ in [Vas20a] imply that $u$ is conormal at $\partial X$. But then note that the normal operator of $\widehat{L}_{g_b}(\sigma)$ (which for $\sigma \neq 0$ merely lies in $\rho \text{Diff}_b^2$) is $2\sigma\rho(\rho D_{\rho} + i)$ by Lemma 4.2, whose boundary spectrum consists of the single point $\{(-i,0)\}$. This implies $u \in \mathcal{A}^{\mathcal{E}}_{\text{phs}}(X)$ where $\mathcal{E} \subseteq \{(-i,0)\} \cup \{(-ij,k) : 2 \leq j \in \mathbb{N}, k \in \mathbb{N}_0\}$. \qedsymbol

We will make abundant use of such the normal operator arguments. Note that part (1) holds under much weaker assumptions, namely $\widehat{L}_{g_b}(0) u \in \mathcal{C}_c^\infty(X^0)$ or just $\widehat{L}_{g_b}(0) u \in \hat{H}^{\infty,5/2}_b$ (except for the last statement).
Remark 4.5. The relationship of \( \ker \tilde{L}_{g_0}(\sigma) \) to the usual outgoing condition on Schwarzschild spacetimes is as follows: any \( u \in \ker \tilde{L}_{g_0}(\sigma) \) as in part (3) solves
\[
L_{g_0}(e^{-i\sigma t_{x_0}}u') = 0, \quad u' = e^{i\sigma(t_{x_0} - t_m, \cdot)}u;
\]
but \( t_{x_0} - t_m, \cdot \equiv r_s = r + 2m \log r \) up to addition of a smooth bounded function, hence \( u' \sim r^{-1}e^{i\sigma r_s} \) for large \( r \).

4.2. Constraint damping and the modified gauge-fixed Einstein operator. We will show in §10 and exploit in §11 and subsequent sections that the properties of the low energy resolvent of the linearized gauge-fixed Einstein operator can be crucially improved by modifying the way the gauge 1-form is combined with the Ricci tensor in (4.1). Concretely:

Definition 4.6. Let \( E \in \mathcal{C}^\infty(M^\circ; \text{Hom}(T^*M^\circ, S^2T^*M^\circ)) \), and let \( g \) denote a pseudo-Riemannian metric. Then the modified symmetric gradient is
\[
\tilde{\delta}_{g,E}^* := \delta_g^* + E.
\]

In this paper, we shall use \( E \) of the form
\[
E = E(g; \cdot, \gamma_1, \gamma_2) := 2\gamma_1 \cdot \otimes_s (-) - \gamma_2 g^{-1}(\cdot, -)g, \tag{4.10}
\]
where \( \gamma_1, \gamma_2 \in \mathbb{R} \), and \( \cdot \) is a stationary 1-form on \( M^\circ \) with compact spatial support, i.e. \( \cdot \in \mathcal{C}^\infty_c(X^0; \text{sc}T^*X) \). The modified gauge-fixed Einstein operator is then the map
\[
g \mapsto P_E(g) := \text{Ric}(g) - \tilde{\delta}_{g,E}^* \Upsilon(g; g^0). \tag{4.11}
\]
Fixing \( g^0 = g_{(m,a)} \) to be a subextremal Kerr metric, and linearizing around \( g = g_{(m,a)} \), we then have
\[
L_{g,E} := 2D_g P_E = 2(D_g \text{Ric} + \tilde{\delta}_{g,E}^* \delta_g G_g) = \Box_{g,2} + 2E \delta_g G_g + 2\mathcal{R}_g. \tag{4.12}
\]

Here, it will suffice to use smooth \( \gamma_1, \gamma_2 \) and perturbative arguments in order to reap the benefits of constraint damping, as outlined in §1 and explained in detail in §§9.3 and 10. Thus, we record here that Theorem 4.3 and Proposition 4.4 remain valid for \( \tilde{L}_{g_{0,E}}(\sigma) \), \( E = E(g_0; \cdot, \gamma_1, \gamma_2) \) for some fixed \( \cdot \in \mathcal{C}^\infty_c(X^0; \text{sc}T^*X) \), provided \( b \) is sufficiently close to \( b_0 \) and \( |\gamma_1|, |\gamma_2| \) are sufficiently small (depending on the regularity parameter \( s \)), with the estimates in Theorem 4.3 being uniform for such \( b, \gamma_1, \gamma_2 \). (For \( s > 3 \), say, the point being that it is a fixed amount about \( \frac{s}{2} \), the theorem and the proposition hold for \( |b - b_0| + |\gamma_1| + |\gamma_2| < \epsilon \) with \( \epsilon \) independent of \( s \).)

We note that for \( g \) satisfying \( \text{Ric}(g) = 0 \), we have \( L_{g,E}(\delta_g^* \omega) = 0 \) for a 1-form \( \omega \) provided that \( \delta_g G_g \delta_g^* \omega = 0 \), which is the tensor wave equation on 1-forms. In this way, suitable zero energy states of the 1-form wave equation give rise to pure gauge bound states of \( L_{g,E} \).

Dually, we have
\[
L_{g,E}^* = 2(G_g(D_g \text{Ric})G_g + G_g \delta_g^* \tilde{g}_{g,E}), \quad \tilde{\delta}_{g,E} = (\delta_{g,E}^*)^*, \tag{4.13}
\]
which satisfies \( L_{g,E}^*(G_g \delta_g^* \omega^*) = 0 \) provided \( \tilde{\delta}_{g,E} G_g \delta_g^* \omega^* = 0 \). (For \( E = 0 \), this is the same equation as for \( \omega \), though we need to solve it on different function spaces.) Such ‘dual-pure-gauge’ 2-tensors \( G_g \delta_g^* \omega^* \) are thus, for suitable \( \omega^* \), bound states of \( L_{g,E}^* \).
5. Spherical harmonic decompositions

We introduce the terminology which will be used in the subsequent precise (generalized) mode analysis, borrowing from [KI03], and taking some of the notation from [Hin18a, §5].

5.1. Spherical harmonics: functions, 1-forms, symmetric 2-tensors. Recall that \( g \) denotes the standard metric on \( S^2 \), and denote geometric operators on \( S^2 \) using a slash, thus \( \slashed{\nabla} = \text{tr}_g \), \( \slashed{\delta} = \delta_g \), etc. We denote by \( Y_{lm} \), \( l \in \mathbb{N}_0 \), \( m \in \mathbb{Z} \), \( |m| \leq l \), the usual spherical harmonics on \( S^2 \) satisfying \( \Delta Y_{lm} = l(l+1)Y_{lm} \). Define the space

\[
S_l := \text{span}\{ Y_{lm} : |m| \leq l \}
\]

of degree \( l \) spherical harmonics. Thus, \( L^2(S^2) = \bigoplus_{j \in \mathbb{N}_0} S_j \) is an orthogonal decomposition.

Consider next 1-forms on \( S^2 \). Denote the Hodge Laplacian by \( \Delta_H = (\slashed{\delta} + \slashed{\nabla})^2 \); the tensor Laplacian \( \Delta_{g,1} = -\slashed{\nabla}\nabla \) (also denoted \( \Delta \) for brevity) satisfies \( \Delta = \Delta_H - \text{Ric}(g) = \Delta_H - 1 \). Therefore, a spectral decomposition of \( \Delta \) on \( L^2(S^2; T^*S^2) \) is provided by the scalar/vector decomposition

\[
\begin{align*}
\slashed{d}S_l, \quad V_l := \text{ker}(\Delta - (l(l+1) - 1)) & \quad (l \geq 1); \\
\slashed{\delta}S_l = 0, \quad & \quad (l \geq 2).
\end{align*}
\]

Note that \( \slashed{\delta}V_l = 0 \), and that the two spaces in (5.2) are trivial for \( l = 0 \).

For symmetric 2-tensors finally, we have an analogous orthogonal decomposition into scalar and vector type symmetric 2-tensors: the scalar part consists of a pure trace and a trace-free part, the latter defined using the trace-free symmetric gradient \( \slashed{\delta}^* := \slashed{\delta} + \frac{1}{2}\slashed{\delta} \):

\[
\begin{align*}
\slashed{\delta}S_l, \quad & \quad (l \geq 0), \\
\slashed{\delta}^*S_l = 0, \quad & \quad (l \geq 2).
\end{align*}
\]

(Note here that for \( S \in S_0 \oplus S_1 \), we have \( \slashed{\delta}^*S = 0 \), hence the restriction to \( l \geq 2 \).) The vector part consists only of trace-free tensors with \( l \geq 2 \) (since the 1-forms in \( V_1 \) are Killing),

\[
\slashed{\delta}^*V_l \quad (l \geq 2).
\]

The geometric operators on \( S^2 \) which we will encounter here preserve scalar and vector type spherical harmonics; indeed, this holds in the strong sense that a scalar type function/1-form/symmetric 2-tensor built out of a particular \( S \in S_l \) is mapped into another scalar type tensor \textit{with the same} \( S \), likewise for vector type tensors; this is clear for \( \slashed{d} \) on functions, \( \slashed{\delta} \) on 1-forms (\( \slashed{\delta}(\slashed{d}S) = l(l+1)S \)). Furthermore, for \( S \in S_l \) and \( V \in V_l \),

\[
\begin{align*}
\slashed{\delta}^*(\slashed{d}S) &= -\frac{l(l+1)}{2}Sg + \slashed{\delta}^*dS, \\
\slashed{\delta}(S\slashed{d}) &= -dS, \\
\slashed{\delta}(\slashed{\delta}^*dS) &= \frac{l(l+1)-2}{2}dS, \\
\Delta(\slashed{\delta}^*V) &= (l(l+1) - 4)\slashed{\delta}^*dS, \\
\Delta(\slashed{\delta}^*V) &= (l(l+1) - 4)\slashed{\delta}^*V.
\end{align*}
\]

5.2. Decompositions on spacetime. Rather than working in a splitting into temporal and spatial parts, we split the spacetime \( M^\circ \) in (3.6) into an aspherical and spherical part,

\[
M^\circ = \hat{X} \times S^2, \quad \hat{\pi} : M^\circ \to \hat{X}, \quad \hat{\sharp} : M^\circ \to S^2,
\]

where \( \hat{X} = \mathbb{R}_+ \times [r_-, \infty) \). Via pullback by \( \hat{\pi}^* \), we can identify \( C^\infty(\hat{X}) \) with the subspace \( \hat{\pi}^*C^\infty(\hat{X}) \subset C^\infty(M^\circ) \) of \textit{aspherical functions}. Similarly, \( C^\infty(S^2) \subset C^\infty(M^\circ) \) via pullback by \( \hat{\sharp} \), and \( C^\infty(\hat{X}; T^*\hat{X}) \subset C^\infty(M^\circ; T^*M^\circ) \), likewise for other tensor bundles on \( \hat{X} \) and \( S^2 \). Functions on \( M^\circ \) can be decomposed into spherical harmonics in the \( S^2 \) factor; restricting to degree \( l_0 \) harmonics gives the space of \textit{scalar} \( l_0 \) \textit{functions} \( \{ uS : u \in C^\infty(\hat{X}), S \in S_{l_0} \} \).
We can split the cotangent bundle of $M^\circ$ into aspherical and spherical parts,
\[ T^*M^\circ = T^*_{AS} \oplus T^*_S , \quad T^*_{AS} = \pi^* T^* \tilde{X}, \quad T^*_S = \pi^* T^* S^2; \tag{5.5} \]
this induces the splitting
\[ S^2 T^* M^\circ \cong S^2 T^*_{AS} \oplus (T^*_{AS} \otimes T^*_S) \oplus S^2 T^*_S \tag{5.6} \]
of the second symmetric tensor power into the aspherical, mixed, and spherical subbundles; here, the second summand is a subbundle of $S^2 T^* M$ via $a \otimes s \mapsto 2a \otimes_s s$.

Corresponding to the scalar/vector decomposition (5.2), there are two classes of 1-forms of fixed spherical harmonic degree on $M^\circ$, which we write in the splitting (5.5) and using $T \in C^\infty(\tilde{X}; T^* \tilde{X})$, $L \in C^\infty(\tilde{X})$:
\[ \text{scalar } l = l_0 (l_0 \geq 1): \quad (TS, L \delta S), \quad S \in S_{l_0}, \]
\[ \text{scalar } l = 0: \quad (T, 0), \]
\[ \text{vector } l = l_0 (l_0 \geq 1): \quad (0, LV), \quad V \in V_{l_0}. \tag{5.7} \]

Similarly, symmetric 2-tensors on $M^\circ$ come in two classes, with low spherical harmonic degrees requiring separate treatment. Below, $H_L, H_T \in C^\infty(\tilde{X}), f \in C^\infty(\tilde{X}; T^* \tilde{X})$, and $\tilde{f} \in C^\infty(\tilde{X}; S^2 T^* \tilde{X})$:
\[ \text{scalar } l = l_0 (l_0 \geq 2): \quad (\tilde{f} S, f \otimes \delta S, H_L S \delta + H_T \delta \delta_0 \delta S), \quad S \in S_{l_0}, \]
\[ \text{scalar } l = 1: \quad (\tilde{f} S, f \otimes \delta S, H_L S \delta), \quad S \in S_1, \]
\[ \text{scalar } l = 0: \quad (\tilde{f}, 0, H_L \delta), \]
\[ \text{vector } l = l_0 (l_0 \geq 2): \quad (0, f \otimes V, H_T \delta \delta V), \quad V \in V_{l_0}, \]
\[ \text{vector } l = 1: \quad (0, f \otimes V, 0), \quad V \in V_1. \tag{5.8} \]
We call tensors of this form scalar type $S$, resp. vector type $V$ if $S$, resp. $V$ are fixed.

6. **Mode analysis of the scalar wave operator**

As a preparation for the precise spectral analysis of wave-type operators on tensor bundles, we briefly discuss the properties of the Fourier-transformed scalar wave operator on slowly rotating Kerr spacetimes. As in (4.5), we define the spectral family of a stationary operator $L$ on a Kerr spacetime with parameters $b = (m, a)$ by
\[ \hat{L}(\sigma) := e^{i\sigma t_m} L e^{-i\sigma t_m}. \tag{6.1} \]

**Theorem 6.1.** Let $g = g_{(m_0, 0)}$. For $\text{Im} \sigma \geq 0$, $\sigma \neq 0$, the operator
\[ \square_g(\sigma): \{ u \in \tilde{H}^{s, \ell}_b(X) : \square_g(\sigma) u \in \tilde{H}^{s, \ell+1}_b(X) \} \to \tilde{H}^{s, \ell+1}_b(X) \tag{6.2} \]
is invertible when $s > \frac{1}{2}, \ell < -\frac{1}{2}$, and $s + \ell > -\frac{1}{2}$. The stationary operator
\[ \square_g(0): \{ u \in \tilde{H}^{s, \ell}_b(X) : \square_g(0) u \in \tilde{H}^{s-1, \ell+2}_b(X) \} \to \tilde{H}^{s-1, \ell+2}_b(X) \]
is invertible for all $s > \frac{1}{2}$ and $\ell \in (-\frac{3}{2}, -\frac{1}{2})$. Both statements continue to hold for $g = g_{(m, a)}$ with $(m, a)$ near $(m_0, 0)$.
Proof. We analyze the case of the Schwarzschild metric first, beginning with $\sigma = 0$. Thus, suppose $\widehat{\Delta}_g(0) u = -(r^{-2}D_r \mu r^2 D_r + r^{-2}\Delta) u = 0$, where $\mu = 1 - 2m_0/r$, and $u \in \mathcal{H}^{-\ell,s}(X)$. Then $u \in \mathcal{H}^{-\ell,s}$, and in fact $|u|, |r \partial_r u| \lesssim r^{-1}$ by Proposition 4.4. Therefore,

$$0 = -\int_{S^2} \int_{2m_0}^R (\partial_r \mu r^2 \partial_r - \Delta) u \cdot \bar{u} \ dr \ dg,$$

$$= \int_{S^2} \int_{2m_0}^R (\mu |r \partial_r u|^2 + |\nabla u|^2) \ dr \ dg - \int_{\{r=R\}} \mu r^2 (\partial_r u) \cdot \bar{u} \ dr |dg|.$$

The second term is $\lesssim R^{-1}$. Taking the limit $R \to \infty$, we thus conclude that $u$ is constant and hence vanishes in $r \geq 2m_0$; the infinite order vanishing at $r = 2m_0$ and smoothness in $r \leq 2m_0$ then imply $u \equiv 0$ in $r \leq 2m_0$ as well, see [Zwo16, Lemma 1]. Thus, $\widehat{\Delta}_g(0)$ is injective.

To prove surjectivity, we can either use an abstract deformation or perturbation argument to show that $\widehat{\Delta}_g(0)$ has index 0; or we can proceed directly, and show that $v \in \mathcal{H}^{-\ell,s}(X)$ with $0 = \widehat{\Delta}_g(0)^* v = \widehat{\Delta}_g(0) v$ vanishes. We do the latter: energy estimates in $r < 2m_0$ for $\widehat{\Delta}_g(0)^*$ (which is a hyperbolic operator in $r < 2m_0$, with $r$ a timelike function) show that $v$ vanishes in $r < 2m_0$; furthermore, $v$ is smooth in $r > 2m_0$, and $|v|, |r \partial_r v| \lesssim r^{-1}$ in $r > 2m_0$.

Moreover, radial point estimates at the event horizon imply that $v \in \mathcal{H}^{1/2-}$ near $r = 2m_0$, i.e. $\chi v \in \mathcal{H}^{1/2-}$ when $\chi \in \mathcal{C}_c^\infty((m_0, \infty))$ is identically 1 near $r = 2m_0$. We claim that $v|_{r > 2m_0}$ is smooth down to $r = 2m_0$; the arguments above then imply $v = 0$ in $r > 2m_0$, hence $v$ is supported at $r = 2m_0$ and thus vanishes since $v$ lies in $L^2$. To prove the smoothness, recall that $v$ is conormal at $r = 2m_0$ by [HV13], hence we can obtain the asymptotic behavior of $v$ there by writing

$$(\mu r^2 D_r)^2 v + \mu r^4 \Delta v = 0,$$  \hspace{1cm} (6.3)

where the crucial point is that $\mu = 0$ at $r = 2m_0$. Now $(\mu r^2 D_r)^2$ is a Fuchsian operator with a double indicial root at 0: it annihilates 1 and $\log \mu$ in $\mu > 0$; we thus have $v = H(r - 2m_0)(v_0 + v_1 \log \mu) + v'$ where $v_0, v_1 \in \mathcal{C}_c^\infty(S^2)$ and $v' \in \mathcal{A}^{1-} \{ \{ r \geq 2m_0 \} \}$ is conormal at $r = 2m_0$ and bounded by $\mu^{1-}$. Now $\widehat{\Delta}_g(0) H(r - 2m_0) = 0$, so

$$0 = \widehat{\Delta}_g(0) v = \widehat{\Delta}_g(0)(v_1 H(r - 2m_0) \log \mu) + \widehat{\Delta}_g(0) v' = \frac{v_1}{2m_0} \delta(r - 2m_0) + \widehat{\Delta}_g(0) v'.$$

The second term lies in $\mathcal{A}^{0-}$, whereas the first term does not lie in $\mathcal{A}^{0-}$ unless $v_1 = 0$. Using this information in the asymptotic analysis of (6.3) at $\mu = 0$ then implies $v \in \mathcal{C}^\infty \{ \{ r \geq 2m_0 \} \}$, as desired.

We shall sketch the proof of invertibility of $\widehat{\Delta}_g(\sigma)$ for non-zero $\sigma$ as well to illustrate the relationship between outgoing solutions in the ‘conjugated perspective’ (i.e. using $t_{m_0,*}$ to define spectral families) and in the ‘standard perspective’, cf. Remark 4.5. We start with $0 \neq \sigma \in \mathbb{R}$. In this case, $u \in \ker \widehat{\Delta}_g(\sigma)$ gives rise to an outgoing solution

$$\widehat{\Delta}_g(\sigma) u' = 0,$$

$$\widehat{\Delta}_g(\sigma) := e^{i\sigma t} \widehat{\Delta}_g e^{-i\sigma t}, \quad u' := e^{-i\sigma(t - t_{m_0,*})} u.$$  \hspace{1cm} (6.4)

A boundary pairing argument, see [Mel95, §2.3] and also the proof of Proposition 7.5 (starting at (7.22)) below, then shows that the leading order terms of $u'$ at the event horizon and at infinity must vanish, thus $u(2m_0) = 0$ and $u \in \mathcal{A}^{-2}(X)$. An indicial root

\footnote{One can alternatively check by an explicit calculation that sums of differentiated $\delta$-distributions at $r = 2m_0$ never lie in $\ker \widehat{\Delta}_g(0)$ unless they vanish.}
argument then implies that \( u \) vanishes to infinite order at \( r = 2m_0 \) and \( \partial X \). A unique continuation argument\(^7\) then gives \( u \equiv 0 \) in \( r \geq 2m_0 \), hence also in \( r < 2m_0 \) using energy estimates as in [Zwo16]. This proves the injectivity of \( \widehat{\Delta}_g(\sigma) \) for \( 0 \neq \sigma \in \mathbb{R} \).

The proof of surjectivity, or equivalently (since \( \widehat{\Delta}_g(\sigma) \) as a map (6.2) has closed range) the proof of injectivity of the adjoint, is not quite symmetric in the conjugated perspective. We thus sketch an argument which directly proves the triviality of \( \ker \widehat{\Delta}_g(\sigma)^* \) on \( H_{b}^{-s,-\ell-1,0,\infty} \)\(^8\). First, one notes that \( v \in \ker \widehat{\Delta}_g(\sigma)^* \cap \dot{H}_{b}^{-s,-\ell-1,0} \), where \( -s < -\frac{1}{2} \) and \( -\ell - 1 > -\frac{1}{2} \), is an element of a second microlocal scattering-b space as defined in [Vas20a, §2], to wit, \( v \in \dot{H}_{sc,b}^{-s,-\ell-1,0} \), where the orders denote the scattering regularity, scattering decay, and b-decay (which can be thought of as a very precise form of ‘scattering decay order at 0 scattering frequency’). Note that \( -s - \ell - 1 < -\frac{1}{2} \). Let us work in \( r > 3m_0 \); then elliptic regularity implies \( v \in H_{sc,b}^{\infty,-s-\ell-1,0} \), and a normal operator argument at \( \partial X \) as in the proof of Proposition 4.4(3) improves the b-decay order to \( +\infty \), so \( v \in H_{sc,b}^{\infty,-s-\ell-1,0,\infty} \) in \( r > 3m_0 \). Radial point estimates at the (lift of the) outgoing radial set \( \mathcal{R}_{out} \), see (3.48), improve the scattering decay order to \( +\infty \) away from \( \mathcal{R}_{in} \). This now implies that (restricting to \( r > 3m_0 \) still) \( \text{WF}_{sc}(u') \subset \mathcal{R}_{in} \). At this point, we can again consider (6.4); thus \( u' \) is now an incoming mode solution, and can easily be shown to be equal to \( 9 e^{-isr}(cr^{-1} + A^2) \) for some \( c \in \mathbb{C} \). The same boundary pairing and unique continuation arguments as for the direct proof prove that \( v = 0 \).

For \( \text{Im} \sigma > 0 \), the proof of injectivity uses that \( u' \) in (6.4) now decays exponentially fast as \( |r_s| \to \infty \) where \( r_s = r + 2m_0 \log(r - 2m_0) \) is the tortoise coordinate; taking imaginary parts of \( 0 = \langle \widehat{\Delta}_g(\sigma)u', u' \rangle \) then implies \( u' = 0 \). Surjectivity is proved most easily by establishing that \( \widehat{\Delta}_g(\sigma) \) has index 0. This holds for fixed \( \text{Im} \sigma =: C > 0 \) when \( |\text{Re} \sigma| \gg 1 \), since then \( \widehat{\Delta}_g(\sigma) \) is in fact invertible by high energy estimates, cf. Theorem 4.3. We claim that the index of \( \widehat{\Delta}_g(\sigma) \) is constant on \( \text{Im} \sigma = C \), and thus equal to 0 for all such \( \sigma \); it suffices to show that it is locally constant. Let

\[
\mathcal{X}(\sigma) := \{ u \in \dot{H}_b^{s,\ell}(X) : \widehat{\Delta}_g(\sigma)u \in H_b^{s+1,\ell+1}(X) \}.
\]

Then if \( \widehat{\Delta}_g(\sigma_0), \text{Im} \sigma_0 = C \), has kernel and cokernel of dimension \( k_1 \) and \( k_2 \), respectively, we define an operator

\[
L(\sigma) = \begin{pmatrix} \widehat{\Delta}_g(\sigma) & L_1 \\ L_2 & 0 \end{pmatrix} : \mathcal{X}(\sigma) \oplus \mathbb{C}^{k_2} \to \dot{H}_b^{s,\ell+1}(X) \oplus \mathbb{C}^{k_1},
\]

where \( L_1 : \mathbb{C}^{k_2} \to \mathcal{C}^\infty(X^\circ) \) maps into a complement of \( \text{ran} \widehat{\Delta}_g(\sigma_0) \), and \( L_2 : \mathcal{D}'(X^\circ) \to \mathbb{C}^{k_1} \) restricts to an isomorphism \( \ker \widehat{\Delta}_g(\sigma_0) \to \mathbb{C}^{k_1} \); thus, \( L(\sigma_0) \) is invertible. Uniform Fredholm estimates for \( \widehat{\Delta}_g(\sigma) \) imply such for \( L(\sigma) \); but \( L(\sigma_0) \) is invertible, hence so is \( L(\sigma) \) for \( \sigma \in \mathbb{R} \).

\(^7\)One can use either unique continuation at infinity for \( \widehat{\Delta}_g(\sigma)u' = 0 \) as in [Hör05, Theorem 17.2.8], or unique continuation at \( r = 2m_0 \) using [Maz91b].

\(^8\)One can also give an alternative proof based on abstract perturbation theory, which we will present in the \( \text{Im} \sigma > 0 \) case below.

\(^9\)One can follow the arguments of [Mel94, §12]. An approach closer in spirit to the conjugated perspective passes to the spectral family relative to the time variable \( 2t - t_{m_0}^* \), which is the time-reversed analogue of \( t_{m_0}^* \); its level sets are transversal to the past event horizon and past null infinity. Indeed, what we have just proved is that an incoming mode solution for \( \widehat{\Delta}_g(\sigma) \) is an outgoing mode solution for this new spectral family.
near $\sigma_0$ by the perturbation arguments in [Vas13, §2.7]. Therefore, the index of $\hat{g}_b(\sigma)$ is constant (namely, equal to $k_1 - k_2$), as claimed.$^{10}$

That the same results hold for slowly rotating Kerr metrics $g_b$, with $b$ close to $b_0$, was already discussed in the proof of Theorem 4.3. Here, we flesh out the argument near zero energy, as we shall need more general versions of this later on. The key is that we have uniform estimates for $s_0 < s$, $\ell_0 < \ell$,

$$
\|u\|_{\hat{H}^{s,\ell}}^{\sigma} \leq C(\|\hat{\square}_{g_b}(0)u\|_{\hat{H}^{s-1,\ell+2}} + \|u\|_{\hat{H}^{s_0,0}}),
$$

for $b$ close to $b_0$. Thus, if $\ker \hat{\square}_{g_b}(0)$ were non-trivial for a sequence $b_j \to b_0$, $j \to \infty$, we could find $u_j \in \hat{H}^{s,\ell} \cap \ker \hat{\square}_{g_b}(0)$, $\|u_j\|_{\hat{H}^{s,\ell}} = 1$; this estimate gives a positive lower bound $\|u_j\|_{\hat{H}^{s_0,0}} \geq (2C)^{-1} > 0$ for large $j$, hence we can extract a weakly convergent subsequence $u_j \rightharpoonup u \in \hat{H}^{s,\ell}$ (thus $u_j \to u$ in $\hat{H}^{s_0,0}$) with the limit $u$ necessarily non-zero and satisfying

$$
\hat{\square}_{g_b}(0)u = \lim_{j \to \infty} \left( \hat{\square}_{g_{b_0}}(0)(u - u_j) + (\hat{\square}_{g_{b_0}}(0) - \hat{\square}_{g_{b_j}}(0))u_j \right) = 0.
$$

But this contradicts $\ker \hat{\square}_{g_{b_0}}(0) = 0$. Surjectivity, which is equivalent to the injectivity of the adjoint, is shown similarly.

A minor modification of this argument (now using the uniformity of the estimate (4.7) near rather than merely at zero energy) applies more generally to putative sequences of normalized elements $u_j \in \ker \hat{\square}_{g_b}(\sigma_j) \cap \hat{H}^{s,\ell}_b$ where $\sigma_j \to 0$, $\Im \sigma_j \geq 0$. Thus, $\hat{\square}_{g_b}(\sigma)$ is injective for $(b, \sigma)$ near $(b_0, 0)$; surjectivity follows from the index 0 property. □

6.1. Growing zero modes. For later use, we record the explicit form of scalar functions in $\ker \hat{\square}_{g}(0)$ which are allowed to have more growth at infinity. Their differentials are 1-forms, some of which are gauge potentials for (pure gauge) metric perturbations arising in the spectral analysis of $\hat{E}_{g_0}(0)$ in §9.

**Proposition 6.2.** For $b = (m, a)$ near $b_0 = (m_0, 0)$, we have

$$
\ker \hat{\square}_{g_b}(0) \cap \hat{H}^{\infty,-3/2}_b = \langle u_{b,0} \rangle, \quad (6.5a)
$$

$$
\ker \hat{\square}_{g_b}(0)^* \cap \hat{H}^{\infty,-3/2}_b = \langle u_{b,0}^* \rangle, \quad (6.5b)
$$

where, in the notation (3.14),

$$
u_{b,0} = 1, \quad u_{b,0}^* = H(r - r_{(m,a)}). \quad (6.6)$$

Furthermore, the spaces

$$
\ker \hat{\square}_{g_b}(0) \cap \hat{H}^{\infty,-5/2}_b = \langle u_{b,0} \rangle \oplus \{u_{b,s_1}(S) : S \in S_1\}, \quad (6.7a)
$$

$$
\ker \hat{\square}_{g_b}(0)^* \cap \hat{H}^{\infty,-5/2}_b = \langle u_{b,0}^* \rangle \oplus \{u_{b,s_1}(S) : S \in S_1\} \quad (6.7b)
$$

are 4-dimensional; the maps $b \mapsto u_{b,s_1}(S)$ and $b \mapsto u_{b,s_1}^*(S)$ can be chosen to be continuous (with values in the respective spaces), and to take the values

$$
u_{(m,0),s_1}(S) = (r - m)S, \quad u_{(m,0),s_1}^*(S) = (r - m)H(r - 2m)S. \quad (6.8)$$

---

$^{10}$One can give a more direct argument, in which one directly realizes $\hat{\square}_g(\sigma)$ as a Fredholm family of operators acting between $\sigma$-independent function spaces for $\Im \sigma > 0$, by using the more precise microlocal point of view sketched in [Vas20a, Remark 4.17].
Remark 6.3. We keep the notation $u_{b,s0}$ etc. even though the spherical harmonic and scalar/vector decompositions cease to be globally well-defined on Kerr spacetimes with non-zero angular momentum. In later sections, proving the existence of continuous families of zero energy solutions will in fact require mixing continuous (in $b$) extensions of 1-forms or symmetric 2-tensors which at $b = b_0$ are of distinct types, see e.g. (7.44) and (9.8).

Remark 6.4. The dual states automatically vanish in $r < r_b$, are smooth in $r > r_b$, and are conormal at $\partial_+ X$. They are only singular at the event horizon (and in fact only microlocally at its conormal bundle), where they lie in $H^{1/2-}$ in the present, scalar setting. Since we are interested in the construction of modes with controlled decay or growth, we shall typically not state the precise regularity of dual states; the center of attention is the weight at $\partial_+ X$.

Proof of Proposition 6.2. Consider first an element $u \in \ker \square_{g_b}(0) \cap \hat{H}_b^{\infty,-3/2-}$. By normal operator arguments as in Proposition 4.4, $u$ has an expansion at infinity, $u = u_0 + \tilde{u}$, where $u_0$ is constant and $\tilde{u} \in \hat{H}_b^{\infty,-1/2-}$; but then $0 = \square_{g_b}(0)u_0 + \square_{g_b}(0)\tilde{u} = \square_{g_b}(0)\tilde{u}$ and Theorem 6.1 imply $\tilde{u} = 0$, hence $u = u_0$ is constant. Conversely, constants do lie in $\ker \square_{g_b}(0)$, proving (6.5a). The proof of (6.5b) is analogous: by normal operator arguments as in Proposition 4.4, the space in (6.5b) is at most 1-dimensional, and indeed $u_{b,s0}^* \in \ker \square_{g_b}(0)^*$. Passing to the weights (6.7a), one crosses the point $\lambda = i$ in the boundary spectrum, corresponding to $l = 1$ and asymptotics $rS$, $S \in S_1$; since $\dim S_1 = 3$, the space in (6.7a) is at most 4-dimensional, with its elements equal to $rS$ plus functions with faster decay. To prove that it is 4-dimensional indeed, let $v := rS \in \hat{H}_b^{\infty,-5/2-}$ and fix a cutoff $\chi \in C^\infty(\mathbb{R})$ with $\chi \equiv 0$ for $r \leq 3m$, $\chi \equiv 1$ for $r \geq 4m$; then

$$
eq 0 + \hat{H}_b^{\infty,\infty} + \hat{H}_b^{\infty,1/2-} = \hat{H}_b^{\infty,1/2-},$$

where we used Lemma 3.4 for the third summand. Now, $\square_{g_b}(0)w = -e$ can be solved with $w \in \hat{H}_b^{\infty,-3/2-}$; indeed, $e$ is $L^2$-orthogonal to the kernel of $\square_{g_b}(0)^*$ on $\hat{H}_b^{\infty,-1/2+}$, which is trivial by Theorem 6.1. Therefore, $\chi v + w$ furnishes an element in (6.7a) with leading term $rS$. The continuous dependence on $b$ is a consequence of this construction.

A similar argument gives (6.7b), using in the final step now that $\ker \square_{g_b}(0) \cap \hat{H}_b^{\infty,-1/2+}$ is trivial. The explicit expressions (6.8) on the Schwarzschild spacetime $(M^0, g_{b0})$ are found by solving the radial ODE $\square_{g_{b0}}(0)(p(r)S) = 0$ for $p(r)$ with $p(r) - r = o(r)$. (Concerning the computation of these expressions for general Schwarzschild metrics with parameters $(m, 0)$, note that the stationary operator $\square_{g_{(m,0)}}(0)$ is the same for any two choices of presentations of $g_{(m,0)}$ as a metric on $M^0$ that are related by pullback along a diffeomorphism of $M^0$ of the form $(t_{x_0}, r, \theta, \phi) \mapsto (t_{x_0} + F(r), r, \theta, \phi)$ for any smooth $F$; therefore, calculations for $g_{(m,0)}$ are the same as those for $g_{(m_0,0)}$ upon replacing $m_0$ by $m$.)

Note that passing from the weight $-\frac{3}{2} + 0$ to $-\frac{3}{2} - 0$, we cross the point 0 in the boundary spectrum, corresponding to $\lambda = 0$ and $l = 0$ and the solution 1 of the normal operator, $\square_{g}(0)1 = 0$. 

\[\square_{g}1 = 0.\]
7. Mode analysis of the 1-form wave operator

While we are ultimately interested in the linearized gauge-fixed Einstein operator acting on symmetric 2-tensors, the wave operator on 1-forms, \( \Box_g := \Box_{g,1} \), appears in two different functions when studying the unmodified operator: once as the (unmodified) constraint propagation operator acting on the gauge 1-form, and once as an operator acting on gauge potentials; see the discussion in §1.1.1. We thus study it here in detail, largely following the notation, and parts of the presentation, of [HV18a].

**Theorem 7.1.** Let \( g = g_{(m,a)} \), and consider \( \Box_g \) acting on 1-forms.

1. For \( \text{Im} \sigma \geq 0, \sigma \neq 0 \), the operator
   \[
   \Box_g(\sigma) : \{ \omega \in \mathcal{H}^{s,\ell}(X; \widetilde{T}^* X) : \Box_g(\sigma)\omega \in \mathcal{H}^{s,\ell+1}(X; \widetilde{T}^* X) \} \to \mathcal{H}^{s,\ell+1}(X; \widetilde{T}^* X)
   \]
   is invertible when \( s > \frac{3}{2}, \ell < -\frac{1}{2}, s + \ell > -\frac{1}{2} \).
2. For \( s > \frac{3}{2} \) and \( \ell \in (-\frac{3}{2}, -\frac{1}{2}) \), the stationary operator
   \[
   \Box_g(0) : \{ \omega \in \mathcal{H}^{s,\ell}(X; \widetilde{T}^* X) : \Box_g(0)\omega \in \mathcal{H}^{s-1,\ell+2}(X; \widetilde{T}^* X) \}
   \]
   has 1-dimensional kernel and cokernel.

Both statements continue to hold for \( g = g_{(m,a)} \) with \( b = (m,a) \) near \( b_0 = (m_0,0) \). Concretely, there exist \( \omega_{b,s0} \in \mathcal{H}^{\infty,-1/2}_{b} \) and \( \omega_{b,s0} \in \mathcal{H}^{\infty,-1/2}_{b} \), depending continuously on \( b \) near \( b_0 \), such that

\[
\ker \Box_g(0) \cap \mathcal{H}^{\infty,-1/2}_{b} = \langle \omega_{b,s0} \rangle, \quad (7.2a)
\]

\[
\ker \Box_g(0)^* \cap \mathcal{H}^{\infty,-1/2}_{b} = \langle \omega_{b,s0}^* \rangle. \quad (7.2b)
\]

Explicitly, using the notation of Proposition 6.2, we can take

\[
\omega_{b,0,0} = r^{-1}(dt_0 - dr), \quad \omega_{b,0,0}^* = du_{b,0,0}^* = \delta(r - 2m_0)dr, \quad (7.3)
\]

\[
\omega_{b,0,1} = du_{b,0,1} = \delta(r - r_{m,a})dr.
\]

In the spirit of Remark 6.4, we note that the precise regularity for dual states here is smoothness away from the event horizon, conformality at infinity, and conformality relative to \( H^{-1/2} \) at the event horizon.

**Remark 7.2.** We can give an explicit expression for \( \omega_{b,s0} \) by noting that the elements \( \frac{1}{r^2 - 2m_0} dr, r^{-1} dt \in \ker \Box_{g_{(m,a)}} \) (in the static patch \( r > 2m_0 \)) have analogues on Kerr spacetimes. Namely, the 1-forms

\[
\omega_{b,1}^0 := \frac{1}{\Delta_b} dr, \quad \omega_{b,2}^0 := \frac{r}{\rho_b^2}(dt - a \sin^2 \theta d\phi) = \frac{r}{\rho_b^2}(dt_{b,0} - a \sin^2 \theta d\varphi_{b,0}) - \frac{r}{\Delta_b} dr
\]

lie in \( \ker \Box_{g_{(m,a)}} \) in \( r > r_{(m,a)} \), and hence so does their linear combination \( \omega_{b,s0}^0 = \omega_{b,2}^0 + r \omega_{b,1}^0 \) which depends continuously on \( b \) and is smooth across the event horizon. We can then define \( \omega_{b,s0} \) as the pullback \( (\Phi_0^b \circ \Phi_{b,1}^{-1})^* \omega_{b,s0}^0 \), cf. Remark 3.1.

**Remark 7.3.** Regarding the nullspace of the adjoint in (7.2b), we note that the dual of the target space of \( \Box_g(0) \) in (7.1) is \( \mathcal{H}^{s+1,\ell-2} \), whose weight lies in \( (-\frac{3}{2}, -\frac{1}{2}) \); elements of the
kernel of \( \widetilde{\Box}_g(0)^* \) thus automatically have the decay rate \(-\frac{1}{2}\) stated in (7.2b) by indicial root (or normal operator) arguments as in Proposition 4.4.

The arguments in the proof of Theorem 4.3 apply also to \( \widetilde{\Box}_g(\sigma) \), thus it is Fredholm of index 0, and the determination of its kernel suffices to determine the dimension of the kernel of the adjoint; we find the latter, when non-trivial, by a simple observation, see (7.30). In the Schwarzschild case \( b = b_0 \), one can prove Theorem 7.1 using separation of variables into radial and spherical variables, and expanding further into 1-form spherical harmonics; this is the approach used in the proof of mode stability for the linearized Einstein metric in §8. Here, we instead opt for a more conceptual proof, adapting the arguments of [HV18a] to the present asymptotically flat setting.

The main part of the proof is the analysis of the Schwarzschild case; let us thus put \( m = m_0, g = g(m_0) \), until specified otherwise. Since \( g \) is Ricci-flat, the tensor wave operator equals the Hodge d’Alembertian,

\[
\Box_g = (d + \delta_g)^2 = d\delta_g + \delta_g d.
\]

We are specifically interested in its action on 1-forms, though by virtue of \( \Box_g \) being a square of \( d + \delta_g \), which mixes form degrees, most of our analysis will apply more generally to \( \Box_g \) acting on forms without a restriction on their form degree. We shall first prove the absence of mode solutions in \( \text{Im} \sigma \geq 0 \) in §§7.1–7.2, and proceed to compute the space of stationary solutions on Schwarzschild spacetimes in §7.3; simple perturbative arguments then finish the proof of Theorem 7.1 for slowly rotating Kerr metrics.

We write \( g = g(m_0) \) in the static patch \( M \) (see (3.1)) as

\[
g = \alpha^2 dt^2 - h, \quad h = \alpha^{-2} dr^2 + r^2 d\theta, \quad 0 < \alpha = \sqrt{1 - \frac{2m}{r}}, \quad (7.4)
\]

We use \( \alpha \) as a (radial) coordinate; note \( d\alpha = \frac{m}{r} \alpha^{-1} dr \). Denoting points on \( S^2 \) by \( y \),

\[
h = \beta^2 d\alpha^2 + k(\alpha^2, y, dy), \quad \beta = \frac{r^2}{m} = \frac{(2m/(1 - \alpha^2))^2}{m}, \quad k = r^2 d\theta.
\]

The (non-zero) quantity

\[
\beta := \beta|_{\alpha=0} = 4m,
\]

which is the reciprocal of the surface gravity of the event horizon, will play an important role in describing outgoing asymptotics below.

We set up our analysis by splitting the (full) form bundle on \( M \):

\[
\Lambda M = \Lambda X \oplus (\alpha dt \wedge \Lambda X).
\]

Correspondingly, we write differential forms on \( M \) as

\[
\omega(t, x) = \omega_T + \alpha dt \wedge \omega_N =: \begin{pmatrix} \omega_T \\ \omega_N \end{pmatrix},
\]

where \( \omega_T, \omega_N \) are \( t \)-dependent forms on \( X \). In this splitting, we have

\[
d = \begin{pmatrix} d\chi & 0 \\ \alpha^{-1} \partial_t - \alpha^{-1} d\chi \alpha \end{pmatrix}, \quad G_k = \begin{pmatrix} (-1)^k H_k & 0 \\ 0 & (-1)^k H_{k-1} \end{pmatrix}, \quad (7.6)
\]
where $G_k$ is the fiber inner product on $\Lambda^k \mathcal{M}$ induced by $g$ (thus $G_1 = g^{-1}$ is the dual metric), and $H_k$ is the fiber inner product on $\Lambda^k \mathcal{X}$ induced by $h$. The adjoint of $d$ is thus

$$
\delta \equiv \delta_g = \begin{pmatrix}
-\alpha^{-1} \delta_X \alpha & -\alpha^{-1} \partial_t \\
0 & \delta_X
\end{pmatrix},
$$

where $\delta_X$ is the adjoint of $d_X$ with respect to $h$ (giving both the volume density on $\mathcal{X}$ and the fiber inner product).

Recall the two components $\partial_- \mathcal{X}$ (event horizon) and $\partial_+ \mathcal{X}$ (infinity) of the boundary of the closure $\overline{\mathcal{X}} \subset X$ from (3.8); both are diffeomorphic to $Y := S^2$. Near $\partial_- \mathcal{X}$, we refine the splitting (7.5) by writing

$$
\lambda \mathcal{X} = \Lambda Y \oplus (d \alpha \wedge \Lambda Y), \quad \text{i.e. } \omega = \omega_{TT} + d \alpha \wedge \omega_{TN} + \alpha \, dt \wedge \omega_{NT} + \alpha \, dt \wedge d \alpha \wedge \omega_{NN}. \quad (7.8)
$$

(Note that this is not smooth down to $\partial_- \mathcal{X}$, as $d \alpha$ is not smooth at $\partial_- \mathcal{X}$.) In this splitting, we also record, using $[\delta, \beta] = 0$:

$$
d_X = \begin{pmatrix}
\delta & 0 \\
\partial_\alpha & -\delta
\end{pmatrix}, \quad \delta_X = \begin{pmatrix}
\delta & \partial^*_\alpha \\
0 & -\delta
\end{pmatrix}. \quad (7.9)
$$

Here, $\partial^*_\alpha$ is the adjoint of $\partial_\alpha : L^2(\mathcal{X}; |dh|, \Lambda Y, K) \to L^2(\mathcal{X}; |dh|, \Lambda Y, \beta^{-2} K)$ (with $K$ denoting the metric on forms on $Y$ induced by $k$), so

$$
\partial^*_\alpha = -\beta^{-2} \partial_\alpha + \alpha^2 p_1 \partial_\alpha + \alpha p_2, \quad p_1, p_2 \in C^\infty(\overline{\mathcal{X}}).
$$

Outgoing modes are of the form $e^{-i \sigma t_0} \omega^\prime(x)$ near $\partial_- \mathcal{X}$, where $t_0 = t + r_*$, and with $\omega^\prime$ smooth down to $\partial_- \mathcal{X}$. Such a mode is a linear combination, with $C^\infty(\overline{\mathcal{X}}; \Lambda Y)$ coefficients, of $1$, $d(\alpha^2)$, $dt_*$, and $dt_* \wedge d(\alpha^2)$. Using that $r_* = r + 2m \log(r - 2m) / 2 \log \alpha + C^\infty([2m, \infty))$, we find that such forms $e^{-i \sigma t_0} \omega^\prime = e^{-i \sigma t} \omega$ are precisely those for which $\omega$ has the form

$$
\begin{pmatrix}
\omega_{TT} \\
\omega_{TN} \\
\omega_{NT} \\
\omega_{NN}
\end{pmatrix} = \mathcal{C} \alpha^{-i \beta \alpha} \begin{pmatrix}
\tilde{\omega}_{TT} \\
\tilde{\omega}_{TN} \\
\tilde{\omega}_{NT} \\
\tilde{\omega}_{NN}
\end{pmatrix}, \quad \mathcal{C} := \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \alpha & \beta \alpha^{-1} & 0 \\
0 & 0 & \alpha^{-1} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad \tilde{\omega}_{**} \in C^\infty(\overline{\mathcal{X}}; \Lambda Y). \quad (7.10)
$$

We denote the space of stationary differential forms $\omega \in C^\infty(\mathcal{X}; \Lambda \mathcal{X})$ with this structure near $\partial_- \mathcal{X}$, and which for $\sigma \neq 0$ lie in $e^{-i \sigma} H^\infty_{\mathcal{X}}$ near $\partial_+ \mathcal{X}$ for some $\ell \in \mathbb{R}$, and for $\sigma = 0$ lie in $H^\infty_{\mathcal{X}}$ near $\partial_- \mathcal{X}$ for some $\ell \in (-\frac{3}{2}, -\frac{1}{2})$, by

$$
C^\infty_{(\sigma)}.
$$

Phrased differently, the membership $\omega \in C^\infty_{(\sigma)}$ amounts to the smoothness of $e^{-i \sigma t} \omega$ on $M^o$ down to $\mathbb{R}_{r_*} \times \partial_- \mathcal{X}$, together with an outgoing condition at $\mathbb{R}_{r_*} \times \partial_+ \mathcal{X}$.

We denote the conjugation of $d$ by the $t$-Fourier transform by

$$
\tilde{d}(\sigma) = e^{i \sigma t} d e^{-i \sigma t},
$$

likewise $\tilde{\delta}(\sigma) = e^{i \sigma t} \delta e^{-i \sigma t}$, acting on $t$-independent forms on $\mathcal{M}$.\(^{13}\) Note that $\tilde{d}(\sigma)$ and $\tilde{\delta}(\sigma)$ preserve $C^\infty_{(\sigma)}$, hence $\mathcal{C}^{-1} \tilde{d}(\sigma) \mathcal{C}$ and $\mathcal{C}^{-1} \tilde{\delta}(\sigma) \mathcal{C}$ preserve $\alpha^{-i \beta \sigma} C^\infty(\overline{\mathcal{X}} \setminus \partial_+ \mathcal{X}; (\Lambda Y)^4)$. For later use, we note that the components of $\omega \in C^\infty_{(\sigma)}$ in (7.10) satisfy

$$
\omega_{TT}, \omega_{NN} \in \alpha^{-i \beta \sigma} C^\infty, \quad \omega_{TN}, \omega_{NT} \in \alpha^{-i \beta \sigma - 1} C^\infty. \quad (7.11)
$$

\(^{12}\) In [HV18a], we used the notation $X_{\text{even}}$ for the part of (in present notation) $X$ near the event horizon.

\(^{13}\) This is different from the normalization used in (6.1).
For $\omega$ satisfying only (7.11) (rather than having the precise structure (7.10)), it only follows from (7.6)–(7.7) and (7.9) that the components of $v = \tilde{d}(\sigma)\omega$ and $w = \tilde{\delta}(\sigma)\omega$ lie in the spaces (7.11) with the exceptions of $v_{NN}, w_{TT} \in \alpha^{-i\beta\sigma-2}C^\infty$. (This is discussed in [HV18a, Equations (3.13)–(3.14)].)

Near $\partial_+ \mathcal{X}$, we record that

$$\tilde{d}(\sigma), \tilde{\delta}(\sigma) \in \text{Diff}^1_{sc}(\mathcal{X}; \Lambda\mathcal{X} \oplus \Lambda\mathcal{X}),$$

(7.12)

using the splitting (7.5); note here that $\alpha \in 1 + \rho C^\infty(\mathcal{X})$. More precisely, we can split $\Lambda\mathcal{X}$ near $\partial_+ \mathcal{X}$, and in fact globally on $\mathcal{X}$, into

$$\Lambda\mathcal{X} = \Lambda(rT^*Y) \oplus (dr_\ast \wedge \Lambda(rT^*Y));$$

(7.13)

we thus identify $\Lambda\mathcal{X} \cong \Lambda Y \oplus \Lambda Y$ via $(\eta, \zeta) \mapsto r^{\text{deg}(\eta)}\eta + dr_\ast \wedge r^{\text{deg}(\zeta)}\zeta$ on the pure form summands of $\Lambda Y$, with deg denoting the form degree. In view of (7.4), the inner product on $k$-forms is $H_k = \mathcal{G}_k \oplus \alpha^{-2}\mathcal{G}_{k-1}$. Correspondingly, we express forms on $\mathcal{M}$ as finite sums of forms of the type

$$\omega = r^{dT} \omega_{TT} + dr_\ast \wedge r^{dTN} \omega_{TN} + \alpha dt \wedge r^{dNT} \omega_{NT} + \alpha dt \wedge dr_\ast \wedge r^{dNN} \omega_{NN}$$

(7.14)

where the $\omega_{\bullet \bullet}$, are $\Lambda^d\bullet\bullet Y$-valued forms on $\mathcal{X}$. The point of rescaling spherical forms according to their degree in (7.13) is that the size of the coefficients of $\omega$ in the basis $dt, dx^1, x^2, x^3$ standard coordinates on $\mathbb{R}^3$, is comparable to the size of $\omega_{\bullet \bullet}$ as forms on $Y = S^2$ with respect to the standard metric. In the splitting (7.13), one computes that

$$d\chi = \begin{pmatrix} r^{-1}\partial_r & 0 \\ \partial_r + \alpha^2 r^{-1} \deg & -r^{-1}\partial_r \end{pmatrix}, \quad \delta\chi = \begin{pmatrix} r^{-1}\partial_r & -\alpha^{-1}r^{-2}\partial_r & r^{-1}r \alpha^{-1} + r^{-1} \deg \\ 0 & -r^{-1}r^{-2}\partial_r & -r^{-1}\partial_r \end{pmatrix}. $$

(7.15)

7.1. Absence of modes in $\text{Im} \sigma > 0$. We are interested in mode solutions

$$\Box_g(e^{-i\sigma t} \omega) = 0, \quad \omega \in C^\infty(\sigma), \quad \text{Im} \sigma > 0.$$ 

In particular, $\omega$ is exponentially decaying at $\partial_+ \mathcal{X}$. This equation is equivalent to

$$\Box_g(\sigma)\omega = (\tilde{d}(\sigma) + \tilde{\delta}(\sigma))^2 \omega = 0$$

(7.16)

Proposition 7.4. Any solution $\omega$ of (7.16) for $\sigma \in \mathbb{C}$, $\text{Im} \sigma > 0$, vanishes identically.

Proof. It suffices to show that if $\omega$ is outgoing with

$$(\tilde{d}(\sigma) + \tilde{\delta}(\sigma))\omega = 0,$$

(7.17)

then $\omega \equiv 0$: applying this first to $(\tilde{d}(\sigma) + \tilde{\delta}(\sigma))\omega$ in place of $\omega$ and subsequently to $\omega$ itself then proves the proposition. Assuming (7.17), we obtain $\omega = 0$ using an integration by parts argument by following [HV18a, §3.1] verbatim. Due to the exponential decay of $\omega$ at $\partial_+ \mathcal{X}$, integration by parts is immediately justified there.

7.2. Absence of real non-zero frequency modes. Here, the argument differs slightly from the Schwarzschild–de Sitter case discussed in [HV18a] in that the outgoing condition at $\partial_+ \mathcal{X}$ enters; this boundary at infinity is not present for de Sitter black holes. Concretely,
fixing $\sigma \in \mathbb{R}$, $\sigma \neq 0$, the outgoing condition $\omega \in C^\infty_0$ implies, using the identification $\Lambda M \cong \Lambda X \oplus \Lambda X$ via (7.5), that in $r \geq r_0 \gg 1$, we have (following Proposition 4.4)

$$\omega(r, y) = e^{i r \sigma} (r^{-1} \omega_+(y) + \tilde{\omega}(r^{-1}, y)),$$

$$\omega_+ \in C^\infty_{\text{sc}}(\partial_+ X; \Lambda \partial_+ X \oplus \Lambda \partial_+ X), \quad \tilde{\omega}(\rho, y) \in A^2_{\text{sc}}((0, r_0^{-1})_\rho \times S^2_\rho; \Lambda X \oplus \Lambda X).$$  \hfill (7.18)

**Proposition 7.5.** If $\sigma \in \mathbb{R}$, $\sigma \neq 0$, and $\omega \in C^\infty_0$ solves $\hat{\Delta}_g(\sigma)\omega = 0$, then $\omega \equiv 0$.

**Proof.** We give the full proof, which is similar to that in [HV18a, §3.2], in order to point out where the outgoing condition at infinity comes in. It suffices to show that any outgoing solution of the first order equation $(\hat{d}(\sigma) + \hat{\delta}(\sigma))\omega = 0$ vanishes identically. Expanding this equation into its tangential and normal components, this means

$$(\alpha d_X - \delta_X \alpha)\omega_T + i \sigma \omega_N = 0, \quad -i \sigma \omega_T + (-d_X \alpha + \alpha \delta_X)\omega_N = 0. \quad \hfill (7.19)$$

We apply $(-d_X \alpha + \alpha \delta_X)$ to the first equation and use the second to obtain the decoupled equation

$$(d_X \alpha \delta_X \alpha + \alpha \delta_X \alpha d_X - d_X \alpha^2 d_X - \sigma^2)\omega_T = 0. \quad \hfill (7.20)$$

Applying $d_X$ from the left, the outgoing form $v_T := d_X \omega_T$ satisfies the simpler equation

$$(d_X \alpha \delta_X \alpha - \sigma^2)v_T = 0. \quad \hfill (7.21)$$

It suffices to show that all outgoing solutions of this equation vanish identically; indeed, this would first give $v_T = 0$, i.e. $d_X \omega_T = 0$, which by (7.20) implies $(d_X \alpha \delta_X \alpha - \sigma^2)\omega_T = 0$, hence $\omega_T = 0$; using (7.19) and $\sigma \neq 0$, this implies $\omega_N = 0$.

Note that the operator $d_X \alpha \delta_X \alpha$ in (7.21) is formally self-adjoint in $L^2(X; \alpha|dh|, \Lambda X, H)$. Let now $f \in C^\infty((2m, \infty))$ denote a positive function with $f(r) = \alpha(r) = (1 - 2m/r)^{1/2}$ for $2m < r < 3m$ and $f(r) = r^{-1}$ for $r > 4m$. Fix moreover a cutoff $\chi \in C^\infty([0, \infty))$ which is identically 0 on $[0, \frac{1}{2}]$ and identically 1 on $[1, \infty)$. For small $\epsilon > 0$, define then

$$\chi_\epsilon := \chi(f/\epsilon) \in C^\infty_c(X). \quad \hfill (7.22)$$

Thus, $\chi_\epsilon \equiv 1$ when $\alpha \geq \epsilon$, $r < \epsilon^{-1}$, while $\alpha \geq \frac{1}{2} \epsilon$, $r < 2\epsilon^{-1}$ on $\text{supp} \chi$. We then evaluate

$$0 = \lim_{\epsilon \to 0} \langle (d_X \alpha \delta_X \alpha - \sigma^2)v_T, \chi_\epsilon v_T \rangle - \langle v_T, \chi_\epsilon (d_X \alpha \delta_X \alpha - \sigma^2)v_T \rangle \quad \hfill (7.23)$$

$$= \lim_{\epsilon \to 0} \langle v_T, [d_X \alpha \delta_X \alpha, \chi_\epsilon]v_T \rangle.$$

(The localizer $\chi_\epsilon$ is necessary to make sense of the pairings since $v_T$ fails, just barely, to lie in $L^2$.) The commutator has two pieces: one near $\partial_- X$, and one near $\partial_+ X$. The former piece was analyzed in [HV18a, Proof of Proposition 3.6]: writing $v_T = (\alpha^{-i \beta} v''_T, \alpha^{-i \beta} - 1 v''_T)$, its contribution to the above limit is

$$-2i \beta^{-2} \sigma \|v''_T\|_{L^2(\partial_- X; |dk|, \Lambda X)}^2.$$

The latter piece, at $\partial_+ X$, can be evaluated using (7.15): put $\chi_\epsilon(r) = \chi(1/(\epsilon r)) =: \psi(\epsilon r)$, with $\psi(r') \equiv 1$, resp. 0 for $r' \leq 1$, resp. $r' \geq 2$; then $\partial_r \chi_\epsilon = \epsilon \psi_{1, \epsilon}, \psi_{1, \epsilon}(r) := \psi'(\epsilon r)$. Thus,

$$[d_X \alpha \delta_X \alpha, \chi_\epsilon] = \epsilon \left( \begin{array}{cc} 0 & -\alpha^2 v''_T, \psi_{1, \epsilon} \phi \\ \alpha^4 r^{-1} \psi_{1, \epsilon} \phi & -\alpha^2 v''_T, \phi \end{array} \right).$$
Inserted in the pairing (7.23), the off-diagonal terms here give terms of the form
\[
\int (e^{i\sigma r\cdot r^{-1}} \cdot e r^{-1} \psi_1 \cdot O(1) e^{i\sigma r\cdot r^{-1}} v'' r^2 \, dr \, dg)
\]
with \(v''\) bounded on \(\mathcal{X}\); as \(\epsilon \to 0\) and changing variables to \(r' = \epsilon r\), this is \(\epsilon \int \psi'(r')O(1) \, dr' = O(\epsilon) \to 0\). Likewise, the two \(\mathcal{A}\) terms on the diagonal give vanishing contributions in the limit \(\epsilon \to 0\). Next, writing \(v = v^{dTT} v_{TT} + dr_+ \wedge v^{dTN} v_{TN}\) as in (7.14), and further writing
\[
v_{TN} = e^{i\sigma r_0} (r^{-1} v_{TN, +} + \tilde{v}_{TN}), \quad \tilde{v}_{TN} \in \mathcal{A}^2_-,
\]
we note that \(\partial_{r_+} v_{TN} = e^{i\sigma r_0} (i\sigma r^{-1} v_{TN, +} + \tilde{v}'_{TN}), \quad \tilde{v}'_{TN} \in \mathcal{A}^2_-\), hence in view of \(\alpha - 1 \in r^{-1}C^\infty(\mathcal{X} \setminus \partial_+ \mathcal{X})\):
\[
\langle v_{TN}, -\epsilon \psi_1 \alpha_0^2 \partial_{r_+} v_{TN} \rangle = i\sigma \int \epsilon \psi'(r)|v_{TN, +}|^2 \, dr \, dg + o(1) \to -i\sigma \|v_{TN, +}\|_{L^2(\mathcal{M}^3)}^2.
\]
Similarly, we have \(\epsilon \langle v_{TN}, -\partial_{r_+} \psi_1 v_{TN} \rangle \to -i\sigma \|v_{TN, +}\|_{L^2} \) as \(\epsilon \to 0\), as can be seen by first integrating by parts and then taking the limit. In summary, (7.23) reads
\[
-2i\sigma (\beta^{-2} \langle v'_{TN}\rangle_{\partial \mathcal{X}}^2 + \|v_{TN, +}\|^2_{L^2}) = 0,
\]
(7.24)
which implies \(v'_{TN}|_{\partial \mathcal{X}} \equiv 0\) and \(v_{TN, +} \equiv 0\).

A simple indicial root argument then shows that \(v_T\) in fact vanishes to infinite order at \(\partial_+ \mathcal{X}\), which by Mazzeo's unique continuation result [Maz91b] implies \(v_T \equiv 0\) near \(\partial_+ \mathcal{X}\), which by standard unique continuation implies \(v_T \equiv 0\) globally, finishing the proof. Alternatively, one can study \(v_T\) near \(\partial_+ \mathcal{X}\) by calculating
\[
e^{-i\sigma r_0} (d_X \alpha_0^2 \alpha - \sigma^2) e^{i\sigma r_0} = \begin{pmatrix} -\sigma^2 & -i\sigma r^{-1} \rho \\ i\sigma r^{-1} \rho & -2i\sigma r^{-1}(\partial_{r_+} + 1) \end{pmatrix} + \mathcal{A}^2 \text{Diff}_{\partial_+ \mathcal{X}}^2.
\]

Applying this to \(e^{-i\sigma r_0} v_T =: (\tilde{v}_{TT}, \tilde{v}_{TN})\), which is conormal with \(\tilde{v}_{TN} \in \mathcal{A}^2_-\) in view of (7.24), the first line shows that \(\tilde{v}_{TT} \in \mathcal{A}^3_-\); the second line then implies, by integration of \(r \partial_{r_+} + 1\) and using \(\tilde{v}_{TN} \in \mathcal{A}^1_+\), that \(\tilde{v}_{TN} \in \mathcal{A}^3_+\) as well. Proceeding iteratively, this gives \(e^{-i\sigma r_0} v_T \in \mathcal{A}^\infty\), hence \(v_T\) vanishes to infinite order at \(\partial_+ \mathcal{X}\). Unique continuation at infinity then implies that \(v_T \equiv 0\) near \(\partial_+ \mathcal{X}\), and thus globally as before.

7.3. Description of zero modes. Membership in \(\omega \in C^\infty_0(0)\) together with \(\widehat{\Delta}(0)\omega = 0\) implies, by normal operator arguments as in Proposition 4.4, that
\[
\omega(r, y) = r^{-1} \omega_+(y) + \tilde{\omega}(r^{-1}, y),
\]
with \(\omega_+\) and \(\tilde{\omega} \in \mathcal{A}^2_-\) as in (7.18). We now restrict to 1-forms on \(M^0\). Define
\[
\mathcal{K}_1 = \ker \widehat{\Delta}(0) \cap C^\infty_0(0).
\]
We aim to show that \(\mathcal{K}_1\) is 1-dimensional and spanned by \(\omega_{b_0, s_0}\), see (7.3). The proof proceeds in several steps, making use of various calculations of [HV18a, §3.3–3.4], but simplified and made concrete in the present Schwarzschild 1-form setting. First, writing \(\omega \in C^\infty_0\) near \(\partial_- \mathcal{X}\) as \(\omega = \mathcal{N} \tilde{\omega}\) as in (7.10) (with \(s = 0\)), we define the restriction map
\[
R: \omega \mapsto \tilde{\omega}_{NT}|_{\partial_- \mathcal{X}}.
\]
Define also the space
\[
\mathcal{H}_1 := \{\omega \in C^\infty_0 : \widehat{\Delta}(0)\omega = \widehat{\delta}(0)\omega = 0, \ R\omega = 0\}.
\]
Lemma 7.6. If \( \omega \in K_1 \), then \( R\omega \) is a constant function. Let \( \iota: H_1 \hookrightarrow K_1 \) denote the inclusion map; then the following sequence is exact: \( H_1 \xrightarrow{\iota} K_1 \xrightarrow{R} C \).

Lemma 7.7. \( H_1 = \{0\} \).

These two lemmas together imply that \( \dim K_1 \leq 1 \). The statement \((7.2a)\) of Theorem 7.1 thus follows from the fact that \( \omega_{b_0,s_0} \in C^\infty_0(0) \) and \( \Box(0)\omega_{b_0,s_0} = 0 \), which is a direct calculation using [HV18a, Lemma 4.3]. We now drop \( '('0')\) from the notation and write \( \hat{d} \equiv d(0) \), etc.

Proof of Lemma 7.6. Near \( \partial_+X \), we compute

\[
\begin{pmatrix}
\partial & 0 & 0 & 0 \\
-\alpha \partial & 0 & 0 & 0 \\
0 & -\alpha \partial & 0 & 0 \\
0 & 0 & -\alpha \partial & \partial
\end{pmatrix},
\]

and

\[
\begin{pmatrix}
-\beta^{-1} \partial_\alpha & 0 & 0 & 0 \\
0 & -\partial_\alpha & 0 & 0 \\
0 & 0 & -\partial_\alpha & \partial \\
0 & 0 & 0 & -\partial
\end{pmatrix}
\]

Since \( \alpha \partial_\alpha: C^\infty(X) \to \alpha^2 C^\infty(X) \), the \((NT)\) coefficient of \( \partial_\alpha \hat{\Box} \omega \) is therefore equal to \(-\Delta \omega_{NT} + \alpha^2 C^\infty_\alpha \); since this vanishes when \( \omega = \omega \in K_1 \), we find that \( \omega_{NT}|_{\partial_+X} \) is a harmonic 0-form on \( \partial_+X \cong S^2 \), hence constant. This proves the first claim.

Now if \( \omega \in K_1, \omega = \hat{\Box} \omega \), has \( R\omega = 0 \), i.e. \( \omega_{NT}|_{\partial_+X} = 0 \), we proceed as follows. First, given \( \hat{\Box} \omega = 0 \), we can apply either \( \hat{d} \) or \( \hat{\delta} \), obtaining

\[
\hat{d}\hat{d}\hat{\omega} = 0, \quad \hat{\delta}\hat{\delta}\hat{\omega} = 0.
\]

Consider the first equation, and write \( \omega' = \hat{d}\omega \), which is outgoing and decays faster, by a factor \( r^{-1} \), than \( \omega \) itself. Writing \( \omega' = \hat{\delta}\omega' \), we have \( \omega'|_{\partial_+X} = 0 \). Note that \( \hat{\Delta} \) and \( \hat{\delta} \) are adjoints of each other with respect to the \( L^2 \) pairing with volume density \( \alpha dh \) and fiber inner product \( H \oplus H \). We work with this inner product from now on, unless otherwise specified. With \( \chi, \chi_\alpha \) as in \((7.22)\), we then have

\[
0 = \lim_{\epsilon \to 0} \langle \hat{d}\omega', \chi_\omega' \rangle = \lim_{\epsilon \to 0} \langle \hat{\delta}\omega', \hat{\delta}\chi_\omega' \rangle = \lim_{\epsilon \to 0} \langle \chi_\omega' \rangle \quad \text{and} \quad \langle \hat{\delta}\omega', \hat{\delta}\chi_\omega' \rangle = \lim_{\epsilon \to 0} \langle \chi_\omega' \rangle = \langle \hat{\delta}\omega', \hat{\delta}\chi_\omega' \rangle.
\]

Let us evaluate the second term on the right. It has two pieces; using the \( O(r^{-1}) \), resp. \( O(r^{-2}) \) decay of \( \omega' \), resp. \( \hat{\delta}\omega' \), the piece near \( \partial_+X \) is easily shown to vanish in the limit. Near \( \partial_+X \), we write \( \chi_{1,\epsilon} = \chi(\epsilon)^2 / \chi(\epsilon) \) and compute

\[
\hat{\delta}_\epsilon \chi \in \epsilon^{-1} \chi_{1,\epsilon}
\]

\[
\begin{pmatrix}
0 & \beta^{-2} \alpha + \alpha^2 C^\infty & \beta^{-1} \alpha^{-1} + \alpha C^\infty & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\beta^{-2} + \alpha^2 C^\infty \\
0 & 0 & 0 & 0
\end{pmatrix}
\]
Thus, using the vanishing of $\tilde{\omega}'_{NT}$ at $\partial_-X$, we have
\[
\begin{bmatrix} \tilde{\delta} C, \chi \end{bmatrix} \tilde{\omega}' \in \epsilon^{-1} \chi_{1,\epsilon} \begin{pmatrix} \alpha C^\infty \\ 0 \\ -\beta^{-2} \tilde{\omega}'_{NN} + \alpha^2 C^\infty \\ 0 \end{pmatrix}.
\]

We furthermore compute
\[
(\tilde{\delta} C \tilde{\omega}')_{TT} \in -\delta \tilde{\omega}'_{TT} + 2\beta^{-2} \tilde{\omega}'_{TN} - \beta \alpha^{-1} \partial_x \tilde{\omega}'_{NT} + \alpha^2 C^\infty,
\]
\[
(\tilde{\delta} C \tilde{\omega}')_{NT} \in \alpha C^\infty.
\]

Since $H \oplus H = K \oplus \overline{\beta}^{-2} K \oplus K \oplus \overline{\beta}^{-2} K$ is block-diagonal, we thus see that the pointwise inner product of $\tilde{\delta} \omega'$ and $[\tilde{\delta}, \chi] \omega'$ is bounded by $\alpha \epsilon^{-1} \chi_{1,\epsilon}$; using $\alpha |dh| = \alpha \beta d\alpha |dk|$, it follows easily that $\lim_{\epsilon \to 0} \langle \tilde{\delta} \omega', [\tilde{\delta}, \chi] \omega' \rangle_0 = 0$, and therefore (7.26) implies $\tilde{\delta} \omega' = 0$, so $\tilde{\delta} \delta \omega = 0$.

Consider similarly the second equation (7.25), and let $\omega'' = \tilde{\omega}$: we now have
\[
0 = \lim_{\epsilon \to 0} \| \chi^{-1/2} \delta \omega'' \|^2 + \langle \delta \omega'', [\delta, \chi] \omega'' \rangle.
\] (7.27)

The contribution of the second term near $\partial_+ X$ again vanishes in the limit, while the contribution near $\partial_- X$ can be evaluated using
\[
[\tilde{\delta} C, \chi] \tilde{\omega}'' = \epsilon^{-1} \chi_{1,\epsilon} \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{pmatrix},
\]
which for $\tilde{\omega}'' = C^{-1} \omega''$ with $\tilde{\omega}''_{NT} |_{\partial_- X} = 0$ gives
\[
[\tilde{\delta} C, \chi] \tilde{\omega}'' \in \epsilon^{-1} \chi_{1,\epsilon} \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix};
\]
on the other hand, $(\tilde{\delta} C \tilde{\omega}'')_{TN} \in \alpha C^\infty$ and $(\tilde{\delta} C \tilde{\omega}'')_{NN} \in C^\infty$. Thus, as in the previous calculation, the pairing is pointwise bounded by $\alpha \epsilon^{-1} \chi_{1,\epsilon}$, whose integral with respect to $\alpha \beta d\alpha |dk|$ tends to 0 as $\epsilon \to 0$. We conclude that $\tilde{\delta} \delta \omega'' = 0$, so $\tilde{\delta} \delta \omega = 0$.

We now repeat these arguments: replacing $\omega'$ by $\omega$ in (7.26), we find $\tilde{\delta} \omega = 0$; using (7.27) with $\omega$ in place of $\omega''$ gives $\tilde{\delta} \omega = 0$. Therefore, $\omega \in \mathcal{H}_1$, finishing the proof. \(\square\)

**Proof of Lemma 7.7.** Let us write an outgoing 1-form as
\[
\omega = \omega_T + \omega_N \alpha \ dt.
\]
Then $\omega_N$ is a function which lies in $\alpha^{-1} C^\infty(\overline{X} \setminus \partial_- X)$ and takes the form $r^{-1} \omega_{N,+} + A^{2-}$ near $\partial_+ X$; moreover,
\[
\omega_T = \omega_{TT} + \omega_{TN} \ dr,
\] (7.28)
where $\omega_{TT} \in C^\infty$ and $\omega_{TN} \in \alpha^{-2} C^\infty$ near $\partial_- X$; near $\partial_+ X$ on the other hand, $\omega_T = r^{-1} \omega_{N,+} + A^{2-}$ and $\omega_{TT} = \omega_{TT,+} + A^{1-}$ with $\omega_{N,+} \in C^\infty(\partial_+ X), \omega_{TT,+} \in C^\infty(\partial_+ X; T^* S^2)$.
Since $\hat{d}$ and $\tilde{d}$ are diagonal in the splitting $(7.5)$, $\omega_T$ and $\omega_N$ satisfy decoupled equations. For the function $\omega_N$, this gives $d_T\omega_N = 0$, hence $\omega_N = \alpha^{-1} c(1 + O(r^{-1}))$ for some $c \in \mathbb{C}$; for this to be $O(r^{-1})$ as $r \to \infty$, we need $c = 0$, hence $\omega_N \equiv 0$.

For the 1-form $\omega_T$, we first use $d_T\omega_T = 0$, i.e.
\[
\phi \omega_T = 0, \quad \partial_r \omega_T - \phi \omega_T = 0.
\]
Since $H^1(\mathbb{S}^2) = 0$, we can write $\omega_T = \phi$ with $\phi$ smooth down to $\partial_\infty X$ and of the form $\phi = \phi_+ + \mathcal{A}^{1-}$ near $\partial_+ X$, $\phi_+ \in \mathcal{C}^\infty(\partial_+ X)$. The second equation then gives $\phi(\partial_r \phi - \omega_T) = 0$, hence
\[
(\omega_T, \omega_T) = (\phi, \partial_r \phi); \tag{7.29}
\]
there is no constant of integration since $\omega_T$ is required to decay as $r \to \infty$.

Finally, we use $\delta X \omega_T = 0$ and the expression $\delta X = (r^{-2} \phi, -\alpha r^2 \partial_r \alpha r^2)$ in the splitting $(7.28)$. Expressing this equation in terms of $\phi$ gives
\[
\hat{\square}_{g_\infty} \phi = 0, \quad \hat{\square}_{g_\infty} = r^{-2} \partial_r \alpha_\infty \partial_r - r^{-2} \Delta.
\]
By the normal operator calculations in the proof of Proposition 6.2, $\phi_+$ must be constant and can thus be assumed to be zero by replacing $\phi$ by $\phi - \phi_+$ (which preserves (7.29)); therefore $\phi \in \mathcal{A}^{1-} = \hat{H}_b^{\infty,-1/2-}$. Theorem 6.1 gives $\phi = 0$, and by (7.29), we get $\omega_T \equiv 0$. \hfill \Box

Since $\hat{\square}_{g_{b_0}} (0)$ is Fredholm of index 0, this proves the 1-dimensionality of $(7.2b)$ for $b = b_0$. But in fact, we have, for all $b$,
\[
\hat{\square}_{g_{b_1}} (0) (d u_{b,s}) = d (\hat{\square}_{g_{b_0}} (0) u_{b,s}) = d (0) = 0. \tag{7.30}
\]
This conversely implies that $(7.2a)$ is at least 1-dimensional for $b$ near $b_0$.

A slight extension of the argument in the proof of Theorem 6.1 proves that $\mathcal{K}_{b,1} := \ker \hat{\square}_{g_{b_1}} (0) \cap \hat{H}_b^{\infty,-1/2-}$ is at most 1-dimensional for $b$ near $b_0$. Indeed, fix $\eta \in \mathcal{C}_c^\infty (X^0; T^* X^0)$ such that $\langle \omega_{b_0, s}, \eta \rangle = 1$. Assuming that dim $\ker \hat{\square}_{g_{b}} (0) \geq 2$ for a sequence of parameters $b_j \to b_0$, $j \to \infty$, we can select $u_j$ in $\mathcal{K}_{b,1} \cap \eta_\perp$ of norm $\|u_j\|_{\hat{H}_b^{s, \ell}} = 1$, where we fix $s > \frac{3}{2}$, $\ell \in (-\frac{3}{2}, -\frac{1}{2})$. As in the proof of Theorem 6.1, we can pass to a weakly convergent (in $\hat{H}_b^{s, \ell}$) subsequence $u_j \to u \neq 0$; but $0 = \langle u_j, \eta \rangle \to \langle u, \eta \rangle = 1$, which is a contradiction.

This finishes the proof of Theorem 7.1.

### 7.4. Growing and generalized zero modes
We shall later see that 1-form zero energy states with more decay at infinity may generate asymptotic symmetries which contribute to the kernel of the linearized gauge-fixed Einstein operator. This section can be skipped at first reading; its purpose as well as the motivation behind the constructions in its proof will become clear in §9.

**Proposition 7.8.** For $b = (m, a)$ near $b_0 = (m_0, 0)$, we have
\[
\ker \hat{\square}_{g_{b}} (0) \cap \hat{H}_b^{\infty,-3/2-} = \langle \omega_{b_0, 0} \rangle \oplus \langle \omega_{b_0, 0}^{(0)} \rangle \oplus \{ \omega_{b, s, 1}(S) : S \in \mathcal{S}_1 \}, \tag{7.31a}
\]
\[
\ker \hat{\square}_{g_{b}} (0)^* \cap \hat{H}_b^{-\infty,-3/2-} = \langle \omega_{b_0, 0}^* \rangle \oplus \{ \omega_{b, s, 1}(S) : S \in \mathcal{S}_1 \}. \tag{7.31b}
\]
where, with $b$ denoting the musical isomorphism $V^b := g_b(V, -)$, and using (6.7a)-(6.7b),

$$
\omega^{(0)}_{b,s0} = \partial_t^b, \quad \omega^{(0)}_{b,s1} = \partial_{x^i}^b, \quad \omega^*_{b,s1} = du^*_{b,s1}(S), \quad \omega^*_{b,s0} = du^*_{b,s0}(S).
$$

(7.32) (7.33)

Proof. This follows from a normal operator argument, using that the normal operator $\hat{\square}_{g_b,1}(0)$ (see Lemma 3.4) annihilates the 1-forms

$$
dt, \ dx^1, \ dx^2, \ dx^3;
$$

the first one is of scalar type $l = 0$, while the latter three are of scalar type $l = 1$.

We first construct the space on the right in (7.31a). Let $v$ be one of 1-forms in (7.34), in particular $v \in \tilde{H}_b^{\infty,-3/2}$; then with a radial cutoff $\chi$, identically 1 near infinity and vanishing for $r < 3m$, we have

$$
e := \hat{\square}_{g_b}(0)(\chi v) \in \tilde{H}_b^{\infty,3/2},
$$

with the extra order of vanishing due to the normal operator annihilating $v$; moreover, $\text{supp} \ e \cap \text{supp} \ \omega^*_{b,s0} = \emptyset$, the latter being a $\delta$-distribution at the event horizon. Therefore, we can find $w \in \tilde{H}_b^{\infty,-1/2}$ with $\hat{\square}_{g_b}(0)w = -e$, and $\chi v + w$ furnishes an element of (7.31a). As $v$ varies over span{$dt, dx^1, dx^2, dx^3$}, we obtain the 4-dimensional supplement to $\langle \omega^*_{b,s0} \rangle$ as in (7.31a), with continuous dependence on $b$. The explicit expressions given in (7.32) and (7.33) are of size $O(1)$ and thus lie in the desired space. (Note that $\partial_t$ is Killing, hence $\delta^*_{g_b}(\partial_t^b) = 0$ and so $\hat{\square}_{g_b,1}(\partial_t^b) = 2\delta_{g_b}g_b\delta^*_{g_b}(\partial_t^b) = 0$.)

Next, note that the right hand side of (7.31b) indeed lies in the space on the left hand side. Arguing more robustly in the Schwarzschild case $b = b_0$, the 1-forms $v = \chi dx^i$, $i = 1, 2, 3$, can be corrected similarly as above by decaying 1-forms with supported character at $\partial_\infty X$, giving the zero modes $\omega^*_{b_0,s1}(S)$; this uses that $\ker \hat{\square}_{g_{b_0}}(0) \cap \tilde{H}_{b_0}^{\infty,3/2} = \langle \omega^*_{b_0,s0} \rangle$ (which is of scalar type $l = 0$) is orthogonal to the error term $\hat{\square}_{g_{b_0}}(0)^*(\chi v) \in \tilde{H}_{b_0}^{\infty,3/2}$ (which of scalar type $l = 1$). On the other hand, $v = \chi \partial_t^b$ cannot be corrected in this fashion since this orthogonality fails; indeed, one can compute

$$
\langle \hat{\square}_{g_{b_0}}(0)^*(\chi \partial_t^b), \omega_{b_0,s0} \rangle = 4\pi,
$$

(7.35)

where we use the volume density and fiber inner product induced by $g_{b_0}$ in the pairing and in the definition of the adjoint. (The resulting $L^2$-type pairing is not positive definite, but still non-degenerate, which is all that is needed here.)

In order to prove ‘$\subseteq$’ in (7.31a), note that any $\omega \in \ker \hat{\square}_{g_b}(0) \cap \tilde{H}_b^{\infty,-3/2}$ is of the form $\omega = \chi v + \tilde{\omega}$ where $v$ is a linear combination (with constant coefficients) of the 1-forms (7.34), and $\tilde{\omega} \in \tilde{H}_b^{\infty,-1/2}$; this follows from (the proof of) Proposition 4.4. Upon subtracting a linear combination of $\omega^*_{b,s0}$ and $\omega_{b,s1}(S)$ from $\omega$, we can thus assume $\omega = \tilde{\omega}$, which by Theorem 7.1 is a scalar multiple of $\omega_{b,s0}$.

The argument for proving ‘$\subseteq$’ in (7.31b) is slightly more subtle in view of the obstruction (7.35) to the existence of a mode with $\partial_t^b$ asymptotics. Now, $\omega^* \in \ker \hat{\square}_{g_b}(0)^* \cap \tilde{H}_b^{\infty,-3/2}$ can be written as $\omega^* = \chi v + \tilde{\omega}^*$ where $v = v_0 dt + v'$ with $v_0 \in \mathbb{C}$ and $v'$ a linear combination of $dx^1, dx^2, dx^3$. Upon subtracting $\omega^*_{b,s1}(S)$ for a suitable $S \in S_1$, we can
assumed $v' = 0$. Therefore
\[ v_0 \square_{g_b}(0)^*(\chi \, dt) = -\square_{g_b}(0)^*\tilde{\omega}^* \]
is necessarily orthogonal to $\ker \square_{g_b}(0) \cap \dot{H}^{\infty,-1/2}_b = \langle \omega_{b,s0} \rangle$, which in view of (7.35) (and continuity in $b$) implies $v_0 = 0$, thus $\omega^* = \tilde{\omega}^*$ is a scalar multiple of $\omega_{b,s0}^*$ by Theorem 7.1. □

Remark 7.9. This is an instance of the relative index theorem [Mel93, Theorem 6.5] (albeit in a non-elliptic setting): allowing more growth as in (7.31a) and thereby crossing the indicial root 0, with 4-dimensional space of resonant states, shifts the index by 4; the cokernel (of the adjoint), consisting of a $\delta$-distribution (which lies in every weighted Sobolev space with below-threshold regularity), remains unchanged, and therefore the dimension of the kernel must increase by 4. On the dual side (7.31b) on the other hand, the index still shifts by 4 when crossing the indicial root 0, but now the cokernel (of the adjoint), consisting of $\omega_{b,s0}^* \in \dot{H}^{\infty,-1/2}_b$, disappears as one imposes more decay. Therefore, the dimension of the kernel (of the adjoint) increases only by $4 - 1 = 3$.

Beyond the ‘asymptotic translations’ $\omega_{b,s1}$, we have ‘asymptotic rotations’:

Proposition 7.10. There exist continuous families (with $b$ near $b_0$)
\[ b \mapsto \omega_{b,v1}(V) \in \ker \square_{g_b}(0) \cap \dot{H}^{\infty,-5/2}_b, \quad b \mapsto \omega_{b,v1}^*(V) \in \ker \square_{g_b}(0)^* \cap \dot{H}^{\infty,-5/2}_b, \]
linear in $V \in V_1$, which satisfy
\[ \omega_{b_0,v1}(V) = r^2 V, \quad \omega_{b_0,v1}^*(V) = r^2 V H(r - 2m_0), \tag{7.36} \]
and which are such that $\delta_{g_b} \omega_{b,v1}(V) \in \dot{H}^{\infty,1/2}_b$ and $\delta_{g_b} \omega_{b,v1}^*(V) \in \dot{H}^{\infty,-1/2}_b$.

Proof. This follows again from a normal operator argument. Indeed, let $V \in V_1$ and put $v = r^2 V \in \dot{H}^{\infty,-5/2}_b$, which on Schwarzschild spacetimes is a 1-form dual to a rotation vector field and thus lies in $\ker \delta_{g_0} \subset \ker \square_{g_0}$. On Kerr spacetimes, we need to correct it: fixing a cutoff $\chi$ as in the previous proof, and writing $b = (m,a)$, we have
\[ e := \square_{g_{(m,a)}}(0)(\chi v) = \chi \square_{g_{(m,a)}}(0)(v) + [\square_{g_{(m,a)}}(0), \chi]v + ([\square_{g_{(m,a)}}(0) - \square_{g_{(m,a)}}(0)](\chi v) \]
\[ \in 0 + \dot{H}^{\infty,\infty}_b + \dot{H}^{\infty,3/2}_b, \]
where we use that the operator in the third summand lies in $\rho^4 \text{Diff}_b^2$ by (3.44). Since $\ker \square_{g_0}(0)^* \cap \dot{H}^{\infty,-3/2}_b = \langle \omega_{s0}^* \rangle$ consists of $\delta$-distributions with support disjoint from $e$, we can solve away the error, $-e = \square_{g_0}(0) w$, with $w \in \dot{H}^{\infty,-1/2}_b$; we then put $\omega_{b,v1}(V) := \chi v + w$. Its symmetric gradient is
\[ \delta_{g_b} \omega_{b,v1}(V) = [\delta_{g_{b}}, \chi]r^2 V + \chi (\delta_{g_{(m,a)}} - \delta_{g_{(m,a)}}) r^2 V + \delta_{g_b} w \]
\[ \in \dot{H}^{\infty,\infty}_b + \dot{H}^{\infty,1/2}_b + \dot{H}^{\infty,-1/2}_b, \]
where for the second term we used (3.43).

For the dual state, we argue similarly; the error term $\square_{g_0}(0)^*(\chi v) \in \dot{H}^{\infty,3/2}_b \subset \dot{H}^{\infty,1/2}_b$ can now be solved away by $\square_{g_0}(0)^* w$, $w \in \dot{H}^{\infty,-3/2}_b$, in view of the triviality of $\ker \square_{g_0}(0) \cap \dot{H}^{\infty,-1/2}_b$ proved in Theorem 7.1. (Note that we give up one order of decay here compared to the construction of $\omega_{b,v1}(V)$.) The explicit form of $\omega_{b,v1}^*$ in (7.36) can be verified by a direct calculation. □
Another useful family of 1-forms is the following; it plays a technical role in the sequel.

**Lemma 7.11.** There exist continuous families

\[ b \mapsto \omega_{b,s1}^{(1)}(S) \in \ker \square_{g_b}(0) \cap \tilde{H}^{\infty,-5/2}, \quad b \mapsto \omega_{b,s1}^{(1)*}(S) \in \ker \square_{g_b}(0)^* \cap \tilde{H}^{\infty,-5/2}, \]

depending linearly on \( S \in S_1 \), with \( b \) near \( b_0 \), with specified leading order term:

\[ \omega_{b,s1}^{(1)}(S) - rS \, dt_{\chi_0} \in \tilde{H}^{\infty,-3/2}, \quad \omega_{b,s1}^{(1)*}(S) - \chi rS \, dt_{\chi_0} \in \tilde{H}^{\infty,-3/2}, \]

with \( \chi \in C^\infty \), \( \chi = 0 \) for \( r \leq 3m_0 \), \( \chi = 1 \) for \( r \geq 4m_0 \). Moreover, \( \omega_{b_0,s1}^{(1)} = r(\mu \, dt_0 - dr)S \).

**Proof.** The key is that \( \square_{g}(0) \) annihilates \( x^i \, dt \). Since \( rS \, dt_{\chi_0} \in \tilde{H}^{\infty,-5/2} \), we thus have

\[ \square_{g}(0)(\chi rS \, dt_{\chi_0}) \in \tilde{H}^{\infty,1/2}, \]

and this is orthogonal (by support considerations) to \( \ker \square_{g}(0)^* \cap \tilde{H}^{\infty,-1/2} = (\omega_{b,s0}^*) \), hence can be written as \( \square_{g}(0)w \) with \( w \in \tilde{H}^{\infty,-3/2} \). Then \( \omega_{b,s1}^{(1)}(S) := \chi rS \, dt_{\chi_0} + w \) is the desired 1-form. The explicit expression on Schwarzschild spacetimes is obtained by a direct calculation following these steps.

For the dual states, the error term is now \( \square_{g}(0)^*(\chi rS \, dt_{\chi_0}) \in \tilde{H}^{\infty,1/2} \); but since \( \ker \square_{g}(0) \cap \tilde{H}^{\infty,-1/2} = 0 \), this error term can be solved away as claimed. \( \square \)

For later use, we also record the leading order terms of the symmetric gradient,

\[ \delta_{g_b}^{(1)} \omega_{b,s1} = dt_{\chi_0} \otimes_s df + \tilde{H}^{\infty,-1/2}. \]

(7.37)

Indeed, we can replace \( g_b \) by \( g \) and \( \omega_{b,s1}^{(1)}(S) \) by \( rS \, dt_{\chi_0} \) modulo error terms in \( \tilde{H}^{\infty,-1/2} \); the calculation then becomes straightforward.

Lastly, we discuss generalized zero modes. As a simple instance of degeneracy/non-degeneracy considerations in §9, we prove:

**Lemma 7.12.** For \( b \) close to \( b_0 \), there does not exist a 1-form \( \omega = t_\ast \omega_1 + \omega_0 \) with \( \omega_0, \omega_1 \in \tilde{H}^{\infty,-3/2} \) and \( \omega_1 \neq 0 \) so that \( \square_{g_b} \omega = 0 \).

**Proof.** Consider first the Schwarzschild case. Given \( \omega \) of this type solving

\[ 0 = \square_{g_b} \omega = t_\ast \square_{g_0}(0) \omega_1 + \left( \square_{g_0}, t_\ast \right) \omega_1 + \square_{g_0}(0) \omega_0, \]

we deduce that \( \square_{g_0}(0) \omega_1 = 0 \), hence (after rescaling by a non-zero constant) \( \omega_1 = \omega_{b_0,s_0} \).

Since

\[ \square_{g_0}(0) \omega_1 = 0, \]

we have \( \square_{g_0}(0) \omega_0 = -\left( \square_{g_0}, t_\ast \right) \omega_1 \in \tilde{H}^{\infty,1/2}. \)

(7.38)

by Lemma 4.2, we conclude that

\[ \square_{g_0}(0) \omega_0 = -\left( \square_{g_0}, t_\ast \right) \omega_1 \in \tilde{H}^{\infty,1/2}. \]

(7.39)

Indeed, this holds for \( t_0 \) in place of \( t_\ast \) (using \( \square_{g_0}(0) \omega_{b_0,s_0} = -2m_0 r^{-3} \, dt_0 \)), and changing back from \( t_0 \) to \( t_\ast \) gives a vanishing correction since for \( f(r) = t_0 - t_\ast = 2r + 4m_0 \log(r), \)
the 1-form \([\Box_{g_{b,0}}, f(r)] \omega_{b,0,s,0} = [\Box_{g_{b,0}}(0)f(r)] \omega_{b,0,s,0}\) is orthogonal to \(\omega_{b,0,s,0}^*\) (which annihilates the range of \([\Box_{g_{b,0}}(0)]\) acting on \(H^{-3/2}_b\)).

By continuity in the parameter \(b\), the pairing in (7.39) remains non-zero for \(b\) near \(b_0\):

\[\langle [\Box_{g_b}, t_s] \omega_{b,s,0}, \omega_{b,s,0}^* \rangle \neq 0, \quad b \text{ near } b_0. \tag{7.40}\]

The relationship between the (non)degeneracy of such pairings and the (non)existence of solutions which grow linearly in time will play a major role in §9.

On the other hand, there do exist linearly growing generalized modes with less restrictive decay conditions at infinity, as well as linearly growing generalized dual zero modes. This includes the ‘asymptotic Lorentz boosts’ \(\hat{\omega}_{b,s,1}(S)\) below:

**Proposition 7.13.** There exist continuous families

\[b \mapsto \hat{\omega}_{b,s,0}^* \in \ker \Box_{g_b} \cap \text{Poly}^\dagger(t_s) \dot{H}^{-3/2}_b,\]

\[b \mapsto \hat{\omega}_{b,s,1}(S) \in \ker \Box_{g_b} \cap \text{Poly}^\dagger(t_s) \dot{H}^{-5/2}_b,\]

\[b \mapsto \hat{\omega}_{b,s,1}^*(S) \in \ker \Box_{g_b} \cap \text{Poly}^\dagger(t_s) \dot{H}^{-5/2}_b,\]

with linear dependence on \(S \in S_1\), which in addition satisfy

\[\delta_{g_b} \hat{\omega}_{b,s,1}(S) \in \text{Poly}^\dagger(t_s) \dot{H}^{-1/2}_b, \tag{7.41}\]

\[G_{g_b} \delta_{g_b} \hat{\omega}_{b,s,0}^*, \ G_{g_b} \delta_{g_b} \hat{\omega}_{b,s,1}(S) \in \text{Poly}^\dagger(t_s) \dot{H}^{-1/2}_b.\]

At \(b = b_0\), \(\hat{\omega}_{b,s,1}(S)\) takes the value

\[\hat{\omega}_{b,s,1}(S) = t_0 \omega_{b,s,1}(S) + \omega_{b,s,0}(S), \tag{7.42}\]

\[\omega_{b,s,0}(S) = -r \omega_{b,s,1}(S) - \omega_{b,s,1}(S)^{(1)} + m_0 S(dt_0 + dr) + d\left(2m_0(2m_0 + (m_0 - r) \log(\frac{r}{m_0}))S\right).\]

In \(r \gg 1\), our construction gives \(\hat{\omega}_{b,s,1}(S) = t(\omega_{b,s,1}(S) + A^1) - \omega_{b,s,1}(S) + A^0 = t(dx^i + A^1) - x^i dt + A^0\) when \(S = r^{-1} x^i\), so \(\hat{\omega}_{b,s,1}(S)\) is indeed asymptotic to a Lorentz boost.

**Proof of Proposition 7.13.** \(\bullet\) **Scalar type \(l = 0\) generalized dual modes.** The ansatz \(\hat{\omega}_{b,s,0} = t_s \omega_{b,s,0}^* + \omega_{b,s,0}^*\) gives an element of \(\ker \Box_{g_b}\) iff \([\Box_{g_b}(0)] \omega_{b,s,0}^* = -[\Box_{g_b}, t_s] \omega_{b,s,0}^*\); note that the right hand side is a differentiated \(\delta\)-distribution at \(r = r_b\). This equation can be solved for \(\omega_{b,s,0}^* \in \dot{H}^{-3/2}_b\) since \(\Box_{g_b}(0) \cap \dot{H}^{-1/2}_b = 0\) for \(b \) near \(b_0\) by Theorem 7.1. While \(\omega_{b,s,0}^*\) is unique modulo \(\Omega^* := \langle \omega_{b,s,1}(S) \rangle_{S_1}\), one can force it to be unique, and thus automatically continuous in \(b\), by requiring that it be orthogonal to a collection \(\eta_1, \ldots, \eta_4 \in \mathcal{C}^\infty(X; \widehat{\mathcal{T}_B^*X})\) of 1-forms which are linearly independent functionals on \(\Omega^*\).

The membership in (7.41) holds since \(\delta_{g_b} \hat{\omega}_{b,s,0}^* = t_s \delta_{g_b} \omega_{b,s,0}^* + [\delta_{g_b}, t_s] \omega_{b,s,0}^* + \delta_{g_b} \omega_{b,s,0}^*\), with the first summand a linearly growing differentiated \(\delta\)-distribution at \(r = r_b\), and the last two summands lying in \(\dot{H}^{-1/2}_b\) by definition and using (3.42).

\(\bullet\) **Scalar type \(l = 1\) generalized modes.** For better readability, we put \(t = t_{x_0}\).
Let \( h_{b,s_0} := \delta_{g_b}^{\ast} \omega_{b,s_0} \) and \( h_{b,s_1}(S) = \delta_{g_b}^{\ast} \omega_{b,s_1}(S) \). Note that
\[
h_{b,s_0}, h_{b,s_1}(S) \in \bar{H}_b^{\infty,1/2-}(X; S^2 \omega_{1,2}^\ast T^* X); \tag{7.43}
\]
for \( h_{b,s_1}(S) \), this is due to fact that the normal operator of \( \delta_{g_b}^{\ast} (0) \) (which is \( \tilde{\delta}_g(0) \)) annihilates the leading order term \( d(rS) \) (which is the differential of a linear function on \( \mathbb{R}^3 \)) of \( \omega_{b,s_1}(S) \).

Fixing \( S \in S_1 \), the ansatz
\[
\tilde{\omega}_{b,s_1} = t(\omega_{b,s_1}(S) + c_b \omega_{b,s_0}) + \tilde{\omega}_{b,s_1}, \tag{7.44}
\]
with \( c_b \in \mathbb{R} \) and \( \tilde{\omega}_{b,s_1} \) to be determined, then gives
\[
\dot{h} := \delta_{g_b}^{\ast} \tilde{\omega}_{b,s_1} = t(h_{b,s_1}(S) + c_b h_{b,s_0}) + (\delta_{g_b}^{\ast} t)(\omega_{b,s_1}(S) + c_b \omega_{b,s_0}) + \delta_{g_b}^{\ast} \tilde{\omega}_{b,s_1}.
\]
In view of (7.43) and \( t_* - t \in A^{-1} \), we therefore have \( \omega_{b,s_1} \in \ker \square_{g_b}, \dot{h} \in \text{Poly}^1(t_*) \bar{H}_b^{\infty,-1/2-} \) provided the two conditions
\[
\begin{align*}
\square_{g_b}(0) \omega_{b,s_1} &= -\square_{g_b}(t)(\omega_{b,s_1}(S) + c_b \omega_{b,s_0}), \tag{7.45a} \\
[\delta_{g_b}^{\ast} t] \omega_{b,s_1}(S) + \delta_{g_b}^{\ast} \tilde{\omega}_{b,s_1} &\in \bar{H}_b^{\infty,-1/2-} \tag{7.45b}
\end{align*}
\]
are satisfied. (Note that \([\delta_{g_b}^{\ast} t] \in A^0 \) maps \( \omega_{b,s_0} \) into \( \bar{H}_b^{\infty,-1/2-} \), which thus automatically has the required decay). We first arrange (7.45b) using the refined ansatz
\[
\tilde{\omega}_{b,s_1} = (\ast -1) \omega_{b,s_1}(S) + \chi_{b,s_1}, \tag{7.46}
\]
with \( \chi_{b,s_1} \in \bar{H}_b^{\infty,-3/2-} \) to be determined; the prefactor \((\ast -1)\) is explained below. Note that (7.45b) is insensitive to the choice of \( \chi_{b,s_1} \). Moreover, since \([\delta_{g_b}^{\ast} t] \omega_{b,s_1}(S), \delta_{g_b}^{\ast} \omega_{b,s_1}(S) \in H_b^{\infty,-1/2-} \) change by elements of \( H_b^{\infty,-1/2-} \) when replacing \( b \) by any other Kerr parameters such as \( b = (0,0) \) (formally), we conclude that (7.45b) is a condition solely involving the leading order parts of all appearing operators and 1-forms; we thus merely need to compute
\[
[\delta_{g_b}^{\ast} t](d(rS)) = dt \otimes_a d(rS),
\]
which indeed agrees modulo \( \rho^\infty \subset \bar{H}_b^{\infty,-1/2-} \) with \( \delta_{g_{b_0}}^{\ast} \omega_{b_0,s_1}(S) \), see (7.37). (This is not a coincidence, but merely the fact that on Minkowski space, \( \delta_g^{\ast}(t dx^i) = \delta_g^{\ast}(x^i \, dt) \), which is precisely the statement that the Lorentz boost \( t \, dx^i - x^i \, dt \) is Killing.) Thus, (7.45b) holds, and (7.44) is asymptotic to a Lorentz boost.

Turning to equation (7.45a), we write it using (7.46), and expanding the commutator as
\[
\square_{g_b}(0) \tilde{\omega}_{b,s_1} = -c_b \square_{g_b}(t) \omega_{b,s_0} - [2 \delta_{g_b} G_{g_b}, t] \delta_{g_b} \omega_{b,s_1}(S) - 2 \delta_{g_b} G_{g_b} (\delta_{g_b} \omega_{b,s_1}(S) - \delta_{g_b} \omega_{b,s_1}(1)) \in \bar{H}_b^{\infty,1/2-},
\]
where we used (7.43) and (7.45b) to get the improved decay of the second and third term, respectively. But this can be solved for \( \tilde{\omega}_{b,s_1} \in \bar{H}_b^{\infty,-3/2-} \) iff the right hand side integrates to 0 against \( \omega_{b,s_0}^* \) (which spans \( \ker \square_{g_b}(0)^* \cap \bar{H}_b^{\infty,-1/2+} \)). In view of the non-degeneracy (7.40), this can be accomplished by a suitable choice of \( c_b \), with \( c_b \) continuous in \( b \) and linear in \( S \in S_1 \). (In the Schwarzschild case \( b = b_0 \), we have
\[
c_{b_0} = 0 \tag{7.47}
\]
since the second and third summands in this equation are of scalar type \( l = 1 \), while \( \omega_{b_0,s_0}^* \) is of scalar type \( l = 0 \), and 1-forms of different pure types are orthogonal.)

Making this explicit for Schwarzschild metrics, let us work for computational simplicity with the function \( t = t_0 - r \); we make the ansatz \( \dot{\omega}_{b_0,s_1} = t\omega_{b_0,s_1}(S) - \omega_{b_0,s_1}^{(1)}(S) + \dot{\omega}_{b_0,s_1} \).

Thus, we seek \( \dot{\omega}_{b_0,s_1} \) such that

\[
\boxed{\dot{\omega}_{b_0,s_1}(0)} = -[\Box_{g_{b_0}}, \dot{t}]\omega_{b_0,s_1}(S) = \frac{-2m_0}{r} S dt_0 - \frac{2m_0(r + m_0)}{r^2} dt S =: c.
\]

We can solve this in two steps: firstly, one can check that \( e - \Box_{g_{b_0},1}(0)(m_0(dt_0 + dr)S) \) is exact, and indeed equals \( df \), \( f = \frac{2m_0(m_0 - 3r)}{r^2} S \); secondly, we have

\[
\boxed{\dot{\omega}_{b_0,0}(0)} u = f, \quad u = 2m_0 \left( 2m_0 + (m_0 - r) \log \left( \frac{r}{m_0} \right) \right) S.
\]

Combining these calculations gives the expression in (7.42).

- **Scalar type \( l = 1 \) generalized dual modes.** The arguments are completely analogous, with the role of \( \omega_{b_0,s_1}^{(1)}(S) \) now being played by \( \omega_{b_0,s_1}^{(1)}(S) \).

\[\Box\]

## 8. Mode stability of the Schwarzschild metric

A crucial input for the spectral theory of the linearization \( L_{g_{b_0}} \) of the gauge-fixed Einstein operator at the Schwarzschild metric, defined in equation (4.2), is the mode analysis for the linearization of the Einstein equations themselves. We carefully follow the arguments of Kodama–Ishibashi [KI03] (which in turn build on [KIS00, KS84]) in the form presented in [Hin18a, §5]. In particular, we will highlight the places where decay assumptions at infinity are used, and what asymptotics one obtains for the gauge potentials, i.e. the 1-forms whose symmetric gradients produce a given pure gauge perturbation.

Throughout this section, we take \( m = m_0 \) and

\[
g = g(m_0), \quad t_* = t_{m,*}.
\]

We work in the setting of §5.2, equipping \( M^0 \) with the Schwarzschild metric \( g = g(m_0) \), written as \( g = \tilde{g} - r^2 \tilde{g} \). Thus, the aspherical part \( \tilde{\mathcal{X}} \) in (5.4) carries the Lorentzian metric \( \tilde{g} = \mu dt^2 - 2dtdr - dr^2; \) in static coordinates on \( \mathbb{R}_t \times (2m, \infty)_r \), this means \( \tilde{g} = \mu dt^2 - \mu^{-1} dr^2 \). We shall moreover phrase the outgoing condition on modes from the conjugated perspective, cf. Remark 4.5.

**Theorem 8.1.** Let \( \sigma \in \mathbb{C}, \text{Im} \sigma \geq 0 \), and suppose \( \dot{g} \) is an outgoing mode solution of the linearized Einstein equations

\[
D_g \text{Ric}(\dot{g}) = 0.
\]

Then there exist parameters \( \hat{m} \in \mathbb{R}, \hat{a} \in \mathbb{R}^3 \), and an outgoing 1-form \( \omega \) on \( M \), such that

\[
\dot{g} - \dot{g}(m_0)(\hat{m}, \hat{a}) = \delta^* g \omega.
\]

More precisely:

1. If \( \sigma \neq 0 \), suppose that \( \dot{g} = e^{-i\sigma t_*} \hat{g}_0 \) with \( \hat{g}_0 \in \tilde{H}^{0,\ell}_b(X; S^{2,sc}T^*X) \) for some \( \ell \in \mathbb{R} \). Then (8.2) holds with \( (\hat{m}, \hat{a}) = (0, 0) \) and \( \omega = e^{-i\sigma t_*} \omega_0 \), with \( \omega_0 \in \tilde{H}^{0,\ell'}_b(X; \tilde{sc}T^*X) \) for some \( \ell' \in \mathbb{R} \).
(2) If $\sigma = 0$, and $\dot{g} \in \dot{H}_b^{\infty,\ell}(X; \widetilde{\mathcal{S}^2}T^*X)$, $\ell \in (-\frac{3}{2}, -\frac{1}{2})$, is a stationary perturbation, we consider each part in the spherical harmonic decomposition of $\dot{g}$—which is of one of the types in (5.8)—separately:

(a) If $\dot{g}$ is a scalar perturbation with $l \geq 1$ or a vector perturbation with $l \geq 2$, then

$$\dot{g} = \delta^*_g \omega,$$

where $\omega \in \dot{H}_b^{\infty,\ell-1}(X; \widetilde{\mathcal{S}^2}T^*X)$ is a 1-form of the same type as $\dot{g}$;

(b) if $\dot{g}$ is a scalar perturbation with $l = 0$, i.e. spherically symmetric, then

$$\dot{g} - \dot{g}_{(m,0)}(\hat{m}, 0) = \delta^*_g \omega,$$

where $\omega \in \dot{H}_b^{\infty,\ell-1}$ is a spherically symmetric 1-form;

(c) if $\dot{g}$ is a vector perturbation with $l = 1$, then

$$\dot{g} - \dot{g}_{(m,0)}(0, \hat{a}) = \delta^*_g \omega,$$

where $\omega \in \dot{H}_b^{\infty,\ell-1}$ is a vector type $l = 1$ 1-form.

The zero energy scalar $l = 0$ and $l = 1$ statements can be strengthened as follows:

(d) If $\dot{g}$ is a stationary scalar $l = 1$ perturbation with merely $\dot{g} \in \dot{H}_b^{\infty,\ell}$ for some $\ell < -\frac{1}{2}$, $\ell \notin -\frac{1}{2} - \mathbb{N}$, then $\dot{g}$ is pure gauge,

$$\dot{g} = \delta^*_g \omega$$

with $\omega \in \dot{H}_b^{\infty,\ell-1}(X; \widetilde{\mathcal{S}^2}T^*X)$ of scalar type $l = 1$.

(e) if $\dot{g} \in \text{Poly}(t_*)^{\ell+1}\dot{H}_b^{\infty,\ell}(X; \widetilde{\mathcal{S}^2}T^*X)$ is of scalar type $l = 0$ and satisfies $D_g\text{Ric}(\dot{g}) = 0$, then there exists $\hat{m} \in \mathbb{R}$ such that

$$\dot{g} = \dot{g}_{(m,0)}(\hat{m}, 0) + \delta^*_g \omega,$$

where $\omega \in \text{Poly}(t_*)^{\ell+1}\dot{H}_b^{\infty,\ell}(X; \widetilde{\mathcal{S}^2}T^*X)$ (for some $\ell' \in \mathbb{R}$) is of scalar type $l = 0$.

Remark 8.2. In parts (2b) and (2c), we can replace $\dot{g}_{(m,0)}$ by $\dot{g}_{(m,0)}^0$ upon changing $\omega$ by an element of $\dot{H}_b^{\infty,-3/2-}(X; \widetilde{\mathcal{S}^2}T^*X)$; likewise in part (e). Indeed, this follows from (3.21b), which gives $V(\hat{b})^0 \in \mathcal{A}^{-3/2-} \subset \dot{H}_b^{\infty,-3/2-}$.

We list a number of explicit expressions needed for the proof. Recall from [GL91] that

$$D_g\text{Ric} = 1/2 \Box_g - \delta^*_g \delta_g G_g + \mathcal{R}_g, \quad (\mathcal{R}_g \dot{g})_{\mu\nu} = (R_g)_{\kappa\mu\nu\lambda} \tilde{g}^{\kappa\lambda},$$

where the expression for $\mathcal{R}_g$ simplifies when $g$ is the Schwarzschild metric, since $\text{Ric}(g) = 0$. We adorn operators on $(\hat{X}, \hat{g})$ with hats. For the calculations below, we recall from [Hin18a,

---

14 Whenever $\mu$ is used in a super- or subscript, it is an abstract index; otherwise, $\mu$ refers to the metric coefficient $\mu = 1 - \frac{2m}{r}$ of the Schwarzschild metric.
§5.1 that in the splittings (5.5) and (5.6), and writing \( \varpi := \tilde{d} r \) and \( \hat{\square} := \Box_{\tilde{g}} \), we have

\[
\Box_{\tilde{g}} = \tilde{\square} - r^{-2} \Delta + \text{diag} [-2r^{-1} \hat{\nabla}_{\varpi} + 4r^{-2} \varpi \otimes \varpi \iota_{\varpi}, 4r^{-2} \varpi \otimes \varpi \iota_{\varpi} + (-r^{-1} \hat{\nabla}_{r} + r^{-2} |\varpi|^2) 2r^{-1} \hat{\nabla}_{\varpi} - 2r^{-1} \hat{\nabla}_{r}]
\]

\[
\begin{pmatrix}
0 & 4r^{-3} \varpi \otimes \delta & 2r^{-4} (\varpi \otimes \varpi) \partial_{r} \\
-2r^{-1} \partial_{\varpi} & 0 & 2r^{-3} \otimes \delta \\
2g_{\varpi \varpi} \partial_{\varpi} & -4r^{-1} \delta \otimes \varpi & 0
\end{pmatrix},
\]

\[
\delta_{x}^{*} = \frac{1}{2} \delta \frac{1}{2} r^{-2} \hat{d} r^{-2} \delta^{*},
\]

\[
\delta_{g} G_{y} = \begin{pmatrix}
r^{-2} \partial_{r} r^2 + \frac{1}{2} \hat{d} r - r^{-2} \delta & \frac{1}{2} r^{-2} \hat{d} r \\
-4r^{-2} (\mu - 1) G_{y} + 2r^{-1} \mu' & 0
\end{pmatrix}.
\]

\[
\Box_{\tilde{g}} = \begin{pmatrix}
2 \mu'' G_{y} + 2r^{-1} \mu' & 0 \\
0 & \frac{1}{2} \mu'' \tilde{g} + r^{-2} (\mu - 1) + 3r^{-1} \mu' & 0
\end{pmatrix}.
\]

On the static part \( \mathbb{R}_{t} \times (2m, \infty)_{r} \) of \( \hat{X} \), we furthermore split

\[
T^{*} \hat{X} = \langle \hat{d} t \rangle \oplus \langle \hat{d} r \rangle, \quad S^2 T^{*} \hat{X} = \langle \hat{d} t^2 \rangle \oplus \langle 2 \hat{d} t \hat{d} r \rangle \oplus \langle \hat{d} r^2 \rangle.
\]

In the first splitting, \( \varpi = (0, 1) \). On functions,

\[
\hat{d} = \left( \frac{\partial_{t}}{\partial_{r}} \right), \quad \hat{\square} = -\mu^{-1} \partial_{t}^2 + \partial_{\mu} \partial_{r},
\]

while on 1-forms, \( \iota_{\varpi} = (0, -\mu) \) and

\[
\hat{\delta} = (-\mu^{-1} \partial_{t}, \partial_{r}) \mu, \quad \hat{\delta}^{*} = \left( \begin{array}{cc}
\frac{\partial_{t}}{\mu} & -\frac{1}{2} \mu' \\
\mu^{-1} \partial_{r} & \mu^{-1/2} \partial_{r} \mu^{1/2}
\end{array} \right).
\]

On symmetric 2-tensors, \( \hat{\nabla}_{\varpi} = \text{diag} (-\mu^{-2} \partial_{t} \mu, -\mu \partial_{r}, -\partial_{r} \mu) \) and

\[
\hat{\delta} = \left( \begin{array}{ccc}
-\mu^{-1} \partial_{t} & \partial_{t} \mu & 0 \\
\frac{1}{2} \mu' \mu^{-2} & -\mu^{-1} \partial_{r} & -\mu^{-1/2} \partial_{r} \mu^{3/2}
\end{array} \right), \quad \iota_{\varpi} = \left( \begin{array}{ccc}
0 & -\mu & 0 \\
0 & 0 & -\mu
\end{array} \right),
\]

\[
\hat{\square} = -\mu^{-1} \partial_{t}^2 + \mu \partial_{r}^2 + \left( \begin{array}{ccc}
-\mu' \partial_{r} + \frac{\mu'^2}{2 \mu} & 2 \mu' \partial_{t} & -\frac{1}{2} \mu \partial_{r} \\
\frac{\mu''}{\mu} \partial_{t} & -\mu' \partial_{r} & \mu' \partial_{t} \\
\frac{\mu'^2}{2 \mu^3} & 2 \mu' \partial_{t} & 3 \mu' \partial_{r} + \frac{\mu'^2}{2 \mu} + \mu''
\end{array} \right).
\]

Below, we shall write \( \hat{f} \in C_{s}^{\infty}(\hat{X}; S^2 T^{*} \hat{X}), f \in C_{s}^{\infty}(\hat{X}; T^{*} \hat{X}), H_{L}, H_{T} \in C_{s}^{\infty}(\hat{X}), \) and \( T \in C_{s}^{\infty}(\hat{X}; T^{*} \hat{X}), \) \( L \in C_{s}^{\infty}(\hat{X}). \)

8.1. **Scalar type perturbations.** We discuss \( l \geq 2, l = 1, \) and \( l = 0 \) modes separately. We denote by \( S \in S_{l} \) a spherical harmonic with eigenvalue \( k^{2} \), where \( k = \sqrt{l(l+1)} \). We also introduce a rescaled version of the trace-free part of the Hessian:

\[
\mathcal{H}_{k} = k^{-2} \partial_{\delta} \delta \quad (l \neq 0).
\]
8.1.1. Modes with $l \geq 2$. Consider a metric perturbation of the form

$$\dot{g} = \begin{pmatrix} fS \\ -\frac{r}{k}f \otimes dS \\ 2r^2(\mathcal{H}L_\Sigma \dot{g} + \mathcal{H}_T \mathcal{H}_L \dot{S}) \end{pmatrix}.$$  \hspace{1cm} (8.5)

Pure gauge solutions of the same type take the form

$$\delta \dot{g} = \delta \dot{g}_\sigma \omega = \begin{pmatrix} (2\delta^s T)S \\ -\frac{r}{k}\left(-\frac{k}{r^2}T + r^2 \delta T^{-1} \Sigma \otimes dS \right) \\ 2r^2 \left(\left(-r^{-1} \tau_i + \frac{k}{2k}L\right)S \dot{g} - \frac{k}{2}L \mathcal{H}_L \dot{S}\right) \end{pmatrix}, \quad \omega = \begin{pmatrix} 2TS \\ -\frac{2r}{k}L dS \end{pmatrix}; \hspace{1cm} (8.6)$$

upon adding this to $\dot{g}$, the quantities $\delta f$ etc. change by

$$\delta \tilde{f} = 2\delta^s T, \quad \delta f = -\frac{k}{r}T + r^2 \delta T^{-1} L, \quad \delta H_L = -r^{-1} \tau_i T + \frac{k}{2k}L, \quad \delta H_T = -\frac{k}{r} L. \hspace{1cm} (8.7)$$

Defining the 1-form $X := \frac{r}{k}(f + \frac{r^2}{k} \mathcal{H} T)$, which satisfies $\delta X = -T$, the quantities

$$\tilde{F} := \tilde{f} + 2\delta^s X, \quad \tilde{J} := H_L + \frac{1}{2}H_T - r^{-1} \tau_i X \hspace{1cm} (8.8)$$

are therefore gauge-invariant: $\delta \tilde{F} = \delta \tilde{J} = 0$. Conversely, if $\tilde{F} = \tilde{J} = 0$, then $\delta \tilde{g}$ is a pure gauge solution:

$$\delta \dot{g}_\sigma \omega = \dot{g}, \quad \omega = \begin{pmatrix} -2X \omega \\rac{2r^2}{k} H_T dS \end{pmatrix}. \hspace{1cm} (8.9)$$

If $\dot{g}$ is an outgoing mode solution with frequency $\sigma \neq 0$, then so is $\omega$, with an extra factor of $r^2$ relative to $\dot{g}$. When $\sigma = 0$ on the other hand, then $H_T$ is stationary; on time-independent functions, $r \partial r$ in the definition of $X$ acts as an unweighted $\mathcal{B}$-operator, and therefore $\omega$ grows at most by a factor of $r$ more than $\dot{g}$ in this case.

As explained after [Hin18a, Equation (5.27)], we can express the linearized Einstein equations in terms of $\tilde{F}, \tilde{J}$ (by formally replacing $\tilde{f}, f, H_L, H_T$ by $\tilde{F}, \tilde{J}, 0, 0$). Expressing the scalar type symmetric 2-tensor equation $2D_\Sigma \text{Ric}(\dot{g}) = 0$ analogously to (8.5) in terms of quantities $\tilde{f}^E, f^E, H_T^E, H_L^E$, one obtains

$$\tilde{f}^E = (\tilde{\phi} - 2\delta^s \delta - \delta \tilde{\phi} \partial r) \tilde{F} + 2r^{-1}(2\delta^s \tau_i \tilde{F} - \tilde{\nabla} \tau_i \tilde{F}) + 4\delta^s \tilde{d} \tilde{J} + 8r^{-1} \tau_i \otimes \tilde{d} \tilde{J} + (\mu'' - k^2 r^2) \tilde{F} - \mu'' \tilde{\phi} \tilde{\tau} \tilde{F} = 0, \hspace{1cm} (8.10a)$$

$$-\frac{r}{k} f^E = -\delta \tilde{F} + 2\tilde{d} \tilde{J} - r \partial r^{-1} \tilde{\tau} \tilde{F} = 0, \hspace{1cm} (8.10b)$$

$$2r^2 H_T^E = \tilde{\phi}(2r^2 \mu' \tilde{F} + 2r \tau_i \tilde{d} \tilde{F} + 2t \tau_i \tilde{F} + \delta \tilde{d} \tilde{F} + (r \mu' + k^2) \tilde{\tau} \tilde{F} - 2k^2 J = 0, \hspace{1cm} (8.10c)$$

$$2r^2 H_L^E = -k^2 \tilde{\tau} \tilde{F} = 0. \hspace{1cm} (8.10d)$$

Using (8.10d) and $k^2 \neq 0$, we can eliminate all occurrences of $\tilde{\tau} \tilde{F}$. Plugging $\tilde{d} \tilde{J} = \frac{1}{2} \delta \tilde{F}$ from (8.10b) into (8.10a), one obtains a wave equation for $\tilde{F}$ which is (via subprincipal terms) coupled to the wave equation for $J$ resulting from (8.10c); i.e. we obtain a principally scalar system of wave equations for $(\tilde{F}, \tilde{J})$. When $\dot{g}$ and thus $(\tilde{F}, \tilde{J})$ are smooth modes, then this wave equation becomes an ODE on the 1-dimensional space $t^{-1}(0)$ with a regular-singular point at $r = 2m$; the vanishing of $(\tilde{F}, \tilde{J})$ in $r > 2m$ thus implies its vanishing in $r \leq 2m$ as well.

The goal is thus to prove $(\tilde{F}, \tilde{J}) = 0$ in $r > 2m$; there, we can use the static coordinates $(t, r)$. By the linearization of the second Bianchi identity, $\delta g G_g(D_\Sigma \text{Ric}(\dot{g})) \equiv 0$ (for any $\dot{g}$),
the above equations are not independent: putting
\[ \tilde{E} := G_{\tilde{g}} \tilde{f}^E + 2H^E_{\tilde{g}}, \]
we have
\[ 2r^{-2} \tilde{\delta}(r^2 \tilde{E}) + \tilde{a}(\tilde{r} \tilde{f}^E) + \frac{2k}{r} f^E = 0, \quad \tilde{\operatorname{tr}} \tilde{f}^E - \left( \frac{2}{k} r^{-2} \tilde{\delta}(r^3 f^E) + \frac{2(k^2-2)}{k} H^E_T \right) = 0. \]
In particular, the vanishing of \( f^E \) and \( H^E_T \) implies that of \( \tilde{\operatorname{tr}} \tilde{f}^E \) and \( \tilde{\delta}(r^2 \tilde{E}) \), and in this case, \( \tilde{f}^E \) and \( H^E_T \) are the trace-free, resp. pure trace part of \( \tilde{E} \). By the calculations after (8.4), the \( dr \)-component of \( \tilde{\delta}(r^2 \tilde{E}) = 0 \) reads
\[ \frac{\mu'}{2\mu} \tilde{E}_{tt} - r^2 \mu^{-1} \partial_t \tilde{E}_{tr} + \mu^{-1/2} \partial_r (r^2 \mu^{3/2} \tilde{E}_{rr}) = 0, \]
so in view of \( \mu' \neq 0 \), the vanishing of \( \tilde{E}_{tr}, \tilde{E}_{rr} \) implies \( \tilde{E}_{tt} = 0 \). We have thus reduced the linearized Einstein equations to the system
\[ (f^E, H^E_T, \tilde{E}_{tr}, \tilde{E}_{rr}) = 0, \]
with \( H^E_T = 0 \) simply giving \( \tilde{\operatorname{tr}} \tilde{F} = 0 \). Let us combine \( \tilde{F} \) (trace-free) and \( J \) by writing
\[ \tilde{F} + 2J \tilde{g} = \begin{pmatrix} \mu X \\ -\mu^{-1} Z \\ -\mu^{-1} Y \end{pmatrix}, \tag{8.11} \]
in the splitting (8.4); we have \( \tilde{\delta}(\tilde{F} + 2J \tilde{g}) = 0 \) by (8.10b) and \( 4J = \tilde{\operatorname{tr}}(\tilde{F} + 2J \tilde{g}) = X + Y \). The equations for \( f^E, \tilde{E}_{tr} \), and \( \mu \tilde{E}_{rr} = \frac{1}{2}(\mu^{-1} \tilde{f}^E_{tt} + \mu \tilde{f}^E_{rr}) - 2H^E_T \) then read
\[ \begin{aligned}
\partial_t X + \partial_r Z &= 0, \\
-\partial_t Y + \mu^{-2} \partial_t Z + \frac{\mu'}{\mu} (X - Y) &= 0, \\
\partial_r \partial_t X - \frac{\mu'}{\mu} \partial_r X + \partial_r \partial_r Y + (2r^{-1} - \frac{\mu'}{\mu}) \partial_t Y + \frac{k^2}{r^2} \mu Z &= 0, \\
\mu^{-1} \partial_r^2 X - \frac{\mu'}{\mu} \partial_r X + \mu^{-1} \partial_t^2 Y - \left( \frac{\mu'}{\mu} + \frac{2\mu}{r^2} \right) \partial_r Y + \frac{k^2}{r^2} \mu^2 Y + \frac{\sigma^2}{r^2} \partial_r Z &= 0. \tag{8.12c} 
\end{aligned} \]

We first discuss the case that \( \tilde{g} \) is a mode with \( \sigma \neq 0 \). We now have \( \partial_t X = -i \sigma X \) etc., so writing \( X' = \partial_r X \) etc., the equations (8.12a)–(8.12b) become
\[ \begin{pmatrix} X' \\ Y' \\ Z' \end{pmatrix} = T \begin{pmatrix} X \\ Y \\ Z \end{pmatrix}, \quad T = \begin{pmatrix} 0 & \frac{\mu'}{\mu} - \frac{2\mu}{r} & \frac{k^2}{r^2} \mu - \frac{\sigma^2}{r^2} \\ \frac{\mu'}{2\mu} & -\frac{\mu'}{2\mu} & \frac{\sigma^2}{r^2} \\ 1 & 0 & 0 \end{pmatrix}, \]
while (8.12c) gives the linear constraint
\[ \gamma \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} = 0, \quad \gamma = \begin{pmatrix} -\frac{\sigma^2}{\mu} - \frac{\mu'^2}{4\mu} - \frac{\mu'}{r} - \frac{\mu^2}{r^2} \\ \frac{\mu'^2}{4\mu} + \frac{\mu^2}{r^2} + \frac{2\mu'}{r} + \frac{\sigma^2}{r^2} - \frac{k^2}{2r^2} \mu \end{pmatrix}. \tag{8.13} \]
Thus, a generic linear combination \( \Phi \) of \( X, Y, Z \) satisfies a second order ODE; choosing \( \Phi \) carefully, one can make this ODE be of Schrödinger type
\[ (\mu \partial r)^2 \Phi - (V - \sigma^2) \Phi = 0. \tag{8.14} \]
Concretely, this holds if we let \( m := k^2 - 2 \), \( x := \frac{2m}{r} \), \( H := m + 3x \),
\[
\Phi := \frac{2Z}{\sigma} - r(X + Y), \quad V = \frac{\mu}{r^2H^2}(9x^3 + 9mx^2 + 3m^2x + m^2(m + 2)).
\] (8.15)

Conversely, one can recover \( X, Y, \frac{Z}{\sigma} \) from \( \Phi \) by means of
\[
X = (\frac{\sigma^2}{\mu} - \frac{F_{0}}{2rH^2})\Phi + \frac{F_{2}r}{H^2}\Phi', \quad Y = (-\frac{\sigma^2}{\mu} - \frac{F_{0}}{2rH^2})\Phi + \frac{F_{2}r}{H^2}\Phi', \quad \frac{Z}{\sigma} = \frac{F_{2}r}{H^2}\Phi - r\mu\Phi',
\] (8.16)
where
\[
P_{X0} = 27x^3 + 24mx^2 + 3m(3m + 2)x + 2m^2(m + 2), \quad P_{X1} = 9x^2 + (5m - 6)x - 4m,
\]
\[
P_{Y0} = 9x^3 + 6mx^2 + 3m(m + 2)x, \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad P_{Y1} = 3x^2 - (m + 6)x,
\]
\[
P_{Z} = 3x^2 + 3mx - 2m.
\]

It thus remains to show that \( \Phi \equiv 0 \). Now \( m, x, H > 0 \) are bounded away from 0 in \([2m, \infty)_{r} \), hence \( V > 0 \) is of size \( O(\mu) \) near \( r = 2m \), and of size \( O(r^{-2}) \) as \( r \to \infty \); passing to the Regge–Wheeler coordinate \( r_{*} = \int \mu^{-1} dr = r + 2m \log(r - 2m) \), this means exponential decay as \( r_{*} \to -\infty \) and \( O(r_{*}^{-2}) \) decay as \( r_{*} \to +\infty \).

Note then that \( \bar{F} \) and \( J \), as a 2-tensor, resp. function on \( \tilde{X} \) (which extends across \( r = 2m \)) are smooth. Thus, the contribution of \( J = (X + Y)/4 \) to \( \Phi \) is smooth at the event horizon. Similarly, recall that in static coordinates, the vector fields
\[
\partial_{t}, \partial_{r} + \mu^{-1}\partial_{t}
\] (8.17)
are smooth across the event horizon, hence \( Z = -\mu\bar{F}_{tr} = -\mu\bar{F} (\partial_{t}, \partial_{r} + \mu^{-1}\partial_{t}) + \bar{F}_{tt} \) is smooth as well. Thus, \( \Phi(t, r) = e^{-i\sigma r}\psi^{\infty}(2m, \infty) \); writing this as
\[
\Phi(t, r) = e^{-i\sigma r}\psi(r), \quad \psi(r) \in e^{-i\sigma r}\psi^{\infty}(2m, \infty),
\]
we see that \( \psi \) decays exponentially as \( r_{*} \to -\infty \) when \( \text{Im} \sigma > 0 \).

Consider first the case that \( \text{Im} \sigma > 0 \). The outgoing condition on \( \dot{g} \) implies the rapid vanishing of \( \dot{g} \), hence of \( (\bar{F}, J) \), thus of \( (X, Y, Z/\sigma) \) and finally of \( \Phi \) as \( r \to \infty \) (for constant \( t \)). Switching to the tortoise coordinate \( r_{*} \) in \( (8.14) \), i.e. \( (D_{r_{*}}^{2} + V - \sigma^{2})\psi = 0 \), we can integrate against \( \bar{\phi} \) in \( L^{2}(\mathbb{R}_{r_{*}}; dr_{*}) \) and integrate by parts, obtaining
\[
0 = ||V^{1/2}\psi||^{2} - \sigma^{2}||\psi||^{2} + ||D_{r_{*}}\psi||^{2}.
\]
When \( \sigma \notin i(0, \infty) \), taking the imaginary part gives \( \psi = 0 \), while for \( \sigma \in i(0, \infty) \), this is a sum of squares, hence again \( \psi = 0 \); in both cases, we deduce \( \Phi = 0 \).

When \( \sigma \in \mathbb{R}, \sigma \neq 0 \), note that \( \psi = \psi(r) \) inherits the radiation condition from \( \dot{g} \). Since it satisfies the ODE \( (8.14) \), this excludes the ‘incoming’ asymptotics \( e^{-i\sigma r} \) as \( r_{*} \to \infty \) and thus forces \( \psi = e^{i\sigma r}(\psi_{+} + A^{1-}) \), \( \psi_{+} \in \mathbb{C} \); here, \( A^{j} \) denotes the space of functions on \( \mathbb{R} \) which are conormal at \( \infty \) relative to \( r^{-1}L^{\infty} \), i.e. remain in this space upon application of \( (r\partial_{r})^{j} \), \( j \in \mathbb{N}_{0} \). A standard boundary pairing, or in the present ODE setting Wronskian, argument then implies that \( \lim_{r_{*} \to \pm\infty} e^{i\sigma r}\psi = 0 \) (the upper sign corresponding to \( \psi_{+} = 0 \)), which then implies \( \psi \equiv 0 \), finishing the argument in the case \( \sigma \neq 0 \).

\[\text{The authors performed these calculations using the computer algebra system mathematica, verifying the calculations of Kodama–Ishibashi [K103] who themselves used Maple.}\]
Next, we describe the modifications for the case $\sigma = 0$. Now, $\hat{g}$ and thus $\vec{F}, J$ and $X, Y, Z$ are stationary, but $Z/\sigma$ is no longer well-defined; hence we first rewrite the treatment of the case $\sigma \neq 0$: using (8.13), we can express $Z/\sigma$ as a linear combination of $X, Y$. Plugging the resulting expression into (8.15) and making the $\sigma$-dependence explicit, we get

$$
\Phi(\sigma) = C_X(\sigma)X + C_Y(\sigma)Y,
$$

$$
C_{X/Y}(\sigma) = \frac{P_X/Y}{3H(\sigma)}, \quad \vec{H}(\sigma) = (k^2\mu' - 4r\sigma^2)H,
$$

$$
P_X = (9x - 3(6 + m))x, \quad P_Y = -3(9x + 5m - 6)x + 12m.
$$

(8.18)

But this means that $\Phi(\sigma)$ exists down to $\sigma = 0$ (note that $\mu' \neq 0$ in $r > 2m$); we thus define the master variable at zero frequency to be $\Phi := \Phi(0)$. One can then check that the linearized Einstein equations (8.12a)–(8.12c) imply the master equation

$$
(\mu \partial_r)^2 \Phi - V \Phi = 0,
$$

(8.19)

with $V$ as before. Using the expressions (8.16) with $\sigma = 0$, one can recover $X, Y$ from $\Phi$.

Since $\hat{g} \in \vec{H}_0^{\infty, \ell} \subset A^{\ell+3/2}$, we also have $X, Y \in A^{\ell+3/2}$. Now $H \in m + \rho C^\infty([2m, \infty])$ and thus $\vec{H}(0) \in -2k^2mm/r^2 + \rho^2 C^\infty$, while $P_X, P_Y \in C^\infty$; therefore, $C_X(0), C_Y(0) \in \rho^{-2} C^\infty$, implying that $\Phi \in A^{\ell-1/2} \subset A^{-2+}$ a priori. Consider now the asymptotic behavior of solutions of (8.19): note that

$$
V(r) = \frac{1}{r^2m^2} m^2(m + 2) + \rho^2 C^\infty = \frac{k^2}{r^2} + \rho^2 C^\infty,
$$

hence $V = \frac{k^2}{r^2} + A^{2-}$ as a function of $r_*$. Thus, the leading order part (as a weighted b-differential operator on $[0, 1)_x$, $x = r_*^{-1}$) of $(\mu \partial_r)^2 - V$ is $r_*^{-2}(r_*^2 \partial_{r_*}^2 - k^2)$, which has kernel $r_*^{\lambda\pm}, \lambda = \frac{1}{2}(1 \pm \sqrt{4k^2 + 1})$. Since $k^2 \geq 6$, we have $\lambda \geq 3$; since therefore $\Phi = o(r^{3-})$, the leading order term of $\Phi$ at infinity must be $r_*^{3-} = O(r^{-2})$. This suffices to justify pairing (8.19) against $\Phi$ (on $t = 0$) and integrating by parts, giving $\Phi \equiv 0$ since $V \geq 0$. Thus, $X = Y = 0$ in $r > 2m$; by (8.12b), we then also have $Z = 0$, hence $(\vec{F}, J) = 0$, proving that $\hat{g}$ is pure gauge.

8.1.2. Modes with $l = 1$. We now have $k^2 = l(l + 1) = 2$. We shall again show that an outgoing mode solution $\hat{g}$ is pure gauge, with the gauge potential an outgoing mode as well. Consider a general metric perturbation $\hat{g}$ satisfying the linearized Einstein equations (8.1) and of the form

$$
\hat{g} = \begin{pmatrix}
\vec{f} S
- \frac{1}{k} \vec{f} \otimes \delta S
2r^2 H_L S \hat{g}
\end{pmatrix}
$$

(8.20)

with $S \in S_1$. While $H_T$ is no longer defined in this situation, we use the expressions from the $l \geq 2$ discussion with $H_T$ set to 0, thus

$$
X := \frac{r}{k} f, \quad \vec{F} := \vec{f} + 2\delta^* X, \quad J := H_L - r^{-1} t_\infty X.
$$

(8.21)

Pure gauge solutions $\delta \hat{g} = \delta^*_\omega, \omega = (2TS, -2/k L \delta S)$, as in (8.6) change $\vec{f}, f, H_L$ as in (8.7), and therefore $\delta X = -T + \frac{\omega}{k} dr^{-1} L$. Let us first choose $L = 0, T = X$, and replace $\hat{g}$ by

$$
\hat{g} + \delta^*_\omega, \quad \omega = (2X S, 0),
$$

(8.22)
which for \( \sigma = 0 \) lies in the same weighted space as \( \dot{g} \) itself, and for \( \sigma \neq 0 \) is still outgoing; note though that \( \omega \) has an extra factor of \( r \) relative to \( \dot{g} \). This replacement implements the partial gauge \( X = 0 \) (thus \( f = 0 \), \textit{in which we shall work from now on}. The remaining gauge freedom is the following: given any aspherical function \( L \), we can add

\[
\delta^*_g \omega, \quad \omega = (2T(L)S, -\frac{2r}{L}LdS), \quad T(L) := \frac{r^2}{2}\hat{\omega}^{-1}L,
\]  

(8.23)

which ensures that \( \delta X = 0 \). The change in the quantities \( \tilde{F} \) and \( J \) upon addition of such a pure gauge term is

\[
\delta \tilde{F} = \frac{2r}{\rho} r^2 dr^{-1}L, \quad \delta J = \frac{k}{2r} L - r \ell \omega \hat{\omega}^{-1}L.
\]  

(8.24)

\textit{In the gauge} \( X = 0 \) and for any fixed choice of \( L \), we have \((\tilde{F}, J) = (\tilde{f}, H_L)\) as before, and the linearized Einstein equations are again given by the system (8.10a)–(8.10c) (with the equation (8.10d) for \( H^E_L \) absent since we are considering scalar \( l = 1 \) modes). Moreover, if \( \tilde{F} = J = 0 \), we have \( \tilde{f} = H_L = 0 \) (and \( f = 0 \)), hence \( \dot{g} \equiv 0 \), which means our original perturbation \( \dot{g} \) is pure gauge,

\[
\dot{g} = \delta^*_g \omega(L), \quad \omega(L) = (2T(L)S, -\frac{2r}{L}LdS).
\]  

(8.25)

We shall choose \( L \) so as to simplify the structure of the linearized Einstein equations further. Namely, let us define \( H^E_L := -\frac{k^2}{2r^2} \hat{\omega} \tilde{F} \), cf. (8.10d), and note that by (8.24),

\[
\delta H^E_L = kr^{-2}\delta \omega \hat{\omega}^{-1}L = k\Box_g(r^{-1}L).
\]

We shall demonstrate how to arrange \( H^E_L + \delta H^E_L = 0 \) by choosing \( L \) appropriately.

\textit{Let us first consider non-stationary mode solutions,} \( \text{Im} \sigma \geq 0, \sigma \neq 0 \). In this case, \( \omega \) in (8.23) is an outgoing mode, and

\[
\Box_g(r^{-1}L) = -k^{-1}H^E_L = \frac{k}{2r^2} \hat{\omega} \tilde{F}
\]  

(8.26)

has a spherically symmetric and outgoing mode solution \( r^{-1}L \), since the right hand side is outgoing and \( \Box_g(\sigma) \) is invertible on the relevant function spaces by Theorem 6.1. The linearized Einstein equations for \( \dot{g}' := \dot{g} + \delta^*_g \omega(L) \) now take the form (8.12a)–(8.12c), with \( \tilde{F}, J \) and \( X, Y, Z \) defined relative to \( \dot{g}' \); one can then follow the arguments of the previous section to deduce that the quantities \( \tilde{F}, J \) vanish, and therefore \( \dot{g}' \equiv 0 \) (since \( \dot{g}' \) is in the gauge \( X = 0 \)), so \( \dot{g} = -\delta^*_g \omega(L) \) is pure gauge.

\textit{Next, we consider stationary mode solutions,} \( \sigma = 0 \), with \( \dot{g} \in \bar{H}_{b}^{\infty, \ell} \), where we only assume \( \ell < -\frac{1}{2} \) (as in part (d) of Theorem 8.1). Since \( \hat{\delta}^* \) acts on the stationary \( X \in \bar{H}_{b}^{\infty, \ell-1} \) as an element of \( \rho \text{Diff}^b_\ell \), we have \( \hat{\delta}^* \mathbf{X} \in \bar{H}_{b}^{\infty, \ell} \); \( \tilde{f} \) lies in the same space. The right hand side of (8.26) thus lies in \( \bar{H}_{b}^{\infty, \ell+2} \). Since \( \Box_g(0): \bar{H}_{b}^{\infty, \ell} \to \bar{H}_{b}^{\infty, \ell+2} \) is surjective for any \( \ell < -\frac{1}{2} \), \( \ell \notin \frac{1}{2} - \mathbb{N} \), we can solve (8.26) with \( r^{-1}L \in \bar{H}_{b}^{\infty, \ell} \), so \( L \in \bar{H}_{b}^{\infty, \ell-1} \); moreover, \( L \) is spherically symmetric since \( \tilde{F} \) is. Therefore, \( \omega(L) \in \bar{H}_{b}^{\infty, \ell-1} \). Letting

\[
\dot{g}' = \dot{g} + \delta^*_g \omega(L),
\]  

(8.27)

the quantities \( \tilde{F} \) and \( J \) for \( \dot{g}' \) change, relative to those for \( \dot{g} \), by terms in \( \bar{H}_{b}^{\infty, \ell} \) in view of (8.24), hence \( \dot{g}' \in \bar{H}_{b}^{\infty, \ell} \) lies in the same weighted space as \( \dot{g} \); and we now have \( \hat{\omega} \tilde{F} = 0 \).

We will apply a modification of the arguments of the scalar \( l \geq 2, \sigma = 0 \) discussion in §8.1.1 to \( \dot{g}' \). We still have \( X, Y \in \bar{H}_{b}^{\infty, \ell} \), but the quantities in (8.18) (at \( \sigma = 0 \)) are now
we have
\[ P_X = 9x(x - 2), \quad P_Y = -9x(3x - 2) \] (which have \( r^{-1} \) more decay at infinity than in the case \( \ell \geq 2 \)) and \( \tilde{H} = 24m^2r^{-3} \) (likewise), hence
\[
C_X = \frac{r(m-r)}{2m}, \quad C_Y = \frac{r(r-3m)}{2m}, \quad V = 2mr^{-3}(1 - \frac{2m}{r});
\]
the master quantity \( \Phi \) is thus
\[
\Phi = C_X X + C_Y Y = C_X (X + Y) + (C_Y - C_X) Y = C_X (X + Y) + \frac{r^2}{m} \mu Y \in \mathcal{H}_b^{\infty, \ell - 2}.
\]
As discussed around (8.17), \( X + Y = 4J \) is smooth at \( r = 2m \), and so is \( \mu Y = -\mu^2(\tilde{F}_{rr} + 2J \tilde{g}_{rr}) \), hence so is \( \Phi \). The ODE (8.19) has two linearly independent solutions
\[
\Phi_1 = r, \quad \Phi_2 = \frac{r}{2m} \log(1 - \frac{2m}{r}),
\]
in \( r > 2m \). The smoothness of \( \Phi \) at \( r = 2m \) implies that \( \Phi = c\Phi_1, \ c \in \mathbb{R} \). By (8.16) with \( \sigma = 0 \) and \( k^2 = 2 \), this implies \( X = -c, \ Y = -c \), hence \( Z = 0 \) by (8.12b), and therefore \( \tilde{F} = 0 \) and \( J = -\frac{1}{2}c \) in (8.11). But since \( J \in \mathcal{H}_b^{\infty, \ell} \), we must have \( c = 0 \) if \( \ell > -\frac{3}{2} \), hence \( \Phi = 0 \) and \( X = Y = 0 \), and we are done. If on the other hand \( \ell < -\frac{3}{2} \), then \( c \) may be non-zero; but by (8.21), and since \( X = Y = 0 \), the metric perturbation then equals
\[
g = -cr^2 S \delta \omega = \delta \omega, \quad \omega = \begin{pmatrix} 0 \\ 2r^2 \delta S \end{pmatrix}
\]
by (8.6) (or (8.24) with \( L = c^2 \), \( T = T(L) = 0 \)), hence is pure gauge with gauge potential \( \omega \in \rho^{-1} C^\infty \subset \mathcal{H}_b^{\infty, \ell - 1} \), as desired.

8.1.3. Spherically symmetric modes (\( \ell = 0 \)). We follow the linearization of the argument in [SW10] as in [HV18b, §7.2] and [Hin18a, §5.5]. Thus, we work with the coordinates \((t_0, r)\) in which \( g = \mu dt_0^2 - 2dt_0 dr - r^2 \delta \). Rather than using the form (5.8) of spherically symmetric (scalar type \( \ell = 0 \)) metric perturbations, we write \( \delta g \) in the form
\[
\delta g = \mu dt_0^2 - 2X dt_0 dr + \tilde{Z} dr^2 - 2r^2 \tilde{Y} \delta g,
\]
with coefficients which are smooth functions of \( (t_0, r) \) in \( 0 < r < \infty \). To describe pure gauge perturbations, we calculate that as a map between sections of \( \langle \partial_{t_0} \rangle \oplus \langle \partial_r \rangle \) and \( \langle dt_0^2 \rangle \oplus \langle dr^2 \rangle \oplus \langle \partial_r \rangle \), so in particular \( \delta g = (\mu, -X, \tilde{Z}, -2r^2 \tilde{Y}) \), we have
\[
\mathcal{L}(-g) = \begin{pmatrix}
2\mu \partial_{t_0} & -2\partial_{t_0} + \mu' \\
\mu \partial_r - \partial_{t_0} & -\partial_r \\
-2\partial_r & 0 \\
0 & -2r
\end{pmatrix}.
\]
Therefore, putting
\[
Z_1 := \frac{1}{2} \int_{3m}^r \tilde{Z} dr, \quad \omega := Z_1 \partial_{t_0} - r \tilde{Y} \partial_r = \begin{pmatrix} Z_1 \\ -r \tilde{Y} \end{pmatrix},
\]
we have
\[
\delta g := \mathcal{L} \omega \delta g = \begin{pmatrix}
2\mu \partial_{t_0}Z_1 + 2r \partial_{t_0} \tilde{Y} - r \mu' \tilde{Y} \\
\frac{1}{2} \mu \tilde{Z} - \partial_{t_0}Z_1 + \partial_r (r \tilde{Y}) \\
-Z \\
2r^2 \tilde{Y}
\end{pmatrix}.
\]
Consider the case that \( \dot{g} \) is a mode. If \( \sigma = 0 \), so \( \dot{g} \in H^\infty_b \) and \( \omega \) are stationary, then
\[
Z_1, \omega \in \bar{H}^\infty_b, \delta \dot{g} \in \bar{H}^\infty_b.
\]
When \( \sigma \neq 0 \), we integrate in (8.28) along level sets of \( t_* \), thus \( \omega, \delta \dot{g} \) are outgoing modes as well. If \( \dot{g} \in Poly(t_*)^k \bar{H}^\infty_b \) is a generalized zero mode as in part (e) of Theorem 8.1, then integration gives \( \omega \in Poly(t_*)^k \bar{H}^\infty_{b_{\ell-1}} \) for some \( \ell' \leq \ell - 1 \), and therefore \( \delta \dot{g} \in Poly(t_*)^k \bar{H}^\infty_{b_{\ell-1}} \). Replacing \( \dot{g} \) by \( \dot{g} + \delta \dot{g} \), we have reduced to the case
\[
\dot{g} = \mu dt_0^2 - 2 \bar{X} dt_0 \, dr,
\]
without increasing the highest power of \( t_* \) in the generalized zero mode setting.

Next, the Einstein equations \( \text{Ric}(\dot{g}) = 0 \) for metrics \( \dot{g} = \mu dt_0^2 - 2 \bar{X} dt_0 \, dr - r^2 \dot{g} \), with \( \mu, \bar{X} \) functions of \( (t_0, r) \), have \( dr^2 \)-component \( \partial_r \bar{X} \) since \( \bar{X} \neq 0 \) when \( \bar{X} \neq 0 \). For \( \dot{g} = g \), we have \( \bar{X} = 1 \); the linearized Einstein equations for \( \dot{g} \) thus imply \( \partial_r \bar{X} = 0 \), so
\[
\bar{X} = \bar{X}(t_0) \quad (8.29)
\]
for some function \( \bar{X} \); since \( \bar{X} \) is a mode, we have \( \bar{X}(t_0) = \bar{X}(0)e^{-i\sigma t_0} \). Thus, for \( \sigma \neq 0 \), \( \dot{X} \) violates the outgoing condition unless \( X = 0 \); for \( \sigma = 0 \), the membership \( \dot{g} \in \bar{H}^\infty_b \subset A^{l+3/2} \) (so \( \dot{g} = o(1) \), thus \( \bar{X} = o(1) \)) likewise forces \( \dot{X} \equiv 0 \). Therefore, when \( \dot{g} \) is a mode, we have
\[
\dot{g} = \mu dt_0^2. \quad (8.30)
\]
The spherical component of the linearized Einstein equations then reads \( -\partial_r(r \dot{\mu}) = 0 \), therefore \( \dot{\mu} = -2m \), where \( m = \dot{m}(t_0) \) is a constant of integration. The \( dt_0^2 \)-component of the linearized Einstein equations however implies \( \partial_t \dot{m}(t_0) = 0 \), so \( m \) is in fact constant. This shows that \( \dot{g} \) in (8.30) is necessarily stationary (in particular, if \( \dot{g} \) is a mode solution with non-zero frequency, it must vanish), and in fact equal to the metric perturbation arising by an infinitesimal change of the Schwarzschild mass: \( \dot{g} = \dot{g}_{(m,0)}^0(\dot{m}, 0) \).

In the generalized zero mode case, we can only conclude \( \bar{X} \in Poly(t_0)^k \) from (8.29); however, we cannot conclude that \( \dot{X} = 0 \) since \( \dot{X} \) does not necessarily decay at infinity. Instead, write \( \dot{X} = \partial_0 f \) with \( f = f(t_0) \in Poly(t_0)^{k+1} \); note that this has an extra power of \( t_0 \). Then
\[
\delta \dot{g} := \mathcal{L}_{2f} \partial_0 \dot{g} = (4\mu \dot{X}, -2\dot{X}, 0, 0),
\]
and therefore \( \dot{g} + \delta \dot{g} \) is now of the form (8.30), hence a linearized Schwarzschild metric as before.

8.2. \textbf{Vector type perturbations.} We discuss \( l \geq 2 \) and \( l = 1 \) modes separately. We denote by \( V \in V_l \) (in particular \( \delta V = 0 \)) a spherical harmonic 1-form with eigenvalue \( k^2 \), \( k = (l(l+1) - 1)^{1/2} \).

8.2.1. \textit{Modes with} \( l \geq 2 \). Here, \( k^2 \geq 5 \). To study metric perturbations of the form
\[
\dot{g} = \begin{pmatrix} 0 \\ rf \otimes V \\ -r^2 H_T^* \dot{V} \end{pmatrix}, \quad (8.31)
\]
we first compute the form of pure gauge solutions of the same type, to wit
\[ \delta \dot{g} = \delta_g \omega = \begin{pmatrix} 0 \\ r^2 \dot{d}^{-1} L \otimes V \end{pmatrix}, \quad \omega = \begin{pmatrix} 0 \\ 2rLV \end{pmatrix}. \]
The change in the parameters \( f, H_T \) of \( \dot{g} \) upon adding \( \delta \dot{g} \) is thus
\[ \delta f = r \dot{d}^{-1} L, \quad \delta H_T = -\frac{k}{r} L, \]
which implies that the quantity
\[ J := f + \frac{k}{r} \dot{d} H_T \]
is gauge-invariant. If \( J = 0 \), then \( \dot{g} \) is a mode solution; indeed,
\[ \dot{g} = \delta_s(0, -\frac{2\iota^2}{k} H_T V). \]
The gauge potential here has an extra factor of \( r \) relative to \( \dot{g} \).

Expressing the vector type tensor \( D_\dot{g} \text{Ric}(\dot{g}) \) similarly to (8.31) in terms of \( f^E \) (aspherical 1-form) and \( H_T^E \) (aspherical function), the linearized second Bianchi identity gives
\[ r^{-2} \dot{\delta} r^3 f^E + \frac{k^2-1}{k} H_T^E = 0. \]

Thus, \( f^E = 0 \) automatically gives \( H_T^E = 0 \). The linearized Einstein equations for \( \dot{g} \) are thus equivalent to \( f^E = 0 \); using the calculations starting with (8.3), see also [Hin18a, Equation (5.73)], this takes the form
\[ r^{-2} \dot{\delta} r^4 \dot{d} r^{-1} J - (k^2 - 1) r^{-1} J = 0. \] (8.32)

Now, on an orientable, signature \((p, q)\) pseudo-Riemannian manifold of dimension \( n = p + q \), one has \( \ast^2 = (-1)^{k(n-k)+q} \) and \( \delta = (-1)^{k(n-k+1)+q} \ast d \ast \) on \( k \)-forms. Therefore, (8.32) implies
\[ \dot{x}_r J = \tilde{d}(r \Phi), \quad \Phi = \frac{1}{k-1} r^3 \dot{\delta} r^{-1} \ast J. \]

Applying \( r \dot{\delta} r^{-2} = r \ast d \dot{x} r^{-2} \) from the left, we obtain the equation \( k^2-1 \Phi = r \dot{\delta} r^{-2} d \Phi \), so
\[ (\Box - V) \Phi = 0, \quad V = r^{-2} \left( k^2 + 1 - \frac{6m}{r} \right). \] (8.33)

In static coordinates \((t, r)\), this reads
\[ (D_t^2 - (\mu D_r)^2 - \mu V) \Phi = 0. \] (8.34)

Note that \( V > 0 \) in \( r > 2m \), and its asymptotic behavior is \( V = (k^2 + 1) r^{-2} + O(r^{-3}) \). To show that \( \dot{g} \) is pure gauge, it suffices to show that \( \Phi \) must vanish. In \( \text{Im} \sigma > 0 \), this follows from the positivity of \( V \) and an integration by parts argument as in §8.1.1; note that \( \Phi \) is outgoing at \( r = 2m \) and rapidly decaying as \( r \to \infty \). When \( \sigma \in \mathbb{R} \) is non-zero, \( \Phi \) is outgoing on the real line \( \mathbb{R}_{r^+} \), as follows from its definition; therefore, a boundary pairing or Wronskian argument implies the vanishing of \( \Phi \) in this case as well.

For \( \sigma = 0 \) finally, note that \( J \in \tilde{H}^\infty_{b}, \ell \), therefore \( \Phi \in \tilde{H}^{\infty, \ell-1}_{b} \), in particular \( \Phi = o(r) \).

In view of (8.33), the asymptotic behavior of \( \Phi \) as \( r \to \infty \) is governed by the indicial roots of \( r^2 \partial_r^2 - (k^2 + 1) \), which are \( \lambda_{\pm} = \frac{1}{2}(1 \pm \sqrt{4k^2 + 5}) \); using \( k^2 \geq 5 \), the solution \( r^{\lambda_+} \) corresponding to \( \lambda_+ \geq 3 \) is excluded, hence \( \Phi = O(r^{\lambda_-}) = O(r^{-2}) \). Thus, one can pair (8.34) with \( \Phi \) and integrate by parts, obtaining again \( \Phi = 0 \).
8.2.2. Modes with \( l = 1 \). Finally, we consider a metric perturbation \( \hat{g} = (0, rf \otimes V, 0) \) with \( V \in V_1 \). Pure gauge solutions of the same type are

\[
\delta \hat{g} = \delta_{\sigma}^* \omega = \begin{pmatrix} 0 & \sigma \dot{r} L \otimes V \\ r^2 \dot{r} - 1 & 0 \end{pmatrix}, \quad \omega = \begin{pmatrix} 0 \\ 2rLV \end{pmatrix},
\]

and adding them to \( \hat{g} \) changes \( f \) by \( \delta f = r \dot{r} L \). Therefore, the quantity \( \hat{d}(r^{-1}f) \) is gauge-invariant; note that this is a (top degree) differential 2-form on \( \hat{X} \).

If \( \hat{d}(r^{-1}f) \) vanishes, then \( \hat{g} \) is pure gauge: indeed, since \( \hat{X} \) is contractible, we can write \( r^{-1}f = \hat{d}(r^{-1}L) \), and then

\[
\dot{\hat{g}} = \delta_{\sigma}^* \omega, \quad \omega = (0, 2rLV).
\]

Let us determine the size of \( L \); in the splitting \( T^* \hat{X} = \langle dt^* \rangle \oplus \langle dr \rangle \), and using the basis \( dt^* \wedge dr \) for 2-forms, the exterior differential \( \hat{d} \) acting on modes of frequency \( \sigma \), that is, the operator \( \hat{d}(\sigma) := e^{i\sigma t} \hat{\partial} e^{-i\sigma t} \), is given by

\[
\hat{d}(\sigma) = \begin{pmatrix} -i & \sigma \\ \partial_r & 0 \end{pmatrix}
\]

on functions, \( \hat{d}(\sigma) = (-\partial_r, -i\sigma) \) on 1-forms.

If \( \sigma \neq 0 \), write \( L = e^{-i\sigma t} L', f = e^{-i\sigma t} f' \). Then \( \hat{d}(r^{-1}f) = 0 \) is equivalent to \( \partial_r (r^{-1}f_t) + i\sigma r^{-1}f_t' = 0 \). Thus, for \( L' = \frac{i}{\sigma} f_t \), we have \( \hat{d}(\sigma)(r^{-1}L') = r^{-1}f' \); hence, we can take \( L = \frac{i}{\sigma} f_t \), which is outgoing, in (8.35). In the stationary case \( \sigma = 0 \), we have \( \partial_r (r^{-1}f_t) = 0 \), so \( f_t = cr, c \in \mathbb{C} \); since \( f \in H_{b, \ell}^{\infty} \) is \( o(1) \) as \( r \to \infty \), we must have \( c = 0 \), so \( f_t \equiv 0 \).

Therefore, we have

\[
\int_0^r r^{-1} f_t dr = \hat{d}(r^{-1}L), \quad L := r \int_0^r r^{-1} f_t dr,
\]

with \( L \in H_{b, \ell}^{\infty} \), thus also \( \omega \in H_{b, \ell}^{\infty} \) in (8.35).

Returning to the study of \( \hat{g} \), the linearized Einstein equations are equivalent to the single equation \( r^{-2} \hat{d}^4 \hat{d}^{-1} f = 0 \) for \( f \), thus

\[
\hat{d}(\hat{r}^4 \hat{d}^{-1} f) = 0;
\]

thus, the function \( \hat{r}^4 \hat{d}^{-1} f \) is constant. Now, differentiating the Kerr family in the angular momentum parameter, we recall from (3.20) that

\[
\hat{g}_{(m,0)}^0 (0, \mathbf{a}) = 2r f_m \otimes \mathbb{V}, \quad f_m = 2m r^{-2} dt_0 + r^{-1} dr, \quad \mathbb{V} = \sin^2 \theta d\varphi = (\partial_\varphi)^\flat.
\]

In particular, \( \hat{r}^4 \hat{d}^{-1} f_m = 6m \); this equality is independent of the particular presentation of the Kerr family since \( \hat{d}^{-1} f \) is gauge-independent. Therefore, replacing \( \hat{g} \) by \( \hat{g} - \hat{g}_{(m,0)} (0, \mathbf{a}) \) for a suitable linearized angular momentum \( \hat{a} \in \mathbb{R} \), we may assume that \( \hat{r}^4 \hat{d}^{-1} f \equiv 0 \), hence \( \hat{d}^{-1} f = 0 \), so \( \hat{g} \) is pure gauge.

This finishes the proof of Theorem 8.1.
9. Modes of the unmodified linearized gauge-fixed Einstein operator

We now combine the results of the previous sections to study the linearized unmodified gauge-fixed Einstein operator

$$L_g = 2(D_g \text{Ric} + \delta_g^* \delta_g G_g)$$

from (4.2) on the Schwarzschild spacetime $g = g_{b_0}$. In §9.1, we prove the absence of non-zero frequency modes of this operator in the closed upper half plane $\text{Im} \sigma \geq 0$, and compute the space of zero modes. In §9.2, we find all generalized zero modes on Schwarzschild spacetimes which grow at most linearly in $t_*$; these include asymptotic Lorentz boosts.

We briefly discuss (at least) quadratically growing generalized modes of $L_{b_0}$ in §9.3; they do exist, but do not satisfy the linearized Einstein equations. We will eliminate such pathological modes by means of constraint damping in §10.

In §§9.1–9.2, we will at the same time construct spaces of zero modes and linearly growing zero modes of $L_{g_b}$, where $b = (m, a)$ denotes Kerr black hole parameters close to $b_0$, which have the same dimension as the corresponding spaces for $L_{b_0}$. However, we stress that, prior to controlling the resolvent of $L_{b_0}$ on a Schwarzschild spacetime in a neighborhood of $\sigma = 0$ in a suitably non-degenerate manner, cf. the toy model at the end of §1.1.3, we cannot even prove the absence of small non-zero frequency modes for $L_{b_0}$. Thus, the results in §§9.1–9.2 are merely existence results for generalized zero modes of $L_{g_b}$ when $a \neq 0$. The constraint damping modification $L_{g_b, \gamma, \gamma} = 0$, $\gamma \neq 0$, discussed in §§4.2 and 10, does have a non-degenerate (and rather explicit) resolvent, as we show in §11.

9.1. Modes in $\text{Im} \sigma \geq 0$. We now prove the analogue of Theorems 6.1 and 7.1; we use the notation for 1-forms from Theorem 7.1 and Propositions 7.8 and 7.10, and define the spectral family $\widehat{L}_{g_b}(\sigma)$ for $b = (m, a)$ using the function $t_{m, s}$ as in (4.5).

**Proposition 9.1.** The spectral family of $L_{g_{b_0}}$ on the Schwarzschild spacetime has the following properties:

1. For $\text{Im} \sigma \geq 0$, $\sigma \neq 0$, the operator

$$\widehat{L}_{g_{b_0}}(\sigma): \{ \omega \in \widetilde{H}^s_{b_0}(X; S^2 \bar{\Sigma} T^* X) : \widehat{L}_{g_{b_0}}(\sigma) \omega = \widetilde{H}^s_{b_0}(X; S^2 \bar{\Sigma} T^* X) \}$$

is invertible when $s > \frac{5}{2}$, $\ell < \frac{1}{2}$, $s + \ell > \frac{1}{2}$.

2. For $s > \frac{5}{2}$ and $\ell \in (-\frac{3}{2}, -\frac{1}{2})$, the zero energy operator

$$\widehat{L}_{g_{b_0}}(0): \{ \omega \in \widetilde{H}^s_{b_0}(X; S^2 \bar{\Sigma} T^* X) : \widehat{L}_{g_{b_0}}(0) \omega = \widetilde{H}^{s-1}_{b_0}(X; S^2 \bar{\Sigma} T^* X) \}$$

has 7-dimensional kernel and cokernel.

The second statement holds also for $\widehat{L}_{g_b}(0)$ with $b = (m, a)$ near $(m_0, 0)$; concretely,

$$\ker \widehat{L}_{g_b}(0) \cap \widetilde{H}^{\infty,-1/2}_{b_0} = \langle h_{b, s_0} \rangle \oplus \{ h_{b, \nu, 1} : V \in V_1 \} \oplus \{ h_{b, s_1} : S \in S_1 \}, \quad (9.2a)$$

$$\ker \widehat{L}_{g_b}(0)^* \cap \widetilde{H}^{-\infty,-1/2}_{b_0} = \langle h_{b, s_0}^* \rangle \oplus \{ h_{b, \nu, 1}^* : V \in V_1 \} \oplus \{ h_{b, s_1}^* : S \in S_1 \}, \quad (9.2b)$$
where the $h_{b,0}^{(s)}$ depend continuously on $b$, with

\begin{align}
    h_{b,0}^{s} &= \delta_{g_b}^{s} \omega_{b,0}, \quad h_{b,0}^{s} = \mathcal{G}_{g_b} \delta_{g_b}^{s} \omega_{b,0}, \quad (9.3a) \\
    h_{b,1}^{s}(S) &= \delta_{g_b}^{s} \omega_{b,1}(S), \quad h_{b,1}^{s}(S) = \mathcal{G}_{g_b} \delta_{g_b}^{s} \omega_{b,1}(S), \quad (9.3b) \\
    h_{b,1}^{s}(V) &= g_{b}(\hat{b}) + \delta_{g_b}^{s} \omega, \quad h_{b,1}^{s}(V) = \mathcal{G}_{g_b} \delta_{g_b}^{s} \omega_{b,1}^{s}(V), \quad (9.3c)
\end{align}

where $\hat{b}$, $\omega \in \bar{H}_{b}^{\infty,-3/2}$ depend on $b, V$; here $S \in S_1$, $V \in V_1$. At $b = b_0$, we have $h_{b_0,1}(V) = 2\omega_{b_0,0} \otimes V$. The dual states are supported in $r \geq r_b, C^{\infty}$ in $r > r_b$, conormal at $\partial_+ X$ with the stated weight, and lie in $H^{-3/2}$ near the event horizon.

Furthermore, all zero modes are solutions of the linearized Einstein equations and satisfy the linearized gauge condition; that is, ker $\hat{\mathcal{L}}_{g_b}(0) \cap \bar{H}_{b}^{\infty,-1/2} \subset$ ker $D_{g_b} \text{Ric} \cap$ ker $D_{g_b} \Upsilon(-; g_b)$ in the notation of Definition 4.1.

The zero energy states are linear combinations of linearized Kerr metrics and pure gauge tensors. The dual states all turn out to be dual-pure-gauge solutions: recall from (4.13) (with $E = 0$) that $L_b^0$ annihilates $\mathcal{G}_{g_b} \delta_{g_b}^{s} \omega^s$ if $0 = \delta_{g_b}(\mathcal{G}_{g_b} \delta_{g_b}^{s} \omega^s) = \frac{i}{2}\square_{g_b} \omega^s$, which is the origin of the expressions on the right in (9.3a)–(9.3c). We also note, as in Remark 7.3, that elements of ker $\hat{\mathcal{L}}_{g_b}(0)^s$ which lie in the dual space $\bar{H}_{b}^{\infty,-1/2,-\ell/2}$ of the range of (9.1) automatically have the decay rate $-\frac{1}{2}$ by normal operator arguments as in Proposition 4.4.

The vector $l = 1$ modes $h_{b_0,1}(V)$ on Schwarzschild spacetimes are linearizations of the Kerr family (plus a suitably chosen pure gauge term) in the angular momentum, see the arguments following (9.7) below. On the other hand, the linearized Schwarzschild family, i.e. the linearization of $g_{(m,0)}$ in $m$, does not appear here due to our choice of gauge (see also Remark 10.14); it shows up only as a generalized zero mode in §9.2.

Proof of Proposition 9.1. We first consider the Schwarzschild case $b = b_0 = (m_0, 0)$, and write $g = g_{b_0}$. Consider a non-zero frequency mode solution $\hat{\mathcal{L}}_{g}(\sigma) h = 0$, Im $\sigma \geq 0$. The linearized second Bianchi identity implies

$$
\delta_{g} \mathcal{G}_{g} \delta_{g}^{s} (\delta_{g} \mathcal{G}_{g} h) = 0.
$$

If $\sigma \neq 0$, then $\delta_{g} \mathcal{G}_{g} h$ is an outgoing mode; if $\sigma = 0$, then $\delta_{g} \mathcal{G}_{g} h \in \bar{H}_{b}^{\infty,1/2}$ by (3.42). In both cases, Theorem 7.1 and the fact that the generator $\omega_{b_0,0}$ of the kernel in (7.2a) does not lie in $\bar{H}_{b}^{\infty,1/2}$ imply

$$
\delta_{g} \mathcal{G}_{g} h = 0
$$

and thus also

$$
D_{g} \text{Ric}(h) = 0.
$$

Next, we apply the mode stability result, Theorem 8.1. Consider first the case $\sigma \neq 0$; then $h = \delta_{g}^{s} \omega$ with $\omega$ an outgoing mode; plugging this into (9.4), we obtain $\square_{g,1} \omega = 0$ and hence $\omega = 0$ by Theorem 7.1, thus $h = 0$. This proves the injectivity of $\hat{\mathcal{L}}_{g}(\sigma)$ for non-zero $\sigma$ with Im $\sigma \geq 0$, hence its invertibility by Theorem 4.3.

Suppose $\sigma = 0$; without loss, we can assume $h$ to be of pure type. If $h$ is of scalar or vector type $l \geq 2$, then $h = \delta_{g}^{s} \omega$ with $\omega \in \bar{H}_{b}^{\infty,-3/2}$, and again $\omega \in$ ker $\square_{g}(0)$ by (9.4). By Proposition 7.8, there are no non-trivial such scalar or vector type $l \geq 2$ 1-forms, giving $\omega = 0$ and thus $h = 0$ again. We study the remaining three types of zero modes separately.
**Scalar type \( l = 0 \) modes.** If \( h \) is of scalar type \( l = 0 \), then
\[
h = \hat{g}^0_{b_0}(\hat{m}, 0) + \delta_g^* \omega, \quad \omega \in \hat{H}^{\infty,-3/2-}_b,
\]
and (9.4) gives the additional condition
\[
\widehat{\square}_g(0) \omega = -2\delta_g G_g \hat{g}^0_{b_0}(\hat{m}, 0) = \frac{4\hat{m}}{r} dt_0.
\]
Integrating this against \( \omega^*_{b_0,s_0} \), see (7.3), which annihilates the range of \( \widehat{\square}_g(0) \) on \( \hat{H}^{\infty,\ell}_b \) for any \( \ell \in \mathbb{R} \), the left hand side gives 0, while the right hand side equals \(-16\pi\hat{m}\) in view of \(^{16}\)
\[
\langle \delta_g G_g \hat{g}^0_{b_0}(1, 0), \omega^*_{b_0,s_0} \rangle = 8\pi. \quad (9.6)
\]
Therefore, \( \hat{m} = 0 \), and \( h = \delta_g^* \omega \) is pure gauge, with \( \omega \) of scalar type \( l = 0 \) and of size \( o(r) \); by Proposition 7.8, we therefore have \( \omega = c_1 \omega_{b_0,s_0} + c_2 \omega^{(0)}_{b_0,s_0} \) for some \( c_1, c_2 \in \mathbb{C} \). In view of (7.32), this gives \( h = \delta_g^* \omega = c_2 \delta_g^* \omega_{b_0,s_0} = c_2 h_{b_0,s_0} \), as advertised in (9.3a). Conversely, \( h_{b_0,s_0} \in \ker \hat{L}_g(0) \); in fact, \( h_{b_0,s_0} \) satisfies both equation (9.4) (by construction in terms of the zero mode \( \omega_{b_0,s_0} \)) and equation (9.5) (since it is pure gauge).

**Scalar type \( l = 1 \) modes.** If \( h \) is of scalar type \( l = 1 \), then \( h = \delta_g^* \omega \), with \( \omega \in \hat{H}^{\infty,-3/2-}_b \cap \ker \widehat{\square}_g(0) \) of scalar type \( l = 1 \), which means \( \omega = c \omega_{b_0,s_1}(S) \) for some \( S \in S_1 \) by Proposition 7.8, and thus \( h = c \delta_g^* \omega_{b_0,s_1}(S) = c h_{b_0,s_1}(S) \) indeed, giving (9.3b). Conversely, \( h_{b_0,s_1}(S) \) satisfies equations (9.4)–(9.5), hence is, a fortiori, a zero mode of \( L_g \).

**Vector type \( l = 1 \) modes.** For \( h \) of vector type \( l = 1 \), we have
\[
h = \hat{g}^0_{b_0}(0, \hat{a}) + \delta_g^* \omega, \quad \omega \in \hat{H}^{\infty,-3/2-}_b,
\]
with \( \hat{a} \in \mathbb{R}^3 \), and \( \omega \) moreover satisfies \( \widehat{\square}_g(0) \omega = -2\delta_g G_g \hat{g}^0_{b_0}(0, \hat{a}) \in \hat{H}^{\infty,1/2-}_b \). Since the vector type \( l = 1 \) kernel of \( \widehat{\square}_g(0) \) on \( \hat{H}^{\infty,-3/2-}_b \) is trivial, there is at most one such \( \omega \) for fixed \( \hat{a} \). Conversely, given \( \hat{a} \in \mathbb{R}^3 \), the existence of \( \omega \) is guaranteed by duality since \( \ker \widehat{\square}_g(0)^* \cap \hat{H}_{b}^{\infty,-1/2+} \) does not contain non-zero vector \( l = 1 \) solutions by Theorem 7.1. Thus, the vector \( l = 1 \) nullspace of \( \hat{L}_g(0) \) is 3-dimensional and spanned by such \( h \).

We can easily find \( h \) explicitly by writing it as
\[
h = \hat{g}^0_{b_0}(0, \hat{a}) + \delta_g^* \omega^0 \quad (9.7)
\]
and verifying that it has the required decay at infinity. Here, rescaling to \( |\hat{a}| = 1 \), \( \omega^0 \) solves
\[
\widehat{\square}_g(0) \omega^0 = -2\delta_g G_g \hat{g}^0_{b_0}(0, \hat{a}) = -4r^{-1} V,
\]
where \( V = \sin^2 \theta d\varphi \) in polar coordinates adapted to \( \hat{a} \). This has the explicit solution \( \omega^0 = 2(m_0 + r)V \), hence \( \delta_g^* \omega^0 = -(1 + \frac{2m}{r})dr \otimes s V \) and therefore indeed
\[
h = 4mr^{-1}(dt_0 - dr) \otimes s V = 4m \omega_{b_0,s_0} \otimes s V,
\]
finishing the calculation of zero energy states on Schwarzschild spacetimes.

**Dual states for Schwarzschild and Kerr spacetimes.** From our calculations thus far, and noting that \( \hat{L}_{g_0} \), restricted to tensors of pure type, is Fredholm of index 0, we conclude that the dimensions of the spaces of dual zero energy states of pure type are 1 (scalar type \( l = 0 \)), 3 (scalar type \( l = 1 \)), and 3 (vector type \( l = 1 \)). We can find bases for them by a

\(^{16}\)This calculation, and related calculations below, are in principle straightforward in incoming Eddington–Finkelstein coordinates. We double-checked them using mathematica.
dual-pure-gauge ansatz, as explained above, using the calculations of 1-forms zero energy dual states in §7. In fact, the elements on the right in (9.3a)–(9.3c) span a 7-dimensional space of dual states also on slowly rotating Kerr spacetimes. We briefly check the required decay at infinity: for $h_{b,s0}^*$, which is a differentiated $\delta$-distribution at the event horizon $r = r_b$, this is clear; for $h_{b,s1}^*$, it follows from $\delta_{g_b}(0) \in \rho\text{Diff}_b$ and $\omega_{b,s1}^*(S) \in H_{b}^{-\infty,-3/2-}$; and for $h_{b,v1}^*$, it was proved in Proposition 7.10.

- **Persistence for slowly rotating Kerr spacetimes.** The argument at the end of §7.3 shows that the dimensions of $\ker \hat{L}_{g_b}(0) \cap H_{b}^{-\infty,-1/2-}$ and $\ker \hat{L}_{g_b}(0)^* \cap H_{b}^{-\infty,-1/2-}$ are upper semi-continuous at $b = b_0$, where they are equal to 7; the explicit construction of a 7-dimensional space of dual states for $L_{g_b}$ shows that they are at least 7-dimensional for $b$ near $b_0$. Thus, they equal 7; the continuous dependence of the nullspace on $b$ then follows by a general functional analytic argument (cf. the proof of Lemma 10.5).

Getting a precise description of the space zero energy states of $L_{g_b}$ requires a direct argument. Now, we certainly have $h_{b,s0}, h_{b,s1}(S) \in \ker \hat{L}_{g_b}(0)$; it remains to construct a continuous family (in $b$) of elements of $\ker \hat{L}_{g_b}(0) \cap H_{b}^{-\infty,-1/2-}$ extending $h_{b,v1}(\mathcal{V})$. For $\mathcal{V} \in \mathbf{V}_1$ which is (dual to) the rotation around the axis $\hat{a} \in \mathbb{R}^3$ (with $\mathcal{V}$ having angular speed $|\hat{a}|$), we make the ansatz

$$h_{b,v1}(\mathcal{V}) = \hat{g}_b(\lambda_b(\hat{a}), \hat{a}) + \delta_{g_b}^* \omega,$$

with $\lambda_b \in (\mathbb{R}^3)^*$, $\lambda_b(0) = 0$, and $\omega \in H_b^{-\infty,-3/2-}$ to be found. The equation $\hat{L}_{g_b}(0)h_{b,v1}(\mathcal{V}) = 0$ is then satisfied provided

$$\widehat{\delta_{g_b}}(0)\omega = -2\delta_{g_b} G_{g_b} \hat{g}_b(\lambda_b(\hat{a}), \hat{a}) \in H_b^{-1/2-}.$$  

(9.9)

In view of Theorem 7.1, the obstruction for solvability of this is the cokernel $\ker \widehat{\delta_{g_b}}(0)^* \cap \hat{H}_{b}^{-\infty,-1/2+} = \langle \omega_{b,s0}^* \rangle$. That is, we need to choose $\lambda_b(\hat{a})$ so that the right hand side of (9.9) is orthogonal to $\omega_{b,s0}^*$. This gives

$$\lambda_b(\hat{a}) = -\langle \delta_{g_b} G_{g_b} \hat{g}_b(0,\hat{a}), \omega_{b,s0}^* \rangle \langle \delta_{g_b} G_{g_b} \hat{g}_b(1,0), \omega_{b,s0}^* \rangle^{-1},$$

note here that the denominator is non-zero for $b$ near $b_0$ by continuity from the calculation (9.6) and the orthogonality $\langle \delta_{g_b} G_{g_b} \hat{g}_b(0,\hat{a})^*, \omega_{b,s0} \rangle = 0$ for any $\omega$. The proof is complete.

**Remark 9.2.** The ‘asymptotic rotations’ $\omega_{b,v1}(\mathcal{V})$ of Proposition 7.10 were not used here, even though they give rise to zero energy states $h_b(\mathcal{V}) := \delta_{g_b} \omega_{b,v1}(\mathcal{V}) \in \ker \hat{L}_{g_b}(0) \cap \hat{H}_{b}^{-\infty,-1/2-}$. To explain why they are, in fact, already captured by Proposition 9.1, note first that when $b = (m,0)$ describes a Schwarzschild black hole, then $\omega_{b,v1}(\mathcal{V}) = r^2 \mathcal{V}$ is dual to a rotation, thus Killing, vector field, hence $h_b(\mathcal{V}) \equiv 0$. On the other hand, when $b = (m,a)$ with $a \neq 0$, consider the orthogonal splitting $\mathbf{V}_1 = \langle \partial_x \rangle \oplus \mathbf{V}^\perp$, where $\partial_x$ is unit speed rotation around the axis $a/|a|$; the latter is a Killing vector field for the metric $g_b$, and thus $h_b(\partial_x) = 0$. On the other hand, $\mathbf{V}^\perp \ni \mathcal{V} \rightarrow h_b(\mathcal{V})$ is now injective; that this does not give rise to new (i.e. not captured by Proposition 9.1) zero energy states is due to the fact that for such $b$, the parametrization of the linearized Kerr family $\hat{b} \mapsto \hat{g}_b(\hat{b})$ is no longer injective when quotienting out by pure gauge solutions, but rather has a 2-dimensional
kernel. Indeed, if \( \mathbf{a} \perp \mathbf{a} \), then \( \dot{g}_{(m,a)}(0,\mathbf{a}) \) is pure gauge: it merely describes the same Kerr black hole with rotation axis rotated infinitesimally, i.e. is precisely of the form \( h_b(V) \) for \( V \in V^\perp \) (plus an extra pure gauge term depending on the presentation of the Kerr family, as described in §3.2). In summary then,

\[
h_{b,v1}(V_1) + h_b(V_1) = h_{b,v1}(V_1), \quad b = (m, a),
\]

is 3-dimensional for \( a = 0 \) as well as for \( a \neq 0 \).


The zero energy behavior of the linearized gauge-fixed Einstein operator in the vector \( l = 1 \) sector is non-degenerate, similarly to the wave operator on 1-forms in Lemma 7.12:

**Lemma 9.3.** Let \( d \geq 1 \). There does not exist \( h = \sum_{j=0}^d t_j^j h_j \) with \( h_j \in \tilde{H}^\infty_{b^{-1/2}} \) of vector type \( l = 1 \) and \( h_d \neq 0 \) for which \( L_{g_{b0}} h = 0 \).

**Proof.** It suffices to prove this for \( d = 1 \); indeed, in the case \( d \geq 2 \), given \( h \) as in the statement, \( \partial_t, h \) has one degree less growth in \( t_* \) and still lies in \( \ker L_{g_{b0}} \), hence \( \partial_t, h = 0 \) by induction, and in particular the leading term of \( h \) vanishes, contrary to the assumption.

Now, for \( h \) as in the statement of the lemma, we necessarily have \( h_1 = h_{bo,v1}(V) \) for some \( 0 \neq V \in V_1 \). We wish to show that there is no \( h_0 \in \tilde{H}^\infty_{b^{-1/2}} \) such that

\[
L_{g_{b0}} h_0 = -(L_{g_{b0}}, t_*) h_{bo,v1}(V).
\]

It suffices to check that the pairing of the right hand side with \( h_{bo,v1}^*(V) \) is non-zero; as in the proof of Lemma 7.12, the pairing is unchanged upon replacing \( t_* \) by \( t_0 \). For \( V = (\sin^2 \theta) \partial_\varphi \) (which can be arranged in adapted polar coordinates by rescaling \( h \)), we calculate (by hand or using mathematica)

\[
\langle [L_{g_{b0}}, t_0] h_{bo,v1}(V), h_{bo,v1}(V') \rangle \\
= \langle 2r^{-2} \left(- (1 + \frac{m}{r}) dt_0 + dr \right) \otimes_a V, 4m^2 \delta(r - 2m_0) dr \otimes_a V' \rangle \\
= - \langle V, V' \rangle L^2(\mathbb{S}_1),
\]

which is non-zero for \( V' = V \), as desired. \( \square \)

More generally, there are no non-trivial polynomially bounded solutions which are of a pure type restricted to which \( L_{g_{b0}}(0) \) has trivial kernel within \( \tilde{H}^\infty_{b^{-1/2}} \); this applies to scalar type \( l \geq 2 \) and vector type \( l \geq 2 \) modes. On the other hand, there do exist generalized scalar type \( l = 0 \) and \( l = 1 \) zero modes with linear growth:

**Proposition 9.4.** For \( b_0 = (m_0, 0) \), define the spaces of generalized zero modes

\[
\hat{\mathcal{K}}_{b_0,s0} := \left\{ h \in \ker L_{g_{b0}} \cap \text{Poly}^1(t_*)\tilde{H}^\infty_{b^{-1/2}} : h \text{ is of scalar type } l = 0 \right\},
\]

\[
\hat{\mathcal{K}}_{b_0,s1} := \left\{ h \in \ker L_{g_{b0}} \cap \text{Poly}^1(t_*)\tilde{H}^\infty_{b^{-1/2}} : h \text{ is of scalar type } l = 1 \right\}.
\]

Then \( \hat{\mathcal{K}}_{b_0,s0} = \text{span}\{h_{b_0,s0}, \hat{h}_{b_0,s0}\} \), where \( h_{b_0,s0} \) is defined in (9.3a) and

\[
\hat{h}_{b_0,s0} = \eta_{b_0}^0 \left(- \frac{1}{4}, 0 \right) + \delta_{b_0}^0 \left( t_0 \omega_{b_0,s0} + \dot{\omega}_{b_0,s0} \right), \quad \omega_{b_0,s0} = \frac{-r \log(r/2m_0)}{r-2m_0} \partial_r + \frac{1}{2} \left( 1 + \frac{2m_0}{r} \right) dr.
\]

Furthermore, \( \hat{\mathcal{K}}_{b_0,s1} = \text{span}\{h_{b_0,s1}(S), \hat{h}_{b_0,s1}(S) : S \in S_1\} \), where \( h_{b_0,s1}(S) \) is defined (9.3b), and \( \hat{h}_{b_0,s1} = \delta_{b_0}^* \hat{\omega}_{b_0,s1}, \) see (7.42).
The generalized modes $\hat{h}_{b_{0, s_{0}}}, \hat{h}_{b_{0, s_{1}}}(S)$ extend to continuous families

$$b \mapsto \hat{h}_{b, s_{0}} = \hat{g}_{b}(b) + \delta_{g_{b}}^{*} \omega \in \ker L_{g_{b}} \cap \text{Poly}^{1}(t_{s})\bar{H}_{b}^{\infty, -1/2},$$
$$b \mapsto \hat{h}_{b, s_{1}}(S) := \delta_{g_{b}}^{*} \hat{\omega}_{b, s_{1}}(S) \in \ker L_{g_{b}} \cap \text{Poly}^{1}(t_{s})\bar{H}_{b}^{\infty, -1/2}, \quad S \in S_{1},$$

for suitable $b \in \mathbb{R}^{4}, \omega \in \text{Poly}^{1}(t_{s})\bar{H}_{b}^{\infty, -3/2};$ they furthermore satisfy $\hat{h}_{b_{0, s_{0}}}, \hat{h}_{b, s_{1}}(S_{1}) \in \ker D_{g_{b}} \text{Ric} \cap \ker D_{g_{b}} \Upsilon(-; g_{b}).$ Similarly, in the notation of Lemma 7.13, we have

$$b \mapsto \hat{h}_{b, s_{0}}^{*} = G_{g_{b}} \delta_{g_{b}}^{*} \hat{\omega}_{b, s_{0}}^{*} \in \ker L_{g_{b}}^{*} \cap \text{Poly}^{1}(t_{s})\bar{H}_{b}^{-\infty, -1/2},$$
$$b \mapsto \hat{h}_{b, s_{1}}^{*}(S) = G_{g_{b}} \delta_{g_{b}}^{*} \hat{\omega}_{b, s_{1}}^{*}(S) \in \ker L_{g_{b}}^{*} \cap \text{Poly}^{1}(t_{s})\bar{H}_{b}^{-\infty, -1/2}, \quad S \in S_{1}. \tag{9.12}$$

**Proof.** Given $\hat{\mathcal{K}}_{b_{0, s_{j}}} \ni h = t_{s}h_{1} + h_{0}$ for $j = 0$ or $j = 1$, we have $L_{g_{b_{0}}} h_{1} = 0$. Thus, either $h_{1} = 0$, in which case $h_{0}$ is a scalar multiple of $h_{b_{0}, s_{j}}$ by Proposition 9.1; or, after rescaling by a non-zero constant, $h_{1} = h_{b_{0}, s_{j}} = \delta_{g_{b_{0}}}^{*} \omega_{b_{0}, s_{j}}$ (depending on $S \in S_{1}$ when $j = 1$). The second Bianchi identity and $\delta_{g_{b_{0}}} G_{g_{b_{0}}} h_{b_{0}, s_{j}} = 0$ then imply, by (3.42) and (7.43),

$$\ker \square_{g_{b_{0}}} \ni \delta_{g_{b_{0}}} G_{g_{b_{0}}} h = [\delta_{g_{b_{0}}} G_{g_{b_{0}}}, t_{s}] h_{b_{0}, s_{j}} + \delta_{g_{b_{0}}} G_{g_{b_{0}}} h_{0} \in \bar{H}_{b}^{\infty, 1/2} + \bar{H}_{b}^{-\infty, 1/2} = \bar{H}_{b}^{\infty, 1/2}.$$  

By Theorem 7.1, this implies $\delta_{g_{b_{0}}} G_{g_{b_{0}}} h = 0$, thus $D_{g_{b_{0}}} \text{Ric}(h) = 0$; thus, writing

$$h = \delta_{g_{b_{0}}}^{*} (t_{s} \omega_{b_{0}, s_{j}}) + h_{0}, \quad h_{0} = h_{0} - [\delta_{g_{b_{0}}}^{*}, t_{s}] \omega_{b_{0}, s_{j}}, \tag{9.13}$$

we obtain the two equations

$$D_{g_{b_{0}}} \text{Ric}(h_{0}) = 0, \tag{9.14a}$$
$$[\square_{g_{b_{0}}}, t_{s}] \omega_{b_{0}, s_{j}} + 2\delta_{g_{b_{0}}} G_{g_{b_{0}}} h_{0} = 0. \tag{9.14b}$$

**Generalized scalar $l = 0$ states.** Here, $j = 0$. Then $h_{0}^{*} \in \bar{H}_{b}^{\infty, -1/2}$ by (7.2a) and (3.42); by mode stability, Theorem 8.1 and Remark 8.2, we have $h_{0}^{*} = \hat{g}_{b_{0}}(\bar{m}, 0) + \delta_{g_{b_{0}}}^{*} \omega_{1}^{*}$ for some $\bar{m} \in \mathbb{R}$ and $\omega_{1}^{*} \in \bar{H}_{b}^{\infty, -3/2}$. Equation (9.14b) thus reads

$$\square_{g_{b_{0}}}(0)\omega_{1}^{*} + [\square_{g_{b_{0}}}, t_{s}] \omega_{b_{0}, s_{0}} + 2\bar{m} \delta_{g_{b_{0}}} G_{g_{b_{0}}} \hat{g}_{b_{0}}^{0}(1, 0) = 0. \tag{9.15}$$

Integrating this against $\omega_{1}^{*}$, the first term gives 0, the second term gives 2 by (7.39), and the last term gives $8\bar{m}$ by (9.6); thus $2 + 8\bar{m} = 0$. Let us hence fix $\bar{m} = -\frac{1}{4}$. Since the second and third term in (9.15) lie in $\bar{H}_{b}^{\infty, -1/2}$, we can then solve for $\omega_{1}^{*} \in \bar{H}_{b}^{\infty, -3/2};$ moreover, in this space, $\omega_{1}^{*}$ is unique modulo multiples of $\omega_{b_{0}, s_{0}}$. Thus, $h$ is necessarily of the form

$$h = \hat{h}_{b_{0}, s_{0}} := \hat{g}_{b_{0}}^{0}(\bar{m}, 0)(-\frac{1}{4}, 0) + \delta_{g_{b_{0}}}^{*} (t_{s} \omega_{b_{0}, s_{0}} + \omega_{1}^{*}).$$

This proves that $\hat{\mathcal{K}}_{b_{0}, s_{0}}$ is 2-dimensional. We can easily make this explicit by replacing $t_{s}$ by $t_{0}$ and $\omega_{1}^{*}$ by $\omega_{1}^{0} := \omega_{1}^{*} + (t_{s} - t_{0}) \omega_{b_{0}, s_{0}}$, the latter solving

$$\square_{g_{b_{0}}}(0)\omega_{1}^{0} = -[\square_{g_{b_{0}}}, t_{0}] \omega_{b_{0}, s_{0}} + \delta_{g_{b_{0}}} G_{g_{b_{0}}} \hat{g}_{b_{0}}^{0}(\bar{m}, 0)(\frac{1}{2}, 0) = -r^{-2}(1 - \frac{2\bar{m}}{r})dt_{0},$$

which has the solution $\omega_{1}^{0} = \omega_{b_{0}, s_{0}}$, see (9.11).
We next construct a generalized zero mode $\hat{h}_{b,s0}$ for $b$ near $b_0$. We change the point of view and make $\omega_{b,s0}$ into the main term of an ansatz, while the linearized Kerr family will give a correction term similarly to above. Thus, starting with

$$\hat{h}_{b,s0} = \delta^*_b (t_s \omega_{b,s0} + \dot{\omega}_{b,s0}) + \ddot{g}_b (\dddot{m}(b), 0), \quad (9.16)$$

we shall determine $\dddot{m}(b)$, with $\dddot{m}(b_0) = -\frac{1}{4}$, such that the equation $L_{g_b} \hat{h}_{b,s0} = 0$ can be solved for $\dot{\omega}_{b,s0} \in H_b^{\infty,-3/2-}$. But this can be done provided we arrange the orthogonality

$$\langle [\Box_{g_b}, t_s] \omega_{b,s0} + 2 \delta_{g_b} G_{g_b} \dot{g}_b (\dddot{m}(b), 0), \omega_{b,s0} \rangle = 0.$$

But as in the proof of Proposition 9.1, this holds for a unique $\dddot{m}(b)$ because of the non-degeneracy (9.6), which persists for $b$ near $b_0$.

- **Generalized scalar $l = 1$ states.** Now, $j = 1$ in (9.13), where $\omega_{b_0,s1} = \omega_{b_0,s1}(S)$ for some $S \in S_1$; and $j = 1$ in (9.14b), so $\delta^*_b (t_s \omega_{b_0,s1}(S) + \dot{\omega}_{b_0,s1}(S))$ is only of size $O(1)$. By Theorem 8.1, equation (9.14a) now implies $h_{b,s1} = \delta^*_b \omega_{b_0,s1}$ for $\omega_{b_0,s1} \in H_b^\infty,5/2-$, and therefore

$$h = \delta^*_b (t_s \omega_{b_0,s1}(S) + \omega_{b_0,s1}), \quad (9.17)$$

with $\omega_{b_0,s1}$ satisfying $\Box_{b_0} (\omega_{b_0,s1}) = -[\Box_{g_{b_0}}, t_s] \omega_{b_0,s1}(S) \in H_b^{\infty,-1/2-}$. By Lemma 7.11, $\omega_{b_0,s1}$ is unique modulo $\{ \omega_{b_0,s1}(S) : S \in S_1 \}$ in the scalar type $l = 1$ sector. Expanding

$$h = t_s h_{b,s1} + (\delta^*_b, t_s) \omega_{b_0,s1}(S) + \delta^*_b \omega_{b_0,s1},$$

recall that the membership $h \in \hat{K}_{b_0,s1}$ requires the term in parentheses to lie in $H_b^{\infty,-1/2-}$, thus to be of size $o(1)$. In view of (7.37), this implies that $\omega_{b_0,s1}$ is unique. Thus, there exists at most one generalized scalar $l = 1$ mode of $L_{g_b}$ with leading term $t_s h_{b,s1}(S)$.

On the other hand, existence of $h$ of this form, and its extension to a continuous family of generalized modes for $L_{g_b}$, $b$ near $b_0$, follows immediately from Proposition 7.13 by setting

$$\hat{h}_{b,s1}(S) = \delta^*_b \dot{\omega}_{b,s1}(S). \quad (9.18)$$

- **Generalized scalar $l = 0$ and $l = 1$ dual states.** Certainly, the expressions in (9.12) produce elements $\ker L_{g_b}^*$ of the desired form. □

By Proposition 4.4, all zero energy modes are polyhomogeneous at $r = \infty$; this is also true for the coefficients of $t^0_s$ and $t^1_s$ of the generalized zero modes constructed above. For later use, we determine their leading order behavior more precisely. Note first that the construction of $\hat{h}_{b,s0}$ in (9.16) shows that its $t_s$-coefficient is $h_{b,s0}$. Consider similarly the definition (9.18) of $\hat{h}_{b,s1}(S)$ in terms of $\dot{\omega}_{b,s1}$, which is constructed in (7.44); upon re-defining $\omega_{b_0,s1}(S)$ as $\omega_{b_0,s1}(S) + c_b \dot{\omega}_{b_0,s0}$ (which is still a continuous family in $b$, linear in $S$, and agrees with $\omega_{b_0,s1}(S)$ for $b = b_0$ since $c_b = 0$ by (7.47)), and then letting $h_{b,s1}(S) = \delta^*_b \dot{\omega}_{b,s1}(S)$, we ensure that the $t_s$-coefficient of $h_{b,s1}(S)$ is equal to $h_{b,s1}(S)$. Analogous arguments apply to $\hat{h}_{b,s0}$ and $\hat{h}_{b,s1}$. Choosing $h_{b,s0}$ etc. in this manner, we now make the following definition:

**Definition 9.5.** For $t_\ast = t_{m_\ast}$, $S \in S_1$, $V \in V_1$, we set

$$\bar{h}_{b,s0} := \hat{h}_{b,s0} - t_s h_{b,s0}, \quad \bar{h}_{b,s1} := \hat{h}_{b,s1} - t_s h_{b,s1},$$

$$\bar{h}_{b,s1}(S) := \bar{h}_{b,s1}(S) - t_s \bar{h}_{b,s1}(S), \quad \bar{h}_{b,s1}(S) := \bar{h}_{b,s1}(S) - t_s \bar{h}_{b,s1}(S).$$
These are stationary \((t_s\text{-independent})\), and lie in \(\mathcal{H}^{\infty,-1/2-}_{b} \) and \(\dot{\mathcal{H}}^{\infty,-1/2-}_{b} \), respectively.

**Lemma 9.6.** For \(S \in S_{1} \) and \(\mathcal{V} \in \mathcal{V}_{1} \), we have

\[
\begin{align*}
  h_{b,s,0}, \ h_{b,s,1}(S), \ h_{b,v,1}(\mathcal{V}) & \in \mathcal{H}^{\infty,1/2-}_{b}, \\
  h_{b,s,1}(S) & \in \dot{\mathcal{H}}^{\infty,1/2-}_{b}, \\
  h_{b,v,1}(\mathcal{V}) & \in \rho\mathcal{C}^{\infty} + \dot{\mathcal{H}}^{\infty,1/2-}_{b},
\end{align*}
\]

(9.19)

where the \(\rho\mathcal{C}^{\infty} \) term has support in \(r \geq 4m_{0} \); moreover, \(h_{b,s,0}^{*} \) has compact support. In the notation of Definition 9.5, we have

\[
\begin{align*}
  h_{b,s,0}, \ h_{b,s,1}(S) & \in \rho\mathcal{C}^{\infty} + \mathcal{H}^{\infty,1/2-}_{b}, \\
  h_{b,v,0}, \ h_{b,s,1}(S) & \in \rho\mathcal{C}^{\infty} + \dot{\mathcal{H}}^{\infty,1/2-}_{b};
\end{align*}
\]

(9.20)

the remainder terms of \(h_{b,s,0}^{*} \) and \(h_{b,s,1}(S) \) have support in \(r \geq r_{b} \), are smooth in \(r > r_{b} \), conormal at \(\partial_{+}X \) with the stated weight, and lie in \(\mathcal{H}^{-3/2-} \) near the event horizon \(r = r_{b} \).\(^{17}\)

**Proof.** The statement for \(h_{b,v,1} \) was proved in Proposition 7.10; the statement for \(h_{b,v,1}(\mathcal{V}) \) follows directly from Proposition 4.4, using the fact that zero frequency solutions of the wave operator on symmetric 2-tensors on Minkowski space, which in the standard coordinate splitting is a \(10 \times 10 \) matrix of scalar wave operators, have \(r^{-1} \) asymptotics provided they belong to \(\mathcal{H}^{\infty,-1/2-}_{b} \) near infinity.

The statements about \(h_{b,s,0}^{*} \) and \(h_{b,s,0} \) follow immediately from (7.3) and (9.3a). For \(h_{b,s,0} \), we record a more precise statement: since \(\omega_{b,s,0} \in \rho\mathcal{C}^{\infty} + \mathcal{H}^{\infty,1/2-}_{b} \) (either by inspection, see Remark 7.2, or by similar normal operator arguments), we have \(h_{b,s,0} \in \rho^{2}\mathcal{C}^{\infty} + \mathcal{H}^{\infty,3/2-}_{b} \) since elements of the kernel of the spectral family of the scalar wave operator on Minkowski space at zero energy with decay \(r^{-2} \) have a leading order term in \(r^{-2}S_{1} \), in fact deduce from \(h_{b,s,0} \in \ker L_{g_{b}}(0) \) that

\[
h_{b,s,0} \in r^{-2}\Omega_{1} + \mathcal{H}^{\infty,3/2-}_{b},
\]

where

\[
\Omega_{1} = \text{span}\{S \, dt^{2}, \, S \, dt \otimes_{s} dx^{i}, \, S \, dx^{i} \otimes_{s} dx^{j}: \, S \in S_{1}, \, 1 \leq i, j \leq 3\}.
\]

(9.21)

We proved the statement (9.19) for \(h_{b,s,1}(S) \) in equation (7.43); the argument given there also applies to \(h_{b,s,1}(S) \). We again record a more precise statement: dropping the argument \(S \in S_{1} \) from the notation, write \(b = (m, a) \) and denote by \(b_{1} = (m, 0) \) the Schwarzschild parameters with the same mass. Then \(\omega_{b,s,1} = \omega_{b_{1},s_{1}} + \omega' \), where \(\omega' \in \mathcal{H}^{\infty,-1/2-}_{b} \) solves

\[
\square_{g_{b}}(0)\omega' = -\square_{g_{b}}(0)\omega_{b_{1},s_{1}} = \left(\square_{g_{b}}(0) - \square_{g_{b}}(0)\right)\omega_{b_{1},s_{1}} \in \mathcal{H}^{\infty,5/2-}_{b};
\]

(9.22)

here, we used Lemma 3.4. Normal operator arguments give \(\omega' \in \rho\mathcal{C}^{\infty} + \mathcal{H}^{\infty,1/2-}_{b} \), hence

\[
h_{b,s,1} = \delta_{g_{b}}^{*}\omega_{b,s,1} = \delta_{g_{b_{1}}}^{*}\omega_{b_{1},s_{1}} + (\delta_{g_{b_{1}}} - \delta_{g_{b}}^{*})\omega_{b_{1},s_{1}} + \delta_{g_{b}}^{*}\omega' \in \mathcal{H}^{\infty,3/2-}_{b} + \rho^{2}\mathcal{C}^{\infty} + \mathcal{H}^{\infty,3/2-}_{b}.
\]

\(^{17}\)Put differently, we have \(\tilde{h}_{b,s,0} \in \rho\mathcal{C}^{\infty} + \chi\mathcal{H}^{\infty,-1/2-}_{b} + (1 - \chi)\mathcal{H}^{-3/2-}_{b} \), where \(\chi \equiv 1 \) for \(r > 4m_{0} \) and \(\chi \equiv 0 \) for \(r < 3m_{0} \); likewise for \(\tilde{h}_{b,s,1}(S) \).
A normal operator argument implies that the leading order term has to lie in \( \Omega_1 \), so
\[
h_{b,s1}(S) \in r^{-2}\Omega_1 + \hat{H}_b^{\infty,3/2-}.
\]
We argue similarly for \( h_{b,s1}^* \): by (6.8), (7.33), it lies in \( \rho^2\mathcal{C}^\infty + H_b^{\infty,3/2-} \) near infinity, hence
\[
h_{b,s1}^* \in \chi r^{-2}\Omega_1 + \hat{H}_b^{-\infty,3/2-},
\]
where \( \chi \) is a cutoff, identically 0 for \( r \leq 3m_0 \) and identically 1 for \( r \geq 4m_0 \).

To prove the statements (9.20), recall that \( \hat{h}_{b,s0} \) solves
\[
\tilde{L}_{g_b}(0)\hat{h}_{b,s0} = -[L_{g_b},t_*]h_{b,s0} \in \rho^2\mathcal{C}^\infty + \hat{H}_b^{\infty,5/2-}.
\]
This can be solved by first solving away the leading order term via inversion of the normal operator of \( \tilde{L}_{g_b}(0) \) at infinity; since the latter has \(-i\) in its boundary spectrum, this may a priori produce logarithmic terms \( r^{-1}\log r \) in addition to \( r^{-1} \) terms. It then remains to find a correction term that solves away, globally on \( X \), an error term lying in \( \hat{H}_b^{\infty,5/2-} \); this can certainly be done in the space \( \hat{H}_b^{\infty,-1/2-} \) (since we already know that a solution, \( \hat{h}_{b,s0} \), to the full equation (9.24) exists), and by the usual normal operator argument this correction automatically lies in \( \rho\mathcal{C}^\infty + \hat{H}_b^{\infty,-1/2-} \).

Thus, it suffices to show that the leading term of \([L_{g_b},t_*]h_{b,s0}\) can be solved away without a logarithmic term of size \( r^{-1}\log r \). But this only requires a normal operator calculation; in particular, in view of Lemma 4.2, we can replace \([L_{g_b},t_*]\) by \( 2i\rho(\rho D_\rho + i) \) where \( \rho = r^{-1} \), which on \( \rho^2\mathcal{C}^\infty / H_b^{\infty,3/2-} \) is simply multiplication by 2; so the task is to solve
\[
\square_{g,2}\hat{h} \in -2r^{-1} \cdot r^{-2}\Omega_1 = r^{-3}\Omega_1.
\]
The space of (generalized) resonant states of \( \square_{g,2}(0)^* \) at \(-i\), i.e. the space of tensors which are (quasi)homogeneous of degree \(-1\) and annihilated by \( \square_{g,2}(0)^* \), is spanned by \( r^{-1} \) times
\[
dt^2, \ dt \otimes_s dx^i, \ dx^i \otimes_s dx^j \ (1 \leq i, j \leq 3).
\]
Thus, \( \hat{h} \) has no logarithmic terms provided each of these are orthogonal to \( \Omega_1 \) when integrated over the sphere \( S^2 \) at infinity; and this is indeed the case, due to the fact that \( S \in S_1 \) integrates to 0 over \( \{\rho = 0\} \cong S^2 \). The same argument proves the result for \( \hat{h}_{b,s1} \).

The statement for \( h_{b,s0}^* \), which solves \( \tilde{L}_{g_b}(0)^*h_{b,s0}^* = -[L_{g_b},t_*]h_{b,s0}^* \) with compactly supported right hand side, is clear. (Note also that the right hand side is one derivative less regular than \( h_{b,s0}^* \) at the event horizon; the solution operator \( (\tilde{L}_{g_b}(0))^* \) gains one derivative there, hence \( h_{b,s0}^* \) has (at least) the same regularity as \( h_{b,s0}^* \) itself.) The claim for \( \hat{h}_{b,s1}^* \) is proved like that for \( \hat{h}_{b,s1} \) in view of (9.23).

9.3. Generalized stationary modes: quadratic growth. We next study whether the linearization \( L_{g_0} \) at the Schwarzschild metric admits quadratically growing solutions of scalar type \( l = 0 \) or \( l = 1 \). (For all other types, this possibility has been excluded already.)

**Lemma 9.7.** Let \( d \geq 2 \). There does not exist \( h = \sum_{j=0}^d t_j h_j \) with \( h_j \in \hat{H}_b^{\infty,-1/2-} \) of scalar type \( l = 1 \) and \( h_d \neq 0 \) for which \( L_{g_0} h = 0 \).
Proof. By the argument at the beginning of the proof of Lemma 9.3, it suffices to prove this for \(d = 2\). Then \(h_2 = h_{b_0,s_1}(S) \in \ker L_{g_{b_0}}\) for some \(0 \neq S \in S_1\), and

\[
0 = L_{\hat{g}_{b_0}}h = t^* (2[L_{g_{b_0}}, t^*]h_2 + L_{g_{b_0}} h_1) + ([L_{g_{b_0}}, t^*]h_2 + [L_{g_{b_0}}, t^*] h_1 + L_{g_{b_0}} h_0). \tag{9.27}
\]

The vanishing of the linear (in \(t^*\)) term is equivalent to \(L_{g_{b_0}}(2t^* h_2 + h_1) = 0\), thus \(2t^* h_2 + h_1 = 2h_{b_0,s_1}(S) + c h_{b_0,s_1}(S'), c \in \mathbb{R}, S' \in S_1\). By subtracting from \(h\) the 2-tensor \(c h_{b_0,s_1}(S') \in \ker L_{g_{b_0}}\), we can set \(c = 0\), thus \(h_1 = 2(h_{b_0,s_1} - t^* h_{b_0,s_1})\). It thus remains to determine whether \(h_0\) can be chosen to make the constant term in (9.27) vanish. This is equivalent to the vanishing of the pairing of this term with \(h_{b_0,s_1}^*\); but, dropping \(S\) from the notation, a lengthy calculation shows that, for \(S = \cos \theta\) (which can be arranged by choosing suitable polar coordinates, and rescaling by a non-zero complex number),

\[
\langle [L_{g_{b_0}}, t^*]h_{b_0,s_0} + 2[L_{g_{b_0}}, t^*](\hat{h}_{b_0,s_0} - t^* h_{b_0,s_0}), h_{b_0,s_0}^* \rangle = -8\pi m_0 \neq 0. \tag{9.28}
\]

(One can show that this calculation is unaffected when one replaces \(t^*\) by \(t_0\); but then \(t_0\) being null implies that \([L_{g_{b_0}}, t_0], t_0 \equiv 0\), which simplifies the calculation. We double-checked it using Mathematica.)

By continuity, the non-degeneracy (9.28) remains valid for \(b_0\) replaced by nearby \(b\). For scalar type \(l = 0\) modes on the other hand, one can verify that the pairing

\[
\langle [L_{g_{b_0}}, t^*]h_{b_0,s_0} + 2[L_{g_{b_0}}, t^*](\hat{h}_{b_0,s_0} - t^* h_{b_0,s_0}), h_{b_0,s_0}^* \rangle \tag{9.29}
\]

vanishes, which by the arguments following (9.27) implies the existence of a quadratically growing generalized mode solution. We do not use this degeneracy in the sequel, but do point out that this is the reason for implementing constraint damping, as we discuss momentarily. The key observation is that these quadratically growing solutions are pathological in that they cannot satisfy the linearized gauge condition:

**Lemma 9.8.** Suppose \(h = t^2 h_2 + t^* h_1 + h_0 \in \text{Poly}^2(t^*) \bar{H}_b^{-1, -1/2}\) is of scalar type \(l = 0\) and solves \(D_{g_{b_0}} \text{Ric}(h) = 0\) and \(\delta_{g_{b_0}} G_{g_{b_0}} h = 0\), then necessarily \(h_2 = 0\). In particular, if \(L_{g_{b_0}} h = 0\) but \(h_2 \neq 0\), then \(\delta_{g_{b_0}} G_{g_{b_0}} h \neq 0\).

**Proof.** The assumptions on \(h\) imply that \(L_{g_{b_0}} h = 0\). Suppose we can find a generalized mode \(h^*\) with \(h_2 \neq 0\). As in the proof of the previous lemma, after multiplying by a non-zero scalar and subtracting from \(h\) a multiple of \(h_{b_0,s_0}\), we must have \(h_2 = h_{b_0,s_0}\) and \(h_1 = 2(\hat{h}_{b_0,s_0} - t^* h_{b_0,s_0})\). Thus, by Proposition 9.4, and writing \(\omega_{b_0,s_0} = \omega_{b_0,s_0}^0 + (t_0 - t^*) \omega_{b_0,s_0}\),

\[
h = t^2 h_{b_0,s_0} + 2t^* (\hat{h}_{b_0,s_0} - t^* h_{b_0,s_0}) + h_0 = t^2 h_{b_0,s_0} + 2t^* (\delta_{g_{b_0}} (t_0 \omega_{b_0,s_0} + \hat{\omega}_{b_0,s_0}) - t^* \delta_{g_{b_0}} \omega_{b_0,s_0} + \dot{\omega}_{b_0}(-\frac{1}{4}, 0) + h_0 = \delta_{g_{b_0}} (t^2 \omega_{b_0,s_0} + 2t^* \omega_{b_0,s_0}) + 2t^* \dot{\omega}_{b_0}(-\frac{1}{4}, 0) + h_0,
\]

where \(h_0 = -2[\delta_{g_{b_0}}, t^*] \omega_{b_0,s_0} + h_0\). Since \(D_{g_{b_0}} \text{Ric}(h) = 0\), we have \(D_{g_{b_0}} \text{Ric}(t^* \dot{\omega}_{b_0} (1, 0) - 2h_0) = 0\); but then Theorem 8.1(e) implies that there exist scalar type \(l = 0\) 1-forms \(\omega_1, \omega_2 \in \hat{H}_b^{\infty, l'}\) for some \(l' \in \mathbb{R}\) such that

\[
t^* \dot{\omega}_{b_0} (1, 0) - 2h_0 = \delta_{g_{b_0}} (t^2 \omega_2 + t^* \omega_1 + \omega_0) = \delta_{g_{b_0}} (t^2 \omega_2 + t^* \omega_1 + \omega_0). \tag{9.31}
\]
Expanding the right hand side into powers of $t$, the coefficient of $t^2$ vanishes, hence $\delta^*_{g_{\text{Sch}}} \omega_2 = 0$, thus $\omega_2 = c\partial_t^2$, $c \in \mathbb{C}$. The linear term of (9.31) then reads

$$\hat{g}^0_{b_0}(1, 0) = 2[\delta^*_{g_{\text{Sch}}}, t_2] \omega_2 + \delta^*_{g_{\text{Sch}}} \omega_1 = \delta^*_{g_{\text{Sch}}} (2ct_2 \partial_t^2 + \omega_1);$$

(9.32)

that is, the linearized Schwarzschild metric is pure gauge, which is not the case.\footnote{This is easy to check explicitly. Suppose equation (9.32) held; more generally, let $\omega = p(t_0, r)dt_0 + q(t_0, r)dr$ and suppose $S := \delta^*_{g_{\text{Sch}}} \omega - \hat{g}^0_{b_0}(1, 0) = 0$. Since $S_{rr} = \partial_r q$, we have $q = \omega(t_0)$. Then, $S_{t_0} = rp + (r - 2m)q = 0$ implies $p = -\frac{(r - 2m)}{r} q$, and then $S_{t_0} = \frac{1}{2} q' = 0$ implies that $q(t_0)$ is a constant; therefore, $\omega = \omega(-(1 - \frac{2m}{r})dt_0 + dr) = -q\partial_r^2$; but then we have $S = \hat{g}^0_{b_0}(1, 0) \neq 0$.}

According to this lemma, in order to exclude quadratically (and faster polynomial) growing generalized mode solutions in the scalar $l = 0$ sector on Schwarzschild spacetimes, it suffices to ensure that the linearized gauge condition necessarily holds for $h \in \ker L_{g_{\text{sch}}} \cap \text{Poly}^2(t_*)\hat{H}^{\infty, -1/2}$. We thus proceed to explain why this may (and indeed does) fail for the unmodified linearized gauge-fixed Einstein operator: consider again $h$ as in (9.30); then by the linearized second Bianchi identity, and writing $\hat{h}_{b_0, s_0} = \hat{h}_{b_0, s_0} - t_s h_{b_0, s_0} \in \hat{H}^{\infty, -1/2}$,

$$\ker \Box_{g_{\text{Sch}}} \ni \delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}} h = 2t_* ((\delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}}, t_*) h_{b_0, s_0} + \delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}} h_{b_0, s_0})$$

+ $2((\delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}}, t_*) h_{b_0, s_0} + \delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}} h_{b_0, s_0})$.

The coefficient of the linear (in $t_*$) term thus lies in $\ker \Box_{g_{\text{Sch}}} (0) \cap \hat{H}^{\infty, -1/2}$, hence vanishes by Theorem 7.1. Thus, the (stationary) second line lies in

$$\ker (\delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}} \circ \delta^*) \Box_{g_{\text{Sch}}} (0) \cap \hat{H}^{\infty, -1/2}.$$  

(9.33)

But the latter space is non-trivial, allowing for $\delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}} h = c\partial_{b_0, s_0}$ for $c \neq 0$. (This calculation also implies that necessarily $D_{g_{\text{Sch}}} \text{Ric}(h) \neq 0$: indeed, we otherwise would also have $0 = \delta^*_{g_{\text{Sch}}} \delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}} h = ch_{b_0, s_0}$, forcing $c = 0$, and thus $h$ would only be linearly growing by Lemma 9.8—a contradiction.)

This is therefore the place where constraint damping (CD) becomes crucial. Namely, replacing $\delta^*_{g_{\text{Sch}}}$ in the definition of the linearized gauge-fixed Einstein operator, and thus in (9.33), by a lower order (and spherically symmetric) modification of the form described in Definition 4.6—let us simply denote the resulting operator by $\tilde{g}^*_{g_{\text{Sch}}}$ here—one can ensure that the zero energy nullspace of $\delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}} \circ \delta^*_{g_{\text{Sch}}}$ on $\hat{H}^{\infty, -1/2}$ is trivial. For putative quadratically growing scalar $l = 0$ zero modes $h$, with non-vanishing $t^2_*$ term, of the corresponding linearized modified gauge-fixed Einstein operator, we can then conclude $\delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}} h = 0$, which is a contradiction by Lemma 9.8.

10. Constraint damping (CD)

We proceed to describe constraint damping modifications, as motivated in §9.3. We will show in §10.1 that replacing $\delta^*_{g_{\text{Sch}}}$ by $\tilde{g}^*_{g_{\text{Sch}}}$, see Definition 4.6, with $E = E(g; c, \gamma_1, \gamma_2)$ (see (4.10)) being a modification, with a suitably chosen (and in fact compactly supported) $c$, and with $\gamma_1, \gamma_2$ small, eliminates the zero energy nullspace of the constraint propagation operator $\delta_{g_{\text{Sch}}} G_{g_{\text{Sch}}} \tilde{g}^*_{g_{\text{Sch}}}$ on $\hat{H}^{\infty, -1/2}$ for the Schwarzschild metric $g = g_{\text{Sch}}$, and thus for slowly rotating Kerr metrics $g = g_k$. This information suffices to get a complete description of
the generalized zero energy nullspace of \( L_{g_b} \), see Theorem 10.4. In §10.2 we show that one can ensure that this modification not only eliminates the zero energy nullspace, but also preserves the absence of non-zero resonances \( \sigma \in \mathbb{C}, \Im \sigma \geq 0 \), both for the constraint propagation operator and for the linearized modified gauge-fixed Einstein operator.

Remark 10.1. For comparison with the large (i.e. taking \( \gamma_1, \gamma_2 \gg 1 \)) CD used in [HV18b], note that here, the only problematic behavior which we aim to eliminate by means of CD concerns quadratically (or more) growing generalized zero energy modes, whereas on Kerr–de Sitter we needed to eliminate non-pure-gauge modes in the open upper half plane (see e.g. [HV18b, Appendix C.2] for the explicit calculations on static de Sitter spacetimes), which clearly cannot be done by perturbative methods.

Remark 10.2. On the other hand, in [HV20], we used small CD which however is asymptotically (at \( \mathcal{S}^+ \)) non-trivial (roughly, in the reference we took \( c = r^{-1}dt \) near \( \mathcal{S}^+ \)). Such CD modifications affect (albeit only mildly so for small \( \gamma_1, \gamma_2 \)) the asymptotic behavior of (mode) solutions of the modified linearized gauge-fixed operator. Recall however that CD at \( \mathcal{S}^+ \) in [HV20] was implemented only to ensure better decay properties of certain metric components at \( \mathcal{S}^+ \) in a nonlinear iteration scheme; hence, for the present linear stability problem, there is no need for such asymptotically non-trivial CD. With an eye towards a possible proof of the nonlinear stability of the Kerr family, we do remark however that this type of CD can be implemented in this paper as well (as an additional small perturbation on top of an already working compactly supported CD); the changes in the behavior of the resolvent are minor, as discussed in a general setting in [Vas20b]. The details will be discussed elsewhere.

Let \( \chi \in C_c^\infty((r_-, 3m_0)) \) be a localizer, identically 1 near \( 2m_0 \); let further
\[
\hat{c} := dt_0 - \nu dr, \quad c := \chi(r) \hat{c},
\]
with \( \nu \in \mathbb{R} \) to be chosen later. (For \( \nu > 0 \), this is a future timelike 1-form on the Schwarzschild spacetime \((\mathcal{M}^\circ, g_{b_0})\).) We then let
\[
E = E(g; c, \gamma), \quad \bar{\delta}_{g, \gamma}^* := \bar{\delta}_{g, E}^*.
\]
We study the linearized modified gauge-fixed Einstein operator
\[
L_{g, \gamma} := L_{g, E},
\]
see (4.12), in detail §11; here, we focus on the operator arising via the second Bianchi identity, \( \delta_g G_g L_{g, \gamma} := 2\delta_g G_g \bar{\delta}_g^* \circ \delta_g G_g \), and draw a few simple conclusions for \( L_{g, \gamma} \). Define thus the (modified) gauge propagation operator
\[
\mathcal{P}_{g, \gamma} := 2\delta_g G_g \bar{\delta}_g^*, \quad \mathcal{P}_{b, \gamma} := \mathcal{P}_{g, \gamma}.
\]
So far, we worked with \( L_0 = L_{g_0} \), thus \( \mathcal{P}_{b, 0} = \Box_{g_0, 1} \) is the tensor wave operator.

10.1. Zero frequency improvements. We show that the kernel \( \tilde{\text{ker}} \mathcal{P}_{b, \gamma}(0) \cap \dot{H}_b^{\infty, -1/2} = \langle \omega_{b, 0} \rangle \) for \( \gamma = 0 \) becomes trivial for small \( \gamma \neq 0 \) upon choosing \( \nu \) in (10.1) suitably:

Proposition 10.3. Let \( \nu \neq 1 \). There exists \( \gamma_0 > 0 \) such that for fixed \( \gamma \) with \( 0 < |\gamma| < \gamma_0 \), the following holds: for \( b \) sufficiently close to \( b_0 \),
\[
\ker \tilde{\text{P}}_{b, \gamma}(0) \cap \dot{H}_b^{\infty, -1/2} = 0, \quad \ker \tilde{\text{P}}_{b, \gamma}(0)^* \cap \dot{H}_b^{\infty, -1/2} = 0.
\]
Proof. Fix \( \ell \in (-\frac{3}{2}, -\frac{1}{2}) \), \( s > \frac{3}{2} \), and put
\[
\mathcal{X}^{s, \ell}_b = \{ u \in \dot{H}^{s, \ell}_b : \hat{\mathcal{P}}_{b, \gamma}(0)u \in \dot{H}^{s-1, \ell+2}_b \}.
\]
Recall from (the proof of) Theorem 4.3 that \( \hat{\mathcal{P}}_{b, \gamma}(0) : \mathcal{X}^{s, \ell}_b \to \dot{H}^{s-1, \ell+2}_b \) is Fredholm of index 0 when \( \gamma \) is small. Since \( \hat{\mathcal{P}}_{b, \gamma}(0) - \mathcal{P}_{b, 0}(0) \) is a compactly supported, first order operator, the space \( \mathcal{X}^{s, \ell}_b \) does not depend on \( \gamma \).

We first consider the Schwarzschild case \( b = b_0 \). We split domain and target by writing
\[
\mathcal{X}^{s, \ell}_{b_0} = \mathcal{K}^\perp \oplus \mathcal{K}, \quad \mathcal{K} = \ker \mathcal{X}^{s, \ell}_{b_0}(0) = \langle \omega_{b_0, s_0} \rangle,
\]
\[
\dot{H}^{s-1, \ell+2}_b = \mathcal{R} \oplus \mathcal{R}^\perp, \quad \mathcal{R} = \ran \mathcal{X}^{s, \ell}_{b_0}(0) = \text{ann} \omega^*_{b_0, s_0},
\]
where ann denotes the annihilator, \( \mathcal{K}^\perp \) is a complementary subspace to \( \mathcal{K} \), and \( \mathcal{R}^\perp = \langle \eta \rangle \) is complementary to \( \mathcal{R} \) inside of \( \dot{H}^{s-1, \ell+2}_b \); here we may choose \( \eta \in \dot{C}^\infty(X; s \mathcal{T}^\ast X) \), and we may arrange \( \langle \eta, \omega^*_{b_0, s_0} \rangle = 1 \). The operator \( \hat{\mathcal{P}}_{b_0, \gamma}(0) \) takes the form
\[
\hat{\mathcal{P}}_{b_0, \gamma}(0) = \begin{pmatrix} P_{00} + \gamma P^b_{00} & \gamma P^b_{01} \\ \gamma P^b_{10} & \gamma P^b_{11} \end{pmatrix}.
\]
If we identify \( \mathbb{C} \cong \mathcal{K} \) via \( c \mapsto c\omega_{b_0, s_0} \), and further \( \mathbb{C} \cong \mathcal{R}^\perp \) via \( c \mapsto c\eta \) (thus \( \mathcal{R}^\perp \to \mathbb{C} \) is given by \( \eta' \mapsto \langle \eta', \omega^*_{b_0, s_0} \rangle \)), then \( P^b_{11} \) is simply a number: indeed, one computes
\[
P^b_{11} = \gamma^{-1}(\hat{\mathcal{P}}_{b_0, \gamma}(0) - \hat{\mathcal{P}}_{b_0, 0}(0))\omega_{b_0, s_0}, \omega^*_{b_0, s_0} = \langle 2\delta_g G_g(2\omega_{b_0, s_0} - G(\mathcal{S}_g, \omega_{b_0, s_0}) \omega_{b_0, s_0}), \omega^*_{b_0, s_0} \rangle = 8\pi(v - 1).
\]
Suppose now \( \ker \hat{\mathcal{P}}_{b_0, \gamma}(0) \ni (\omega_0, \omega_1) \in \mathcal{K}^\perp \oplus \mathcal{K} \); then \( \omega_0 = -\gamma(P_{00} + \gamma P^b_{00})^{-1}P^b_{01} \omega_1 \), so
\[
(P^b_{11} - \gamma P^b_{10}(P_{00} + \gamma P^b_{00})^{-1}P^b_{01})\omega_1 = 0.
\]
For \( v \neq 1 \) and small \( \gamma \), this forces \( \omega_1 = 0 \), thus \( \omega_0 = 0 \), proving the injectivity, and hence invertibility, of \( \hat{\mathcal{P}}_{b_0, \gamma}(0) \); it also implies that the adjoint has trivial kernel on \( \dot{H}^{-\infty, -3/2+}_b \).

Fixing such small non-zero \( \gamma \), the invertibility of \( \hat{\mathcal{P}}_{b_0, \gamma}(0) \) implies that of \( \hat{\mathcal{P}}_{b, \gamma}(0) \) by simple perturbation arguments as in [Vas13, §2.7]. \( \square \)

This is sufficient to exclude quadratically growing zero modes of the operator \( L_{g_{b_0, \gamma}} \); in fact, we can now give a full description of the generalized zero energy nullspace of \( L_{g_{b, \gamma}} \) for \( b \) near \( b_0 \):

**Theorem 10.4.** Let \( s > \frac{5}{2} \), \( \ell \in (-\frac{3}{2}, -\frac{1}{2}) \), and fix \( \gamma \) as in Proposition 10.3. Then there exists \( C_0 > 0 \) such that for Kerr parameters \( b \in \mathbb{R}^4 \), \( |b - b_0| < C_0 \), the operator \( L_{g_{b, \gamma}} \) has the following properties:

1. the kernel of \( \hat{L}_{g_{b, \gamma}}(0) \) is 7-dimensional,
\[
\mathcal{K}_b := \ker \hat{L}_{g_{b, \gamma}}(0) = \mathcal{C} h_{b, s_0} \oplus h_{b, s_1}(S_1) \oplus h_{b, v1}(V_1),
\]
where we use the notation of Proposition 9.1;
Lemma 10.5. In the notation of Theorem 10.4, the 7-dimensional\textsuperscript{19} space
\[
\mathcal{K}_b^{\gamma,*} := \ker \tilde{L}_{b,\gamma}(0)^* \cap \tilde{H}_b^{-\infty,-1/2,-}
\]
depends continuously on \((b, \gamma)\) near \((b_0, 0)\): there exist continuous \((b, \gamma)\) families
\[
h^*_b, h^*_b(s), h^*_b(v) \in \mathcal{K}_b^{\gamma,*}, \quad S \in S_1, \; V \in V_1,
\]
linear in \(S\) and \(V\), which satisfy \(h^*_{b_0} = h^*_{b,0}\), \(h^*_{b,S_1}(S) = h^*_{b,s}(S)\), and \(h^*_{b,v}(V) = h^*_{b,v}(V)\).

Remark 10.6. Paralleling Remark 6.4, we note that the dual states are still necessarily supported in \(r \geq r_b\) and smooth/conormal in \(r > r_b\). Their Sobolev regularity at the event horizon \(r = r_b\) is \(-\frac{3}{2} + O(|\gamma|)\), as the constraint damping modification is non-trivial there and may thus shift the threshold regularity; see [HV18b, \S 9.2].

Proof of Lemma 10.5. We use an argument by contradiction similar to that at the end of \S 7.3. Namely, fix \(s > \frac{5}{2}\), \(\ell \in (-\frac{3}{2}, -\frac{1}{2})\), and suppose there exists \(h_j^* \in \mathcal{K}_b^{\gamma,*}\) with \(\|h_j^*\|_{\hat{H}^s_{b,\ell}} = 1\), where \(s' = 1 - s < -\frac{3}{2}\), \(\ell' = -2 - \ell \in (-\frac{3}{2}, -\frac{1}{2})\), and \((b_j, \gamma_j) \to (b_0, 0)\) as \(j \to \infty\), but so that \(h_j^*\) stays a fixed distance away from \(\mathcal{K}_b^{\gamma,*}\); that is, there exists \(h \in \hat{C}_b\) such that \(h \in \text{ann} \mathcal{K}_b^{\gamma,*}\), but \(|\langle h, h_j^* \rangle| \geq c > 0\) for all \(j\). Recall that we have uniform estimates
\[
\|h^*\|_{\hat{H}^s_{b,\ell'}} \leq C \left( \|\tilde{L}_{b,\gamma}(0)^* h^*\|_{\hat{H}_{b,\ell'+1}^{-1} + 2} + \|h^*\|_{\hat{H}^s_{b,\ell}} \right)
\]
for fixed \(s_0 < s'\), \(\ell_0 < \ell'\), and for all \((b, \gamma)\) in a fixed small neighborhood of \((b_0, 0)\). Applying this to \(h_j^*\) at \((b_j, \gamma_j)\) shows that \(\|h_j^*\|_{\hat{H}^s_{b,\ell_0}}\) is bounded from below by a positive constant; hence a weak limit \(h_j^* \rightharpoonup h^* \in \hat{H}^s_{b,\ell'}\), which automatically lies in \(\mathcal{K}_b^{\gamma,*}\), is necessarily nonzero. Since it also satisfies \(|\langle h, h^* \rangle| \geq c > 0\), this is a contradiction. This argument works equally well when \((b_j, \gamma_j) \to (b, \gamma)\) for some \((b, \gamma)\) close to \((b_0, 0)\), finishing the proof of the continuity of \(\mathcal{K}_b^{\gamma,*}\).

In order to construct \(h_j^{\gamma,*}\), fix elements \(h_{b,1}, \ldots, h_{b,7} \in \hat{C}_b\), which induce linear forms \(\ell_{b,j} = \langle h_{b,j}, - \rangle\) on \(\mathcal{K}_b^{\gamma,*}\); we may arrange that \(\{h^*_{b,0}\} = \mathcal{K}_b^{\gamma,*} \cap \ell_{b,1}^{-1}(1) \cap \cap_{j=2}^7 \ell_{b,j}^{-1}(0)\), and that the \(h_{b,j}\) depend continuously on \(b\). We can then define \(h^{\gamma,*}_{b,0}\) by \(\{h^{\gamma,*}_{b,0}\} = \mathcal{K}_b^{\gamma,*} \cap \ell_{b,1}^{-1}(1) \cap \cap_{j=2}^7 \ell_{b,j}^{-1}(0)\). One can similarly construct \(h^{\gamma,*}_{b,v}(S)\) when \(S\) is an element of a fixed basis of \(S_1\), and define \(h^{\gamma,*}_{b,v}(S)\) for general \(S\) as linear combination; similarly for \(h^{\gamma,*}_{b,v}(V)\). \(\square\)

\textsuperscript{19}This is a consequence of Theorem 10.4(1) and the fact that \(\tilde{L}_{b,\gamma}(0)\) has index 0.
Remark 10.7. An alternative proof of Lemma 10.5 proceeds by constructing \( h_{b,s0}^\gamma \) etc. directly by adapting the normal operator arguments from §§6, 7 and 9; see the proof of Lemma 10.8 for details.

Proof of Theorem 10.4(2). Recall that the choice of symmetric gradient does not affect the existence of (generalized) mode solutions of the linearized gauge-fixed Einstein equations which are solutions of the linearized Einstein equations and also satisfy the linearized gauge condition; thus, for all these, the CD modification encoded by \( \gamma \) is irrelevant.

We first study the case \( b = b_0 \) and prove that the space \( \hat{K}_{b_0} \) is exactly 11-dimensional. The arguments in the proof of Lemma 9.3 imply that there are no growing scalar or vector type \( l \geq 2 \) zero energy modes for \( L_{g_{b_0},\gamma} \). Moreover, the non-existence of linearly growing vector type \( l = 1 \) modes follows from the non-degeneracy of the pairing (9.10) for \( \gamma = 0 \); this argument extends to nearby \( b \) and small \( \gamma \) by replacing \( L_{g_{b_0}}, h_{b_0,v1}, h_{b_0,v1}^* \) there by \( L_{g_{b_0},\gamma}, h_{b_0,v1}, h_{b_0,v1}^* \), respectively. The non-existence of quadratically growing scalar \( l = 1 \) modes of \( L_{g_{b_0}} \) follows from the non-degeneracy of the pairing (9.28), which persists by similar arguments.

Lastly, the existence of quadratically growing scalar \( l = 0 \) modes can be excluded for small \( \gamma \neq 0 \) as follows: following the arguments around (9.33) with \( \delta_{g_{b_0}} \) replaced by \( \tilde{\delta}_{g,\gamma} \), and using constraint damping (which requires \( \gamma \) to be non-zero) in the form of Proposition 10.3, we conclude that a quadratically growing scalar \( l = 0 \) mode \( h \) with non-zero quadratic (in \( t_* \)) term satisfies the linearized gauge condition \( \delta_{g_{b_0}} G_{g_{b_0}} h = 0 \) and is thus, by Lemma 9.8, in fact only linearly growing—a contradiction. In terms of pairings, this means that

\[
\langle [L_{g_{b_0},\gamma}, t_*] h_{b_0,s0} + 2[L_{g_{b_0},\gamma}, t_*] (\hat{h}_{b_0,s0} - t_* h_{b_0,s0}), h_{b_0,s0}^* \rangle,
\]

which reduces to (9.29) for \( \gamma = 0 \), does not vanish for small non-zero \( \gamma \). This completes the argument for \( \hat{K}_{b_0} \).

Fixing such \( \gamma \), the pairing (10.8) remains non-degenerate for black hole parameters \( b \) sufficiently close to \( b_0 \), likewise for the analogues of the pairings (9.10) and (9.28) for \( L_{g_b,\gamma} \). Thus, the arguments used around (9.10) and (9.28) show that the subspace of those elements of \( \hat{K}_b \) which arise as leading order terms of at least linearly growing zero modes is 4-dimensional, and the subspace consisting of those elements which are leading order terms of at least quadratically growing zero modes is trivial.

We record the analogue of Lemmas 9.6 and 10.5 for generalized zero energy dual states.

Lemma 10.8. In the notation of Theorem 10.4, the 11-dimensional space

\[
\hat{K}_b^\gamma := \ker \hat{L}_{g_b,\gamma}^* (0) \cap \text{Poly}(t_*) \hat{H}_{b,-1/2,-}\infty,\infty
\]

depends continuously on \((b, \gamma), \gamma \neq 0, \) near \((b_0, 0)\); moreover, this space is continuous down to \( \gamma = 0 \). Furthermore:

1. The quotient space \( \hat{K}_b^\gamma / \hat{K}_b^\gamma \) is spanned by (the images in the quotient of) continuous families of generalized zero modes

\[
\hat{h}_{b,s0}^\gamma, \hat{h}_{b,s1}^\gamma (S) \in \hat{K}_b^\gamma,
\]

linear in \( S \in S_1 \), which satisfy \( \hat{h}_{b,s0}^0 = \hat{h}_{b,s0}^* \) and \( \hat{h}_{b,s1}^0 (S) = \hat{h}_{b,s1}^* (S) \).
We wish to set

In order for the ansatz

we can now extend the 1-form \( \omega \) were differentials of scalar generalized modes; since for suitable 1-forms as potentials, as we demonstrate momentarily. The analysis for potentials, as needed for the control of \( \hat{\omega}_b,\hat{\rho}_b \) of 1-forms and 2-tensors in order to get more precise information on the dual-pure-gauge exploited in the proof of Theorem 10.4.

Thus, we can set

where the \( \rho C^\infty \) terms are supported in \( r \geq 4m_0 \).

Proof. The first statement is proved similarly to Lemma 10.5 and uses the non-degeneracies exploited in the proof of Theorem 10.4.

The (generalized) zero energy dual states for \( L_{g_b,\gamma} \) are again dual-pure-gauge states with suitable 1-forms as potentials, as we demonstrate momentarily. The analysis for \( \gamma = 0 \) in the previous sections was simplified by the fact that some of the 1-form potentials themselves were differentials of scalar generalized modes; since for \( \gamma \neq 0 \), the exterior derivative \( d \) and \( \mathcal{P}_{b,\gamma}^* \) do not satisfy a useful commutation relation, we need to argue directly on the level of 1-forms and 2-tensors in order to get more precise information on the dual-pure-gauge potentials, as needed for the control of \( \hat{h}_{b,1}^\gamma \) etc. as in the proof of Lemma 9.6. We recall the space \( \Omega_1 \) from (9.21), and fix a cutoff \( \chi \in C^\infty(\mathbb{R}) \), \( \chi \equiv 0 \) on \( (-\infty, 3m_0] \), \( \chi \equiv 1 \) on \( [4m_0, \infty) \).

1. Construction of \( h_{b,0}^\gamma \). We wish to set \( h_{b,0}^\gamma = G_{g_b}^* \omega_{b,0}^\gamma \) with \( \omega_{b,0}^\gamma \in \ker \mathcal{P}_{b,\gamma}(0)^* \), but the kernel here is trivial when intersected with \( \hat{H}_{b,-\infty,-1/2} \) when \( \gamma \neq 0 \). The key is that we can now extend the 1-form \( \partial_t^2 \) from \( r \gg 1 \) to an element \( \tilde{\omega}_{b,0}^\gamma \in \ker \mathcal{P}_{b,\gamma}(0)^* \cap \hat{H}_{b,-\infty,-3/2} \), since the obstruction (7.35) coming from the non-triviality of \( \ker \mathcal{P}_{g_b}(0) \cap \hat{H}_{b,-\infty,-3/2} \), disappears for small non-zero \( \gamma \); thus, we can set \( \omega_{b,0}^\gamma = \chi \partial_t^2 + \omega_0^\gamma \), where \( \omega_0^\gamma \in \hat{H}_{b,-\infty,-1/2} \) solves \( \mathcal{P}_{b,\gamma}(0)^* \omega_0^\gamma = -[\mathcal{P}_{b,\gamma}(0), \chi] \partial_t^2 \in C^\infty(\mathcal{X}^c) \). Therefore, we can put (i.e. re-define), for now,

where the structure of the leading order term again follows from the a priori membership \( h_{b,0}^\gamma \in \hat{H}_{b,-\infty,1/2} \) by normal operator considerations.

2. Construction of \( h_{b,1}^\gamma(S) \). Write \( b = (m, a) \) and \( b_1 = (m, 0) \). Set \( \omega_{b,1}^\gamma(S) = \chi \omega_{b,1}^\gamma(S) + \omega_1^\gamma \), where \( \omega_1^\gamma \in \hat{H}_{b,-\infty,-1/2} \) satisfies \( \mathcal{P}_{b,\gamma}(0)^* \omega_1^\gamma = -\mathcal{P}_{b,\gamma}(0)^*(\chi \omega_{b,1}^\gamma(S)) \) in \( \hat{H}_{b,-\infty,5/2} \), cf. (9.22), hence lies in \( \rho C^\infty + \hat{H}_{b,-\infty,1/2} \). Thus, we can re-define, for now,

where the structure of the leading order term again follows from the a priori membership \( h_{b,1}^\gamma \in \hat{H}_{b,-\infty,1/2} \) by normal operator considerations.

3. Construction of \( h_{b,v_1}^\gamma(V) \). In order for the ansatz \( \omega_{b,v_1}^\gamma(V) = \chi r^2 V + \omega' \) to produce an element of \( \ker \mathcal{P}_{b,\gamma}(0)^* \), we need \( \mathcal{P}_{b,\gamma}(0)^* \omega' = -\mathcal{P}_{b,\gamma}(0)^*(\chi r^2 V) \in \hat{H}_{b,-\infty,3/2}, \) which can be solved for \( \omega' \in \hat{H}_{b,-\infty,-1/2} \) in view of Proposition 10.3. (Note that this is stronger than what we proved in Proposition 7.10.) Thus,

(10.10c)
as a consequence of the a priori $\dot{H}_b^{-\infty,1/2}$ membership.

- **Construction of generalized dual states.** We begin by constructing $\hat{h}_{b,s}$ using the ansatz

$$\hat{h}_{b,s} = \alpha_s(h_{b,s}^\ast + h^\ast_{b,v_1}(V)) + \hat{h}_{b,s},$$

which lies in $\ker L^*_{g_b,\gamma}$ provided

$$L^*_{g_b,\gamma}(0)^\ast \hat{h}_{b,s} = -[L^*_{g_b,\gamma}, \alpha_s]h_{b,s}^\ast = [L^*_{g_b,\gamma}, \alpha_s]h^\ast_{b,v_1}(V). \tag{10.11}$$

This can be solved if and only if the pairing of the right hand side with $K_b$ is trivial. The pairing with $h_{b,s}$ and $h_{b,s}(S)$ automatically vanishes, since the latter are leading order terms of linearly growing generalized zero modes of $L^*_{g_b,\gamma}$. On the other hand, the pairing

$$V_1 \times V_1 \ni (V, V') \mapsto \langle [L^*_{g_b,\gamma}, \alpha_s]h_{b,s}^\ast (V), h_{b,s}(V') \rangle = -\langle h^\ast_{b,v_1}(V), [L^*_{g_b,\gamma}, \alpha_s]h_{b,s}(V') \rangle$$

is non-degenerate due to (9.10) and by continuity in $(b, \gamma)$. Thus, we can choose $V \in V_1$ such that (10.11) has a solution $\hat{h}_{b,s} = H_b^{-\infty,-1/2}$. But then the arguments used in the proof of Lemma 9.6 apply in view of (10.10a) and (10.10c) and imply that, in fact, $\hat{h}_{b,s} = \chi_bC^\infty + \dot{H}_b^{-\infty,-1/2}$. Replacing $h_{b,s}^\ast$ by $h_{b,s} + h_{b,v_1}(V)$ for this choice of $V$ accomplishes parts (2) and (3) of the lemma.

The arguments for $\hat{h}_{b,s_1}$ and $\hat{h}_{b,s_2}$ are analogous, now using (10.10b) and (10.10c).

We have thus constructed an explicit basis of $\hat{K}_b^\ast/K_b^\ast$. By the already known continuity of $\hat{K}_b^\ast$ in $(b, \gamma)$, we can then re-define $\hat{h}_{b,s}$ and $\hat{h}_{b,s_1}(S)$ to be suitable linear combinations of this basis and elements of $\hat{K}_b^\ast$ to ensure the continuity in $(b, \gamma)$, in particular at $\gamma = 0$. \hfill $\Box$

**Remark 10.9.** The linearly growing dual state $\hat{h}_{b,s}$ is not dual-pure-gauge as soon as constraint damping is activated, i.e. as soon as $\gamma \neq 0$. One can prove this by demonstrating that a dual-pure-gauge ansatz $G_b \delta_b(\alpha_s + \tilde{\omega}^\ast)$ is inconsistent due to the non-vanishing of a certain pairing.

10.2. **Mode stability of the gauge propagation operator in $\text{Im} \sigma \geq 0$.** Without further on restrictions $\nu, \gamma$, it may happen that the zero energy state of $P_{b,0}$ is perturbed into a resonance of $P_{b,\gamma}$ in the upper half plane. We now show that for $\nu, \gamma$ with suitable signs, this does not happen. We do this in two steps:

1. we show in Lemma 10.11 that for $\nu > 1$ and for all sufficiently small $\gamma > 0$, $P_{b,\gamma}$ has no modes in a fixed neighborhood of $\sigma = 0$ in the closed upper half plane.

2. In Proposition 10.12, we combine this with high energy estimates, as well as with perturbative (in $\gamma$) arguments in compact subsets of $\{\text{Im} \sigma \geq 0, \sigma \neq 0\}$, to prove the mode stability of $P_{b,\gamma}$ for sufficiently small $\gamma > 0$. Fixing such $\gamma > 0$, simple perturbation arguments then imply the mode stability of $P_{b,\gamma}$ for $b$ close to $b_0$.

Let $s > \frac{3}{2}$ and $\ell \in (-\frac{3}{2}, -\frac{1}{2})$. The domains

$$X^{s,\ell}_b(\sigma) = \{\omega \in \bar{H}^{s,\ell}_b(X; scT^*X) : \bar{P}_{b,\gamma}(\sigma) \omega \in \bar{H}^{s-1,\ell+2}_b(X; scT^*X)\}, \tag{10.12}$$

of the operators $\bar{P}_{b,\gamma}(\sigma) : X^{s,\ell}_b(\sigma) \to H^{s-1,\ell+2}_b$ depend in a serious manner on $\sigma$ (but are independent of $\gamma$). Thus, the first step of the perturbation argument is to pass to operators with fixed domain and target spaces. This relies on:
Lemma 10.10. Fix $v \neq 1$, and fix a value $\gamma_1 \neq 0$ for which (10.3) (with $\gamma$ replaced by $\gamma_1$) holds. Then $\hat{P}_{b_0, \gamma_1}(\sigma) : X_{b_0}^{s, \ell}(\sigma) \to \tilde{H}_b^{s-1, \ell+2}$ is invertible for $\sigma \in \mathbb{C}$ with $\text{Im} \sigma \geq 0$ and $|\sigma|$ small. Moreover, $\hat{P}_{b_0, \gamma_1}(\sigma)^{-1}$ is continuous (in $\sigma$) with values in $L_{\text{weak}}(\tilde{H}_b^{s-1, \ell+2}, \tilde{H}_b^{s, \ell})$ (the space of bounded operators equipped with the weak operator topology), and is continuous with values in $L_{\text{op}}(\tilde{H}_b^{s-1+\epsilon, \ell+2+\epsilon}, \tilde{H}_b^{s-\epsilon, \ell-\epsilon})$ (norm topology) for any $\epsilon > 0$.

Proof. Let us write $\hat{P}(\sigma) \equiv \hat{P}_{b_0, \gamma_1}(\sigma)$ in this proof. The first statement follows from having uniform semi-Fredholm estimates

$$
\|\omega\|_{\tilde{H}_b^{s, \ell}} \leq C(\|\hat{P}(\sigma)\omega\|_{\tilde{H}_b^{s-1, \ell+2}} + \|\omega\|_{\tilde{H}_b^{s_0, \ell}}), \quad \omega \in X_{b_0}^{s, \ell}(\sigma)
$$

for $\sigma \in \mathbb{C}$, $\text{Im} \sigma \geq 0$, with $|\sigma|$ small, together with the invertibility of $\hat{P}(0)$: this implies by a standard contradiction argument, see e.g. [Vas20b, Proof of Theorem 1.1], that the second, error, term on the right in (10.13) can be dropped for $\sigma$ near 0 (upon increasing the constant $C$ if necessary). This gives the injectivity of $\hat{P}(\sigma)$; since this operator is Fredholm of index 0, its invertibility is an immediate consequence.

We prove the continuity of $\hat{P}(\sigma)^{-1}$ following the line of reasoning of [Vas13, §2.7]. Suppose $\sigma_j \to \sigma$, and suppose $f_j \in \tilde{H}_b^{s-1, \ell+2}$ is a sequence converging to $f \in \tilde{H}_b^{s-1, \ell+2}$; put $\omega_j = \hat{P}(\sigma_j)^{-1} f_j$, which is bounded in $\tilde{H}_b^{s, \ell}$. Consider a subsequential limit $\omega_{j_k} \to \omega \in \tilde{H}_b^{s, \ell}$; then $\hat{P}(\sigma)\omega$ is necessarily equal to the weak limit $\lim_{k \to \infty} \hat{P}(\sigma_{j_k})\omega_{j_k} = f$, independently of the subsequence. Therefore, the entire sequence converges weakly, $\omega_j \to \omega$, proving continuity in the weak operator topology.

Suppose the continuity in the operator norm topology failed: then we could find $\delta > 0$, a sequence $\sigma_j \to \sigma$, and a bounded sequence $f_j \in \tilde{H}_b^{s-1+\epsilon, \ell+2+\epsilon}$ such that for $\omega_j = \hat{P}(\sigma_j)^{-1} f_j$ and $\omega_j = \hat{P}(\sigma)^{-1} f_j$, we have

$$
\|\omega_j - \omega_j\|_{\tilde{H}_b^{s-\epsilon, \ell-\epsilon}} \geq \delta.
$$

Passing to a subsequence, we can assume $f_j \to f \in \tilde{H}_b^{s-1+\epsilon, \ell+2+\epsilon}$, with norm convergence in $\tilde{H}_b^{s-1, \ell+2}$; in particular, $\omega_j \to \hat{P}(\sigma)^{-1} f =: \omega$ in $\tilde{H}_b^{s, \ell}$. On the other hand, by continuity in the weak operator topology, we have $\omega_j \to \omega$ in $\tilde{H}_b^{s, \ell}$, hence $\omega_j \to \omega$ in $\tilde{H}_b^{s-\epsilon, \ell-\epsilon}$. But this implies $\omega_j - \omega_j \to 0$ in $\tilde{H}_b^{s-\epsilon, \ell-\epsilon}$, contradicting (10.14) and finishing the proof. 

The improvement of Proposition 10.3 on the Schwarzschild spacetime is:

Lemma 10.11. Let $s > \frac{3}{2}$, $\ell \in (-\frac{3}{2}, -\frac{1}{2})$, and $v > 1$. Then there exist $\gamma_0 > 0$, $C_0 > 0$ such that for all $0 < \gamma < \gamma_0'$ and $\sigma \in \mathbb{C}$, $\text{Im} \sigma \geq 0$, $|\sigma| < C_0$, the operator $\hat{P}_{b_0, \gamma}(\sigma) : X_{b_0}^{s, \ell}(\sigma) \to \tilde{H}_b^{s-1, \ell+2}$ is invertible.

Proof. We abbreviate $\mathcal{P}_\gamma := \mathcal{P}_{b_0, \gamma}$, $\mathcal{X}(\sigma) := X_{b_0}^{s, \ell}(\sigma)$.

- **Formal argument.** We first give a non-rigorous argument showcasing the relevant calculation. Namely, split

$$
\mathcal{X}(0) = \mathcal{K} \oplus \mathcal{K}, \quad \mathcal{K} = \ker \mathcal{X}(0) \hat{P}_0(0) = \langle \omega_{b_0, s_0} \rangle,
$$

$$
\tilde{H}_b^{s-1, \ell+2} = \mathcal{R} \oplus \mathcal{K}^\perp, \quad \mathcal{R} = \text{ran} \mathcal{X}(0) \hat{P}_0(0),
$$

where $$
\hat{P}_0(0) = \begin{pmatrix} I & 0 \\ 0 & (\hat{P}_0(0))^\dagger \end{pmatrix}
$$

is the complex conjugate of the $\tilde{H}_b^{s-1, \ell+2}$ operator $\hat{P}_0(0)$.

- **Proof.** We abbreviate $\mathcal{P}_\gamma := \mathcal{P}_{b_0, \gamma}$, $\mathcal{X}(\sigma) := X_{b_0}^{s, \ell}(\sigma)$.

- **Formal argument.** We first give a non-rigorous argument showcasing the relevant calculation. Namely, split

$$
\mathcal{X}(0) = \mathcal{K} \oplus \mathcal{K}, \quad \mathcal{K} = \ker \mathcal{X}(0) \hat{P}_0(0) = \langle \omega_{b_0, s_0} \rangle,
$$

$$
\tilde{H}_b^{s-1, \ell+2} = \mathcal{R} \oplus \mathcal{K}^\perp, \quad \mathcal{R} = \text{ran} \mathcal{X}(0) \hat{P}_0(0),
$$

where $$
\hat{P}_0(0) = \begin{pmatrix} I & 0 \\ 0 & (\hat{P}_0(0))^\dagger \end{pmatrix}
$$

is the complex conjugate of the $\tilde{H}_b^{s-1, \ell+2}$ operator $\hat{P}_0(0)$.
where $\mathcal{K}^\perp \subset \mathcal{X}(0)$ and $\mathcal{R}^\perp \subset \dot{H}_b^{s-1,\ell+2}$ are arbitrary but fixed complementary subspaces; we can identify $\mathcal{R}^\perp \cong \mathbb{C}$ via $\eta' \mapsto \langle \eta', \omega_{b_0, s_0} \rangle$. We then write
\[
\widehat{P}_\gamma(\sigma) = \begin{pmatrix} P_{00}(\gamma, \sigma) & P_{01}(\gamma, \sigma) \\ P_{10}(\gamma, \sigma) & P_{11}(\gamma, \sigma) \end{pmatrix},
\]
where $P_{01}(0, 0) = P_{10}(0, 0) = P_{11}(0, 0) = 0$, and $P_{00}(0, 0)$ is invertible. Suppose $\widehat{P}_\gamma(\sigma) \omega = 0$, and write $\omega = (\omega_0, \omega_1)$. Then $\omega_0 = -P_{00}(\gamma, \sigma)^{-1}P_{01}(\gamma, \sigma)\omega_1$ and
\[
(P_{11}(\gamma, \sigma) - P_{10}(\gamma, \sigma)P_{00}(\gamma, \sigma)^{-1}P_{01}(\gamma, \sigma)^{-1})\omega_1 = 0;
\tag{10.15}
\]
we want to show that $\omega_1 = 0$ (and thus $\omega_0 = 0$) for $|\sigma| + \gamma$ small, $\gamma > 0$. Now, the second summand in parentheses is of size $O((|\sigma| + |\gamma|)^2)$ since $P_{10}(\gamma, \sigma), P_{01}(\gamma, \sigma) = O(\gamma + |\sigma|)$; it thus suffices to compute $P_{11}(\gamma, \sigma)$ modulo $O(\gamma^2 + |\sigma|^2)$:
\[
P_{11}(\gamma, \sigma) = \gamma P_{11}^b + \sigma^2 P_{11}^d + O(\gamma^2 + |\sigma|^2), \quad P_{11}^b = \partial_\gamma P_{11}(0, 0), \quad P_{11}^d = \partial_\sigma P_{11}(0, 0).
\tag{10.16}
\]
The calculations $(7.38)$, $(7.39)$, and $(10.5)$ give
\[
P_{11}^b = 8\pi(v - 1), \quad P_{11}^d = \langle -i(P_0, t_\circ)|\omega_{b_0, s_0}, \omega_{b_0, s_0} \rangle = -4\pi i,
\tag{10.17}
\]
and therefore
\[
P_{11}(\gamma, \sigma) = 8\pi(v - 1) - 4\pi i|\sigma| + O(\gamma^2 + |\sigma|^2).
\tag{10.18}
\]
Fixing $v > 1$, this is non-zero in $\text{Im} \sigma \geq 0$ for $\gamma + |\sigma| \leq C_0$, $\gamma > 0$, as desired.

- **Passage to fixed function spaces.** The above formal argument is not rigorous since the splitting of $\mathcal{X}(0)$ does not give a splitting of $\mathcal{X}(\sigma)$ for $\sigma \neq 0$. To remedy this, we use a standard trick in scattering theory and consider, for $\gamma_1 \neq 0$ as in Lemma 10.10, the operator
\[
\widehat{P}_\gamma(\sigma)\widehat{P}_{\gamma_1}(\sigma)^{-1} : \dot{H}_b^{s-1,\ell+2} \to \dot{H}_b^{s-1,\ell+2},
\]
which thus acts on a fixed space. We split the target space as $\mathcal{R} \oplus \mathcal{R}^\perp$ as above, and the domain as $\tilde{\mathcal{K}}^\perp \oplus \tilde{\mathcal{K}}$, where
\[
\tilde{\mathcal{K}} = \widehat{P}_{\gamma_1}(0)\mathcal{K} = (\tilde{\omega}), \quad \tilde{\omega} := \widehat{P}_{\gamma_1}(0)|\omega_{b_0, s_0} = (\widehat{P}_{\gamma_1}(0) - \widehat{P}_{10}(0))|\omega_{b_0, s_0} \in C_c^\infty(\mathcal{X}^s),
\]
and $\tilde{\mathcal{K}}^\perp$ is any complement of $\tilde{\mathcal{K}}$ in $\dot{H}_b^{s-1,\ell+2}$. In these splittings, we write
\[
\widehat{P}_\gamma(\sigma)\widehat{P}_{\gamma_1}(\sigma)^{-1} = \begin{pmatrix} P_{00}(\gamma, \sigma) & P_{01}(\gamma, \sigma) \\ P_{10}(\gamma, \sigma) & P_{11}(\gamma, \sigma) \end{pmatrix},
\tag{10.19}
\]
which is Fredholm of index 0; moreover, $\widehat{P}_{01}(0, 0) = \widehat{P}_{10}(0, 0) = \widehat{P}_{11}(0, 0) = 0$, and $\widehat{P}_{00}(0, 0)$ is invertible, and Fredholm of index 0 for small $(\gamma, \sigma)$, $\text{Im} \sigma \geq 0$, since the $(1, 2), (2, 1), (2, 2)$ entries of $(10.19)$ have rank $\leq 1$, hence are compact operators.

- **Invertibility of $\widehat{P}_{00}$.** We show that for $|\gamma| + |\sigma|$ small, there exists a uniform bound
\[
\|\widehat{P}_{00}(\gamma, \sigma)^{-1}\|_{\mathcal{R} \to \tilde{\mathcal{K}}^\perp} \leq C.
\tag{10.20}
\]
This is proved similarly to Lemma 10.10, and uses that the bound $(10.13)$, with $\mathcal{P}_\gamma$ in place of $\mathcal{P}$, is uniform for small $|\gamma| + |\sigma|$. Concretely, denote the projection onto $\mathcal{R}$ along $\mathcal{R}^\perp$ by $\Pi$; assuming that $(10.20)$ fails, we then find sequences $(\gamma_j, \sigma_j) \to (0, 0)$ and $f_j \in \tilde{\mathcal{K}}^\perp$, $\|f_j\|_{\dot{H}_b^{s-1,\ell+2}} = 1$ so that for $\omega_j = \widehat{P}_{\gamma_j}(\sigma_j)^{-1}f_j$ (which is bounded in $\dot{H}_b^{s,\ell}$ by Lemma 10.10), we have $\Pi\widehat{P}_{\gamma_j}(\sigma_j)\omega_j \to 0$ in $\dot{H}_b^{s-1,\ell+2}$. Therefore,
\[
\|\omega_j\|_{\dot{H}_b^{s,\ell}} \leq C \left(o(1) + \|(I - \Pi)\widehat{P}_{\gamma_j}^\prime(\sigma_j)\omega_j\|_{\dot{H}_b^{s-1,\ell+2}} + \|\omega_j\|_{\dot{H}_b^{s,\ell+2}} \right),
\tag{10.21}
\]
where $s_0 < s$, $\ell_0 < \ell$. The second term on the right is bounded by a uniform constant times
\[
| (\widehat{\mathcal{P}}_{\gamma_j}(\sigma_j) \omega_j, \omega_{b_0,s_0}^*) | = | \langle \omega_j, (\widehat{\mathcal{P}}_{\gamma_j}(\sigma_j) - \widehat{\mathcal{P}}_0(0)) \omega_{b_0,s_0}^* \rangle | \to 0, \quad j \to \infty; \tag{10.22}
\]

since $(\widehat{\mathcal{P}}_{\gamma_j}(\sigma_j) - \widehat{\mathcal{P}}_0(0)) \omega_{b_0,s_0}^*$ converges to 0 in norm in $\dot{H}_b^{-s-\ell}$. We thus conclude from equation (10.21) that a weakly convergent subsequence $\omega_j \to \omega$ has a non-zero limit $\omega \in \dot{H}_b^{s,\ell}$. Since $\widehat{\mathcal{P}}_{\gamma_j}(\sigma_j) \omega_j \to \widehat{\mathcal{P}}_0(0) \omega$ in distributions, and since by assumption and using (10.22) this limit is 0, we have $\omega \in K$. Now, taking a weakly convergent subsequence $f_j \rightharpoonup f$ in $\dot{H}_b^{s-1,\ell+2}$, thus $f_j \to f$ in $\dot{H}_b^{s-1-\epsilon,\ell+2-\epsilon}$, we have $\omega_j \to \widehat{\mathcal{P}}_0(0)^{-1} f$ in $\dot{H}_b^{s-\epsilon,\ell-\epsilon}$, and therefore $f = \widehat{\mathcal{P}}_0(0) \omega \in \widehat{K}$, and $f \neq 0$ because of $\omega \neq 0$ and since $\widehat{\mathcal{P}}_0(0)$ is injective. But this contradicts $f_j \in \widehat{K}^\perp$: indeed, choosing $f^* \in \dot{H}_b^{-s+1,\ell-2}$ such that $\widehat{K}^\perp = \ker f^*$, we have $0 = f^*(f_j) \to f^*(f) \neq 0$. This proves (10.20).

- **Differentiability of $\widehat{\mathcal{P}}_{01}$ and $\widehat{\mathcal{P}}_{11}$.** The next step is to show that the rank 1 operator
\[
\widehat{\mathcal{P}}_1(\gamma, \sigma) := \widehat{\mathcal{P}}_{01}(\gamma, \sigma) \oplus \widehat{\mathcal{P}}_{11}(\gamma, \sigma) : \widehat{K} \to \dot{H}_b^{s-1,\ell+2}, \tag{10.23}
\]
is once differentiable at $(0,0)$. Writing
\[
\widehat{\mathcal{P}}_1(\gamma, \sigma) \widehat{\mathcal{P}}_1(\sigma)^{-1} = I + (\widehat{\mathcal{P}}_1(\gamma, \sigma) - \widehat{\mathcal{P}}_1(\sigma)) \widehat{\mathcal{P}}_1(\sigma)^{-1}, \tag{10.24}
\]
this amounts to proving the differentiability of the second summand at $(0,0)$. We first prove its continuity: since $\tilde{\omega} \in C_c^\infty(X^\circ)$, the 1-form $\widehat{\mathcal{P}}_1(\sigma)^{-1} \tilde{\omega} \in \dot{H}_b^{s',\ell'}$ is continuous in $\sigma$ for any $s' \in \mathbb{R}$, $\ell' \in (-\frac{3}{2}, -\frac{1}{2})$. But since $\widehat{\mathcal{P}}_1(\sigma) - \widehat{\mathcal{P}}_1(\gamma, \sigma) \in \text{Diff}^1$ has coefficients in $C_c^\infty(X^\circ)$ and depends smoothly on $(\gamma, \sigma)$, the continuity of $\widehat{\mathcal{P}}_1(\sigma) \widehat{\mathcal{P}}_1(\sigma)^{-1} \tilde{\omega} \in C_c^\infty(X^\circ)$ follows.

We also deduce that for proving differentiability at $(0,0)$, it suffices to prove the differentiability at $\sigma = 0$ of $\widehat{\mathcal{P}}_1(\gamma, \sigma)^{-1} \tilde{\omega}$. To this end, we write (formally at this point)
\[
(\widehat{\mathcal{P}}_1(\gamma, \sigma)^{-1} - \widehat{\mathcal{P}}_1(0)^{-1}) \tilde{\omega} = \widehat{\mathcal{P}}_1(\gamma, \sigma)^{-1} (\widehat{\mathcal{P}}_1(0) - \widehat{\mathcal{P}}_1(\sigma)) \widehat{\mathcal{P}}_1(\gamma, \sigma)^{-1} \tilde{\omega}. \tag{10.25}
\]
The right hand side is well-defined since $\widehat{\mathcal{P}}_1(0)^{-1} \tilde{\omega} = \omega_{b_0,s_0} \in \rho C_c^\infty + \dot{H}_b^{\infty,1/2}$ is annihilated, modulo $\dot{H}_b^{\infty,3/2}$, by the normal operator $-2\sigma \rho (\rho D_\rho + i)$ (cf. (4.6)) of $\widehat{\mathcal{P}}_1(0) - \widehat{\mathcal{P}}_1(\sigma)$; thus
\[
\tilde{\omega}(\sigma) := (\widehat{\mathcal{P}}_1(0) - \widehat{\mathcal{P}}_1(\sigma)) \widehat{\mathcal{P}}_1(\gamma, \sigma)^{-1} \tilde{\omega} \in \dot{H}_b^{\infty,3/2},
\]
with smooth dependence on $\sigma$, to which one can indeed apply $\widehat{\mathcal{P}}_1(\gamma, \sigma)^{-1}$. With both sides of (10.25) well-defined in $\dot{H}_b^{\infty,-1/2}$, the equality can be justified by a regularization argument as in [Vas20b, §4]. More precisely, let us write
\[
\tilde{\omega}(\sigma) = \sigma \tilde{\omega}'(0) + O(|\sigma|^2), \quad \tilde{\omega}'(0) = -\partial_\sigma \widehat{\mathcal{P}}_1(0) \omega_{b_0,s_0},
\]
then Lemma 10.10 gives
\[
(\widehat{\mathcal{P}}_1(\gamma, \sigma)^{-1} - \widehat{\mathcal{P}}_1(0)^{-1}) \tilde{\omega} = \sigma \widehat{\mathcal{P}}_1(0)^{-1} \tilde{\omega}'(0) + o_{H_b^{s',\ell'}}(|\sigma|), \quad \sigma \to 0, \tag{10.26}
\]
that is, the remainder has $\dot{H}_b^{s',\ell'}$-norm $o(|\sigma|)$; here, $s' \in \mathbb{R}$, $\ell' \in (-\frac{3}{2}, -\frac{1}{2})$ are arbitrary. Since $\widehat{K}$ is finite-dimensional, this proves the differentiability of (10.23) with error term of the Taylor expansion of size $o(|\sigma|)$ in $L_{op}(\widehat{K}, \dot{H}_b^{s-1,\ell+2})$.

In view of in the formal argument above, we need to compute the Taylor expansion of $\widehat{\mathcal{P}}_{11}(\gamma, \sigma)$. To do this, write $\partial_\gamma(\sigma) = \partial_\gamma \widehat{\mathcal{P}}_1(\gamma, \sigma)$; this is independent of $\gamma$, and we have
\[ \overline{P}_{\gamma_1}(\sigma) - \overline{P}_{\gamma_2}(\sigma) = (\gamma_1 - \gamma_2)\tilde{e}(\sigma) \] for all \( \gamma_1, \gamma_2 \in \mathbb{R} \). Therefore, by (10.24) and (10.26),

\[ \overline{P}_{\gamma}(\sigma)\overline{P}_{\gamma_1}(\sigma)^{-1}\tilde{\omega} \]

\[ = \overline{P}_{\gamma_1}(0)\omega_{b_0,s_0} + (\gamma - \gamma_1)\tilde{e}(\sigma)(\omega_{b_0,s_0} - \sigma\overline{P}_{\gamma_1}(0)^{-1}\partial_\sigma\overline{P}_{\gamma_1}(0)\omega_{b_0,s_0} + o(|\sigma|)) \]

\[ = (\overline{P}_{\gamma_1}(0) - \overline{P}_0(0))\omega_{b_0,s_0} - \gamma_1\tilde{e}(\sigma)\omega_{b_0,s_0} + \gamma\tilde{e}(0)\omega_{b_0,s_0} \]

\[ + \sigma\gamma_1(\tilde{e}(0)\overline{P}_{\gamma_1}(0)^{-1}\partial_\sigma\overline{P}_{\gamma_1}(0)\omega_{b_0,s_0} - \partial_\sigma\tilde{e}(0)\omega_{b_0,s_0}) + O(|\gamma| + o(|\sigma|)) \]

\[ = \gamma\tilde{e}(0)\omega_{b_0,s_0} + \sigma(\overline{P}_{\gamma_1}(0) - \overline{P}_0(0))\overline{P}_{\gamma_1}(0)^{-1}(\partial_\sigma\overline{P}_0(0) + \gamma_1\partial_\sigma\tilde{e}(0))\omega_{b_0,s_0} \]

\[ - \gamma_1\partial_\sigma\tilde{e}(0)\omega_{b_0,s_0} + O(|\gamma| + o(|\sigma|)) \]

with the error terms measured in \( \tilde{H}^{s,\ell}_b \) for any \( s, \ell \in \mathbb{R} \). Paired with \( \omega_{b_0,s_0}^* \) to get the component in \( \mathcal{R}^\perp \), the third summand gives 0, and hence we obtain, using the calculation leading to (10.18),

\[ \overline{P}_{11}(\gamma,\sigma) = \gamma\overline{P}^b_{11} + \sigma\overline{P}_{11}^s + o(|\gamma| + |\sigma|) = 8\pi(v - 1)\gamma - 4\pi\sigma + o(|\gamma| + |\sigma|). \] (10.27)

**Continuity of \( \overline{P}_{10} \).** Next, we prove that \( \overline{P}_{10}(\gamma,\sigma) \): \( \tilde{K}^\perp \to \mathcal{R}^\perp \) is continuous at \( (\gamma,\sigma) = (0,0) \), which follows a fortiori from the continuity of \( (\overline{P}_{10}, \overline{P}_{11}) \): \( \tilde{H}^{s-1,\ell+2}_b \to \mathcal{R}^\perp \), thus from that of the complex-valued map

\[ \overline{H}^{s-1,\ell+2}_b \ni \omega \mapsto \langle \overline{P}_{\gamma}(\sigma)\overline{P}_{\gamma_1}(\sigma)^{-1}\omega, \omega_{b_0,s_0}^* \rangle = \langle \overline{P}_{\gamma_1}(\sigma)^{-1}\omega, \overline{P}_{\gamma_1}(\sigma)^*\omega_{b_0,s_0} \rangle, \]

in \( (\gamma,\sigma) \) at \( (0,0) \). In view of (10.20), its operator norm is bounded by a uniform constant times \( \|\overline{P}_{\gamma}(\sigma)^*\omega_{b_0,s_0}^*\|_{\tilde{H}^{-s-\ell}_b} \); the latter however is clearly continuous in \( (\gamma,\sigma) \), and equal to 0 at \( (\gamma,\sigma) = (0,0) \). (In fact, one can prove the differentiability of \( (\overline{P}_{10}, \overline{P}_{11}) \) at \( (0,0) \) by means of arguments similar to those used above.)

**Conclusion of the proof.** We now combine all the pieces: in view of (10.20), the proof that \( \overline{P}_{\gamma}(\sigma)\overline{P}_{\gamma_1}(\sigma)^{-1} \) is injective for \( \gamma > 0 \), \( \text{Im} \sigma \geq 0 \), with \( |\sigma| + |\gamma| \) small, reduces, as in (10.15), to the proof that the operator

\[ \overline{P}_{11}(\gamma,\sigma) - \overline{P}_{10}(\gamma,\sigma)\overline{P}_{00}(\gamma,\sigma)^{-1}\overline{P}_{01}(\gamma,\sigma): \tilde{K} \to \mathcal{R}^\perp \] (10.28)

is injective. But this follows from (10.27), the vanishing \( \overline{P}_{01}(\gamma,\sigma) = O(|\sigma| + \gamma) \), as well as the vanishing \( \overline{P}_{10}(\gamma,\sigma) = o(1) \) as \( (\gamma,\sigma) \to (0,0) \); indeed, the operator (10.28) is equal to \( \overline{P}_{11}(\gamma,\sigma) + o(|\gamma| + |\sigma|) \). Surjectivity of \( \overline{P}_{\gamma}(\sigma) \), which has index 0, is an immediate consequence.

We now show that robust high energy estimates and perturbation theory in compact subsets of the closed upper half plane imply full mode stability, also on slowly rotating Kerr spacetimes:

**Proposition 10.12.** Let \( v > 1 \), \( s > \frac{3}{2} \), \( \ell \in (-\frac{3}{2}, -\frac{1}{2}) \). Then there exists \( \gamma_0 > 0 \) such that for \( 0 < \gamma < \gamma_0 \), there exists a constant \( C(\gamma) > 0 \) such that the following holds: if \( |b - b_0| < C(\gamma) \), then the operator \( \overline{P}_{b,\gamma}(\sigma): X^{s,\ell}_b(\sigma) \to \tilde{H}^{s-1,\ell+2}_b \) is invertible for all \( \sigma \in \mathbb{C} \), \( \text{Im} \sigma \geq 0 \).
Proof. Consider first $b = b_0$. Then Lemma 10.11 provides us with $\gamma'_0 > 0$ and $C_0 > 0$ such that the conclusion holds when $0 < \gamma < \gamma'_0$ and $|\sigma| < C_0$. For these $\gamma$, we have uniform high energy estimates as in the proof of Theorem 4.3; in particular, there exists $C_1 > 1$ such that for all $\gamma \in (0, \gamma'_0)$, the operator $\widehat{P}_{b_0, \gamma}(\sigma)$ is invertible when $\text{Im} \, \sigma \geq 0, |\sigma| \geq C_1$.

Suppose now $\sigma_0 \in \mathbb{C}, \text{Im} \sigma_0 \geq 0$, and $C_0 \leq |\sigma_0| \leq C_1$. Then $\widehat{P}_{b_0, \gamma}(\sigma)$ is invertible by Theorem 7.1; a simple perturbation theory argument as in [Vas13, §2.7] implies the invertibility of $\widehat{P}_{b_0, \gamma}(\sigma)$ for $(\gamma, \sigma)$ in an open set around $(0, \sigma_0)$. A compactness argument implies the existence of $0 < \gamma''_0$ such that $\widehat{P}_{b_0, \gamma}(\sigma)$ is invertible for $C_0 \leq |\sigma| \leq C_1, \text{Im} \, \sigma \geq 0$, and $|\gamma| < \gamma''_0$. The proposition thus holds for $\gamma_0 := \min(\gamma'_0, \gamma''_0)$ and $b = b_0$.

Perturbation arguments as in the proof of Theorem 6.1 imply, for any fixed choice of $\gamma \in (0, \gamma_0)$, the invertibility of $\widehat{P}_{b, \gamma}(\sigma)$ in $\text{Im} \, \sigma \geq 0$ for $b$ sufficiently close to $b_0$. The proof is complete. \qed

Corollary 10.13. Let $s > \frac{5}{2}$, $\ell \in (-\frac{3}{2}, -\frac{1}{2})$, and fix $\gamma \in (0, \gamma_0)$ as in Proposition 10.12. Then mode stability holds for the operator $L_{b_0, \gamma}$ on the Schwarzschild spacetime: the operator $\widehat{L}_{b_0, \gamma}(\sigma) : X^{s, \ell}_{b_0}(\sigma) \to \tilde{\mathcal{H}}^{s-1, \ell+2}$ is invertible for $\sigma \in \mathbb{C}, \text{Im} \, \sigma \geq 0$, and $\sigma \neq 0$.

Proof. It suffices to prove injectivity. But any $h \in \ker L_{b_0, \gamma}(\sigma) \cap \tilde{\mathcal{H}}^{s, \ell}_{b_0}$ satisfies

$$\delta_{b_0} \mathcal{G}_{b_0} h \in \ker \widehat{P}_{b_0, \gamma}(\sigma) \cap \tilde{\mathcal{H}}^{s-1, \ell}_{b_0} = \{0\}$$

by Proposition 10.12, hence $D_{b_0} \text{Ric}(h) = 0$. The rest of the proof is the same as the proof of the corresponding statement for $L_{b_0, \gamma}(\sigma)$ in Proposition 9.1. \qed

In Proposition 11.3 below, we prove this for Kerr parameters $b \neq b_0$, the most delicate input being a rather explicit description of the resolvent near zero energy; the latter will rely on the non-degenerate structures used in the proof of Theorem 10.4.

Remark 10.14. Recall that besides the modified constraint propagation operator $\mathcal{P}_{g, \gamma} = 2\delta_g \mathcal{G}_g \circ \delta_{g, \gamma}^*$, which controls the properties (in particular: absence of zero energy states) of the gauge potentials of putative (generalized) zero modes of $L_{g, \gamma}$, there is another 1-form wave operator, $2D_g \Upsilon \circ \delta_g^*$, which we called the gauge potential wave operator, which controls what gauge potentials satisfy the linearized gauge condition, and also, more generally, how to add to a given linearized Kerr solution a pure gauge term so as to obtain a solution of the gauge-fixed Einstein equations. A modification of the gauge condition thus affects the latter wave operator, but not the former. Concretely then, we may modified the linearized gauge condition to be

$$\delta_{g, \gamma} \mathcal{G}_g h = 0, \quad \delta_{g, \gamma} := (\delta_{g, \gamma}^*)^*.$$

Correspondingly, the modified gauge potential wave operator is

$$2\tilde{\delta}_{g, \gamma} \mathcal{G}_g \circ \delta_g^* = \mathcal{P}_{g, \gamma}^*,$$

that is, gauge and constraint damping modifications are formally dual to one another (but not on the level of function spaces, as we need to work with extendible spaces for both when studying modes of $L_{g, \gamma}$). Using the same type of calculation as in §10.2, one can then show that $2\tilde{\delta}_{g, \gamma} \mathcal{G}_g \delta_g^*$ does not have any modes in $\text{Im} \, \sigma \geq 0$ (in particular, the zero energy nullspace is trivial) when $v > 2$ and $\gamma > 0$ is small. With the thus modified gauge, the space of generalized scalar $l = 0$ zero modes becomes 1-dimensional, spanned by a linearized
Schwarzschild solution plus a pure gauge term (noting that the obstruction in (9.6) is now absent). Ultimately, this leads to a reduction of the space of pure gauge solutions arising in Theorem 1.1: it only consists of Lie derivatives along asymptotic translations, rotations, and Lorentz boosts. In this sense, it is generated entirely by the asymptotic symmetries of the spacetime at null infinity.

There is a minor conceptual subtlety making this work: for the linearized gauge-fixed Einstein operator with constraint damping, not all dual resonant states are dual-pure-gauge anymore, see Remark 10.9, i.e. no longer lie in the kernel of both \((D_g \text{Ric})^*\) and \(P_{g,\gamma}^*\); hence the space of dual resonant states is sensitive to changes of the gauge condition, and may indeed become smaller upon changing the gauge condition as above. On the other hand, dual states which are dual-pure-gauge are not affected.

11. Structure of the resolvent of the linearized modified gauge-fixed Einstein operator

We now use Theorem 10.4 (and the non-degenerate structure of \(L_{g_b,\gamma}\) going into its proof) to show that its resolvent \(\hat{L}_{g_b,\gamma}(\sigma)^{-1}\) exists for \(b\) close to \(b_0\) and \(\sigma \in \mathbb{C}, \text{Im}\ \sigma \geq 0\), \(\sigma \neq 0\), see §11.1, in particular Proposition 11.3. This utilizes arguments similar to (but more intricate, due to the more complicated generalized null space structure, than) those used in the proof of Lemma 10.11. In §11.2, we give a precise description of the resolvent near \(\sigma = 0\) as the sum of a finite rank operator which is meromorphic in \(\sigma\) with a double pole at 0, and the ‘regular part’ which is continuous down to \(\sigma = 0\). Subsequent sections refine this further by establishing higher regularity of the regular part.

We remark that the results in this section imply the mode stability of slowly rotating Kerr black holes under metric perturbations; we stress that this is due to our embedding of the linear stability problem into an analytically non-degenerate framework, obviating the need for arguments based separations of variables in the non-Schwarzschild black hole case.

We stress that from this point onwards, we only use structural information on \(L_{g_b,\gamma}\) and its zero energy behavior from the previous sections (rather than explicit expressions of (generalized) zero energy (dual) states): this is all one needs when using the general perturbation stable Fredholm framework developed by Vasy [Vas20b, Vas20a] for the study of resolvents on asymptotically conic spaces.

Define \(c\) by (10.1) with \(v > 1\). Let

\[
s > \frac{5}{2}, \quad \ell \in \left(-\frac{3}{2}, -\frac{1}{2}\right).
\]

With \(\gamma_0 > 0\) as in Proposition 10.12, let us henceforth fix

\[
\gamma \in (0, \gamma_0).
\]

We then put

\[
L_b := L_{g_b, E}, \quad E = E(g; c, \gamma, \gamma),
\]

where \(g = g_b, |b - b_0| < C(\gamma)\) is a slowly rotating Kerr metric. We re-define

\[
\mathcal{X}_{b}^{s,\ell}(\sigma) := \{h \in H_{b}^{s,\ell}(X; S^2 \tilde{\omega} T^* X); \hat{L}_b(\sigma)h \in H_{b}^{s-1,\ell+2}(X; S^2 \tilde{\omega} T^* X)\}.
\]

Moreover, we recall the (generalized) zero modes \(h_{b,s0}(S), h_{b,s1}(S), \hat{h}_{b,s0}, \hat{h}_{b,s1}\) from Propositions 9.1 and 9.4, and denote the (generalized) zero energy dual states of \(L_b\) using
the notation of Lemma 10.5 by
\[ h_{b,s,0}^* := h_{b,s,0}^*, \quad h_{b,s,1}^*(S) := h_{b,s,1}^*(S), \quad h_{b,s,1}^*(V) := h_{b,s,1}^*(V); \]
we also write \( \hat{h}_{b,s,0}^* := \hat{h}_{b,s,0}^* \) etc., in the notation of Lemma 10.8, and
\[ \tilde{h}_{b,s,0} := \hat{h}_{b,s,0} - t_s h_{b,s,0}, \quad \tilde{h}_{b,s,0}^* := \hat{h}_{b,s,0}^* - t_s h_{b,s,0}, \]
etc., which is the ‘same’ as in Definition 9.5, except here we use the dual states for the modified operator. This constitutes an abuse of notation, as these dual states are not equal to the dual states of Proposition 9.1; however, we henceforth only work with the modified operator \( L_b \), thus there is no ambiguity in meaning.

11.1. Existence of the resolvent; rough description near zero energy. The determination of the structure of the resolvent relies on perturbation arguments. As in §10.2, we first perturb \( L_b \) to a ‘reference operator’ which is invertible near \( \sigma = 0 \):

**Lemma 11.1.** There exist \( V \in \Psi^{-\infty}(X^\circ; S^2T^*X^\circ) \), with compactly supported Schwartz kernel, and a constant \( C_1 > 0 \) such that
\[ \tilde{L}_b(\sigma) := \tilde{L}_b(\sigma) + V \colon \mathcal{X}_{b}^{s,\ell}(\sigma) \to \tilde{H}_b^{s-1,\ell+2} \]
is invertible for \( \sigma \in \mathbb{C}, \Im \sigma \geq 0, |\sigma| < C_1 \), and \( |b - b_0| \leq C_1 \). Moreover, \( \tilde{L}_b(\sigma)^{-1} \) is continuous in \( \sigma \) with values in \( \mathcal{L}_{\text{weak}}(\tilde{H}_b^{1,\ell+2}, \tilde{H}_b^{s,\ell}) \cap \mathcal{L}_{\text{op}}(\tilde{H}_b^{s-1,\ell+2+\epsilon}, \tilde{H}_b^{s-\epsilon,\ell-\epsilon}), \epsilon > 0. \)

**Proof.** It suffices to prove the invertibility for \( b = b_0, \sigma = 0 \), since arguments as in the proof of Lemma 10.10 then imply the invertibility and continuous dependence for \((b, \sigma)\) close to \((b_0, 0)\). In the splittings \( \mathcal{X}_{b_0}^{s,\ell}(0) = \mathcal{K}^\perp \oplus \mathcal{K} \) with \( \mathcal{K} = \ker \tilde{L}_{b_0}(0) \) and \( \tilde{H}_b^{s-1,\ell+2} = \mathcal{R} \oplus \mathcal{R}^\perp \) with \( \mathcal{R} = \text{ran} \tilde{L}_{b_0}(0) \), write
\[ \tilde{L}_{b_0}(0) = \begin{pmatrix} L_{00} & 0 \\ 0 & 0 \end{pmatrix}. \]
The main input for the perturbation theory is the fact that \( \mathcal{K} \) and \( \mathcal{R}^\perp \) have the same (finite) dimension, namely 7. Identifying \( \mathcal{K} \cong \mathbb{C}^7 \) by choosing a basis \( h_1, \ldots, h_7 \), and identifying \( \mathcal{R}^\perp \cong \mathbb{C}^7 \) via \( f \mapsto ((f, h_j^*)_{j=1}^7) \), where \( h_1^*, \ldots, h_7^* \) is a basis of \( \ker \tilde{L}_{b_0}(0) \cap \tilde{H}_b^{s-3/2+} \), it suffices (by the same arguments as in the proof of Proposition 10.3) to construct \( V \) so that the \( 7 \times 7 \) matrix
\[ ((V h_i, h_j^*))_{1 \leq i,j \leq 7} \]
is invertible. To do this, select \( h_1^*, \ldots, h_7^* \in \mathcal{C}_C^\infty(X^\circ; S^2T^*X^\circ) \) such that \( (h_i^*, h_j^*) = \delta_{ij} \); this is possible since the \( h_i^* \) are linearly independent distributions. Likewise, the \( h_i \) are linearly independent; thus, we can select \( h_1^*, \ldots, h_7^* \in \mathcal{C}_C^\infty(X^\circ; S^2T^*X^\circ) \) with \( \langle h_i, h_j^* \rangle = \delta_{ij} \).

We then set \( V = \sum_{k=1}^7 h_k^* \langle -, h_k^* \rangle. \)

To set up the low energy spectral theory, we define the spaces
\[
\begin{align*}
\mathcal{K}_{b,s,0} &:= \mathcal{C} h_{b,s,0,}, \\
\mathcal{K}_{b,s,1} &:= \mathcal{C} h_{b,s,1}(S_1), \\
\mathcal{K}_{b,s} &:= \mathcal{K}_{b,s,0} \oplus \mathcal{K}_{b,s,1}, \\
\mathcal{K}_{b,v} &:= \mathcal{C} h_{b,v,1}(V_1), \\
\mathcal{K}_b &:= \mathcal{K}_{b,s} \oplus \mathcal{K}_{b,v}, \\
\mathcal{K}_{b,s,0}^* &:= \mathcal{C} h_{b,s,0}^*, \\
\mathcal{K}_{b,s,1}^* &:= \mathcal{C} h_{b,s,1}(S_1), \\
\mathcal{K}_{b,s}^* &:= \mathcal{K}_{b,s,0}^* \oplus \mathcal{K}_{b,s,1}^*, \\
\mathcal{K}_{b,v}^* &:= \mathcal{C} h_{b,v,1}(V_1), \\
\mathcal{K}_b^* &:= \mathcal{K}_{b,s}^* \oplus \mathcal{K}_{b,v}^*.
\end{align*}
\]
The reason for combining the scalar \( l = 0 \) and scalar \( l = 1 \) spaces is that \( \hat{L}_b(\sigma) \) will be more singular on both of them due to the existence of linearly growing solutions with leading terms in \( K_{b,s} \). For \( \hat{L}_b(\sigma) \) as in Lemma 11.1, we set

\[
\begin{align*}
\tilde{K}_{b,sj} & := \tilde{L}_b(0)K_{b,sj} \ (j = 0, 1), \\
\tilde{K}_{b,s} & := \tilde{L}_b(0)K_{b,s}, \\
\tilde{K}_{b,v} & := \tilde{L}_b(0)K_{b,v}, \\
\tilde{K}_b & := \tilde{K}_{b,s} \oplus \tilde{K}_{b,v}.
\end{align*}
\] (11.4)

By definition of \( \tilde{L}_b(0) \), these are subspaces of \( C_c^\infty(X^o; S^2T^*X^o) \) which depend continuously on \( b \). We fix a \( b \)-independent complementary subspace \( \tilde{K}_b^\perp \subset \tilde{H}_b^{s-1,\ell+2} \) of \( \tilde{K}_b \). (In §11.2 below, we will choose this complementary subspace more carefully.)

We decompose the target space \( \tilde{H}_b^{s-1,\ell+2} \) into the range of \( \tilde{L}_b(0) \) and a complement. To do this in a continuous (in \( b \)) manner, we prove a slight generalization of the procedure used in the proof of Lemma 11.1:

**Lemma 11.2.** There exists a linear projection map \( \Pi_b^\perp : \tilde{H}_b^{s-1,\ell+2} \to \tilde{H}_b^{s-1,\ell+2} \) which is of rank 7, depends continuously on \( b \) near \( b_0 \) in the norm topology, and satisfies

\[
\langle (I - \Pi_b^\perp) f, h^* \rangle = 0 \quad \forall h^* \in K_b^*.
\]

The Schwartz kernel of \( \Pi_b^\perp \) can be chosen to be independent of \( s, \ell \) satisfying (11.1a).

**Proof.** Let \( h_b^{s,1}, \ldots, h_b^{s,7} \in \tilde{H}_b^{1-s,1/2-} \) denote a basis of \( K_b^* \) which depends continuously on \( b \), and fix \( h_b^{1}, \ldots, h_b^{7} \in C_c^\infty(X^o) \) for which the matrix \( A_b = (A_{b,ij}) = ((h_b^{i*}, h_b^{j*})) \) is invertible for \( b = b_0 \), hence for nearby \( b \). Therefore, there exists \( (p_b^{ij}) \), continuous in \( b \), such that \( \sum_{i=1}^7 p_b^{ij} A_{b,ik} = \delta_{jk} \). We then put \( \Pi_b^\perp = p^{ij} h_b^i(\cdot, h_b^{j*}) \), which satisfies all requirements. \( \square \)

Defining the complementary projection

\[
\Pi_b := I - \Pi_b^\perp : \tilde{H}_b^{s-1,\ell+2} \to \text{ran} \Pi_b = \text{ann} K_b^* = \text{ran} X_b^{s,\ell}(0) \tilde{L}_b(0),
\]

we then split domain and target according to

\[
\begin{align*}
\text{domain:} & \quad \tilde{H}_b^{s-1,\ell+2} \cong \tilde{K}_b^\perp \oplus \tilde{K}_{b,s} \oplus \tilde{K}_{b,v}, \\
\text{target:} & \quad \tilde{H}_b^{s-1,\ell+2} \cong \text{ran} \Pi_b \oplus \mathcal{R}_s^\perp \oplus \mathcal{R}_v^\perp,
\end{align*}
\] (11.5)

where \( \mathcal{R}_s^\perp \), resp. \( \mathcal{R}_v^\perp \), is a space of dimension \( \dim K_{b,s} = 4 \), resp. \( \dim K_{b,v} = 3 \), chosen such that the \( L^2 \)-pairing \( \mathcal{R}_s^\perp \times K_{b,s}^* \to \mathbb{C} \), resp. \( \mathcal{R}_v^\perp \times K_{b,v}^* \to \mathbb{C} \), is non-degenerate. (We can choose \( \mathcal{R}_{s/v}^\perp \) to be a subspace of \( C_c^\infty(X^o; S^2T^*X^o) \)). Via these pairings, we can identify

\[
\mathcal{R}_s^\perp \cong (K_{b,s}^*)^*, \quad \mathcal{R}_v^\perp \cong (K_{b,v}^*)^*;
\]

we shall use these identifications implicitly below.

We now prove that the resolvent at \( \sigma \neq 0 \), \( \Im \sigma \geq 0 \), exists; in the course of the proof, we will obtain a rough description of its structure near \( \sigma = 0 \), which we will successively improve later on.
Proposition 11.3. Fix $s, \ell, \gamma$ as in (11.1a)–(11.1b). For small $C_0 > 0$ and Kerr parameters $b \in \mathbb{R}^4$, $|b - b_0| < C_0$, the operator $\hat{L}_b(\sigma) : C^0_{\sigma}(\sigma) \to \tilde{H}^{s-1,\ell+2}_b$ is invertible for $\sigma \in \mathbb{C}$, $\Im \sigma \geq 0$, $\sigma \neq 0$.

Proof. This is the content of Corollary 10.13 when $b = b_0$. The key facts we will use in the proof for $b$ near $b_0$ when $\sigma$ is near 0 are:

1. The zero energy nullspace $K_b$ is 7-dimensional, and the generalized zero energy nullspace $\hat{K}_b$ is 11-dimensional, with both depending continuously on $b$ in the Poly$(t_* \hat{H}_{\infty}^{-1/2})$ topology, see Theorem 10.4; similarly for the spaces $\hat{K}_b^*$ and $\hat{K}_b^*$ of (generalized) dual states at zero energy in view of Lemmas 10.5 and 10.8;

2. Suitable pairings, such as (9.10), between (generalized) zero energy states and dual states are non-degenerate for $b = b_0$, which persists for $b$ near $b_0$; this was already exploited in the proof of Theorem 10.4.

We recall that such pairings are closely related to properties of the Taylor expansion of $\hat{L}_b(\sigma)$ at $\sigma = 0$, as was already exploited in the proof of mode stability for the modified constraint propagation operator in Proposition 10.12, see in particular equations (10.16)–(10.17).

Concretely then, we shall determine the structure of the operator

$$\hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} : \tilde{H}^{s-1,\ell+2}_b \to \tilde{H}^{s-1,\ell+2}_b$$

when $(b, \sigma)$, $\Im \sigma \geq 0$, lies in a neighborhood of $(b_0, 0)$, and prove its invertibility for non-zero $\sigma$. Thus, there is a fixed constant $\delta > 0$ such that for all Kerr parameters $b$ close to $b_0$, $\hat{L}_b(\sigma)$ is invertible for $0 < |\sigma| < \delta$, $\Im \sigma \geq 0$. Given such $\delta > 0$, and using high energy estimates as well as perturbative arguments (starting with the mode stability of $L_{b_0}$) in compact subsets of $\{\Im \sigma \geq 0, \sigma \neq 0\}$ as in the proof of Proposition 10.12, the operator $\hat{L}_b(\sigma)$ is invertible for $|\sigma| \geq \delta > 0$ when $|b - b_0|$ is sufficiently small, proving the proposition.

In the splittings (11.5) of $\tilde{H}^{s-1,\ell+2}_b$, we write

$$\hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} = \begin{pmatrix} L_{00} & L_{01} & L_{02} \\ L_{10} & L_{11} & L_{12} \\ L_{20} & L_{21} & L_{22} \end{pmatrix}, \quad L_{ij} = L_{ij}(b, \sigma);$$  \hspace{1cm} (11.6)

for instance, $L_{00}(b, \sigma) := \Pi_b \hat{L}_b(\sigma) \hat{L}_b(\sigma)|_{\hat{K}_b^*}$. Since the range of $\hat{L}_b(\sigma)$ is annihilated by $K_b^*$, we have $L_{10}(b, 0) = L_{20}(b, 0) = 0$; likewise, $\hat{L}_b(\sigma)|_{K_b^*} \equiv 0$ implies that

$$L_{\ker} := \begin{pmatrix} L_{01} \\ L_{11} \\ L_{21} \end{pmatrix}$$

satisfies $L_{\ker}(b, 0) = 0$. Lastly, $L_{00}(b_0, 0)$ is invertible.

- **Uniform invertibility of $(0, 0)$ entry.** The first step of our analysis of $\hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1}$ is the analogue of (10.20) in the present setting (and proved in the same manner): there exists a uniform constant $C < \infty$ such that for $(b, \sigma)$ near $(b_0, 0)$,

$$\|L_{00}(b, \sigma)^{-1}\|_{\mathcal{R}_b \to \hat{K}_b^*} \leq C.$$  \hspace{1cm} (11.7)

- **Differentiability of $L_{ij}$, $(i, j) \neq (0, 0)$.** The next step is the analogue of the differentiability of (10.23), namely the differentiability of $L_{\ker}(b, \sigma) \tilde{h}$ at $\sigma = 0$ for $\tilde{h} = \hat{L}_b(0)h$, $h \in K_b$,
with uniform control of the error term of the Taylor expansion. The key is that
\[(\hat{L}_h(\sigma)^{-1} - \hat{L}_h(0)^{-1})\hat{h} = \hat{L}_h(\sigma)^{-1}(\hat{L}_h(0) - \hat{L}_h(\sigma))\hat{h}, \tag{11.8}\]
as follows from a regularization argument as in [Vas20b, §4]. But
\[\hat{L}_h(0) - \hat{L}_h(\sigma) = \hat{L}_h(0) - \hat{L}_h(\sigma) = -\sigma\partial_\sigma \hat{L}_h(0) - \frac{1}{2}\sigma^2 \partial^2_\sigma \hat{L}_h(0), \tag{11.9}\]
with \(\partial^2_\sigma \hat{L}_h(0) \in \rho^2C^\infty(X; \text{End}(S^2\sigma^*T^*X))\) decaying quadratically in \(r\). Thus, using the continuity properties of \(\hat{L}_h(\sigma)^{-1}\) proved in Lemma 11.1, we conclude that
\[\hat{L}_h(\sigma)\hat{L}_h(\sigma)^{-1}(\hat{L}_h(0)\hat{h}) = (I - V\hat{L}_h(\sigma)^{-1})(\hat{L}_h(0)\hat{h}) = \hat{L}_h(0)\hat{h} - V\hat{L}_h(\sigma)^{-1}(\hat{L}_h(0) - \hat{L}_h(\sigma))\hat{h}, \tag{11.10}\]
where the error term (which in fact maps into \(C^{\infty}\)) is measured using the operator norm on \(L(\mathcal{K}_b, \tilde{H}_b^{-1,\ell,2})\). Now note that \(\partial_\sigma \hat{L}_h(0)\hat{h} \in \tilde{H}_b^{\infty,3/2}\) since \(\partial_\sigma \hat{L}_h(0) \in \rho\text{Diff}^1\), and \(h \in \mathcal{K}_b \subset \tilde{H}_b^{\infty,1/2}\) is quadratically decaying. Therefore,
\[\hat{L}_h(\sigma)^{-1}\partial_\sigma \hat{L}_h(0)\hat{h} \in \tilde{H}_b^{\infty,-1/2}\]  
(11.11)
is continuous down to \(\sigma = 0\), and hence
\[\hat{L}_h(\sigma)\hat{L}_h(\sigma)^{-1}(\hat{L}_h(0)\hat{h}) = \sigma V\hat{L}_h(0)^{-1}\partial_\sigma \hat{L}_h(0)\hat{h} + o(|\sigma|)\hat{h}, \tag{11.12}\]
proving the desired differentiability. (The \(o(|\sigma|)\) remainder here, as well as in subsequent calculations, is uniform in \(b\), and is in fact uniformly (in \(b\)) bounded in norm by \(C|\sigma|^{1+\alpha}\) for some \(\alpha > 0\) and for some uniform constant \(C > 0\); this follows from the fact that \(\hat{L}_h(\sigma)\) is in fact Hölder-\(\alpha\) regular at \(\sigma = 0\), with uniform Hölder constant, when one strengthens the domain or relaxes the target space, see Proposition 12.5 below.)

A crucial observation for subsequent arguments is that the continuity of (11.11) holds provided merely \(h \in \rho\mathcal{C}^\infty + \tilde{H}_b^{\infty,1/2}\), i.e. an \(r^{-1}\) leading term is acceptable too; this relies on the fact that the normal operator of \(\partial_\sigma \hat{L}_h(0)\) is \(-2\rho(\rho D_\rho + i)\) by Lemma 4.2, which maps \(\rho\mathcal{C}^\infty \to \rho^2\mathcal{C}^\infty\), i.e. gains one more order of decay than a priori expected from an element of \(\rho\text{Diff}^1\). (This was already exploited in the proof of Lemma 10.11 around equation (10.25).)

Similar arguments give the differentiability of \(L_{10} \oplus L_{20}\) at \(\sigma = 0\). Indeed, for \(f \in \tilde{K}_b^\perp\) and \(h^* \in \tilde{K}_b^*,\) we need to compute
\[\langle \hat{L}_h(\sigma)\hat{L}_h(\sigma)^{-1}f, h^* \rangle = \langle f, (\hat{L}_h(\sigma)^{-1})^*\hat{L}_h(\sigma)^*h^* \rangle = \langle f, (\hat{L}_h(\sigma)^{-1})^*V^*h^* \rangle, \]
where we can rewrite the second term by means of
\[(\hat{L}_h(\sigma)^{-1})^*V^* = (\hat{L}_h(0)^{-1})^*V^* + ((\hat{L}_h(\sigma)^{-1})^* - (\hat{L}_h(0)^{-1})^*)\hat{L}_h(0)^* \circ (\hat{L}_h(0)^{-1})^*V^*. \tag{11.13}\]
Since \(V^*\) has compactly supported (in \((X^0)^2\)) smooth Schwartz kernel, we have
\[(\hat{L}_h(0)^{-1})^*V^* = (\hat{L}_h(0)^*)^{-1}V^*: \mathcal{D}'(X^0) \to \rho\mathcal{C}^\infty + \tilde{H}_b^{-\infty,1/2}(X). \tag{11.14}\]
Therefore, we can rewrite the second term in (11.13) as
\[(\hat{L}_h(\sigma)^{-1})^*(\hat{L}_h(0)^* - \hat{L}_h(\sigma)^*) \circ (\hat{L}_h(0)^{-1})^*V^*;\]
by Taylor expansion as in (11.9) we conclude that
\[(\hat{L}_h(\sigma)^{-1})^*V^*h^* = (\hat{L}_h(0)^{-1})^*V^*h^* - \sigma(\hat{L}_h(0)^{-1})^*\partial_\sigma \hat{L}_h(0)^*(\hat{L}_h(0)^{-1})^*V^*h^* + o(|\sigma|)h^*.\]
We next compute the leading coefficient of some of the $L_{ij}$. For $j = 1, 2$, we rewrite (11.12) for $h \in \mathcal{K}_b$ using $V = \hat{L}_b(0) - \hat{L}_b(0)$ as

$$
\hat{L}_b(\sigma)\hat{L}_b(\sigma)^{-1}L_b(0)h = \sigma(I - \hat{L}_b(0)\hat{L}_b(0)^{-1})\partial_\sigma\hat{L}_b(0)h + o(|\sigma|).
$$

Pairing this against an element $h^* \in \mathcal{K}_b^*$, the coefficient of $\sigma$ is

$$
\langle \partial_\sigma\hat{L}_b(0)h, h^* \rangle - \langle \hat{L}_b(0)^{-1}\partial_\sigma\hat{L}_b(0)h, \hat{L}_b(0)^*h^* \rangle.
$$

(11.15)

Consider this first for $h = h_{b,v}(V) \in \mathcal{K}_{b,v}$, $h^* = h_{b,s1}^*(V') \in \mathcal{K}_{b,s}^*$, $V, V' \in \mathcal{V}_1$. Then the second summand in (11.15) vanishes, and the first summand gives a non-degenerate pairing on $\mathcal{K}_{b,v} \times \mathcal{K}_{b,s}^* \cong \mathcal{V}_1 \times \mathcal{V}_1$ by continuity from (9.10). Thus, $\partial_\sigma L_{22}(b,0)$ is invertible, and so $\sigma^{-1}L_{22}(b,\sigma)$ is invertible for $(b,\sigma)$ near $(b_0,0)$. (11.16)

Taking $h \in \mathcal{K}_{b,v}$ still, but now $h^* = h_{b,s0}^* \in \mathcal{K}_{b,s}^*$, the second summand in (11.15) still vanishes, and now the first summand does, too; likewise for $h^* = h_{b,s1}^*(S)$. Indeed,

$$
\partial_\sigma\hat{L}_b(0)^*h_{b,s0} = -i[L_b, t_*]h_{b,s0} = -iL_b(h_{b,s0} - \hat{h}_{b,s0}) = i\hat{L}_b(0)^*\hat{h}_{b,s0},
$$

(11.17)

which gives

$$
\langle \partial_\sigma\hat{L}_b(0)h, h^* \rangle = \langle h, \partial_\sigma\hat{L}_b(0)^*h^* \rangle = -i\langle h, \hat{L}_b(0)^*h_{b,s0}^* \rangle = -i\langle \hat{L}_b(0)h, \hat{h}_{b,s0}^* \rangle = 0.
$$

(11.18)

For $h \in \mathcal{K}_{b,s}$ and $h^* \in \mathcal{K}_{b,s}^*$, the pairing (11.15) vanishes, too, since

$$
\langle \partial_\sigma\hat{L}_b(0)h_{b,s0}, h^* \rangle = i\langle \hat{L}_b(0)h_{b,s0}, h^* \rangle = i\langle \hat{h}_{b,s0}, \hat{L}_b(0)^*h^* \rangle = 0.
$$

We have thus proved that

$$
\partial_\sigma L_{11}(b,0) = \partial_\sigma L_{12}(b,0) = \partial_\sigma L_{21}(b,0) = 0.
$$

(11.19)

For $h \in \mathcal{K}_{b,s}$, the conclusions for $L_{11}$ and $L_{21}$ imply $\Pi_{b}^\perp \partial_\sigma|_{\sigma=0}(\hat{L}_b(\sigma)\hat{L}_b(\sigma)^{-1}\hat{L}_b(0)h) = 0$; therefore, on $\mathcal{K}_{b,s}$, we have $\partial_\sigma L_{01}(b,0) = \partial_\sigma(L_b(\sigma)\hat{L}_b(\sigma)^{-1})|_{\sigma=0}$, so

$$
\partial_\sigma L_{01}(b,0)(\hat{L}_b(0)h)|_{\sigma=0} = iv\hat{L}_b(0)^{-1}\hat{L}_b(0)\hat{h}
= i(V - V\hat{L}_b(0)^{-1}V)\hat{h}, \text{ where } L_b(t_*h + \hat{h}) = 0.
$$

(11.20)

(Note that the right hand side only depends on $\hat{h}$ mod $\mathcal{K}_b$.) Similarly, using

$$
(\hat{L}_b(0)^{-1})^*V^*h^* = h^* - (\hat{L}_b(0)^{-1})^*\hat{L}_b(0)^*h^* = h^*, \quad h^* \in \mathcal{K}_b^*,
$$

(11.21)

we have, for $f \in \mathcal{K}^\perp$ and $h^* \in \mathcal{K}_{b,s}^*$,

$$
\langle \partial_\sigma L_{10}(b,0)f, h^* \rangle|_{\sigma=0} = \langle f, (\hat{L}_b(0)^{-1})^*\partial_\sigma\hat{L}_b(0)^*\hat{L}_b(0)^*V^*h^* \rangle
= -i\langle f, (I - (\hat{L}_b(0)^{-1})^*V^*)h^* \rangle, \quad \text{where } L_b(t_*h^* + \hat{h}) = 0.
$$

(11.22)

(The right hand side only depends on $h^*$ mod $\mathcal{K}_b^*$ by (11.21).)

- Leading order term of $L_{11}$. In order to capture $\hat{L}_b(\sigma)\hat{L}_b(\sigma)^{-1}$ in a non-degenerate manner, we must compute more terms in the Taylor expansion of $L_{11}$ at $\sigma = 0$. Consider thus $h \in \mathcal{K}_{b,s}$ and $h^* \in \mathcal{K}_{b,s}^*$, then, in view of (11.10), (11.19), and (11.21),

$$
(\hat{L}_b(\sigma)\hat{L}_b(\sigma)^{-1}(\hat{L}_b(0)h), h^*)
$$
In view of the non-degeneracy of (11.25), this implies that for the invertibility of the full operator.

Recall from (9.28) that

\[ \text{This in particular fully captures, on Schwarzschild spacetimes, the action of the operator } \hat{L}_b(\sigma) \text{ on symmetric 2-tensors which do not have a vector } l = 1 \text{ component, i.e. its invertibility for } b = b_0 \text{ is necessary for the invertibility of the full operator.} \]
in fact, they are equal to $\sigma^2 \bar{L}_{12}(b, \sigma)$, $\sigma^2 \bar{L}_{21}(b, \sigma)$, with $\bar{L}_{12}$ and $\bar{L}_{21}$ continuous at $\sigma = 0$.

Furthermore, for $h \in \mathcal{K}_{b,v}$ and $h^* \in \mathcal{K}^*_{b,v}$, the calculation (11.24) is valid upon adding the linear (in $\sigma$) term $\langle V \tilde{L}_b(0)^{-1} \sigma \partial_\sigma \tilde{L}_b(0) h, h^* \rangle$ (which we recall was zero when one of $h, h^*$ lied in $\mathcal{K}^{(s)}_{b,v}$) in each line after (11.23). This proves the following strengthening of (11.16):

$$\sigma^{-1} L_{22}(b, \sigma) = \ell_{b,v} + O(|\sigma|), \quad \ell_{b,v}(h, h^*) := \langle -i[L_b, t_s] h, h^* \rangle,$$

as bilinear forms $\mathcal{K}_{b,v} \times \mathcal{K}^*_{b,v} \to \mathbb{C}$.

- **The inverse of $\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1}$.** Equipped with the information from (11.7), (11.16), (11.19), (11.27), and (11.28), we can now write

$$\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1} = \begin{pmatrix} \sigma L_{00} & \sigma L_{01} & \sigma L_{02} \\ \sigma L_{10} & \sigma^2 L_{11} & \sigma^2 L_{12} \\ \sigma L_{20} & \sigma^2 L_{21} & \sigma L_{22} \end{pmatrix},$$

with tacit dependence on $(b, \sigma)$, and solve

$$\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1} h = f, \quad \tilde{h} = (\tilde{h}_0, \tilde{h}_1, \tilde{h}_2), \quad f = (f_0, f_1, f_2)$$

for small $\sigma \neq 0$ by first solving the first component of this equation for $\tilde{h}_0$ (using (11.7)), then the third component for $\tilde{h}_2$ (using (11.16)), and then the second component for $\tilde{h}_1$ (using (11.27)). This gives

$$\tilde{R}_b(\sigma) := (\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1})^{-1} = \begin{pmatrix} \tilde{R}_{00} & \sigma^{-1} \tilde{R}_{01} & \tilde{R}_{02} \\ \sigma^{-1} \tilde{R}_{10} & \tilde{R}_{11} & \sigma^{-1} \tilde{R}_{12} \\ \sigma^{-1} \tilde{R}_{20} & \sigma^{-1} \tilde{R}_{21} & \tilde{R}_{22} \end{pmatrix},$$

in the splittings (11.5), where the $\tilde{R}_{ij} = \tilde{R}_{ij}(b, \sigma)$ are continuous in $\sigma$. Explicitly, set

$$\tilde{L}_{ij}^x := \tilde{L}_{ij} - \tilde{L}_{00} L_{00}^{-1} \tilde{L}_{0j}, \quad \tilde{L}_{ij}^z := \tilde{L}_{ij} - \sigma \tilde{L}_{00} L_{00}^{-1} \tilde{L}_{0j}, \quad \tilde{L}_{11}^z = \tilde{L}_{11}^z - \sigma \tilde{L}_{12}^z (\tilde{L}_{22})^{-1} \tilde{L}_{21}^z,$$

and recall from (11.7), (11.25), and (11.16) that $L_{00}, \tilde{L}_{11}^z$ (hence $\tilde{L}_{11}^z$ for small $\sigma$), and $\tilde{L}_{22}$ (hence $\tilde{L}_{22}$ for small $\sigma$) are invertible. The singular terms in (11.31) are then given by

$$\tilde{R}_{01} = - (L_{00}^{-1} \tilde{L}_{01} - \sigma \tilde{L}_{00}^{-1} \tilde{L}_{02} \tilde{L}_{22}^{-1} \tilde{L}_{21}^z) \tilde{R}_{11}, \quad \tilde{R}_{10} = - \tilde{R}_{11} (L_{10} L_{00}^{-1} - \sigma \tilde{L}_{12}^z (\tilde{L}_{22})^{-1} \tilde{L}_{20} L_{00}^{-1}),$$

$$\tilde{R}_{11} = (\tilde{L}_{11}^z)^{-1}, \quad \tilde{R}_{12} = - \tilde{R}_{11} \tilde{L}_{12}^z (\tilde{L}_{22})^{-1}, \quad \tilde{R}_{21} = - (\tilde{L}_{22}^z)^{-1} \tilde{L}_{21}^z \tilde{R}_{11}, \quad \tilde{R}_{22} = (\tilde{L}_{22}^z)^{-1} - \sigma (\tilde{L}_{22})^{-1} \tilde{L}_{21}^z \tilde{R}_{12}. \quad (11.33)$$

Since $\tilde{L}_b(\sigma)$ is invertible, the expression (11.31), together with

$$\tilde{L}_b(\sigma)^{-1} = \tilde{L}_b(\sigma)^{-1} \tilde{R}_b(\sigma), \quad (11.34)$$

explicitly demonstrates the invertibility of $\tilde{L}_b(\sigma)$ for $0 < |\sigma| < C_0$, $\text{Im} \sigma \geq 0$, and $|b - b_0| < C_0$, when $C_0 > 0$ is sufficiently small. \qed
11.2. Precise structure of the resolvent near zero energy. We continue using the notation of the proof of Proposition 11.3. The formula (11.34) for the resolvent in terms of (11.31) is not yet satisfactory for the purpose of solving the wave equation \( L_b h = f \) by means of the inverse Fourier transform, \( h(\sigma) = \hat{L}_b(\sigma)^{-1} \hat{f}(\sigma) \). Recall that the inverse Fourier transform of a term \( \sigma^{-\alpha} \), read as \( (\sigma + i0)^{-\alpha} \), has asymptotic behavior \( t_s^{\alpha-1} \); the \((1,0), (1,2), (2,1), \) and \((2,2)\) entries are thus already acceptable since they produce stationary terms in \( \mathcal{K}_b \). This is not the case for the \((0,1)\) term, as it produces a stationary term lying in an as of yet uncontrolled subspace of \( \dot{H}^{s,\ell}_b \). Note also that the \((1,1)\) term is only controlled modulo \( o(|\sigma|^{-2}) \) (or really \( O(|\sigma|^{-2+\alpha}) \) for some \( \alpha > 0 \), which is not precise enough to allow for a useful description of the asymptotic behavior it produces (control of the time dependence being the issue); some degree of conormal regularity would be sufficient to prove that it produces a pure gauge solution modulo a decaying tail.\(^{21}\)

Rather than fixing these issues minimalistically for the purpose of obtaining a rather weak linear stability result (as far as decay is concerned), we proceed to obtain a complete description of the singular part of the resolvent. The two main ingredients are:

1. a more careful choice of \( \hat{L}_b(\sigma) \) and of the splittings (11.5) ensures that the \((1,0)\) and \((0,1)\) components of \( \hat{R}_b(\sigma) \) are regular at \( \sigma = 0 \). This is set up in Lemma 11.7 and explained in the first step of the proof of Theorem 11.5;
2. the \( r^{-1} \) leading order behavior not only of zero energy states but also of the stationary parts of generalized (dual) zero energy states, see Lemmas 9.6 and 10.8, enables us to Taylor expand certain components of \( \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} \) to high order. (The relevance of having such leading order terms was already indicated in the second paragraph after equation (11.12).)

**Definition 11.4.** Recall the spaces \( \mathcal{K}_b = \mathcal{K}_{b,s} \oplus \mathcal{K}_{b,v} \) and \( \mathcal{K}^*_b \) from (11.3). For \( h_s = h_{b,sj} \in \mathcal{K}_{b,s} \), set \( h_s = h_{b,sj} \) in the notation of Definition 9.5, so that \( L_b(t_s h_s + \bar{h}_s) = 0 \). We then define the non-degenerate (for \( b = b_0 \) and thus for nearby \( b \)) sesquilinear pairing

\[
k_b: \mathcal{K}_b \times \mathcal{K}^*_b \to \mathbb{C}
k_b((h_s, h_v), h^*) := \left\{ \frac{1}{2} \left[ [L_b(t_s), h^*] h_s + 2[L_b(t_s), h] h_s + [L_b(t_s), h] h^* \right] \right\}.
\]  

**Theorem 11.5.** For \((b, \sigma)\), \( \text{Im} \sigma \geq 0 \), in a small neighborhood of \((b_0, 0)\) we have

\[
\hat{L}_b(\sigma)^{-1} = P_b(\sigma) + L_b^{-}(\sigma) : \dot{H}^{s-1,\ell+2}_b(X; S^2 \omega_0^* T^* X) \to \dot{H}^{s,\ell}_b(X; S^2 \omega_0^* T^* X).
\]

Here, the regular part \( L_b^{-}(\sigma) \) has uniformly bounded operator norm, and is continuous with values in \( \mathcal{L}_{\text{weak}}(\dot{H}^{s-1,\ell+2}_b, \dot{H}^{s,\ell}_b) \cap \mathcal{L}_{\text{op}}(\dot{H}^{s-1+\epsilon,\ell+2+\epsilon}_b, \dot{H}^{s-\epsilon,\ell-\epsilon}_b), \epsilon > 0 \). The principal part \( P_b(\sigma) \) is a quadratic polynomial in \( \sigma^{-1} \) with finite rank coefficients; explicitly,\(^{22}\)

\[
P_b(\sigma) f = (-\sigma^{-2} h_s + i\sigma^{-1} \bar{h}_s) + i\sigma^{-1} (h_s' + h_v),
\]  

where \( h_s, h_s' \in \mathcal{K}_{b,s} \) and \( h_v \in \mathcal{K}_{b,v} \) are uniquely determined by the conditions

\[
k_b((h_s, h_v), h^*) = \langle f, h^* \rangle \quad \text{for all } h^* \in \mathcal{K}^*_b.
\]  

\(^{21}\)As an illustration, note that \( t_s^{1-\alpha} h_{b, a \delta} - \delta_{a \delta} (t_s^{1-\alpha} \omega_{b, a \delta}) = O(t_s^{-\alpha}) \).

\(^{22}\)We take these signs and factors of \( i \) because of \( \mathcal{F}^{-1}((i(\sigma + i0)^{-2}) = H(t_s), \mathcal{F}^{-1}(-(\sigma + i0)^{-2}) = t_s H(t_s) \).
and
\[ k_b(h_s^r, h_s^s) = -\left(\frac{1}{2} \left[ [L_b, t_s] \tens{h_s} + h_v \right], h_s^r \right) - \left( f, h_s^r \right) \]
\[ + \left( \frac{1}{2} \left[ [L_b, t_s] h_s + 2[L_b, t_s] \tilde{h}_s \right] + [L_b, t_s] h_v, \tilde{h}_s^s \right) \quad \text{for all } h_s^r \in \mathcal{K}_{b,s}^r. \]
(11.37b)

**Remark 11.6.** If we ask only that the tensor \( \tilde{h}_s \) be *any* stationary solution of \( L_b(t_s h_v + \tilde{h}_s) = 0 \), then we can re-define \( \tilde{h}_s \) as \( h_s + h_v \), and subsequently set \( h_v = 0 \). Keeping \( h_v = 0 \), the term \( \tilde{h}_s \) is then only well-defined modulo \( \mathcal{K}_{b,s} \); it is easy to check that changing \( \tilde{h}_s \) to \( \tilde{h}_s + h_v^\prime, h_v^\prime \in \mathcal{K}_{b,s} \), changes \( h_s^r \) to \( h_s^r - h_s^r \) according to (11.37a)–(11.37b). Therefore, the description (11.36) of the principal part is well-defined independently of the choice of \( \tilde{h}_s \). Similarly, the choice of \( h_s^r \) is immaterial.

We first show that that the (0,1) and (1,0) components of \( \tilde{L}_b(\sigma) \tilde{L}_b(\sigma)^{-1} \) in (11.30) can be made to vanish quadratically at \( \sigma = 0 \) by a more careful choice of the operator \( \tilde{L}_b(\sigma) \) and the space \( \tilde{K}_b \) in (11.5); this uses the explicit form (11.20) and (11.22) of \( \partial_\sigma L_{10}, \partial_\sigma L_{01} \) at \( \sigma = 0 \). To this end, we refine Lemma 11.1 as follows:

**Lemma 11.7.** There exists \( V_b \in \Psi^{-\infty}(X^o; S^2 T^* X^o) \) which is continuous in \( b \) with uniformly compactly supported Schwartz kernel, such that
\[ \tilde{L}_b(\sigma) = \tilde{L}_b(\sigma) + V_b; \quad \mathcal{X}^s, \ell(\sigma) \to \tilde{H}^{s-1, \ell+2}_b \]
satisfies the conclusions of Lemma 11.1, and so that moreover for a suitably chosen (continuous in \( b \)) complementary subspace \( \tilde{K}_b^\perp \) of \( \tilde{K}_b = \tilde{L}_b(0) \mathcal{K}_b = V_b(\mathcal{K}_b) \), we have
\[ V_b \tilde{h} = 0, \quad \tilde{h} \in \tilde{K}_b := \mathcal{C} \tilde{h}_{b,s0} \oplus \tilde{h}_{b,s1}(S_1), \]
\[ \left( f, (I - (\tilde{L}_b(0)^{-1})^* V_b^*) \tilde{h}^* \right) = 0, \quad \tilde{h}^* \in \tilde{K}_b^* := \mathcal{C} \tilde{h}_{b,s0}^* \oplus \tilde{h}_{b,s1}^*(S_1), \quad f \in \tilde{K}_b^\perp. \]
(11.38)  (11.39)

**Proof.** As argued around equation (11.2), the conclusions of Lemma 11.1 are satisfied provided \( V_b : \mathcal{D}^\prime(X^o) \to \mathcal{C}^\infty_c(X^o) \) induces an injective map
\[ V_b|_{\mathcal{K}_b} : \mathcal{K}_b \hookrightarrow (\mathcal{K}_b^*)^\perp \]
(11.40a)
Moreover, one can find \( \tilde{K}_b^\perp \) such that (11.39) holds if \( (I - (\tilde{L}_b(0)^{-1})^* V_b^*) \tilde{K}_b^* \cap \text{ann}(\tilde{K}_b) = 0 \), which upon applying the invertible map \( \tilde{L}_b(0)^* \) is equivalent to
\[ (\tilde{L}_b(0)^*) \tilde{K}_b^* \cap \tilde{L}_b(0)^* \text{ann}(V_b(\mathcal{K}_b)) = 0. \]
(11.40b)

We proceed to arrange (11.38), (11.40a), and (11.40b). Fix bases \( \{ h_{b,1}, \ldots, h_{b,7} \} \) of \( \mathcal{K}_b \) and \( \{ h^*_{b,1}, \ldots, h^*_{b,7} \} \) of \( \mathcal{K}_b^* \) which depend continuously on \( b \). Fix moreover \( h^*_{b,i}, h^*_{b,j} \in \mathcal{C}^\infty_c(X^o) \) satisfying \( \langle h^*_{b,i}, h^*_{b,j} \rangle = \delta_{ij} \) and \( \langle h_{b,i}, h^*_{b,j} \rangle = \delta_{ij} \); we make the ansatz
\[ V_b = V_{b,1} + V_{b,2}, \quad V_{b,1} = \sum_{i=1}^{7} h^*_{b,i} \left( -, h_{b,i} \right); \]
if we choose \( V_{b,2} \) such that \( \mathcal{K}_b \subset \ker V_{b,2} \), then (11.40a) holds.

Next, (11.38) holds if \( \tilde{K}_b \subset \ker V_{b,2} \) and if we choose the \( h^*_{b,j} \) to also satisfy \( h^*_{b,j} \perp \tilde{K}_b \) for \( j = 1, \ldots, 7 \). The latter can be arranged if
\[ \tilde{K}_b \cap \mathcal{K}_b = 0. \]
(11.41)
This holds true for $b = b_0$ by inspection of the expressions in Proposition 9.1. Indeed, elements of $K_{b_0}$ are of size $O(r^{-2})$ with non-zero $r^{-2}$ coefficients, which implies that the elements of $\tilde{K}_b$ must have a non-vanishing $r^{-1}$ leading term; see the proof of Lemma 9.6. A better (in that it does not rely on any explicit calculations) perspective on (11.41) is the following: if $0 \neq h \in K_{b,s}$, there exists a function $F \in C^\infty_c(X^0)$ such that $L_b(Fh) \neq 0$; indeed, the space $C^\infty_c(X^0)h$ is infinite-dimensional, while $\ker L_b \cap \dot{H}^{s,1/2}_b$ is finite-dimensional. But

$$L_b((t_\ast + F)h + (\tilde{h} - Fh)) = 0;$$

this means that if we work with $t_\ast + F$ instead of $t_\ast$ to define $\tilde{h}$ and the spectral family $\tilde{L}_b(\sigma)$ (note that $\tilde{L}_b(0)$ is unaffected by such a change), then $\tilde{h}$ changes by $-Fh \notin \ker \tilde{L}_b(0)$. Therefore, we can always arrange (11.41) upon changing $t_\ast$ in a compact subset of $X^0$ (by an arbitrarily small amount). For later use, we also note that

$$\hat{K}_b^* \cap \hat{K}_b^* = 0; \quad (11.42)$$

this can again be either checked explicitly for $b = b_0$ and the unmodified operator $L_{b_0,0}$, and thus holds by continuity for nearby $b$; or it can be arranged by slightly modifying $t_\ast$.

It remains to arrange (11.40b) and the extra condition $K_{b} \oplus \tilde{K}_b \subset V_{b,2}$. Assuming the latter, we have $V_{b}(\mathcal{K}_b) = V_{b,1}(\mathcal{K}_b) = \text{ran} V_{b,1}$, and (11.40b) is then equivalent to

$$\hat{L}_b(0)^* \hat{K}_b^* \cap (\hat{L}_b(0) + V_{b,2})^*(\ker V_{b,1}^*) = 0.$$

We arrange the stronger condition in which $\ker V_{b,1}^* \subset \dot{H}^{-s+1,\ell+2}_b$ is replaced by the full space $\dot{H}^{-s+1,\ell+2}_b$; this is then equivalent to the requirement that

$$\hat{L}_b(0)^* \hat{K}_b^* \rightarrow (\ker(\hat{L}_b(0) + V_{b,2}))^*$$

be injective. (Note that in view of (11.42), the space on the left is 4-dimensional and depends continuously on $b$.) To arrange this, choose a continuous (in $b$) basis $\{h_{b,1}^*, \ldots, h_{b,4}^*\}$ of $\hat{K}_b^*$, and continuously select $h_{b,1}', \ldots, h_{b,4}' \in C^\infty_c$ with the property that $H'_b := \text{span}\{h_{b,1}', \ldots, h_{b,4}'\}$ and $K_b \oplus \tilde{K}_b$ have trivial intersection, and such that $\langle \hat{L}_b(0)^* h_{b,i}, h_{b,j}' \rangle = \delta_{ij}$. We then want to define $V_{b,2}$ so that $h_{b,j}' \in \ker(\hat{L}_b(0) + V_{b,2})$ for $j = 1, \ldots, 4$; this holds provided we define $V_{b,2}$ as a rank 4 operator which assigns $h_{b,j}' \mapsto -\hat{L}_b(0)h_{b,j}'$, while on a complement of $H'_b$ depending continuously on $b$ and containing $K_b \oplus \tilde{K}_b$, we let $V_{b,2} \equiv 0$. \hfill $\Box$

Proof of Theorem 11.5. We continue where the proof of Proposition 11.3 ended, and in particular use the notation (11.30)–(11.33); however, now we use $L_b(0) = \tilde{L}_b(0) + V_b$ as well as the complement $\tilde{K}_b$ of $\mathcal{K}_b$ defined by Lemma 11.7. Note that the arguments in the proof of Proposition 11.3 are unaffected by our more careful choice of $V_b$ and $\tilde{K}_b$, $\tilde{K}_b^\perp$.

- Quadratic vanishing of $L_{01}$ and $L_{10}$. Lemma 11.7 now gives

$$\sigma^{-1}L_{01}(b,\sigma), \quad \sigma^{-1}L_{10}(b,\sigma) = o(1), \quad \sigma \rightarrow 0.$$

This can be strengthened further: for $h^* \in \mathcal{K}_{b,s}$, we compute, using (11.17),

$$(\tilde{L}_b(\sigma)^{-1})^* V_{b} h^* = h^* + ((\tilde{L}_b(\sigma)^{-1})^* - (\tilde{L}_b(0)^{-1})^*) \tilde{L}_b(0)^* h^*$$

$$= h^* - (\tilde{L}_b(\sigma)^{-1})^* (\sigma \partial_\sigma \tilde{L}_b(0)^* + \frac{\sigma}{2} \partial_\sigma^2 \tilde{L}_b(0)^*) h^*$$

$$= h^* - i\sigma (\tilde{L}_b(\sigma)^{-1})^* \tilde{L}_b(0)^* h^* - \frac{\sigma^2}{2} (\tilde{L}_b(\sigma)^{-1})^* \partial_\sigma^2 \tilde{L}_b(0)^* h^*$$

(11.43)
\[= h^* - i \sigma h^* + i \sigma (\hat{L}_b(\sigma)^{-1})^* V_h^* h^* + i \sigma (\hat{L}_b(\sigma)^{-1})^* (\hat{L}_b(\sigma)^* - \hat{L}_b(0)^*) h^* \]
\[- \frac{\sigma^2}{2} (\hat{L}_b(\sigma)^{-1})^* \partial_\sigma^2 \hat{L}_b(0)^* h^* \]
\[= h^* - i \sigma (I - (\hat{L}_b(0)^{-1})^* V_h^*) h^* - \sigma^2 \left( (\hat{L}_b(\sigma)^{-1})^* \partial_\sigma^2 \hat{L}_b(0)^* h^* \right) \]
\[- \sigma (I - (\hat{L}_b(0)^{-1})^* V_h^*) h^* \]
\[= \sigma (I - (\hat{L}_b(0)^{-1})^* V_h^*) h^* \]
\[(11.44)\]

here, we used Lemma 10.8 to justify the rewriting of the fourth term in the penultimate line when passing to the last line. Thus, for \( f \in \mathcal{K}_b^\perp \),
\[\langle L_{10}(b, \sigma) f, h^* \rangle = \langle f, (I - (\hat{L}_b(\sigma)^{-1})^* V_h^*) h^* \rangle \]
\[(11.45)\]
has a Taylor expansion in \( \sigma \) up to quadratic terms, with \( o(\sigma^2) \) remainder; in fact, the calculation (11.44) and Lemma 11.7 show that \( L_{10}(b, \sigma) = \mathcal{O}(\sigma^2) \) in operator norm.

Similarly, for \( h \in \mathcal{K}_{b,s} \), we have
\[
\hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} \hat{L}_b(0) h \\
= \hat{L}_b(0) h - V_b \hat{L}_b(\sigma)^{-1} \hat{L}_b(0) h \\
= V_b \hat{L}_b(\sigma)^{-1} (\sigma \partial_\sigma \hat{L}_b(0) + \frac{\sigma^2}{2} \partial_\sigma^2 \hat{L}_b(0)) h \\
= i \sigma V_b \hat{L}_b(\sigma)^{-1} \hat{L}_b(0) \hat{h} + \frac{\sigma^2}{2} V_b \hat{L}_b(\sigma)^{-1} \partial_\sigma^2 \hat{L}_b(0) h \]
\[= \sigma^2 V_b \hat{L}_b(\sigma)^{-1} \left( \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0) h - i (\partial_\sigma \hat{L}_b(0) + \frac{\sigma^2}{2} \partial_\sigma^2 \hat{L}_b(0)) \hat{h} \right) \]
\[= \sigma^2 V_b \hat{L}_b(\sigma)^{-1} \left( \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0) h - i (\partial_\sigma \hat{L}_b(0) + \frac{\sigma^2}{2} \partial_\sigma^2 \hat{L}_b(0)) \hat{h} \right), \]
\[(11.46)\]
where we used Lemma 9.6 to justify the penultimate equality, and Lemma 11.7 for the final one. Recall now that \( L_{11} \) and \( L_{21} \) vanish quadratically at \( \sigma = 0 \), and in fact have a Taylor expansion with \( o(\sigma^2) \) error term, by (11.28). We thus conclude that
\[L_{01}(b, \sigma) \hat{L}_b(0) h = \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} \hat{L}_b(0) h - (L_{11}(b, \sigma) + L_{21}(b, \sigma)) \hat{L}_b(0) h \]
has a Taylor expansion modulo \( o(\sigma^2) \), with vanishing linear (in \( \sigma \)) term.

In summary, in the expression (11.30) for \( \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} \), we now have
\[\hat{L}_{01} = \sigma \hat{L}_{01}', \quad \hat{L}_{10} = \sigma \hat{L}_{10}' \]
\[(11.48)\]
with \( \hat{L}_{01}' \) and \( \hat{L}_{10}' \) continuous at \( \sigma = 0 \) and of size \( \mathcal{O}(1) \) in operator norm. In view of (11.33), this immediately implies that the entries \( \sigma^{-1} \hat{R}_{01} \) and \( \sigma^{-1} \hat{R}_{10} \) of the inverse \( \hat{R}_b(\sigma) \) in (11.32) are in fact regular (bounded and continuous) at \( \sigma = 0 \).

For the remainder of the proof, to simplify notation, we shall denote by ‘\( \mathcal{O}^k \)’ operators which are \( \sigma^k \) times a \( \sigma \)-dependent family of operators which is continuous at \( \sigma = 0 \).

- **Control of \( \tilde{R}_{11} \) mod \( \mathcal{O}^2 \).** This is the most delicate calculation; it requires calculating \( \tilde{L}_{11}^2 \) mod \( \mathcal{O}^2 \) = \( \tilde{L}_{11}^2 - \sigma \tilde{L}_{10}^2 \tilde{L}_{00}^{-1} \tilde{L}_{01}^2 \). The factor \( \tilde{L}_{22}^{-1} \) is already controlled modulo \( \mathcal{O}^1 \) by (11.29); it thus remains to control
\[\tilde{L}_{11}^2 = \tilde{L}_{11} - \sigma^2 \tilde{L}_{10}^2 \tilde{L}_{00}^{-1} \tilde{L}_{01}^2 \equiv \tilde{L}_{11} \mod \mathcal{O}^2,\]
as well as
\[\tilde{L}_{12}^2 = \tilde{L}_{12} - \sigma \tilde{L}_{10} \tilde{L}_{00}^{-1} \tilde{L}_{02} \equiv \tilde{L}_{12} \mod \mathcal{O}^1, \quad \tilde{L}_{21}^2 = \tilde{L}_{21} - \sigma \tilde{L}_{20} \tilde{L}_{00}^{-1} \tilde{L}_{01} \equiv \tilde{L}_{21} \mod \mathcal{O}^1.\]
– Control of $\hat{L}_{11}$ modulo $O^2$. We wish to expand $\hat{L}_{11}$ two orders further than before, requiring a fourth order Taylor expansion of the pairing

$$
(\hat{L}_b(\sigma)^{-1}(\hat{L}_b(\sigma)h,h^*), \ h \in K_{b,s}, \ h^* \in K^*_{b,s}, \ (11.49)
$$

see (11.23). As above, the relevant structure will be that $\partial_\sigma \hat{L}_b(0)h = i\hat{L}_b(0)\hat{h}$, with $\hat{h}$ having a $r^{-1}$ leading term by Lemma 9.6; recall that such a leading term (rather than, say, $r^{-1}\log r$) is key for a rewriting (11.8) (with $\hat{h}$ taking the role of $\hat{h}$ there) to be valid. This allows the Taylor expansion to be taken one order further; using the same structure for dual states, i.e. $\partial_\sigma \hat{L}_b(0)^*h^* = i\hat{L}_b(0)^*\hat{h}$ plus Lemma 10.8, gives another order.

Concretely then, starting with (11.23), we wish to calculate

$$
(V_b\hat{L}_b(\sigma)^{-1}\partial_\sigma \hat{L}_b(0)h,h^*) + \frac{\sigma^2}{2}(V_b\hat{L}_b(\sigma)^{-1}\partial_\sigma^2 \hat{L}_b(0)h,h^*) \mod O^3. \quad (11.50)
$$

Let us begin with the second term, which, for later use, we expand further than necessary at this point. Write $f_2 = \partial_\sigma^2 \hat{L}_b(0)h \in \hat{H}_b^{5/2-} \ (\text{which gains two orders of decay relative to } h \in \hat{H}_b^{1/2-} \text{ by Lemma 4.2})$ and $h_2 = \hat{L}_b(0)^{-1}f_2 \in \rho \hat{C}^\infty + \hat{H}_b^{1/2-}$, then $2\sigma^{-1}$ times the second term in (11.50) is

$$
(V_b\hat{L}_b(\sigma)^{-1}f_2,h^*) = \langle V_b\hat{L}_b(0)^{-1}f_2,h^* \rangle - \langle V_b\hat{L}_b(\sigma)^{-1}\sigma\partial_\sigma \hat{L}_b(0)h_2,h^* \rangle - \langle V_b\hat{L}_b(\sigma)^{-1}\frac{\sigma^2}{2}\partial_\sigma^2 \hat{L}_b(0)h_2,h^* \rangle. \quad (11.51)
$$

In the last term, we can integrate by parts and expand $(\hat{L}_b(\sigma)^{-1})^*V_b^*h^*$ up to $O^2$ errors using (11.44), contributing a $\sigma^2$ leading order term and a $O^4$ remainder to (11.51). The second term of (11.51) times $\sigma^{-1}$ on the other hand is, modulo $O^2$, equal to (using (11.21))

$$
-\langle \partial_\sigma \hat{L}_b(0)h_2,(\hat{L}_b(\sigma)^{-1})^*V_b^*h^* \rangle
$$

$$
= -\langle \partial_\sigma \hat{L}_b(0)h_2,h^* \rangle + \langle \partial_\sigma \hat{L}_b(0)h_2,(\hat{L}_b(\sigma)^{-1})^*\sigma\partial_\sigma \hat{L}_b(0)^*h^* \rangle,
$$

with the second term equal to

$$
- i\sigma \langle \partial_\sigma \hat{L}_b(0)h_2,(\hat{L}_b(\sigma)^{-1})^*(\hat{L}_b(\sigma)^{-1})h^* \rangle
$$

$$
= i\sigma \langle \partial_\sigma \hat{L}_b(0)h_2,(\hat{L}_b(\sigma)^{-1})^*V_b^*h^* \rangle - i\sigma \langle \partial_\sigma \hat{L}_b(0)h_2,\hat{h}^* \rangle
$$

$$
- i\sigma \langle \partial_\sigma \hat{L}_b(0)h_2,((\hat{L}_b(\sigma)^{-1})^* - (\hat{L}_b(\sigma)^{-1})^*)(\hat{L}_b(0)^*)h^* \rangle.
$$

Using Lemma 10.8, the last summand can be re-parenthesized to

$$
i\sigma \langle \partial_\sigma \hat{L}_b(0)h_2,(\hat{L}_b(\sigma)^{-1})^*(\hat{L}_b(\sigma) - \hat{L}_b(0))h^* \rangle = O^2.
$$

Altogether, we have shown that (11.51) has a Taylor expansion at $\sigma = 0$ up to a $O^3$ error. Thus, the second term in (11.50) is controlled modulo $O^4$.

The analysis of the first term of (11.50) is similar: it equals

$$
i\langle V_b\hat{L}_b(\sigma)^{-1}(\hat{L}_b(\sigma)^{-1})\hat{h},h^* \rangle = -i\langle V_b\hat{L}_b(\sigma)^{-1}(V_b\hat{h}),h^* \rangle + i\langle V_b\hat{L}_b(\sigma)^{-1}\hat{L}_b(0)\hat{h},h^* \rangle;
$$

the first term has an expansion modulo $O^3$ just like (11.51), while the second one has a leading term $i\langle V_b\hat{h},h^* \rangle$ plus an error (again using Lemma 9.6)

$$
i\langle V_b\hat{L}_b(\sigma)^{-1}(\sigma\partial_\sigma \hat{L}_b(0) + \frac{\sigma^2}{2}\partial_\sigma^2 \hat{L}_b(0))\hat{h},h^* \rangle = i\langle (\sigma\partial_\sigma \hat{L}_b(0) + \frac{\sigma^2}{2}\partial_\sigma^2 \hat{L}_b(0))\hat{h},(\hat{L}_b(\sigma)^{-1})^*V_b^*h^* \rangle.
$$

Using (11.44), this has an expansion modulo $O^3$. 
We now use the explicit formulas (11.33). The expansion modulo $O^3$ of the term $\langle L_b(\sigma) - \hat{L}_b(\sigma) \rangle h, h^* \rangle$ for $h \in K_{b,s}$ and $h^* \in K_{b,v}^*$. Using (11.47), we need
\[ \frac{1}{2} \sigma^2 \langle V_b L_b(\sigma)^{-1} \partial_\sigma \hat{L}_b(0) h, h^* \rangle - i \sigma^2 \langle V_b L_b(\sigma)^{-1} \partial_\sigma \hat{L}_b(0) h, h^* \rangle \] mod $O^3$.

Integrating by parts in each term, and using the equality (11.43) (which is valid also for $h^* \in K_{b,v}^*$) gives a $\sigma^2$ leading term plus a $O^2$ remainder. The argument for $\hat{L}_{21}$ is analogous, now using the full strength of (11.47) but only the expansion (11.46) for $h \in K_{b,v}$.

- **Control of $\hat{L}_{12}$ and $\hat{L}_{21}$ modulo $O^1$.** For $\hat{L}_{12}$, we need to compute, modulo $O^3$, the pairing $\langle \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} \hat{L}_b(0) h, h^* \rangle$ for $h \in K_{b,s}$ and $h^* \in K_{b,v}^*$. Using (11.47), we need
\[ \frac{1}{2} \sigma^2 \langle V_b L_b(\sigma)^{-1} \partial_\sigma \hat{L}_b(0) h, h^* \rangle - i \sigma^2 \langle V_b L_b(\sigma)^{-1} \partial_\sigma \hat{L}_b(0) h, h^* \rangle \] mod $O^3$.

We have thus established
\[ \hat{R}_b(\sigma) = \left( \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} \right)^{-1} = \begin{pmatrix} \hat{R}_{00} & \hat{R}_{01} & \hat{R}_{02} \\ \hat{R}_{10} & \sigma^{-2} \hat{P}_{11} + \hat{R}_{11} & \sigma^{-1} \hat{P}_{12} + \hat{R}_{12} \\ \hat{R}_{20} & \sigma^{-1} \hat{P}_{21} + \hat{R}_{21} & \sigma^{-1} \hat{P}_{22} + \hat{R}_{22} \end{pmatrix} \] (11.52)
where the $\hat{R}_{ij} = \hat{R}_{ij}(b, \sigma)$ and $\hat{R}_{ij}' = \hat{R}_{ij}'(b, \sigma)$ have uniformly bounded operator norm for $(b, \sigma)$ near $(b_0, 0)$ (and are in fact continuous at $\sigma = 0$), while $\hat{P}_{ij} = \hat{P}_{ij}(b, \sigma)$ is linear in $\sigma$, and for $(i, j) = (1, 2), (2, 1), (2, 2)$, $\hat{P}_{ij} = \hat{P}_{ij}(b)$ is $\sigma$-independent.

- **Expansion with $O^0$ errors for $\hat{L}_b(\sigma)^{-1}$.** We now compute $\hat{L}_b(\sigma)^{-1} = \hat{L}_b(\sigma)^{-1} \hat{R}_b(\sigma)$. To get the desired expansion, we merely need to show that $\hat{L}_b(\sigma)^{-1} |_{\tilde{K}_{b,s}}$, resp. $\hat{L}_b(\sigma)^{-1} |_{\tilde{K}_{b,v}}$ has a Taylor expansion modulo $O^2$ remainder, resp. $O^1$. But for $h \in K_{b}$,
\[ \hat{L}_b(\sigma)^{-1} \hat{L}_b(0) h = h - \sigma \hat{L}_b(\sigma)^{-1} \partial_\sigma \hat{L}_b(0) h + O^2 = h + O^1. \] (11.53)
For $h \in K_{b,s}$, we can expand further: using Lemma 11.7, we have
\[ \hat{L}_b(\sigma)^{-1} \hat{L}_b(0) h = h - i \sigma \hat{h} + i \sigma \hat{L}_b(\sigma)^{-1} \left( \hat{L}_b(\sigma) - \hat{L}_b(0) \right) \hat{h} = h - i \sigma \hat{h} + O^2. \] (11.54)

- **Explicit form of the singular part of $\hat{L}_b(\sigma)^{-1}$.** The calculations (11.53)–(11.54) imply that the range of the singular coefficients of $\hat{L}_b(\sigma)^{-1}$ is contained in $K_{b} + \tilde{K}_{b}$. We proceed to determine their full structure. This can be done by keeping track of the terms in the above Taylor expansions, or using a simple matching argument which we proceed to explain. Thus, let $f \in \tilde{H}_b^{s-1, \ell+2}$ and consider
\[ h(\sigma) = \hat{L}_b(\sigma)^{-1} f =: -\sigma^{-2} h_{-2} + i \sigma^{-1} h_{-1} + h_0 + \tilde{h}(\sigma), \]
where $\tilde{h}(\sigma) = o(1)$ in $\tilde{H}_b^{s-\epsilon, \ell-\epsilon}, \epsilon > 0$, as $\sigma \to 0$. Then
\[ f = \hat{L}_b(\sigma) h(\sigma) = -\sigma^{-2} \hat{L}_b(0) h_{-2} \]
\[ + \sigma^{-1} \left( -\partial_\sigma \hat{L}_b(0) h_{-2} + i \hat{L}_b(0) h_{-1} \right) \]
\[ + \left( -\frac{1}{2} \partial_\sigma^2 \hat{L}_b(0) h_{-2} + i \partial_\sigma \hat{L}_b(0) h_{-1} + \hat{L}_b(0) h_0 \right) \]
\[ + \left( \hat{L}_b(0) \tilde{h}(\sigma) + \sigma \frac{1}{2} \partial_\sigma^2 \hat{L}_b(0) h_{-1} + \partial_\sigma \hat{L}_b(0) h_0 \right) + \left( \hat{L}_b(\sigma) - \hat{L}_b(0) \right) \tilde{h}(\sigma) + \frac{a^2}{2} \partial_\sigma^2 \hat{L}_b(0) h_0. \] (11.55)
Therefore, \( h_{-2} \in \mathcal{K}_b \) and \( \partial_s \tilde{L}_b(0) h_{-2} = i \tilde{L}_b(0) h_{-1} \); this implies
\[
h_{-2} = h_s \in \mathcal{K}_{b,s}, \quad h_{-1} = \tilde{h}_s + h'_s + h_v,
\]
for some \( h'_s \in \mathcal{K}_{b,s}, h_v \in \mathcal{K}_{b,v} \), which proceed to determine.

Consider the equality of constant coefficients,
\[
\tilde{L}_b(0) h_0 = f + \frac{i}{2} \partial_s^2 \tilde{L}_b(0) h_{-2} - i \partial_\sigma \tilde{L}_b(0) h_{-1}
= f + \tilde{L}_b(0) \tilde{h}'_s + \frac{1}{2} \partial_s^2 \tilde{L}_b(0) h_s - i \partial_\sigma \tilde{L}_b(0) \tilde{h}_s - i \partial_\sigma \tilde{L}_b(0) h_v,
\]
(11.56)
where \( \tilde{h}'_s \) is defined relative to \( h'_s \) as in Definition 11.4. Pairing this with \( h^* \in \mathcal{K}^*_b \) (which annihilates ran \( \tilde{L}_b(0) \)), we get
\[
\langle f, h^* \rangle = \left\langle \frac{1}{2} ([L_b, t_*], t_*) h_s + 2[L_b, t_*] \tilde{h}_s + [L_b, t_*] h_v, h^* \right\rangle = k_b((h_s, h_v), h^*)
\]
(11.57)
using the pairing \( k_b: \mathcal{K}_b \times \mathcal{K}^*_b \rightarrow \mathbb{C} \) from Definition 11.4. Since this is non-degenerate, we can uniquely determine \( h_s \) (thus \( \tilde{h}_s \)) and \( h_v \) from (11.57).

Consider again (11.56); on the right hand side, the only term not yet determined by \( f \) is \( \tilde{h}'_s \) in the second term. Let us drop this term and consider the PDE
\[
\tilde{L}_b(0) h_0 = f + \frac{1}{2} \partial_s^2 \tilde{L}_b(0) h_s - i \partial_\sigma \tilde{L}_b(0) \tilde{h}_s - i \partial_\sigma \tilde{L}_b(0) h_v;
\]
(11.58)
it can be solved for \( \tilde{h}_0 \in \tilde{H}^{s,t}_b \) because of (11.57); since the right hand side is uniquely determined by \( f \), so is \( \tilde{h}_0 \) mod \( \mathcal{K}_b \). By (11.56), we have
\[
h'' := \tilde{h}_0 - (h_0 - \tilde{h}'_s) \in \mathcal{K}_b.
\]
Considering then the fourth line of (11.55) and pairing with \( h^*_s \in \mathcal{K}^*_b \), the term involving \( \tilde{h}(\sigma) \) does not contribute; we obtain, upon multiplication by \(-i\) and writing \( h_0 = \tilde{h}_0 + \tilde{h}'_s - h'' \),
\[
0 = -i \left\langle \frac{1}{2} \partial_s^2 \tilde{L}_b(0) h_{-1} + \partial_\sigma \tilde{L}_b(0) h_0, h^*_s \right\rangle
= \left\langle \frac{1}{2} \partial_s^2 \tilde{L}_b(0) (\tilde{h}_s + h_s + h_v) - i \partial_\sigma \tilde{L}_b(0) \tilde{h}'_s - i \partial_\sigma \tilde{L}_b(0) \tilde{h}_0 + i \partial_\sigma \tilde{L}_b(0) h'\nu, h^*_s \right\rangle.
\]
Integration by parts of the fourth term, using \( \partial_\sigma \tilde{L}_b(0)^* h^*_s = i \tilde{L}_b(0)^* \tilde{h}'_s \), and integrating by parts again, one gets zero since \( \tilde{L}_b(0) h'\nu = 0 \). Therefore,
\[
\left\langle \frac{1}{2} ([L_b, t_*], t_*) h'_s + 2[L_b, t_*] \tilde{h}'_s, h^*_s \right\rangle = - \left\langle \frac{1}{2} ([L_b, t_*], t_*) (\tilde{h}_s + h_v) + [L_b, t_*] \tilde{h}_0, h^*_s \right\rangle,
\]
(11.59)
which uniquely determines \( \tilde{h}'_s \). We can simplify this by noting that
\[
\left\langle [L_b, t_*] \tilde{h}_0, h^*_s \right\rangle = \left\langle i \partial_\sigma \tilde{L}_b(0) \tilde{h}_0, h^*_s \right\rangle = - \left\langle \tilde{h}_0, i \partial_\sigma \tilde{L}_b(0)^* h^*_s \right\rangle = \left\langle \tilde{h}_0, \tilde{L}_b(0)^* \tilde{h}'_s \right\rangle
= \left\langle \tilde{L}_b(0) \tilde{h}_0, \tilde{h}'_s \right\rangle
= \left\langle f, \tilde{h}'_s \right\rangle - \left\langle \frac{1}{2} ([L_b, t_*], t_*) h_s + 2[L_b, t_*] \tilde{h}_s + [L_b, t_*] h_v, \tilde{h}'_s \right\rangle,
\]
where we used (11.58) in the last line. Plugging this into (11.59) completes the proof of Theorem 11.5. \( \square \)
12. Regularity of the resolvent in the spectral parameter

We continue using the notation from §11, so \( L_b = L_{g_b,E} \) is given by (11.1c), with \( \gamma \) fixed as in (11.1b). We now study in detail the regular part \( L_b^- (\sigma) \) of the resolvent \( \tilde{\mathcal{L}}_b(\sigma) \) defined in Theorem 11.5. In §12.1, we prove that its derivatives of order one, resp. two are bounded by small inverse powers of \( |\sigma| \) when acting between slightly relaxed function spaces; see Theorem 12.1 and Corollary 12.3. Away from \( \sigma = 0 \), the regular part is smooth, as we show in §12.2, together with quantitative high energy estimates for its derivatives. In §12.3 finally, we show that \( L_b^- (\sigma) \) is conormal at \( \sigma = 0 \), i.e. satisfies the same bounds as \( L_b^- (\sigma) \) (and its up to second derivatives) after any number of applications of \( \sigma \partial_{\sigma} \).

12.1. Regularity at low frequencies. By Lemma 4.2, and using that our constraint damping is compactly supported, we have (omitting the bundle \( S^2 \omega^* X \) from the notation)

\[
\tilde{L}_b(\sigma) = 2\sigma \rho (\rho D_\rho + i) + \tilde{L}_b(0) + \mathcal{R}_b(\sigma),
\]

\[
\mathcal{R}_b(\sigma) \in \sigma \rho^3 \text{Diff}_b^1(X) + \sigma (\rho^2 C^\infty(X) + \rho^2 \mathcal{C}^\infty(X)),
\]

\[
\tilde{L}_b(0) \in \rho^2 \text{Diff}_b^2(X).
\]

The operator \( \tilde{L}_b(\sigma) = \tilde{L}_b(\sigma) + V_b \) differs from this by the \( \sigma \)-independent smoothing operator \( V_b \) with Schwartz kernel of compact support in \( X^\circ \times X^\circ \), see Lemma 11.7.

**Theorem 12.1.** Let \( \ell \in (-\frac{3}{2}, -\frac{1}{2}) \), \( \epsilon \in (0, 1) \), \( \ell + \epsilon \in (\frac{1}{2}, \frac{3}{2}) \), and \( s - \epsilon > \frac{7}{2} \).

1. For \( \sigma \neq 0 \), \( \text{Im} \sigma \geq 0 \), the operator \( \partial_{\sigma} L_b^- (\sigma) \) maps \( H_b^{s-1,\ell+2} \rightarrow H_b^{s,\ell+1-\epsilon} \). For \( 0 < |\sigma| \leq \sigma_0 \), \( \text{Im} \sigma \geq 0 \), and \( \sigma_0 \) sufficiently small, we have a uniform estimate

\[
\| \partial_{\sigma} L_b^- (\sigma) \|_{H_b^{s-1,\ell+2} \rightarrow H_b^{s,\ell+1-\epsilon}} \lesssim |\sigma|^{-\epsilon}.
\]

2. For \( \sigma \neq 0 \), \( \text{Im} \sigma \geq 0 \), the operator \( \partial_{\sigma}^2 L_b^- (\sigma) \) maps \( H_b^{s-1,\ell+2} \rightarrow H_b^{s,\ell+1-\epsilon} \). For \( 0 < |\sigma| \leq \sigma_0 \), \( \text{Im} \sigma \geq 0 \), and \( \sigma_0 \) sufficiently small, we have a uniform estimate

\[
\| \partial_{\sigma}^2 L_b^- (\sigma) \|_{H_b^{s-1,\ell+2} \rightarrow H_b^{s,\ell+1-\epsilon}} \lesssim |\sigma|^{-1-\epsilon}.
\]

**Remark 12.2.** In §12.3, we will see that the estimate (12.3) is a special case of the conormal regularity at \( \sigma = 0 \) of the resolvent and its first \( \sigma \)-derivative.

**Corollary 12.3.** Let \( \ell, \epsilon, s \) be as in Theorem 12.1. Then

\[
L_b^- \in H_b^{3/2-\epsilon -}((-\sigma_0, \sigma_0); \mathcal{L}(H_b^{s-1,\ell+2}, \tilde{\mathcal{H}}^{s-\max(1/2, \ell+1-\epsilon)}_b)).
\]

The proof of the corollary uses an interpolation argument, a translation of (12.2)–(12.3) into memberships of \( L_b^- \) in weighted b-Sobolev spaces on the half-lines \([0, \infty)\) and \((-\infty, 0]\), and the relationship of these spaces with standard Sobolev spaces on the real line. Let us denote by \( H_b^k([0, \sigma_0]) \) the completion of \( C_c^\infty((0, \sigma_0]) \) with respect to the norm

\[
\| u \|_{H_b^k}^2 := \sum_{j=0}^{k} \| (\sigma \partial_{\sigma})^j u \|_{L^2(|d\sigma|)}^2.
\]

Hardy’s inequality gives \( \sigma^k H_b^k([0, \sigma_0]) \approx \tilde{H}^k([0, \sigma_0]) \), the latter space consisting of all restrictions to \([0, \sigma_0)\) of elements of \( H_b^k(\mathbb{R}) \) with support in \([0, \infty)\). Interpolation thus gives

\[
\sigma^\alpha H_b^\alpha'([0, \sigma_0)) \subseteq \tilde{H}^\min(\alpha, \alpha')([0, \sigma_0]), \quad \alpha, \alpha' \geq 0.
\]
Proof of Corollary 12.3, assuming Theorem 12.1. Integration of the estimate (12.2) for the operator $\partial_\sigma L_b^{-}(\sigma)$ from $\sigma = \sigma_0$ to 0 implies

$$L_b^{-}(\sigma) - L_b^{-}(0) \in |\sigma|^{3/2-\epsilon} H_0^1(0, \sigma_0); \mathcal{L}(\tilde{H}^{s-1+\ell,\ell-1-\epsilon}_0, \tilde{H}^{s-1-\epsilon,\ell-1-\epsilon}_0),$$

(12.6a)

the arbitrarily small but positive loss in the $|\sigma|$-weight due to the switch from the $L^\infty$-based (in $\sigma$) estimate (12.2) to the $L^2$-estimate (12.6a). Similarly, the estimate (12.3) (together with (12.2)) implies

$$(\sigma \partial_\sigma)^2 L_b^{-}(\sigma) \in |\sigma|^{3/2-\epsilon} H_0^0(0, \sigma_0); \mathcal{L}(\tilde{H}^{s-1+\ell,\ell-1-\epsilon}_0, \tilde{H}^{s-1-\epsilon,\ell-1-\epsilon}_0)).$$

Since $\sigma \partial_\sigma L_b^{-}(\sigma)$ vanishes at $\sigma = 0$, this implies $\sigma \partial_\sigma L_b^{-}(\sigma) \in |\sigma|^{3/2-\epsilon} H_0^1$, and therefore

$$L_b^{-}(\sigma) - L_b^{-}(0) \in |\sigma|^{3/2-\epsilon} H_0^2(0, \sigma_0); \mathcal{L}(\tilde{H}^{s-1+\ell,\ell-1-\epsilon}_0, \tilde{H}^{s-1-\epsilon,\ell-1-\epsilon}_0).$$

(12.6b)

The advantage of working with weighted $b$-Sobolev spaces in the spectral parameter $\sigma$ is that interpolation is immediately applicable. Thus, if $\epsilon \in (0, \frac{1}{2}]$, we interpolate between (12.6a) and (12.6b), giving

$$L_b^{-}(\sigma) - L_b^{-}(0) \in |\sigma|^{3/2-\epsilon} H_0^{1+\theta}(0, \sigma_0); \mathcal{L}(\tilde{H}^{s-1+\ell,\ell-1-\epsilon}_0, \tilde{H}^{s-\theta,\ell-1-\epsilon}_0))$$

in the context of (12.5), this is optimal for $\theta = \frac{1}{2} - \epsilon$, giving $\sigma$-regularity $\frac{3}{2} - \epsilon$, and $b$-regularity $s - \frac{1}{2}$ in the range. We now recall the following general fact: given two functions $u_\pm \in H^s(\mathbb{R}_\pm)$, $s \geq 0$, $s \notin \frac{1}{2} + \mathbb{N}_0$, the function $u(x)$ given by $u_\pm(x)$ for $\pm x > 0$ lies in $H^s(\mathbb{R})$ provided that $\partial_x^j u_+(0) = \partial_x^j u_-(0)$ for all $j \in \mathbb{N}_0$, $j < s - \frac{1}{2}$. (This holds for $s \in [0, \frac{1}{2}]$ by [Tay11, §4, Proposition 5.3], and follows inductively for larger $s$.) Since $L_b^{-}(\sigma) \to L_b^{-}(0)$ as $\sigma \to 0$, this implies (12.4).

If $\epsilon \in [\frac{1}{2}, 1)$, the membership (12.6b) does not give any information over (12.6a) as far as the final $\sigma$-regularity obtained from (12.5) is concerned. Thus, in this case we simply obtain (12.4) by applying (12.5) to (12.6a).

The proof of Theorem 12.1 will occupy the rest of this section. To simplify the bookkeeping of powers of $|\sigma|$ below, we introduce the following notation:

**Definition 12.4.** Let $X, Y$ denote two normed spaces. Suppose $A(\sigma) : X \to Y$ is a family of operators which depends on a parameter $0 \neq \sigma \in \mathbb{C}$. Let $\alpha, \beta \in \mathbb{R}$. Then we write

$$A(\sigma) : |\sigma|^\alpha X \to |\sigma|^\beta Y$$

if and only if there exists a constant $C > 0$ such that $\|A(\sigma)\|_{X\to Y} \leq C|\sigma|^{\beta - \alpha}$ for all $\sigma$.

We start by studying the reference operator $\tilde{L}_b(\sigma)$, which is invertible near $\sigma = 0$ with uniformly bounded operator norm by Lemma 11.1.

**Proposition 12.5.** Let $\ell \in (-\frac{3}{2}, -\frac{1}{2})$, $\epsilon \in (0, 1)$, $\ell + \epsilon \in (-\frac{1}{2}, \frac{1}{2})$, $s > \frac{7}{2}$. For $0 < |\sigma| \leq \sigma_0$, $\text{Im} \sigma \geq 0$, with $\sigma_0 > 0$ small, we have

$$\partial_\sigma \tilde{L}_b(\sigma)^{-1} : \tilde{H}^{s-1+\ell,\ell-1-\epsilon}_0 \to |\sigma|^{-\epsilon} \tilde{H}^{s-\epsilon,\ell-\epsilon-1}_0,$$

(12.7a)

$$\partial_\sigma^2 \tilde{L}_b(\sigma)^{-1} : \tilde{H}^{s-1+\ell,\ell-1-\epsilon}_0 \to |\sigma|^{-1-\epsilon} \tilde{H}^{s-1-\epsilon,\ell-\epsilon-1}_0.$$  

(12.7b)

Formally, we have $\partial_\sigma \tilde{L}_b(\sigma)^{-1} = -\tilde{L}_b(\sigma)^{-1}(\partial_\sigma \tilde{L}_b(\sigma)) \tilde{L}_b(\sigma)^{-1}$, where

$$\partial_\sigma \tilde{L}_b(\sigma) \in 2\rho(\rho D_\rho + i) + \rho^3 \text{Diff}_1^1 + \rho^2 C^\infty + \sigma \rho^2 C^\infty.$$  

(12.8)
We thus in particular need to study the composition of $\hat{L}_b(\sigma)^{-1}$ with the b-normal operator $2\rho(D_{\rho} + i)$. Since the $r^{-1}$ leading order terms produced by $\hat{L}_b(\sigma)^{-1}$ are annihilated by $\rho D_{\rho} + i$, we have an improvement in the decay rate produced by the composition:

**Lemma 12.6.** Let $\ell \in (-\frac{3}{2}, -\frac{1}{2})$, $0 \leq \epsilon \leq 1$, $s > \frac{5}{2}$. Then $|\sigma| \leq \sigma_0$, $\sigma_0 > 0$ small,

\[
\begin{align*}
\rho(\rho D_{\rho} + i)\hat{L}_b(\sigma)^{-1} : & \tilde{H}_b^{s-1,\ell+2} \to |\sigma|^{-\epsilon}\tilde{H}_b^{s-1-\ell,\ell+1+\epsilon}, \\
\hat{L}_b(\sigma)^{-1}\rho(\rho D_{\rho} + i) : & \tilde{H}_b^{s+\ell,\ell+1-\epsilon} \to |\sigma|^{-\epsilon}\tilde{H}_b^{s,\ell}.
\end{align*}
\]

(12.9a)

(12.9b)

**Proof.** We have $\rho(\rho D_{\rho} + i)\hat{L}_b(\sigma)^{-1} : \tilde{H}_b^{s-1,\ell+2} \to \tilde{H}_b^{s-1,\ell+1}$. On the other hand, we can write

\[
2\sigma\rho(D_{\rho} + i) = \hat{L}_b(\sigma) - \hat{L}_b(0) + R, \quad R \in \sigma\rho^3\text{Diff}^1_b + \sigma\rho^2C^\infty + \sigma^2\rho^2C^\infty;
\]

since $\hat{L}_b(0), R : \tilde{H}_b^{s,\ell} \to \tilde{H}_b^{s-2,\ell+2}$, this gives

\[
\rho(D_{\rho} + i)\hat{L}_b(\sigma)^{-1} = \sigma^{-1}(I + (-\hat{L}_b(0) + R)\hat{L}_b(\sigma)^{-1}) : \tilde{H}_b^{s-1,\ell+2} \to |\sigma|^{-1}\tilde{H}_b^{s-2,\ell+2}.
\]

Interpolation gives (12.9a). To get (12.9b), one interpolates between $\hat{L}_b(\sigma)^{-1}\rho(D_{\rho} + i) : \tilde{H}_b^{s,\ell} \to \tilde{H}_b^{s,\ell}$ and $\sigma^{-1}(I + \hat{L}_b(\sigma)^{-1}(-\hat{L}_b(0) + R)) : \tilde{H}_b^{s+1,\ell} \to |\sigma|^{-1}\tilde{H}_b^{s,\ell}$. \hfill $\square$

**Proof of Proposition 12.5.** Let $'$ denote a derivative with respect to $\sigma$, so

\[
(\hat{L}_b(\sigma)^{-1})' = -\hat{L}_b(\sigma)^{-1}\hat{L}_b'(\sigma)\hat{L}_b(\sigma)^{-1}.
\]

We first consider the term $\hat{L}_b(\sigma)^{-1}\rho(D_{\rho} + i)\hat{L}_b(\sigma)^{-1}$. The hypotheses of the Proposition allow us to apply $\hat{L}_b(\sigma)^{-1}$ on the left in (12.9a), giving

\[
\hat{L}_b(\sigma)^{-1} : |\sigma|^{-\epsilon}\tilde{H}_b^{s-1-\ell,\ell+\epsilon+1} \to |\sigma|^{-\epsilon}\tilde{H}_b^{s-\ell,\ell+\epsilon-1},
\]

with uniformly bounded operator norm. The error terms in (12.8) lie in $\rho^2\text{Diff}^1_b$, and

\[
\tilde{H}_b^{s-1,\ell+2} \xrightarrow{\hat{L}_b(\sigma)^{-1}} \tilde{H}_b^{s,\ell} \xrightarrow{\rho^2\text{Diff}^1_b} \tilde{H}_b^{s-1,\ell+2} \xrightarrow{\hat{L}_b(\sigma)^{-1}} \tilde{H}_b^{s,\ell}
\]

is uniformly bounded. This proves (12.7a). We record for further use below that

\[
\hat{L}_b(\sigma)\hat{L}_b(\sigma)^{-1} : \tilde{H}_b^{s-1,\ell+2} \to |\sigma|^{-\epsilon}\tilde{H}_b^{s-1-\ell,\ell+\epsilon+1}.
\]

(12.11)

We next compute the second derivative:

\[
(\hat{L}_b(\sigma)^{-1})'' = 2\hat{L}_b(\sigma)^{-1}\hat{L}_b'(\sigma)\hat{L}_b(\sigma)^{-1}\hat{L}_b'(\sigma)\hat{L}_b(\sigma)^{-1} - \hat{L}_b(\sigma)^{-1}\hat{L}_b''(\sigma)\hat{L}_b(\sigma)^{-1}
\]

\[= : I_1 + I_2.
\]

Since $\hat{L}_b''(\sigma) \in \rho^2C^\infty$, the term $I_2$ is bounded just like (12.10). In order to study $I_1$, we put $\delta := \frac{1+\ell}{2} \in (\frac{1}{2}, 1)$. Using (12.11), we find, using $s - \delta > \frac{5}{2}$ and $\ell - 1 + \delta \in (-\frac{3}{2}, -\frac{1}{2})$,

\[
\tilde{H}_b^{s-1,\ell+2} \xrightarrow{\hat{L}_b'(\sigma)\hat{L}_b(\sigma)^{-1}} |\sigma|^{-\epsilon}\tilde{H}_b^{s-\ell,\ell+\epsilon-1}
\]

\[
\xrightarrow{\hat{L}_b(\sigma)^{-1}} |\sigma|^{-2\delta}\tilde{H}_b^{s-1-2\delta,\ell+2\delta} = |\sigma|^{-\epsilon}\tilde{H}_b^{s-\ell,\ell+\epsilon-1},
\]

proving (12.7b). \hfill $\square$
The proof of Theorem 12.1 requires a precise analysis of the regular part of the inverse \( \tilde{R}_b(\sigma) \) defined in equations (11.31) and (11.52). We begin by studying the entries of the normalized spectral family

\[
\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1} = \begin{pmatrix}
L_{00} & \sigma^2\tilde{L}_{01} & \sigma\tilde{L}_{02} \\
\sigma^2\tilde{L}_{10} & \sigma^2\tilde{L}_{11} & \sigma^2\tilde{L}_{12} \\
\sigma\tilde{L}_{20} & \sigma^2\tilde{L}_{21} & \sigma\tilde{L}_{22}
\end{pmatrix},
\]

see (11.30) and (11.48). For simpler bookkeeping, we define, in the notation of (11.5),

\[
\tilde{K}_0 = \tilde{K}_b^\perp, \quad \tilde{K}_1 = \tilde{K}_{b,s}, \quad \tilde{K}_2 = \tilde{K}_{b,v}, \\
\mathcal{R}_0 = \text{ran } \Pi_b, \quad \mathcal{R}_1 = \mathcal{R}_s^\perp, \quad \mathcal{R}_2 = \mathcal{R}_v^\perp.
\]

**Definition 12.7.** 
(1) We say that an operator \( L(\sigma) \) is \( \epsilon \)-regular at zero if for \( \sigma \in \mathbb{C} \), \( \text{Im } \sigma \geq 0 \), \( |\sigma| \) small, it satisfies uniform estimates

\[
\|L(\sigma)\|_{\tilde{K}_j \to \mathcal{R}_i} \lesssim 1, \tag{12.13a}
\]

\[
\|\partial_\sigma L(\sigma)\|_{\tilde{K}_j \to \mathcal{R}_i} \lesssim |\sigma|^{-\epsilon}, \tag{12.13b}
\]

\[
\|\partial^2_\sigma L(\sigma)\|_{\tilde{K}_j \to \mathcal{R}_i} \lesssim |\sigma|^{-1-\epsilon}. \tag{12.13c}
\]

(2) We say that \( \tilde{L}_{ij} \) has an \( \epsilon \)-regular expansion at zero in \( \sigma \) up to order one if

\[
\tilde{L}_{ij} = \tilde{L}_{ij}^0 + \sigma \tilde{L}_{ij}^1(\sigma)
\]

where \( \tilde{L}_{ij}^0 : \tilde{K}_j \to \mathcal{R}_i \) is \( \sigma \)-independent and \( \tilde{L}_{ij}^1(\sigma) \) is \( \epsilon \)-regular.

(3) We say that \( \tilde{L}_{ij} \) has an \( \epsilon \)-regular expansion at zero in \( \sigma \) up to order two if

\[
\tilde{L}_{ij} = \tilde{L}_{ij}^0 + \sigma \tilde{L}_{ij}^1 + \sigma^2 \tilde{L}_{ij}^2(\sigma),
\]

where \( \tilde{L}_{ij}^0, \tilde{L}_{ij}^1 : \tilde{K}_j \to \mathcal{R}_i \) are \( \sigma \)-independent and \( \tilde{L}_{ij}^2(\sigma) \) is \( \epsilon \)-regular.

**Proposition 12.8.** The entries of \( \tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1} \) have the following regularity:

1. \( L_{00}, L_{01}', L_{10}', L_{02}, L_{20} \) are \( \epsilon \)-regular;
2. \( L_{12}, L_{21}, L_{22} \) (and \( L_{01}, L_{10} \)) have an \( \epsilon \)-regular expansion up to order one;
3. \( L_{11} \) has an \( \epsilon \)-regular expansion up to order two.

**Proof.** We make fully explicit some of the calculations already present in the proof of Theorem 11.5; there, we showed that various entries have a Taylor expansion in \( \sigma \) to a certain order by using the resolvent identity multiple times, the point being that all terms arising in this manner are either polynomials in \( \sigma \), or involve \( \tilde{L}_b(\sigma)^{-1} \) acting on an element of \( \tilde{H}_{b,s}^{3,3/2} \) with \( s' > \frac{3}{2} \), which gives an \( \epsilon \)-regular expression by Proposition 12.5. We demonstrate this in detail for a number of entries.

- **Analysis of \( L_{10}' \).** Using (11.44)–(11.45) and (11.39), we have for \( f \in \tilde{K}_b^\perp, h^* \in \mathcal{K}_b^* \):

\[
\langle L_{10}', f, h^* \rangle = \langle f, \frac{1}{2} \partial^2_\sigma \tilde{L}_b(0)^*h^* \rangle - i \langle \tilde{L}_b(\sigma)^{-1}f, (\partial_\sigma \tilde{L}_b(0)^* + \frac{1}{2} \partial^2_\sigma \tilde{L}_b(0)^*) (I - (\tilde{L}_b(0)^{-1})^*V_b^*h^*) \rangle.
\]

Recall that \( (\tilde{L}_b(0)^{-1})^*: \mathcal{C}_c^\infty(X^c) \to \rho \mathcal{C}_c^\infty + \tilde{H}_{a}^{3/2-\nu,3/2-\nu} \), where the first term is supported in \( r \geq 4m_0 \), and where \( \nu = \nu(|b - b_0|, \gamma) \) is a small constant, continuous in \( (b, \gamma) \) with
\( \nu(0,0) = 0 \). (The output is singular only at the conormal bundle of the event horizon, and the presence of \( \nu \) permits small deviations from the threshold regularity \(-\frac{3}{2}\) for the linearized unmodified gauge-fixed Einstein operator on Schwarzschild spacetimes, see the Proof of Theorem 4.3.) Using Lemma 10.8, we thus have

\[
(I - (L_b(0)^{-1})^*V_b^*)\hat{h}^* \in \rho C^\infty + \hat{H}_b^{-3/2-\nu^-1/2-},
\]

which gets mapped into \( \hat{H}_b^{-5/2-\nu^-3/2-} \) by \( \partial_\sigma \hat{L}_b(0)^* \) (using that \( \partial_\sigma \hat{L}_b(0)^* : \rho C^\infty \to \rho^3 C^\infty \) as well as by \( \partial_\sigma^2 \hat{L}_b(0)^* \in \rho^2 C^\infty \). On the other hand, Proposition 12.5 gives

\[
\hat{L}_b(\sigma)^{-1} f \in \hat{H}_{b}^\nu, \quad \partial_\sigma^{1+j} \hat{L}_b(\sigma)^{-1} f \in |\sigma|^{-\epsilon-j-0} \hat{H}_{b}^{\nu-j-\epsilon, \ell-\epsilon}, \quad j = 0, 1.
\]

The pairings above are thus well-defined since \( \ell + \epsilon > -\frac{1}{2} \) (which holds by assumption) and \( s - \epsilon > \frac{7}{2} + \nu \) (which is satisfied for \( s - \epsilon > \frac{7}{2} \) when \((b, \gamma)\) is close to \((b_0, 0)\)).

- **Analysis of \( \hat{L}_{20} \).** Let \( f \in \tilde{K}_{b, \nu}^1 \), \( h^* \in \tilde{K}_{b, \nu}^1 \). Then we have

\[
\sigma^{-1} \langle \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} f, h^* \rangle = \langle \hat{L}_b(\sigma)^{-1} f, \partial_\sigma \hat{L}_b(0)^* + \frac{\sigma}{2} \partial_\sigma^2 \hat{L}_b(0)^* h^* \rangle.
\]

By (12.16), and using that \( \partial_\sigma \hat{L}_b(0)^* h^* \), \( \partial_\sigma^2 \hat{L}_b(0)^* h^* \in \hat{H}_b^{-5/2-\nu^-3/2-} \) (which for the former tensor follows again from the fact that the normal operator of \( \partial_\sigma \hat{L}_b(0)^* \) annihilates \( r^{-1} \)), we see that this is \( \epsilon \)-regular.

- **Analysis of \( \hat{L}_{21}, \hat{L}_{12} \).** Let \( h \in \tilde{K}_{b, \nu}^1 \), \( h^* \in \tilde{K}_{b, \nu}^1 \). Using the calculations (11.47) (for \( h \)) and (11.43) (for \( h^* \)), as well as using (11.21), we find that \( \hat{L}_{12}(h, h^*) \) equals

\[
\sigma^{-2} \langle \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} \hat{L}_b(0)^* h, h^* \rangle = \langle \hat{L}_b(\sigma)^{-1} (\frac{3}{2} \partial_\sigma^2 \hat{L}_b(0)^* h - \frac{1}{2} \partial_\sigma \hat{L}_b(0)^* h^* - i \partial_\sigma \hat{L}_b(0)^* h^*), \hat{L}_b(\sigma)^{-1} \hat{L}_b(0)^* h, h^* \rangle
\]

We need to show that the \( \sigma \)-coefficient of the last two lines is \( \epsilon \)-regular, which holds because \( \hat{L}_b(\sigma)^{-1} v \) is \( \epsilon \)-regular for any \( v \in \hat{H}_b^{-3/2-} \). Note here that indeed \( \partial_\sigma \hat{L}_b(0)^* h, \partial_\sigma^2 \hat{L}_b(0)^* h \in \hat{H}_b^{-3/2-} \) in view of Lemma 9.6.

Let now \( h \in \tilde{K}_{b, \nu}^1 \), \( h^* \in \tilde{K}_{b, \nu}^1 \). Then (11.46) (for \( h \)) and (11.44) (for \( h^* \)) give

\[
sigma^{-2} \langle \hat{L}_b(\sigma) \hat{L}_b(\sigma)^{-1} \hat{L}_b(0)^* h, h^* \rangle
\]

"
The first summand vanishes by the calculation (11.18). The second and third summand are polynomials in \( \sigma \). The \( \sigma \)-coefficient of the final term is \( \epsilon \)-regular by the same argument as before. This shows that \( L_{11} \) has an \( \epsilon \)-regular expansion up to order 1.

- **Analysis of \( \tilde{L}_{22} \).** For \( h \in \mathcal{K}_{b,v}, \ h^* \in \mathcal{K}^*_{b,v} \), we compute, using (11.43) and (11.46),

\[
\sigma^{-1} \langle \tilde{L}_b(\sigma) \tilde{L}_b(\sigma)^{-1} \tilde{L}_b(0) h, h^* \rangle
\]
\[
= \langle (\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial^2_\sigma \tilde{L}_b(0)) h, (\tilde{L}_b(\sigma)^{-1})^* V_b^* h^* \rangle
\]
\[
= \langle (\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial^2_\sigma \tilde{L}_b(0)) h, h^* \rangle
\]
\[
- \sigma \langle L_b(\sigma)^{-1} (\partial_\sigma \tilde{L}_b(0) + \frac{\sigma}{2} \partial^2_\sigma \tilde{L}_b(0)) h, (\partial_\sigma \tilde{L}_b(0)^* + \frac{\sigma}{2} \partial^2_\sigma \tilde{L}_b(0)^*) h^* \rangle.
\]

The \( \sigma \)-coefficient of the last line is \( \epsilon \)-regular by the same arguments as before.

- **Analysis of \( \tilde{L}_{11} \).** The calculations in the proof of Theorem 11.5 which show that \( L_{11} \) has a Taylor expansion to order 2 immediately imply, by means of Proposition 12.5, that the \( \mathcal{O}(\sigma^2) \) coefficient of \( \tilde{L}_{11} \) is \( \epsilon \)-regular; thus, \( L_{11} \) has an \( \epsilon \)-regular expansion up to order two, as desired.

- **Analysis of \( \tilde{L}_{01} \).** For \( h \in \mathcal{K}_{b,s} \), we have

\[
\tilde{L}_{01} \tilde{L}_b(0) h = \sigma^{-2} \tilde{L}_b(\sigma) \tilde{L}_b(\sigma)^{-1} \tilde{L}_b(0) h - (\tilde{L}_{11} + \tilde{L}_{21}) \tilde{L}_b(0) h.
\]

Using (11.47) as well as the results on \( \tilde{L}_{11}, \tilde{L}_{21} \) proved already, we see that this is \( \epsilon \)-regular. (Note here that the first operator \( V_b \) in (11.47) maps into \( \mathcal{C}^\infty_c(X^0) \).)

- **Analysis of \( \tilde{L}_{02} \).** In a similar manner, we write, for \( h \in \mathcal{K}_{b,v} \),

\[
\tilde{L}_{02} \tilde{L}_b(0) h = \sigma^{-1} \tilde{L}_b(\sigma) \tilde{L}_b(\sigma)^{-1} \tilde{L}_b(0) h - (\sigma \tilde{L}_{12} + \tilde{L}_{22}) \tilde{L}_b(0) h.
\]

In view of (11.46), the first term is regular at \( \sigma = 0 \), and in fact is \( \epsilon \)-regular; for the second term, \( \epsilon \)-regularity was proved above. The proof is complete.

- **Analysis of \( L_{00} \).** For \( f \in \tilde{\mathcal{K}}^+ \), we have

\[
L_{00} f = \tilde{L}_b(\sigma) \tilde{L}_b(\sigma)^{-1} f - \sigma (\tilde{L}_{10} + \tilde{L}_{20}) f
\]
\[
= f - V_b \tilde{L}_b(\sigma)^{-1} f - \sigma (\tilde{L}_{10} + \tilde{L}_{20}) f.
\]

The third term was treated above. Differentiating in \( \sigma \), only the second term remains, and it maps into \( \mathcal{C}^\infty_c(X^0) \). Using Proposition 12.5, we see that \( L_{00} \) is \( \epsilon \)-regular. \( \square \)

We next study the entries \( \tilde{R}_{ij} \) of \( \tilde{R}_b(\sigma) \) in (11.31) and (11.52). As a preparation, we note:

**Lemma 12.9.** Let \( s, t, \epsilon \) be as in Theorem 12.1. Let \( j, k \in \{0, 1, 2\} \). Suppose that \( L(\sigma) \) has an \( \epsilon \)-regular expansion up to order two of the form

\[
L(\sigma) = L_0 + \sigma L_1 + \sigma^2 L_2(\sigma),
\]

where \( L_0: \tilde{\mathcal{K}} \rightarrow \mathcal{R} \) is invertible, \( L_1, L_2(\sigma): \tilde{\mathcal{K}} \rightarrow \mathcal{R} \) are bounded uniformly in \( \sigma \), and \( L_2(\sigma) \) is \( \epsilon \)-regular. Then for \( \sigma \) sufficiently small, \( L(\sigma) \) is invertible, and its inverse \( L(\sigma)^{-1} \) has an \( \epsilon \)-regular expansion up to order two, in the sense that

\[
L(\sigma)^{-1} = L^0 + \sigma L^1 + \sigma^2 L^2(\sigma),
\]

where the \( L^i(\sigma) \) are \( \epsilon \)-regular \( \mathcal{O}(\sigma^i) \) expansions.
where the operators $L^0, L^1: \mathcal{R}_i \to \tilde{K}_j$ are bounded, and $L^2(\sigma)$ is $\epsilon$-regular in the sense that $L^2(\sigma): \mathcal{R}_i \to \tilde{K}_j$, $\partial_\sigma L^2(\sigma): \mathcal{R}_i \to |\sigma|^{-\epsilon}\tilde{K}_j$, and $\partial_\sigma^2 L^2(\sigma): \mathcal{R}_i \to |\sigma|^{-1-\epsilon}\tilde{K}_j$ (using the notation of Definition 12.4).

Similarly, if $L(\sigma)$ only has an $\epsilon$-regular expansion up to order one, then so does $L(\sigma)^{-1}$. Lastly, if $L(\sigma)$ is $\epsilon$-regular and has uniformly bounded inverse, then $L(\sigma)^{-1}$ is $\epsilon$-regular.

**Proof.** Write $L(\sigma) = L_0(1 + \sigma L_0^{-1}(L_1 + \sigma L_2(\sigma)))$. Now, $||\sigma L_0^{-1}(L_1 + \sigma L_2(\sigma))||_{\tilde{K}_j} \leq C\sigma$, hence $L(\sigma)$ is invertible for sufficiently small $\sigma$ by means of a Neumann series:

$$
(L_0(1 + \sigma L_0^{-1}(L_1 + \sigma L_2(\sigma))))^{-1} = L_0^{-1} - \sigma L_0^{-1}L_1L_0^{-1} - \sigma^2 L_0^{-1}L_2(\sigma)L_0^{-1} + \sigma^2 \left( \sum_{k=2}^{\infty} (-1)^k \sigma^{-k}(L_0^{-1}(L_1 + \sigma L_2(\sigma)))^k L_0^{-1} \right)\) (12.18)

$$

$=: R_0 + \sigma R_1 + \sigma^2 R_2(\sigma)$.

Now, $R_2(\sigma): \mathcal{R}_i \to \tilde{K}_j$ is bounded, and $L_0^{-1}L_2(\sigma)L_0^{-1}$ is $\epsilon$-regular since $L_2(\sigma)$ is. It remains to consider the infinite series. Differentiating it once produces terms of the form $$(L_0^{-1}(L_1 + \sigma L_2(\sigma)))^k L_0^{-1}(L_2(\sigma) + \sigma L_2^\prime(\sigma))) \circ (L_0^{-1}(L_1 + \sigma L_2(\sigma)))^k L_0^{-1},$$

where $'$ denotes differentiation in $\sigma$. The third factor is bounded $\mathcal{R}_i \to \tilde{K}_j$, which the second factor further maps into $L_0^{-1}(\mathcal{R}_i + |\sigma|^{-\epsilon}\mathcal{R}_i) \subset \tilde{K}_j$, and the first factor then produces $\tilde{K}_j$.

Differentiating the series twice produces two types of terms: the first type is of the form

$$(L_0^{-1}(L_1 + \sigma L_2(\sigma)))^k L_0^{-1}(\sigma L_2^\prime(\sigma) + 2L_2^\prime(\sigma))) \circ (L_0^{-1}(L_1 + \sigma L_2(\sigma)))^k L_0^{-1},$$

mapping $\mathcal{R}_i \to \tilde{K}_j$ (third factor), then into $L_0^{-1}(|\sigma|^{-\epsilon}\mathcal{R}_i + |\sigma|^{-1-\epsilon}\mathcal{R}_i) \subset |\sigma|^{-1-\epsilon}\tilde{K}_j$ (second factor), and then into $|\sigma|^{-1-\epsilon}\tilde{K}_j$ (first factor). The second type is of the form

$$(L_0^{-1}(L_1 + \sigma L_2(\sigma)))^k L_0^{-1}(L_2(\sigma) + \sigma L_2^\prime(\sigma))) \circ (L_0^{-1}(L_1 + \sigma L_2(\sigma)))^k L_0^{-1},$$

which maps $\mathcal{R}_i \to \tilde{K}_j$, as desired.

The proof of the final two statements is analogous (and in fact simpler).

**Proposition 12.10.** The entries of

$$
\tilde{R}_b(\sigma) = \left(\tilde{L}_b(\sigma)\tilde{L}_b(\sigma)^{-1}\right)^{-1} = \left(
\begin{array}{ccc}
\tilde{R}_{00} & \tilde{R}_{01} & \tilde{R}_{02} \\
\tilde{R}_{10}' & \sigma^{-2}\tilde{R}_{11} & \sigma^{-1}\tilde{R}_{12} \\
\tilde{R}_{20} & \sigma^{-1}\tilde{R}_{21} & \sigma^{-1}\tilde{R}_{22}
\end{array}
\right)
$$

have the following regularity:

1. $\tilde{R}_{00}, \tilde{R}_{01}, \tilde{R}_{10}', \tilde{R}_{02}, \tilde{R}_{20}$ are $\epsilon$-regular (in the sense of Lemma 12.9);
2. $\tilde{R}_{12}, \tilde{R}_{21}, \tilde{R}_{22}$ have $\epsilon$-regular expansions up to order one;
3. $\tilde{R}_{11}$ has an $\epsilon$-regular expansion up to order two.

**Proof.** First, combining Lemma 12.9 and Proposition 12.8, we see that $L_0^{-1}$ is $\epsilon$-regular. Next, recall that $\tilde{L}_{ij} = \tilde{L}_{ij} - \tilde{L}_{i0}L_0^{-1}\tilde{L}_{0j}$. By Proposition 12.8, $\tilde{L}_{11}^2$ has an $\epsilon$-regular expansion.
up to order two, and \(L_{12}^{\epsilon}, L_{21}^{\epsilon}\) have \(\epsilon\)-regular expansions up to order one. Furthermore, \(L_{22}^{\epsilon} = L_{22} - \sigma L_{02} L_{00}^{-1} L_{02}\) has an \(\epsilon\)-regular expansion up to order one. Thus, \(L_{11}^{\epsilon} = L_{11}^{\epsilon} - \sigma L_{12}^{\epsilon} (L_{22}^{\epsilon})^{-1} L_{21}^{\epsilon}\) has an \(\epsilon\)-regular expansion up to order two.

The \(\epsilon\)-regularity of \(\tilde{R}_{01}^{\epsilon} = \sigma^{-1} \tilde{R}_{01}\) and \(\tilde{R}_{10}^{\epsilon} = \sigma^{-1} \tilde{R}_{10}\) follows from the explicit formulas (11.33) (recalling (11.48)), Proposition 12.8, and Lemma 12.9. Similarly, \(\tilde{R}_{12}, \tilde{R}_{21}, \tilde{R}_{22}\) have \(\epsilon\)-regular expansions up to order one by inspection of (11.33), and \(\tilde{R}_{11}\) has an \(\epsilon\)-regular expansion up to order two. We calculate the remaining, regular, coefficients of \(\tilde{R}_{b}(\sigma)\) as
\[
\begin{aligned}
\tilde{R}_{00} &= L_{00}^{-1} (I - \tilde{L}_{01} \tilde{R}_{10} - \sigma \tilde{L}_{02} \tilde{R}_{20}), \\
\tilde{R}_{02} &= L_{00}^{-1} (-\tilde{L}_{01} \tilde{R}_{12} - \tilde{L}_{02} \tilde{R}_{22}), \\
\tilde{R}_{20} &= -(\tilde{L}_{22}^{b})^{-1} (\tilde{L}_{21}^{b} \tilde{R}_{10} + \tilde{L}_{20} \tilde{L}_{00}^{-1});
\end{aligned}
\]
they are thus \(\epsilon\)-regular as well.

We can now prove the main theorem of this section.

**Proof of Theorem 12.1.** We split \(\tilde{R}_{b}(\sigma)\) into its regular and singular parts, to wit
\[
\tilde{R}_{b}(\sigma) = \tilde{R}_{b, \text{reg}}(\sigma) + \tilde{R}_{b, \text{sing}}(\sigma),
\]
\[
\tilde{R}_{b, \text{reg}}(\sigma) = \begin{pmatrix} \tilde{R}_{00} & \tilde{R}_{01} \\ \tilde{R}_{10} & \tilde{R}_{11} \end{pmatrix}, \quad \tilde{R}_{b, \text{sing}}(\sigma) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & \sigma^{-2} \tilde{P}_{11} & \sigma^{-1} \tilde{P}_{12} \\ 0 & \sigma^{-1} \tilde{P}_{21} & \sigma^{-1} \tilde{P}_{22} \end{pmatrix}.
\]

By Theorem 11.5, we can write
\[
\tilde{L}_{b}(\sigma)^{-1} = \sum_{j=1}^{2} \sigma^{-j} P_{b,j} + L_{b}^{-}(\sigma), \quad P_{b,j}: \tilde{H}_{b}^{s-1, \ell+2} \to \tilde{H}_{b}^{\infty,-1/2}.
\]

Combining
\[
\tilde{R}_{b, \text{reg}}(\sigma) + \tilde{R}_{b, \text{sing}}(\sigma) = \tilde{L}_{b}(\sigma)(P_{b}(\sigma) + L_{b}^{-}(\sigma)),
\]
with \(\tilde{L}_{b}(\sigma) = \tilde{L}_{b}(0) + \sigma \partial_{\sigma} \tilde{L}_{b}(0) + \frac{\sigma^{2}}{2} \partial_{\sigma}^{2} \tilde{L}_{b}(0)\), we thus obtain
\[
\tilde{R}_{b, \text{reg}}(\sigma) = \tilde{L}_{b}(\sigma)L_{b}^{-}(\sigma) + (\partial_{\sigma} \tilde{L}_{b}(0) + \frac{\sigma}{2} \partial_{\sigma}^{2} \tilde{L}_{b}(0))P_{b,1} + \frac{1}{2} \partial_{\sigma}^{2} \tilde{L}_{b}(0)P_{b,2},
\]
and therefore
\[
L_{b}^{-}(\sigma) = \tilde{L}_{b}(\sigma)^{-1} \tilde{R}_{b, \text{reg}}(\sigma) - \tilde{L}_{b}(\sigma)^{-1} ((\partial_{\sigma} \tilde{L}_{b}(0) + \frac{\sigma}{2} \partial_{\sigma}^{2} \tilde{L}_{b}(0))P_{b,1} + \frac{1}{2} \partial_{\sigma}^{2} \tilde{L}_{b}(0)P_{b,2}).
\]

By Lemma 9.6, the compositions \(\partial_{\sigma}^{k} \tilde{L}_{b}(0) \circ P_{b,j}\) for \(j, k = 1, 2\) are bounded from \(\tilde{H}_{b}^{s-1, \ell+2} \to \tilde{H}_{b}^{\infty,3/2-}\). By Proposition 12.5, the second term satisfies the estimates (12.2)–(12.3). For the first term, we compute
\[
\begin{aligned}
\partial_{\sigma} (\tilde{L}_{b}(\sigma)^{-1} \tilde{R}_{b, \text{reg}}(\sigma)) &= \partial_{\sigma} \tilde{L}_{b}(\sigma)^{-1} \circ \tilde{R}_{b, \text{reg}}(\sigma) + \tilde{L}_{b}(\sigma)^{-1} \circ \partial_{\sigma} \tilde{R}_{b, \text{reg}}(\sigma), \\
\partial_{\sigma}^{2} (\tilde{L}_{b}(\sigma)^{-1} \tilde{R}_{b, \text{reg}}(\sigma)) &= \partial_{\sigma}^{2} \tilde{L}_{b}(\sigma)^{-1} \circ \tilde{R}_{b, \text{reg}}(\sigma) \\
&\quad + 2 \partial_{\sigma} \tilde{L}_{b}(\sigma)^{-1} \circ \partial_{\sigma} \tilde{R}_{b, \text{reg}}(\sigma) + \tilde{L}_{b}(\sigma)^{-1} \circ \partial_{\sigma}^{2} \tilde{R}_{b, \text{reg}}(\sigma).
\end{aligned}
\]
Using Propositions 12.10 and 12.5, we obtain the estimates (12.2)–(12.3). \(\square\)
12.2. Regularity at intermediate and high frequencies. We next prove the regularity of \( \hat{L}_b(\sigma)^{-1} \) at non-zero \( \sigma \) in the closed upper half plane, which is significantly easier. We recall from Theorem 4.3(2) that
\[
\hat{L}_b(\sigma)^{-1} : \hat{H}^{s,\ell+1}_{b,h} \to \hat{H}^{s,\ell}_{b,h}, \quad h = |\sigma|^{-1},
\]
is uniformly bounded for \( \sigma \) in the closed upper half plane, away from zero. (For \( \sigma \) restricted to any compact set of the punctured (at zero) closed upper half plane, this simply means uniform estimates \( \hat{L}_b(\sigma)^{-1} : \hat{H}^{s,\ell+1}_{b} \to \hat{H}^{s,\ell}_{b} \).)

**Proposition 12.11.** Let \( \ell < -\frac{1}{2} \), and \( s > \frac{5}{2} \), \( s + \ell > -\frac{1}{2} + m \), \( m \in \mathbb{N} \). Let \( \sigma_0 > 0 \). Then for \( \text{Im} \sigma \geq 0 \), \( |\sigma| > \sigma_0 \), the operator
\[
\partial_\sigma^m \hat{L}_b(\sigma)^{-1} : \hat{H}^{s,\ell+1}_{b,h} \to h^{-m} \hat{H}^{s-m,\ell}_{b,h}
\]
is uniformly bounded.

**Proof.** We have \( \partial_\sigma \hat{L}_b(\sigma)^{-1} = -\hat{L}_b(\sigma)^{-1} \circ \partial_\sigma \hat{L}_b(\sigma) \circ \hat{L}_b(\sigma)^{-1} \), which, in view of \( \partial_\sigma \hat{L}_b(\sigma) \in \rho\text{Diff}^2_+ + \rho \mathcal{C} \subset h^{-1} \rho\text{Diff}^1_{b,h} \), maps
\[
\hat{H}^{s,\ell+1}_{b,h} \xrightarrow{\hat{L}_b(\sigma)^{-1}} \hat{H}^{s,\ell}_{b,h} \xrightarrow{\partial_\sigma \hat{L}_b(\sigma)} h^{-1} \hat{H}^{s-1,\ell+1}_{b,h} \xrightarrow{\hat{L}_b(\sigma)^{-1}} h^{-1} \hat{H}^{s-1,\ell}_{b,h}.
\]
Control of \( \partial_\sigma^2 (\hat{L}_b(\sigma)^{-1}) \) requires another application of \( \hat{L}_b(\sigma)^{-1} \partial_\sigma \hat{L}_b(\sigma) \) to this, which the assumptions on \( s, \ell \) for \( m = 2 \) do permit (producing \( h^{-2} \hat{H}^{s-2,\ell}_{b,h} \)); in addition, we need to use \( \partial_\sigma^2 \hat{L}_b(\sigma) \in \rho \mathcal{C} \), so
\[
\hat{H}^{s,\ell+1}_{b,h} \xrightarrow{\hat{L}_b(\sigma)^{-1}} \hat{H}^{s,\ell}_{b,h} \xrightarrow{\partial_\sigma^2 \hat{L}_b(\sigma)} \hat{H}^{s,\ell+2}_{b,h} \subset \hat{H}^{s,\ell}_{b,h} \xrightarrow{\hat{L}_b(\sigma)^{-1}} \hat{H}^{s,\ell}_{b,h}.
\]
An inductive argument based on these calculations proves the proposition. \( \square \)

12.3. Conormal regularity of the resolvent near zero. As opposed to full \( \sigma \)-derivatives of the regular part \( L_b^- (\sigma) \) of the resolvent, of which we can only control two in a useful manner, we can control any number of \( \sigma \partial_\sigma \)-derivatives. (On the inverse Fourier transform side, this means that repeated applications of \( t_\sigma D_\sigma \), preserve the decay rate of a wave.)

**Theorem 12.12.** With \( L_b^- (\sigma) \) denoting the regular part of the resolvent \( \hat{L}_b(\sigma)^{-1} \) as in Theorem 11.5, define
\[
\mathcal{L}_b^{(m)}(\sigma) := (\sigma \partial_\sigma)^m L_b^- (\sigma).
\]
Let \( \ell \in (-\frac{3}{2}, -\frac{1}{2}) \), \( \epsilon \in (0, 1) \), \( \ell + \epsilon \in (-\frac{1}{2}, \frac{1}{2}) \), and \( s - m - \epsilon - \frac{7}{2} > 0 \), \( m \in \mathbb{N} \). Then for \( 0 < |\sigma| \leq \sigma_0 \), \( \text{Im} \sigma \geq 0 \), with \( \sigma_0 > 0 \) small, we have uniform bounds
\[
\mathcal{L}_b^{(m)}(\sigma) : \hat{H}^{s-1,\ell+2}_{b} \to \hat{H}^{s-m,\ell}_{b}, \quad (12.21a)
\]
\[
\partial_\sigma \mathcal{L}_b^{(m)}(\sigma) : \hat{H}^{s-1,\ell+2}_{b} \to |\sigma|^{-1} \hat{H}^{s-m-\epsilon,\ell+\epsilon-1}_{b}, \quad (12.21b)
\]
\[
\partial_\sigma^2 \mathcal{L}_b^{(m)}(\sigma) : \hat{H}^{s-1,\ell+2}_{b} \to |\sigma|^{-1-\epsilon} \hat{H}^{s-1-m-\epsilon,\ell+\epsilon-1}_{b}. \quad (12.21c)
\]
As in §12.1, we first prove the analogous result for the reference operator \( \hat{L}_b(\sigma) \). Writing
\[
\sigma \partial_\sigma \hat{L}_b(\sigma) = \hat{L}_b(\sigma) - \hat{L}_b(0) - \frac{\sigma^2}{2} \partial_\sigma^2 \hat{L}_b(0),
\]
with the second and third terms lying in $\rho^2\text{Diff}_b^2$, we have
\[
\sigma \partial_\sigma (\tilde L_b(\sigma)^{-1}) = -\tilde L_b(\sigma)^{-1} \sigma \partial_\sigma \tilde L_b(\sigma) \tilde L_b(\sigma)^{-1} \in \tilde L_b(\sigma)^{-1} + \tilde L_b(\sigma)^{-2} \circ \rho^2\text{Diff}_b^2 \circ \tilde L_b(\sigma)^{-1}.
\]
By induction, this gives
\[
\tilde L_b^{(m)}(\sigma) := (\sigma \partial_\sigma)^m \tilde L_b(\sigma)^{-1} = \sum_{k=0}^m \tilde L_b(\sigma)^{-1} \mathcal{R}_{k,1}(\sigma) \tilde L_b(\sigma)^{-1} \ldots \mathcal{R}_{k,k}(\sigma) \tilde L_b(\sigma)^{-1},
\]
where $\mathcal{R}_{k,j}(\sigma) \in \rho^2\text{Diff}_b^2$.

**Proposition 12.13.** Let $s > \frac{7}{2} + \epsilon$, $\ell \in (-\frac{3}{2}, -\frac{1}{2})$, $\epsilon \in (0, 1)$, $\ell + \epsilon \in (-\frac{1}{2}, \frac{1}{2})$, and $s + \ell > \frac{s}{2} + m$, $m \in \mathbb{N}$. Then for $0 < |\sigma| \leq \sigma_0$, $\text{Im} \sigma \geq 0$, with $\sigma_0 > 0$ small, the conclusions of Theorem 12.12 hold for $\tilde L_b^{(m)}(\sigma)$.

**Proof.** Since $\partial_\sigma^2 \tilde L_b^{(m)} = \partial_\sigma(\sigma \partial_\sigma + 1) \sigma \tilde L_b^{(m)} = \partial_\sigma \tilde L_b^{(m+1)} + \partial_\sigma \tilde L_b^{(m)}(\sigma)$, it suffices to establish the bounds (12.21a)–(12.21b), as (12.21c) is then a direct consequence.

Consider first the case $m = 1$. Let us write
\[
\sigma \partial_\sigma (\tilde L_b(\sigma)^{-1}) = \tilde L_b(\sigma)^{-1} + \tilde L_b(\sigma)^{-1} \mathcal{R}(\sigma) \tilde L_b(\sigma)^{-1}, \quad \mathcal{R}(\sigma) \in \rho^2\text{Diff}_b^2.
\]
We compute the derivative (denoted by $'$) of the second summand in $\sigma$ (the first term being handled by Proposition 12.5 directly). We have
\[
(\tilde L_b(\sigma)^{-1} \mathcal{R}(\sigma) \tilde L_b(\sigma)^{-1})' = (\tilde L_b(\sigma)^{-1})' \mathcal{R}(\sigma) \tilde L_b(\sigma)^{-1} + \tilde L_b(\sigma)^{-1} \mathcal{R}'(\sigma) \tilde L_b(\sigma)^{-1} + \tilde L_b(\sigma)^{-1} \mathcal{R}(\sigma)(\tilde L_b(\sigma)^{-1})'
\]
\[
=: L_1 + L_2 + L_3.
\]
Using Proposition 12.5, we have uniform bounds
\[
L_1, L_2: H_{b,s}^{-1,\ell+2} \tilde L_b(\sigma)^{-1} \rightarrow H_{b,s}^{\epsilon,\ell} \mathcal{R}(\sigma), \mathcal{R}'(\sigma) \rightarrow H_{b,s}^{-2,\ell+2} (\tilde L_b(\sigma)^{-1})' |\sigma|^{-\epsilon} H_{b,s}^{s-1-\epsilon,\ell+1+\epsilon},
\]
\[
L_3: H_{b,s}^{-1,\ell+2} (\tilde L_b(\sigma)^{-1})' |\sigma|^{-\epsilon} H_{b,s}^{s-\epsilon,\ell+1+\epsilon} \mathcal{R}(\sigma) \rightarrow |\sigma|^{-\epsilon} H_{b,s}^{s-2-\epsilon,\ell+1+\epsilon} \mathcal{R}(\sigma) \rightarrow |\sigma|^{-\epsilon} H_{b,s}^{s-1-\epsilon,\ell+1+\epsilon}.
\]

Suppose now that the proposition holds for $m \in \mathbb{N}$; we want to show it for $m + 1$. It is sufficient to prove the proposition for an operator of type
\[
\tilde L_b^{(m+1)}(\sigma) = \tilde L_b^{(m)}(\sigma) \mathcal{R}(\sigma) \tilde L_b(\sigma)^{-1}, \quad \mathcal{R}(\sigma) \in \rho^2\text{Diff}_b^2
\]
where $\tilde L_b^{(m)}(\sigma)$ satisfies the same estimates as $\tilde L_b^{(m)}(\sigma)$, i.e. (12.21a)–(12.21c). Let us compute the derivative of $\tilde L_b^{(m+1)}(\sigma)$:
\[
(\tilde L_b^{(m)}(\sigma) \mathcal{R}(\sigma) \tilde L_b(\sigma)^{-1})' = (\tilde L_b^{(m)}(\sigma))' \mathcal{R}(\sigma) \tilde L_b(\sigma)^{-1} + \tilde L_b^{(m)}(\sigma) \mathcal{R}'(\sigma) \tilde L_b(\sigma)^{-1} + \tilde L_b^{(m)}(\sigma) \mathcal{R}(\sigma)(\tilde L_b(\sigma)^{-1})'
\]
\[
=: L_1 + L_2 + L_3.
\]
Using Proposition 12.5 and the inductive hypothesis, we have
\[
L_1: H_{b,s}^{-1,\ell+2} \tilde L_b(\sigma)^{-1} \rightarrow H_{b,s}^{\epsilon,\ell} \mathcal{R}(\sigma), \mathcal{R}'(\sigma) \rightarrow H_{b,s}^{s-2,\ell+2} (\tilde L_b^{(m)}(\sigma))' |\sigma|^{-\epsilon} H_{b,s}^{s-1-m-\epsilon,\ell+1+\epsilon},
\]
Induction over $m$ computed in (12.17): for $f \in \mathcal{K}_{i}^{1}$, $h^{*} \in \mathcal{K}_{b,v}^{s}$, we have

$$(\sigma \partial_{\sigma})^{m} \widetilde{L}_{20}(f, h^{*}) = \langle (\sigma \partial_{\sigma})^{m} \widetilde{L}_{b}(\sigma)^{-1} f, (\partial_{\sigma} \widetilde{L}_{b}(0)^{*} + \frac{\sigma}{2} \partial_{\sigma}^{2} \widetilde{L}_{b}(0)^{*}) h^{*} \rangle + \text{similar terms},$$

where the ‘similar terms’ arise when some of the $\sigma \partial_{\sigma}$-derivatives fall on the second summand in the pairing. The $\epsilon$-regularity of this is thus indeed an immediate consequence of Proposition 12.13. The argument for the other $\widetilde{L}_{ij}$ is completely analogous.

In order to analyze the entries $R_{ij}$ of $\widetilde{R}_{b}(\sigma)$, we need a result similar to Lemma 12.9.

**Lemma 12.14.** Let $s, \ell, \epsilon, m$ be as in Theorem 12.12. Suppose that $L(\sigma)$ has an $\epsilon$-regular expansion up to order two of the form

$$L(\sigma) = L_{0} + \sigma L_{1} + \sigma^{2} L_{2}(\sigma),$$

where $L_{0}: \widetilde{\mathcal{K}}_{\ell} \rightarrow \mathcal{R}_{i}$ is invertible, $L_{1}, L_{2}(\sigma): \mathcal{K}_{j} \rightarrow \mathcal{R}_{i}$ are bounded uniformly in $\sigma$, and $(\sigma \partial_{\sigma})^{k} L_{2}(\sigma)$ is $\epsilon$-regular for $k = 0, \ldots, m$. Then for $\sigma$ sufficiently small, $L(\sigma)$ is invertible, and $(\sigma \partial_{\sigma})^{m} L(\sigma)^{-1}$ has an $\epsilon$-regular expansion up to order two, in the sense that

$$(\sigma \partial_{\sigma})^{k} L(\sigma)^{-1} = L_{0}^{(k)} + \sigma L_{1}^{(k)} + \sigma^{2} L_{2}^{(k)}$$

for $k = 0, \ldots, m$, where $L_{0}^{(k)}, L_{1}^{(k)}: \mathcal{R}_{i} \rightarrow \mathcal{K}_{j}$ are bounded, and $L_{2}^{(k)}(\sigma)$ is $\epsilon$-regular (in the sense explained in Lemma 12.9).

**Proof.** We write $L(\sigma)^{-1}$ as a Neumann series as in (12.18), with $\sigma^{2}$ term $R_{2}(\sigma)$ satisfying

$$\sigma \partial_{\sigma} R_{2}(\sigma) = -L_{0}^{-1} (\sigma \partial_{\sigma} L_{2}(\sigma)) L_{0}^{-1}$$

$$+ \sum_{k=2}^{\infty} (-1)^{k} \sigma^{k-2} \left( \sum_{j=0}^{k-1} (L_{0}^{-1} (L_{1} + \sigma L_{2}(\sigma)))^{j} L_{0}^{-1} (\sigma L_{2}(\sigma) + \sigma (\sigma \partial_{\sigma} L_{2}(\sigma))) \right) \times (L_{0}^{-1} (L_{1} + \sigma L_{2}(\sigma)))^{k-1-j} + (k-2)(L_{0}^{-1} (L_{1} + \sigma L_{2}(\sigma)))^{k} \right) L_{0}^{-1}.$$
+ \sum_{k=2}^{\infty} (-1)^k \sigma^{k-2} \prod_{j=1}^{k} \alpha_j (L_0^{-1} (\beta_j L_1 + \sigma L_{2,j}(\sigma))) L_0^{-1},

where \( \alpha_j, \beta_j \) are constants and \( L_{2,j} \) satisfies the same hypotheses as \( L_2(\sigma) \). The end of the proof is then the same as in Lemma 12.9.

This applies in particular to \( L_{00}(\sigma) \). Using Lemma 12.14, we obtain the following analogue of Proposition 12.10:

- \((\sigma \partial_\sigma)^m \tilde{R}_{00}, (\sigma \partial_\sigma)^m \tilde{R}_{10}, (\sigma \partial_\sigma)^m \tilde{R}_{10}, (\sigma \partial_\sigma)^m \tilde{R}_{02}, (\sigma \partial_\sigma)^m \tilde{R}_{20}\) are \( \epsilon \)-regular;
- \((\sigma \partial_\sigma)^m \tilde{R}_{12}, (\sigma \partial_\sigma)^m \tilde{R}_{21}, (\sigma \partial_\sigma)^m \tilde{R}_{22}\) have \( \epsilon \)-regular expansions up to order one;
- \((\sigma \partial_\sigma)^m \tilde{R}_{11}\) has an \( \epsilon \)-regular expansion up to order two.

**Proof of Theorem 12.12.** Recall the expression (12.20) for \( L^-_b(\sigma) \); we thus have to consider terms of the form

\((\sigma \partial_\sigma)^j \tilde{L}_b(\sigma)^{-1} (\sigma \partial_\sigma)^j \tilde{R}_{b,reg} - (\sigma \partial_\sigma)^j \tilde{L}_b(\sigma)^{-1} ((\alpha \partial_\sigma \tilde{L}_b(0) + \beta \partial_\sigma^2 \tilde{L}_b(0)) P_{b,1} + \gamma \partial_\sigma^2 \tilde{L}_b(0) P_{b,2})\)

for numerical constants \( \alpha, \beta, \gamma \). All these terms behave like the corresponding terms for \( j, l, q \) equal to zero, except for the increased requirement on the b-regularity. We then conclude as in the proof of Theorem 12.1.

## 13. Decay estimates

We continue using the notation of the previous section, so \( L_b \) is the linearized gauge-fixed modified Einstein operator. We shall study the decay of the solution of

\[ L_b h = f, \quad f \in C^\infty_c((0, \infty); \tilde{H}^{s,\ell+2}_b), \quad \text{in } t_* \]

in fact, we shall allow more general \( f \) lying in *spacetime* Sobolev spaces

\[ \tilde{H}^{s,\ell}_b, \quad \tilde{H}^{s,\ell,k}_{b,c}, \quad (13.2)\]

equal to \( L^2(t_*^{-1}([0, \infty)); |dg_{ba}|) \) for \( s, \ell, k = 0 \). The index \( \ell \in \mathbb{R} \) is the weight in \( \rho = r^{-1} \), i.e. \( \tilde{H}^{s,\ell}_b = \rho^{\ell} \tilde{H}^{s}_b \), likewise for the second (conormal) space. The index \( s \in \mathbb{R} \) measures regularity with respect to \( \partial_{t_*} \) and stationary b-vector fields on \( X \). The index \( k \in \mathbb{N}_0 \) measures regularity with respect to \( (t_*) D_{t_*} \), so \( u \in \tilde{H}^{s,\ell,k}_{b,c} \) if and only \( (\langle t_* \rangle D_{t_*})^j u \in \tilde{H}^{s,\ell}_{b}, \quad j = 0, \ldots, k \). We stress that all elements of these spaces are supported in \( t_* \geq 0 \). (The value 0 here is of course artificial; the point is that \( t_* \) has a finite lower bound on the support.)

**Theorem 13.1.** Let \( \ell \in (-\frac{3}{2}, -\frac{1}{2}) \), \( \epsilon \in (0, 1) \), \( \ell + \epsilon \in (-\frac{1}{2}, \frac{1}{2}) \), and \( s > \frac{7}{2} + m, m \in \mathbb{N}_0 \). Let \( h \) denote the solution of equation (13.1). Then there exists a generalized zero mode \( h \in \tilde{K}_b^c \) (see Theorem 10.4) such that

\[ h = \hat{h} + \tilde{h}, \]

and so that the remainder \( \tilde{h} \) obeys the decay

\[ \| \tilde{h} \|_{(t_*)^{-3/2+\epsilon}} \tilde{H}^{s-2,\ell+1,m}_{b,c} \lesssim \| f \|_{(t_*)^{-7/2+\epsilon}} \tilde{H}^{s,\ell+2,m}_{b,c}, \quad (13.3a)\]

If \( m \geq 1 \), then we also have

\[ \| (t_*) D_{t_*} \|_{(t_*)^{-2+L}} \tilde{H}^{s-2-m,\ell+\epsilon-1}_{b,c} \lesssim \| f \|_{(t_*)^{-7/2+\epsilon}} \tilde{H}^{s,\ell+2,m}_{b,c}. \quad (13.3b)\]
In particular, for \( m \geq 1 \), \( \mathbb{N}_0 \ni j < s - (\frac{5}{2} + m) \), we have pointwise decay
\[
|\langle (t_s) D_{t_s} \rangle |^{m-1} V^j \tilde{h} | \lesssim |\langle t_s \rangle |^{-2+\epsilon} r^{-1/2-\ell-\epsilon} \| f \|_{s_0}^{-7/2+\epsilon} \tilde{H}_{b,c}, \quad (13.3c)
\]
where \( V^j \) is any up to \( j \)-fold composition of \( \partial_{t_s}, r \partial_r \), and rotation vector fields.

In the notation of (11.3) and Definition 11.4, the leading order term \( \tilde{h} \) can be expressed in terms of \( f \) in the following manner: we have
\[
\tilde{h} = (t_s h_s + \tilde{h}_s) + h_v + h_v'' \quad h_s, h_s', h_v'' \in \mathcal{K}_{b,v}, \quad h_v \in \mathcal{K}_{b,v},
\]
where \( h_s, h_s', h_v \) are determined by \((11.37a)-(11.37b)\) for \( \int_{\overline{R_t}} f(t_s) dt_s \) in place of \( f \), and \( h_v'' \) is the unique element in \( \mathcal{K}_{b,v} \) for which there exists \( h_v'' \in \mathcal{K}_{b,v} \) with \( k_b(h_v'', h_v''), -) = -\int_{\overline{R_t}} t_s f(t_s) dt_s \) as elements of \((\mathcal{K}_b)^*\).

For any fixed \( \ell \in (-\frac{3}{2}, -\frac{1}{2}) \), one has a range of choices \( \epsilon \in (-\frac{1}{2} - \ell, 1) \); smaller values of \( \epsilon \) give stronger \( t_s \)-decay at the expense of \( r \)-growth. It is thus useful to resolve the asymptotic regimes (1) \( t_s \to \infty \), \( r \) bounded, (2) \( r \to \infty \), \( t_s \) bounded. This is accomplished by lifting to the blow-up \( [\mathbb{R}_t \times X; \{\infty\} \times \partial X] \); see Figure 13.1. Its boundary hypersurfaces are:

(1) the lift of \( \overline{\mathbb{R}_t} \times \partial X \), called (by a mild abuse of notation) null infinity \( \mathcal{I}^+ \), with interior parameterized by \( t_s \in \mathbb{R} \) and the polar coordinate \( \omega \in \mathbb{S}^2 \);

(2) the front face, denoted \( \mathcal{I}^+ \), with interior parameterized by \( r/t_s \in (0, \infty) \) and \( \omega \in \mathbb{S}^2 \); this is a resolution of future timelike infinity;

(3) the lift of \( \{\infty\} \times X \), called the ‘Kerr face’ \( \mathcal{K} \), with interior parameterized by \( r \in (r_- \infty) \) and \( \omega \in \mathbb{S}^2 \).

The estimate \((13.3c)\) then implies pointwise decay at the inverse polynomial rate \( \frac{5}{2} + \ell - \) at \( \mathcal{K} \) (taking \( \epsilon = -\frac{1}{2} - \ell + \)), \( \frac{5}{2} + \ell - \) at \( \mathcal{I}^+ \), and \( \frac{5}{2} + \ell - \) at \( \mathcal{I}^+ \) (taking \( \epsilon = 1 - \)), so
\[
|\langle (t_s) D_{t_s} \rangle |^{m-1} V^j \tilde{h}(t_s, r, \omega) | \lesssim |\langle t_s \rangle |^{-5/2-\ell+} \left( \frac{|\langle t_s \rangle |}{r} + |\langle t_s \rangle | \right)^{3/2+\ell-} \tilde{H}_{b,c}. \quad (13.4)
\]
One can similarly condense the estimates \((13.3a)-(13.3b)\); for instance, the former implies
\[
\tilde{h} \in |\langle t_s \rangle |^{-2-\ell+} \left( \frac{|\langle t_s \rangle |}{r} + |\langle t_s \rangle | \right)^{3/2+\ell-} \tilde{H}_{b,c}. \quad (13.5)
\]

Remark 13.2. Even for \( f \) with compact spacetime support, Theorem 13.1 only assures pointwise \( t^{-2+} \) time decay for bounded \( r \). Price’s law for scalar waves on the other hand asserts \( t^{-3} \) decay [Pri72a, Tat13]. (For gravitational perturbations, Price’s law predicts even faster decay rates [Pri72b], which one cannot expect to hold however in the general setting of Theorem 13.1, as it concerns general symmetric 2-tensor valued waves, not merely those satisfying the linearized Einstein equations.) A comparison as far as the relevant low frequency behavior of the resolvent is concerned (though in a simpler setting) is [GHS13, Corollary 1.3]: it asserts \( t^{-3} \) asymptotics for scalar waves on a space asymptotic to a cone with cross section the standard 2-sphere, i.e. to Euclidean space, while upon perturbing this cross section, one can only expect \( t^{-2+} \); the latter is what we prove here. The asymptotic behavior here being the better one, a proof of \( t^{-3} \) decay in Theorem 13.1 would require expanding the resolvent at \( \sigma = 0 \) to one order more, showing that one has a term linear in \( \sigma \) (which we just barely fail to capture in Theorem 12.1), and obtaining a \( \mathcal{O}(|\sigma|^2) \) remainder.
Figure 13.1. The part of the blowup $[\mathbb{R}_t \times X; \{\infty\} \times \partial X]$ on which $t_+ \geq 0$. Shown are the front face $\iota^+$, (the lift of) null infinity $\mathcal{I}^+$, and the ‘Kerr face’ $\mathcal{K}$, as well as the event horizon $\mathcal{H}^+$ and the final hypersurface $\Sigma_{\text{fin}}$ beyond the black hole event horizon, see (3.10).

Remark 13.3. Estimates in which one has a degree $m \geq 2$ of conormal regularity in $t^*$ do not give stronger pointwise decay estimates. We state them here merely to demonstrate the simplicity with which such strong regularity follows from the conormality of the resolvent at $\sigma = 0$. It is likely however that conormal regularity plays an important role in nonlinear applications; this will be discussed elsewhere.

Proof of Theorem 13.1. As in equation (1.6), we start with the integral representation

$$h(t^*) = \frac{1}{2\pi} \int_{\text{Im } \sigma = C} e^{-i\sigma t^*} \hat{\mathcal{L}}_b(\sigma)^{-1} \hat{f}(\sigma) \, d\sigma \quad (13.6)$$

for any $C > 0$. Two important observations are: (1) different values of $C$ produce the same result since the integrand is holomorphic in $\sigma$ with values in $\bar{\mathcal{H}}^c$ and with norm decaying superpolynomially as $|\text{Re } \sigma| \to \infty$ with $\text{Im } \sigma > 0$ bounded; (2) the tensor $h$ defined by (13.6) has support in $t^* \geq -T_0$ for some ($f$-independent) $T_0$, which follows from the Paley–Wiener theorem and the fact that the large parameter (in $\sigma$) estimates of $\hat{\mathcal{L}}_b(\sigma)^{-1}$ are uniform as $\text{Im } \sigma \to +\infty$.

23 We shift the contour by letting $C \to 0+$. Fixing a frequency cutoff $\chi \in C^\infty_0(\mathbb{R})$ with $\chi = 1$ on $[-1, 1]$, we split

$$\hat{f}(\sigma) = \chi(\text{Re } \sigma) \hat{f}(\sigma) + (1 - \chi(\text{Re } \sigma)) \hat{f}(\sigma) =: \hat{f}_1(\sigma) + \hat{f}_2(\sigma).$$

Then for $\sigma \neq 0$, and using Theorem 11.5, we write

$$\hat{h}(\sigma) = \hat{h}_{\text{reg}}(\sigma) + \hat{h}_{\text{sing}}(\sigma),$$

$$\hat{h}_{\text{reg}}(\sigma) := \mathcal{L}_b(\sigma) \hat{f}_1(\sigma) + \hat{\mathcal{L}}_b(\sigma)^{-1} \hat{f}_2(\sigma), \quad \hat{h}_{\text{sing}}(\sigma) := P_b(\sigma) \hat{f}_1(\sigma);$$

therefore, $h(t^*) = h_{\text{reg}} + h_{\text{sing}}$, where

$$h_{\text{reg}} = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-i\sigma t^*} \hat{h}_{\text{reg}}(\sigma) \, d\sigma, \quad h_{\text{sing}} = \lim_{C \to 0+} \frac{1}{2\pi} \int_{\mathbb{R} + iC} e^{-i\sigma t^*} \hat{h}_{\text{sing}}(\sigma) \, d\sigma.$$

23 Alternatively, by varying $C > 0$, one sees that (13.6) defines a solution of $\mathcal{L}_b h = f$ which decays superexponentially at $t_+ \to -\infty$; this implies its vanishing for large negative $t_+$ by a simple energy estimate.
• **Decay of the regular part.** A fortiori, we have $\hat{f}_1(\sigma) \in H^{3/2-\epsilon}(\mathbb{R}_\sigma; \tilde{H}_b^{s,\ell+2})$ for any $\epsilon \in \mathbb{R}$. Since $H^{3/2-\epsilon}(\mathbb{R})$ is an algebra for $\epsilon < 1$, we have

$$L_b^-(\sigma)\hat{f}_1(\sigma) \in H^{3/2-\epsilon}((-2,2); \tilde{H}_b^{s+1+\max(\epsilon,1/2),\ell+\epsilon-1})$$

by Theorem 12.1, with norm bounded by $\|\langle t_s\rangle^{3/2-\epsilon}f\|_{L^2(\mathbb{R}_t; \tilde{H}_b^{s,\ell+2})}$. This can be generalized by means of Theorem 12.12, which gives, for $k \leq m$,

$$(\sigma \partial_\sigma)^k(L_b^-(\sigma)\hat{f}_1(\sigma)) \in H^{3/2-\epsilon}((-2,2); \tilde{H}_b^{s+1-k-\max(\epsilon,1/2),\ell+\epsilon-1}),$$

with norm bounded by $\sum_{j=0}^k \|\langle t_s D_t \rangle^j \langle t_s \rangle^{3/2-\epsilon}f\|_{L^2(\mathbb{R}_t; \tilde{H}_b^{s-j,\ell+2})} \lesssim \|f\|_{\langle t_s \rangle^{-3/2+k} \tilde{H}_b^{s,\ell+2,k}}$.

Turning to the high frequency part of $\hat{h}_{\text{reg}}(\sigma)$, we note that Proposition 12.11 implies

$$\hat{L}_b(\sigma)^{-1} \in W^{\infty,m}(\mathbb{R}; L(\tilde{H}_b^{s,\ell+2}, \langle \sigma \rangle^m \tilde{H}_b^{s-m,\ell})), \quad \sigma \in \mathbb{R} \setminus [-1,1], \quad m \leq k.$$

Therefore, for $\epsilon \in (0,1)$, and taking $m = 2$, we have

$$\hat{L}_b(\sigma)^{-1} \hat{f}_2(\sigma) \in H^{3/2-\epsilon}(\mathbb{R}; \langle \sigma \rangle^{-s+2} \tilde{H}_b^{s,\ell+2})$$

with norm bounded by a constant times

$$\|\hat{f}_2\|_{H^{3/2-\epsilon}(\mathbb{R}; \langle \sigma \rangle^{-s+2} \tilde{H}_b^{s,\ell+2})} \lesssim \|f\|_{\langle t_s \rangle^{-3/2+s} \tilde{H}_b^{s,\ell+2}}.$$

More generally, we have

$$(\sigma \partial_\sigma)^k(\hat{L}_b(\sigma)^{-1} \hat{f}_2(\sigma)) \in H^{3/2-\epsilon}(\mathbb{R}; \langle \sigma \rangle^{-s+2+k} \tilde{H}_b^{s,\ell+2,k},$$

with norm bounded by $\sum_{j=0}^k \|\langle t_s D_t \rangle^j \langle t_s \rangle^{-3/2+k} \tilde{H}_b^{s-j,\ell+2} \lesssim \|f\|_{\langle t_s \rangle^{-3/2+s} \tilde{H}_b^{s,\ell+2,k}}$.

Upon taking the inverse Fourier transform, the memberships (13.7) and (13.8) imply

$$\|h_{\text{reg}}\|_{\langle t_s \rangle^{-3/2+k} \tilde{H}_b^{s,\ell+2,k}} \lesssim \|f\|_{\langle t_s \rangle^{-3/2+s} \tilde{H}_b^{s,\ell+2,k}}.$$

Note that for $m = 1$, we can integrate $D_t h_{\text{reg}} = t_s^{-1} \langle t_s D_t h_{\text{reg}} \rangle$ from $t_\ast = \infty$ to recover $h_{\text{reg}}$; this gives a $\frac{1}{2}$ improvement of the $L^\infty$ decay rate since for $h' \in L^2(\mathbb{R}_t)$, we have

$$\left| \int_{t_\ast}^{\infty} \langle s \rangle^{-1} \cdot \langle s \rangle^{-3/2+\epsilon} h'(s) \, ds \right| \leq \left( \int_{t_\ast}^{\infty} \langle s \rangle^{-5+2\epsilon} \, ds \right)^{1/2} \|h'\|_{L^2} \lesssim \langle t_\ast \rangle^{-2+\epsilon}$$

for $t_\ast \geq 0$; therefore, we have stronger (by $\frac{1}{2}$) $t_\ast$-decay

$$(\langle t_\ast D_t \rangle)^{k-1} h_{\text{reg}} \in \langle t_\ast \rangle^{-2+k} L^\infty(\mathbb{R}_t; \tilde{H}_b^{s-2-k,\ell+\epsilon-1}), \quad 1 \leq k \leq m,$$

with norm bounded by the right hand side of (13.9).

• **Asymptotic behavior of the singular part.** Turning to $h_{\text{sing}}$, we write

$$\hat{f}_1(\sigma) = \chi(\sigma)(f^{(0)} - i\sigma f^{(1)}) + \sigma^2 \hat{f}_3(\sigma),$$

where $f^{(0)} = \hat{f}_1(0)$ and $f^{(1)} = \partial_\sigma \hat{f}_1(0)$ satisfy, in view of $H^{3/2+\epsilon}(\mathbb{R}) \hookrightarrow C^1(\mathbb{R})$,

$$\|f^{(j)}\|_{\tilde{H}_b^{s,\ell+2}} \lesssim \|f\|_{\langle t_\ast \rangle^{-3/2-\eta} L^2(\mathbb{R}_t; \tilde{H}_b^{s,\ell+2})}, \quad j = 0, 1, \forall \eta > 0;$$
furthermore, \( \hat{f}_3(\sigma) \) is compactly supported in \( \sigma \), has the same regularity in \( \sigma \) as \( \hat{f}_1(\sigma) \) away from \( \sigma = 0 \), while near \( \sigma = 0 \) it loses 2 derivatives:\(^{24}\)

\[
\| \hat{f}_3 \|_{H^r(\mathbb{R}; \tilde{H}_b^{s,\ell+2})} \lesssim \| \hat{f}_1 \|_{H^{r+2}(\mathbb{R}; \tilde{H}_b^{s,\ell+2})} \quad \forall r > -\frac{1}{2}.
\]

Let us write \( P_b(\sigma) = \sigma^{-2}P_{b,2} + \sigma^{-1}P_{b,1} \) as in (12.19), with \( P_{b,j} : \tilde{H}_b^{s-1,\ell+2} \rightarrow \tilde{H}_b^{\infty,-1/2-} \).

The contribution of \( \hat{f}_3 \) to \( h_{\text{sing}} \) is then

\[
P_b(\sigma)(\sigma^2 \hat{f}_3(\sigma)) \in H^{3/2-\epsilon}(\mathbb{R}; \tilde{H}_b^{\infty,-1/2-})
\]

when \( \hat{f}_1 \in H^{7/2-\epsilon} \). More generally, we have (cf. the estimate following (13.7))

\[
\| (\sigma \partial_\sigma)^k (P_b(\sigma)(\sigma^2 \hat{f}_3(\sigma))) \|_{H^{3/2-\epsilon}(\mathbb{R}; \tilde{H}_b^{\infty,1/2-})} \lesssim \| f \|_{(t_*)^{-7/2+\epsilon} \tilde{H}_b^{s,\ell+2,k}}.
\]

(13.12)

It remains to analyze the first term in (13.11). We have

\[
\lim_{C \to 0} \frac{1}{2\pi} \int_{\mathbb{R}+iC} e^{-i\sigma t_*} \chi(\text{Re} \sigma) \sigma^{-k} d\sigma = F^{-1}(\chi(\sigma)(\sigma + i0)^{-k}),
\]

which equals \( F^{-1}((\sigma + i0)^{-k}) \) plus a term which is Schwartz as \( |t_*| \rightarrow \infty \). Therefore, modulo a Schwartz function in \( t_* \) with values in \( \tilde{H}_b^{\infty,-1/2-} \), we have

\[
F^{-1} \left( P_b(\sigma + i0)(\chi(\sigma)(f(0) - i\sigma f(1))) \right) \equiv (t_*h_x + \tilde{h}_x) + h'_x + h_v + h''_x =: \hat{h},
\]

where \( h_x, h'_x, h_v \) are given by (11.37a)–(11.37b) with \( f(0) \) in place of \( f \), while \( h''_x \in \mathcal{K}_{b,s} \) is the unique element for which \( k_b((h''_x, h_v), -) = f(1) \), as elements of \( (\mathcal{K}_{b,s}^*)^* \), for some \( h''_x \in \mathcal{K}_{b,v} \).

Altogether, we thus have, for any \( k \in \mathbb{N}_0 \),

\[
\| h_{\text{sing}} - \hat{h} \|_{(t_*)^{-3/2+\epsilon} \tilde{H}_b^{\infty,-1/2-}} \lesssim \| f \|_{(t_*)^{-7/2+\epsilon} \tilde{H}_b^{s,\ell+2,k}}.
\]

Together with (13.9), and using the argument leading to (13.10) for improved pointwise in \( t_* \) decay, this proves the theorem. (For the pointwise decay estimate (13.3c), recall that \( \tilde{H}_b^{s,\ell} \hookrightarrow (r)^{-3/2-\epsilon} L^\infty \) for \( s > \frac{3}{2} \) by Sobolev embedding, cf. (2.4).)

\[ \square \]

14. PROOF OF LINEAR STABILITY

We continue to denote the linearized modified gauge-fixed Einstein operator on the Kerr spacetime \( (M^0, g_b) \) by \( L_b \) as in (11.1b)–(11.1c).

Theorem 1.1 concerns the initial value problem for the linearized Einstein equations for which the Cauchy surface is equal to \( t^{-1}(0) \) for large \( r \). We now show, using arguments from [HV20, §4], how to reduce this problem to Theorem 13.1. In fact, we shall first consider initial value problems for the operator \( L_b \), see Theorem 14.1, and reduce the linear stability of the Kerr metric to a special case of this, see Theorem 14.6.\(^{24}\)

We denote by \( t \in C^\infty(M^0) \) a function of the form \( t = t_* + F(r) \) which satisfies \( t = t \) for \( r \geq 4m_0 \), and so that \( dt \) is future timelike on \( M^0 \) with respect to \( g_{b_0} \), hence for \( g_b \) when \( b \) is close to \( b_0 \). We define

\[ \Sigma_0^0 := t^{-1}(0), \]

\(^{24}\)This follows from the following observation: if \( f \in H^\alpha(\mathbb{R}_\sigma), \alpha > \frac{1}{2} + k, k \in \mathbb{N}_0, \) and \( f(0) = \cdots = f^{(k)}(0) = 0 \), then \( \sigma^{-k}f \in H^{\alpha-k}(\mathbb{R}) \). This in turn follows from the elementary case \( k = 0 \) by induction.
which is a (spacelike with respect to $g_b$) Cauchy surface. Identifying the region $r \geq 4m_0$ in $\Sigma_0$ with the corresponding subset of $\mathbb{R}^3$, we can compactify $\Sigma_0$ at infinity to the manifold (with two boundary components) $\Sigma$. We denote by $\mathring{sc}T^*\Sigma_0 = \mathring{sc}T^*\Sigma_0 \oplus \mathbb{R} dt$ the spacetime scattering cotangent bundle, which for large $r$ is spanned over $C^\infty(\Sigma_0)$ by $dt$ and $dx^1, dx^2, dx^3$, with $(x^1, x^2, x^3)$ denoting standard coordinates on $\mathbb{R}^3$.

**Theorem 14.1.** Let $\alpha \in (0,1)$ and $s > \frac{13}{2} + m$, $m \in \mathbb{N}_0$. Suppose

$$h_0 \in \hat{H}_b^{s, -1/2 + \alpha}(\Sigma_0; S^2 \mathring{sc}T^*\Sigma_0), \quad h_1 \in \hat{H}_b^{s, -1/2 + \alpha}(\Sigma_0; S^2 \mathring{sc}T^*\Sigma_0).$$

Then the solution $h$ of the initial value problem

$$L_b h = 0, \quad (h|_{\Sigma_0}, (\mathcal{L}_0 h)|_{\Sigma_0}) = (h_0, h_1).$$

has the following asymptotic behavior:

1. In $t_* \geq 0$, we can write $h = \hat{h} + \bar{h}$, where $\hat{h} \in \mathcal{K}_b$ is a generalized zero mode of $L_b$ (see Theorem 10.4), and where the remainder $\bar{h}$ satisfies the following decay in $t_* \geq 0$: for $\epsilon \in (0,1)$ with $\alpha + \epsilon > 1$, we have

$$\| \bar{h} \|_{(t_*)^{-3/2 + \epsilon} \hat{H}_b^{s, -5/2 + \alpha + \epsilon}} \lesssim \| h_0 \|_{\hat{H}_b^{s, -1/2 + \alpha}} + \| h_1 \|_{\hat{H}_b^{s, -1/2 + \alpha}}. \quad (14.1a)$$

For $m \geq 1$, we moreover have the $L^\infty$ bound

$$\|(t_*)^{m-1} \bar{h} \|_{(t_*)^{-2 + m} L^\infty(\mathbb{R}^3; \mathcal{H}_b^{s, -5 + m - 5/2 + \alpha + 1})} \lesssim \| h_0 \|_{\mathcal{H}_b^{s, -1/2 + \alpha}} + \| h_1 \|_{\mathcal{H}_b^{s, -1/2 + \alpha}}. \quad (14.1b)$$

For $\mathbb{N}_0 \ni j < s - (\frac{13}{2} + m)$, we have the pointwise bound

$$\| (t_*)^{m-1} V^j \bar{h}(t_*, r, \omega) \| \lesssim \langle t_* \rangle^{-1 + \alpha - \alpha^\epsilon} (\frac{\langle t_* \rangle}{\langle t_* \rangle + \langle r \rangle})^\alpha - , \quad (14.1c)$$

where $V^j$ is any up to $j$-fold composition of the vector fields $\partial_{t_*}, r \partial_r$, and rotation vector fields.

2. In $t \geq 0$, $t_* \leq 0$, we have $|\bar{h}| \lesssim r^{-1} (1 + |t_*|)^{-\alpha}$.

The estimates (14.1a) and (14.1b) can be condensed by working on a blow-up of $\mathbb{R}^3 \times X$ at the corner $\{t_* = \infty\} \times \partial_+ X$ as in (13.5).

**Remark 14.2.** Since $1 \in \hat{H}_b^{\infty, -3/2 - \alpha}(\Sigma_0)$ and, conversely, $\hat{H}_b^{\infty, -3/2 - \alpha}(\Sigma_0) \hookrightarrow L^\infty(\Sigma_0)$, one sees that the decay for $h_0$, as well as for its $r \partial_r$ and spherical derivatives, is (almost) equivalent to pointwise $r^{-1 - \alpha}$ bounds.\footnote{The ‘almost’ is due to the small (disregarding derivative losses due to Sobolev embedding) difference of $L^\infty$ and weighted $L^2$ control.} Likewise, the assumptions on $h_1$ are essentially pointwise $r^{-2 - \alpha}$ bounds.

**Remark 14.3.** The asymptotic behavior in $t_* \leq 0$ can be described in great detail, see [HV20] for results in the nonlinear setting; the results for linear waves here are straightforward to obtain using energy methods (see also Lemma 14.5 below), and the statement (2) above is merely the simplest pointwise bound one can prove. As in [HV20], one can moreover show that $h$ in fact has an $r^{-1}$ leading order term at null infinity $\mathcal{J}^+$, viewed as a boundary hypersurface of a suitable compactification of $M^\circ$ (which in $r/t^0 > \epsilon > 0$ is given by $\overline{m M}$ in the notation of the reference); we recall the argument in the proof of Lemma 14.5 below when restricting to the region $t_* \leq C$ for any fixed $C \in \mathbb{R}$.
Remark 14.4. While we work almost at the sharp level of decay, we do not strive to optimize the regularity assumptions here; the extra regularity assumed on \( h_0, h_1 \) comes from a loss of regularity in an argument below on the integration along approximate (radial) characteristics of \( L_b \) used to get a sufficiently precise description of \( h \) at \( \mathcal{I}^+ \).

Lemma 14.5. Let \( \alpha, b, s, h_0, h_1, h \) be as in Theorem 14.1. Let \( T_1 < T_2 \), and let \( \chi \in C^\infty(\mathbb{R}) \) be such that \( \text{supp} \chi \subset [T_1, \infty) \) and \( \text{supp}(1 - \chi) \subset (-\infty, T_2) \). Then \( L_b(\chi h) \in \widetilde{H}_{b,c}^{s-3-k,1/2+\alpha,k} \) for all \( k \in \mathbb{N}_0 \).

Proof. Since \( L_b(\chi h) = [L_b, \chi]h \) has support in \( t_+^{-1}([T_1, T_2]) \) (so regularity with respect to \( (t_+)D_{t_+} \) and \( D_{t_+} \) is equivalent), it suffices to prove the conclusion for \( k = 0 \). Moreover, local (in spacetime) existence and regularity theory for the wave equation imply \( h \in H^s \) for \( t \geq 0, t_* \leq C, r \leq C \) for any \( C \); this implies that \( [L_b, \chi] \in H^{s-1} \) in such compact sets. Therefore, it suffices to work in an arbitrarily small neighborhood \( r > R_0 \gg 1 \) of infinity, which we shall do from now on.

Aiming to apply certain results of [HV20, §§3–5], write \( b = (m, a) \), and let \( b_1 = (m, 0) \); put \( r_* = r + 2m_1 \log(r - 2m_1) \). As in [HV20, §2.1, §3.1], we introduce the null coordinates

\[
x^0 = t + r_*, \quad x^1 = t - r_*,
\]

with respect to which we have \( g_{01} = (1 - \frac{2m_1}{r})dx^0 dx^1 - r^2 dt \), and

\[
2\partial_0 \equiv 2\partial_{x^0} = \partial_t + (1 - \frac{2m_1}{r})\partial_r, \quad 2\partial_1 \equiv 2\partial_{x^1} = \partial_t - (1 - \frac{2m_1}{r})\partial_r.
\]

Let \( x^2, x^3 \) denote local coordinates on \( S^2 \), and denote spherical indices by \( c, \ell = 2, 3 \); let \( \partial_c \equiv \partial_{x^c} \). Considering then the Kerr metric, we compute using the form (3.12) of \( g_b \) in \( r \gg 1 \) and on \( X \) (the compactification of \( t_+^{-1}(0) \))

\[
g_b(\partial_0, \partial_0), \quad (g_b - g_{01})(\partial_0, \partial_1), \quad g_b(\partial_0, r^{-1}\partial_c),
\]

\[
g_b(\partial_1, \partial_1), \quad g_b(\partial_1, r^{-1}\partial_c), \quad (g_b - g_{01})(r^{-1}\partial_0, r^{-1}\partial_c) \in \rho^2 C^\infty.
\]

Thus, in the language of [HV20, Definition 3.1], \( g_b \) differs from \( g_{01} \) by a correction \( g_b - g_{01} \) (which is denoted \( h \) in the reference, but which is different from \( h \) here) that has vanishing leading order terms. Therefore, by [HV20, Lemma 3.8], and recalling that in the present paper we do not have constraint damping for large \( r \) (thus \( \gamma = 0 \) in the formulas in the reference), the operator \( L_b \) is equal to the scalar wave operator for the Schwarzschild metric \( g_{01} \), tensored with the identity, plus error terms,

\[
\rho^{-3} L_b \rho = -2\rho^{-2} \partial_0 \partial_1 - \Delta + R,
\]

where \( R \in \rho \text{Diff}_b^2 + \text{Diff}_b^1 \) (acting on sections of \( \text{sc}^*TX \)), where, roughly speaking, \( \text{Diff}_b^k \) consists of up to \( k \)-fold products of the vector fields \( x_0 \partial_0 \approx r(\partial_t + \partial_{r_*}), x_1 \partial_1 \approx (r_* - t)(\partial_t - \partial_{r_*}) \), and rotation vector fields \( \partial_c \). (Switching to \( \rho^{-3} L_b \rho \) is related to the Friedlander rescaling for the scalar wave equation [Fri80], cf. [HV20, §1.1.1].)

At this point, the conclusion of the lemma can be seen as follows: the asymptotic behavior of smooth solutions \( h \) of \( \rho^{-3} L_b \rho(\rho^{-1}h) = 0 \) at \( \mathcal{I}^+ \) (meaning: for bounded \( t_* \) and as \( r \to \infty \)) is given by \( \rho C^\infty = r^{-1} C^\infty \), just like for scalar waves on Minkowski or Schwarzschild/Kerr spacetimes, plus terms with more decay, namely \( O(r^{-1-\alpha}) \). Now, Lemma 4.2 implies that

\[
[L_b, \chi(t_*)] = 2\rho \chi'(t_*)(\rho \partial_0 - 1) + \rho^2 \text{Diff}_b^1 + \rho^2 C^\infty \partial_{t_*}; \quad (14.2)
\]
but this maps $\rho C^\infty$ into $\rho^3 C^\infty$, the leading order term $r^{-1}$ being annihilated by the first summand in (14.2); and $O(r^{-1-\alpha})$ gets mapped to $O(r^{-2-\alpha})$, hence the stated decay rate for $L_b(\chi h)$. More precisely, [HV20, Proposition 4.8] with $a_0 = \alpha$ and $a_I < 0$ arbitrary (in the present setting it suffices to use the simplest form of the energy estimates there, namely one can use the vector field multiplier of [HV20, Lemma 4.4]) shows that near $\mathcal{I}^+$, $h$ lies in $\tilde{H}_b^{-s,1/2-}$ (permitting $r^{-1}$ asymptotics); rewriting the PDE for $h := \rho u$ as $\rho^{-2} \partial_0 \partial_1 u = (\Delta - R)u \in \tilde{H}_b^{-s,2,-1/2-}$ and integrating along the approximate characteristics $\partial_0$ and $\partial_1$ as in [HV20, §5.1] (see also the discussion around [HV20, Equation (1.16)]) shows that in fact

$$h = \rho H^{s-2}(\mathbb{R}_t \times \mathbb{S}^2) + \tilde{H}_b^{-s,2,-1/2+\alpha}.$$  

Thus, $L_b(\chi(t_s)h) \in \tilde{H}_b^{-s,3,1/2+\alpha}$, as claimed. \hfill $\Box$

**Proof of Theorem 14.1.** With $\chi$ as in Lemma 14.5, note that

$$L_b((1-\chi)h) = L_b h - L_b(\chi h) = -L_b(\chi h).$$

Since $s - 3 > \frac{7}{2} + m$, the estimates (14.1a) and (14.1b) now follow from Theorem 13.1, with $\ell + 2 = \frac{7}{2} + \alpha$, so $\ell = -\frac{3}{2} + \alpha$. The pointwise estimate (14.1c) then follows from (13.4). \hfill $\Box$

For the linear stability statement, recall that the constraint equations for a Riemannian metric $\gamma$ and a symmetric 2-tensor $k$ on $\Sigma_0^b$ take the form

$$C(\gamma, k) := (R_g + (\text{tr}_g k)^2 - |k|^2_{\gamma}, \, \delta_g k + d \text{tr}_g k) = 0. \quad (14.3)$$

Given a Lorentzian metric $g$ of signature $(+, -, -, -)$ on $M^0$, denote its initial data by $$\tau(g) := (\gamma, k),$$ where $\gamma$ is the pullback of $-g$ to $\Sigma_0^b$ (the minus sign making $\gamma$ into a *positive* definite Riemannian metric), and $k$ is the second fundamental form of $\Sigma_0^b \subset (M^0, g)$. Let us in particular denote the initial data of the Kerr metric $g_b$, with $b$ near $b_0$, by $(\gamma_b, k_b) := \tau(g_b)$.

Recall the gauge 1-form $\Upsilon_b(g) := \Upsilon(g; g_b)$ in the notation of Definition 4.1.

**Theorem 14.6.** Let $\alpha \in (0, 1)$, and let $s > \frac{13}{2} + m$, $m \in \mathbb{N}_0$. Suppose that the tensors

$$\hat{\gamma} \in \tilde{H}_b^{s,-1/2+\alpha}(\Sigma_0^b; S^2 \text{sc} T^* \Sigma_0^b), \quad \hat{k} \in \tilde{H}_b^{s,-1/2+\alpha}(\Sigma_0^b; S^2 \text{sc} T^* \Sigma_0^b)$$

satisfy the linearization of the constraint equations around the initial data $(\gamma_b, k_b)$ of a Kerr metric: $D_{(\gamma_b, k_b)} C(\hat{\gamma}, \hat{k}) = 0$. Then there exists a solution $h$ of the initial value problem

$$D_{g_b} \text{Ric}(h) = 0, \quad D_{g_b} \tau(h) = (\hat{\gamma}, \hat{k}),$$

satisfying the gauge condition $D_{g_b} \Upsilon_b(h) = -\delta_{g_b} G_{g_b} h = 0$, which has the asymptotic behavior stated in Theorem 14.1.

**Theorem 1.1** is an immediate consequence of the estimate (14.1c) when we take $s = 8 > \frac{13}{2} + m$ with $m = 1$, in view of the explicit description of $h$ as a generalized zero mode of $L_b$ as described by Theorem 10.4: $\hat{h}$ is a linearized Kerr metric plus a pure gauge term.
Proof of Theorem 14.6. We claim that there exist
\[ h_0 \in H_b^{s-1/2+\alpha}, \quad h_1 \in H_b^{s-1,1/2+\alpha}, \]  
(14.4)
such that
\[ D_{\nu_0} \tau(h_0 + \nu h_1) = (\gamma, \dot{k}), \quad D_{\nu_0} \Upsilon_b(h_0 + \nu h_1) = 0 \quad \text{at } t = 0. \]  
(14.5)
For the solution \( h \) of the initial value problem \( L_{\nu_0} h = 0 \), \( (h|_{\Sigma_0}, \mathcal{L}_{\dot{\nu}_0} h|_{\Sigma_0}) = (h_0, h_1) \), as described by Theorem 14.1, we then have \( D_{\nu_0} \tau(h) = (\gamma, \dot{k}) \) and \( D_{\nu_0} \Upsilon_b(h) = 0 \) at \( \Sigma_0 \). Now, recall (e.g. from [HV18b, §2.2]) that the linearized constraint equations are equivalent to the vanishing of \( D_{\nu_0} \text{Ein}(h)(N, -) \), where \( N \) is the unit normal to \( \Sigma_0 \) and \( \text{Ein}(g) = \text{Ric}(g) - \frac{1}{2} gR_g \) is the Einstein tensor. Since
\[ D_{\nu_0} \text{Ein}(h) - G_{\nu_0} \delta_{\nu_0, \gamma}(D_{\nu_0} \Upsilon_b(h)) = 0, \]
this implies that \( \mathcal{L}_{\dot{\nu}_0}(D_{\nu_0} \Upsilon_b(h)) = 0 \) at \( \Sigma_0 \) as well. Finally, since by the linearized second Bianchi identity, \( D_{\nu_0} \Upsilon_b(h) \) satisfies the wave equation
\[ \mathcal{P}_{b, \gamma}(D_{\nu_0} \Upsilon_b(h)) = 2 \delta_{\nu_0} G_{\nu_0} \delta_{\nu_0, \gamma}(D_{\nu_0} \Upsilon_b(h)) = 0, \]
we conclude that \( D_{\nu_0} \Upsilon_b(h) = -\delta_{\nu_0} G_{\nu_0} h \equiv 0 \) and thus also \( D_{\nu_0} \text{Ric}(h) = 0 \), as desired.

Thus, in order to complete the proof of linear stability, it suffices to arrange (14.4)–(14.5). This is accomplished by a minor modification of the arguments of [HV18b, Proposition 3.10 and Corollary 3.11]. We present the details, following the reference, mainly in order to demonstrate that the decay rates of \( (h_0, h_1) \) can be arranged to match those of \( (\gamma, \dot{k}) \). The task at hand has nothing to do with the constraint equations. Hence, it suffices to solve the following nonlinear (but geometrically simpler) problem: given \( (\gamma, k) \) close to \( (\gamma_b, k_b) \) and with \( (\gamma, k) \) close to \( (\gamma_b, k_b) \in \bar{H}^{s,-1/2+\alpha}_b \), find Cauchy data \((g_0, g_1)\) close to \((g_{b,0}, g_{b,1}) := (g_b|_{\Sigma_0}, 0)\) and with \( (g_0 - g_{b,0}, g_1 - g_{b,1}) \in \bar{H}^{s,-1/2+\alpha}_b \), such that
\[ \tau(g_0 + t g_1) = (\gamma, k), \quad \Upsilon_b(g_0 + t g_1) = 0 \quad \text{at } t = 0. \]  
(14.6)
Our construction will give a smooth map \( i_b : (\gamma, k) \mapsto (g_0, g_1) \) which takes \( \tau(g_b) \) into \((g_{b,0}, g_{b,1}), \) thus its linearization at \( \tau(g_b) \) takes \( (\gamma, k) \) into the desired Cauchy data \((g_0, h_1)\).

Define \( \phi_b \in 1 + \rho C^\infty(\Sigma_0) \) and \( \omega_b \in \rho^2 C^\infty(\Sigma_0 ; sc T^* \Sigma_0) \) by \( g_b :=: \phi_b dt^2 + 2 dt \otimes_s \omega_b - \gamma_b; \) we then define the component \( g_0 \) of \( i_b(\gamma, k) = (g_0, g_1) \) by
\[ g_0 = \phi_b dt^2 + 2 dt \otimes_s \omega_b - \gamma. \]
Let \( N_0, \) resp. \( N_b \in T_{\Sigma_0} M^0 \) denote the future timelike unit vector field with respect to \( g_0, \) resp. \( g_b; \) then \( N_0 - N_b \in \bar{H}^{s,-1/2+\alpha}_b. \) To make \( \tau(g_0 + t g_1) = (\gamma, k) \), we need to find \( g_1 \) with
\[ g_0((\nabla^g X + t g_1 - \nabla^g X) Y, N_0) = k(X, Y) - g_0(\nabla^g X Y, N_0), \quad X, Y \in T \Sigma_0, \]
with \( \nabla^g \) the Levi-Civita connection of \( g. \) This is equivalent to
\[ -(N_0 t) g_1(X, Y) = 2(k(X, Y) - g_0(\nabla^g X Y, N_0)). \]
But \( N_0 t = 1 + \rho C^\infty + O(\rho^{1+\alpha}), \) and \( N_0 t \neq 0 \) on \( \Sigma_0 \) since \( dt \) is timelike for \( g_0 \) (as \( g_0 \) is close to \( g_b \) in \( C^0 \)); hence this determines \( g_1(X, Y) \) for \( X, Y \in T \Sigma_0, \) with \( g_1|_{S^2 sc T \Sigma_0} \in \bar{H}^{s-1,1/2+\alpha}_b \) by assumption on \( k \) and since the second term on the right loses one order of regularity but gains an order of decay, by the same arguments as given before equation (3.34).

Finally, we need to arrange \( \Upsilon_b(g_0 + t g_1) - \Upsilon_b(g_0) = -\Upsilon_b(g_0) \in \bar{H}^{s-1,1/2+\alpha}_b \) at \( t = 0, \) so
\[ (G_{g_0}, g_1)(\nabla^g t, V) = -\Upsilon_b(g_0)(V), \quad V \in sc T \Sigma_0. \]
Since $\nabla^{\gamma_0}t \perp T\Sigma_0$ is a multiple of $N_0$, more precisely $\nabla^{\gamma_0}t = (1 + \rho c^\infty + \tilde{H}_b^{-s, -1/2 + \alpha})N_0$, this determines $(G_{\gamma_0}g_1)(N_0, X) = g_1(N_0, X)$ for $X \in \text{sc} T\Sigma_0$. But then we have $g_1(N_0, N_0) = 2(G_{\gamma_0}g_1)(N_0, N_0) + (\text{tr}_{\gamma_0} g_1 - g_1(N_0, N_0))$, with both summands on the right hand side known; this determines $g_1(N_0, N_0)$, and we have $g_1 \in \tilde{H}_b^{-s, -1/2 + \alpha}$. The proof is complete. \hfill \qed

Remark 14.7. We explain why fast decay of $(\dot{\gamma}, \dot{k})$ implies the decay of $h$ to zero as $t_\ast \to \infty$ in our chosen gauge, thus recovering the decay proved in [ABBM19] in the outgoing radiation gauge. Thus, let us assume that $\dot{\gamma}$ and $\dot{k}$ decay rapidly as $r \to \infty$ (sufficiently fast polynomial decay would suffice). Denote by $h$ the solution of the initial value problem for $L_b h = 0$ constructed in Theorem 14.6, and denote by $\chi = \chi(t) = \text{a smooth cutoff, } \chi \equiv 1$ for $t \leq 1$, $\chi \equiv 0$ for $t \geq 2$. Then $h = \chi h + h'$, where $t \geq 1$ on supp $h'$, and $L_b h' = -[L_b, \chi] h$ is supported in $t^{-1}(1, 2]$ and decays rapidly as $r \to \infty$. We can solve this using the Fourier transform in $t$; the resolvent of $L_b$ with respect to $t$ is obtained from $\hat{L}_b(\sigma)$ via conjugation by $e^{i\sigma(t-t_\ast)}$ (which maps sufficiently fast decaying tensors into any fixed $b$-Sobolev space).

To give a flavor of the argument, let us now pretend that the $t$-resolvent only has a simple pole at $\sigma = 0$, with singular part given by a finite sum of terms $h_0(\cdot, h_0^\ast)$, where $h_0 \in K_b^\ast$, $h_0^\ast \in K_b^\ast$ (the full argument is only more involved algebraically); then we need to show that $\langle (L_b, \chi) h \rangle^\ast(0, h_0^\ast) = 0$. Since $D_{g_0} \text{Ric}(h) = 0$ and $D_{g_0} \Upsilon_b(h) = 0$, and since $h_0^\ast = G_{g_0}^\ast \delta g_0^\ast \omega^\ast$ is dual-pure-gauge by Proposition 9.1, this is equivalent to the vanishing of the spacetime pairing (extending $h_0^\ast$ to spacetime by stationarity)

$$\langle [L_b, \chi] h, h_0^\ast \rangle = \langle [L_b, \chi] h, G_{g_0}^\ast \delta g_0^\ast \omega^\ast \rangle = \langle \delta g_0 G_{g_0} [L_b, \chi] h, \omega^\ast \rangle = \langle \delta g_0 G_{g_0} L_b(\chi h), \omega^\ast \rangle = \langle -2 \delta g_0 G_{g_0} \tilde{\delta}_{g_0, \gamma} D_{g_0} \Upsilon_b(\chi h), \omega^\ast \rangle = \langle -\mathcal{P}_{g_0, \gamma} [D_{g_0} \Upsilon_b, \chi] h, \mathcal{P}^\ast_{g_0, \gamma} \omega^\ast \rangle = 0.$$  

Here, the fast spatial decay of $h$ is used to justify the integrations by parts in the second and the penultimate equalities.

We reiterate that this argument only applies to solutions of the linearized Einstein equations $D_{g_0} \text{Ric}(h) = 0$, $D_{g_0} \Upsilon_b(h) = 0$, but not to general solutions of the linearized gauge-fixed Einstein equations $L_b h = 0$; indeed, even for generic smooth initial data $(h_0, h_1)$ in Theorem 14.1 with compact support, the solution $h$ does not decay to zero, i.e. the asymptotic leading order term $\tilde{h}$ is non-zero.

Remark 14.8. Compared to the functional analytic setup in the proof of the stability of Minkowski space in [HV20], we note that the regularity we prove here is weaker than what we prove in [HV20]; and even for solutions of the scalar wave equation, the spectral analysis performed here gives a significantly weaker result if applied on the Minkowski spacetime. Concretely, here we only have stable regularity/decay under repeated application of the spatial vector fields $\partial_x (x = r \omega)$, which is the best one can hope for in spatially compact sets since the metric coefficients of Kerr metrics, or stationary asymptotically flat metrics in general (with the exception of exact Minkowski space), have this type of regularity. By contrast, for solutions of the wave equation on Minkowski space, one has stable regularity/decay under repeated application of $t \partial_x$ in the forward timelike cone, as explained in
detail in [HV20] and traced back to the fact that the Minkowski metric is conformal to a smooth b-metric on the radial compactification of $\mathbb{R}^4$; more prosaically, for the Minkowski metric, or any metric suitably asymptotic to it, Lorentz boosts are (approximate) Killing vector fields in the entire forward timelike cone, which implies this improved regularity.
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