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- ABSTRACT

In this study, I have attempted to refine and extend the
transformational analysis of questions in English presented
in Katz and Postal (1944). Many of the revisions I suggest
were motivated by a closer examination of the interaction be-
~tween questions and their answers, In the case of rhetorical
questions, I have postulated a deep structure source different
from that for non-rhetorical questions, This alternative
source is designed to reflect the fact that rhetorical quese
tions presuppose their answers,

In the case of non-rhetorical questions (where I have
focused mainly on yes-no questions), I show that non-rhetori-
cal questions do not presuppose, but rather are more or less
strongly biased toward one of their possible answers, I give
arguments, based on an anlysis of rising and falling intona-
tion, that yes-no questions are syntactically, as well as
semantically, related to disjunctions. Finally, I show that
direct answers vary in acceptability, depending on the form
of the question and the function of the answer,
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CHAPTER I+ TH

This first chapter does not deal directly with questions
and answers, However, the characterization of definiteness
énd the explicétion of the relationship between S's and NP's
with respect to definiteness given here are relevént to se#eral
arguments about questions and answers which appear in later
chapters., The notions developed in this chapter will be
especially relevant to the discussion of WH rhetorical quéstions
in Chapter II, and to the discussion of Jackendoff's (forth-
coming) observations about intonation in Chapter IV. |

Tﬁe purpose of this chapter is to prove that generic NP's,
definite NP's, and factive $%s share a common propertiy, which
I will call definiteness, and‘will represént in terms of a TH

mé.rker.1 In section I,1, I will argue that the three categories
(generics, definites, and factives) share semantic properties,
such as the fact that they are appropriate only when anaphoric
and the fact that they seem to introduce certain positive pre-
suppositions, In section I,2, I will show that the three cate-
gofies pattern alike syntactically. In section I.3, in an
analysis based on Klima's (196%) work on negation, I will pro-
pose. some syntactié rules to relate the definitenesé of S's

to the definiteness of NP's.

I.1 The Semantic Properties of Definiteness Let us begin by



redefining the word "anaphoric", Usually, an NP is considered
anaphoric only if it has been introduced in the (fairly ime
ﬁédiately) preceding discourse. But I (following Kuno (1971))
aiso consider anaphoric any NP which uniquely refers, even if
for the first time in that discourse, to something known or
familiar to both speaker and hearer,

Definite NP's, in order to be appropriate, must be ana-
phoric in either the narrow or this wider sense.?  Kuno S3Y S
of a sentence with the definite NP "John" as its subject, that
i1t Mis grammatical because John has presumably appeared in
previous discourse, and is thus anaphoric, orAit has a unique
reference in the real world, as would be the case when it
refers to, say, the speaker'!s brother, and therefore, is in

the permanent registry of dramatis personae," in which case

it again may be anaphoric,
The statement that definite NP's must be anaphoric is
compatible with Kuroda's (1969b) observation that when a

specific NP is anaphoric, it is also definite, as in ).

(1) A man and three boys are standing on the corner,

and 172 My / 3¢ seratching his head,
the many

It is also compatible, I believe, with Perlmitter's (1971)
observation that definiteness may be a concomitant of rela-

tivization, depending on the meaning of the relative clause,



He points out examples like (2)-(4), where articles occur if

and only if there is a relative clause or other modifier,

#g
(2) sam greeted me with (%*th;%) warnth,
(3) sam greeted me with a warmth that was surprising,
(4) Sam greeted me with the warmth that I was accuse

tomed to,

At least part of the difference between (3) and (4) may be
explained in terms of anaphoricity. Notice the following‘
ﬁaradigm. The strangenesses arise because it would ‘be hard

for something I have never mentioned to you to have established
itself as anaphoric between us, even in the wider sense, On
the other hand. it would be hard for something I have fre-
quently mentioned to you not to have established itself as

anaphoric,

. T*frequently
(5) Sam greeted me with a warmth that I have |never

mentioned to you, _
f*never
(6) Sam greeted me with the warmth that I have |frequently

"mentioned to you,

Only the relative clause (with "frequently") that is compatible
with the situation where the warmth of Sam's greeting is ana-
_phoric may take a definite head, and vice versa,
A further illustration of the inappropriateness of definite



NP's used non-anaphorically is provided by the following dis-
course, In the first sentence, A uses a definite NP, "Waltt,
that is not anaphoric, B feels obliged to point out that the

presupposition that Walt is known to him has failed,

(7) Ac Oh; you just missed Walt!
Be Walt who?
A, Walt Sunley,
Be Walt Sunley? Never heard of him, What makes you

think I know himf?

Generic NP!'s, even those which are indefinite in forn,
also must be anaphoric in order to be appropriate, It is not
hafd to see why this is so, when '?anaphori‘c" is understood in
the wider sense, for generics uniquely refer to classes, which
are usually large and common enough for the. speaker to be able
safely to assume that his audienéé has some acquaintance with
them.3 Using a generic for which this assumption is false
has exactly the same disturbing effect as using a definite NP
when it is not, in fact, anaphoric, This sitiation is illuse

trated in (8).

(8) A. Penguins don't bite,

B, That's nice, What are penguins?

10

A, They're those black.and white Antarctic birds that



can't fly.
B Oh, yeah! I have heard of those, I just never

knew what they were called,

Factive S's are like définite and generic NP's in that
they, too, must be anaphoric in order to be appropriate,
Thus, if I were to be introduced to Margaret Mead, whom I
_have never met, I might open the conversation with (9) or

(10), but not (11).

(9) It is significant that human fatherhood is a social
| invention, |

(10) It is likely that you went to schooi with my aunt,
(11) It is significant that you went to school with

my aunt,

(10) is a good opener because "likely" is non-factive,
Its complement need not be anaphoric, so it does not matter
if the idea is news to Mead, (9) is a good opener, because,
~ even though "significant® is factive, and must take an anaphoric
complement, I know that Mead has herself argued that human
- fatherhood i1s a social invention, Hence this complement is
- anaphoric. (11) is a bad opener, because I have no reason to
believe that Mead has ever entertained or even heard of the |

idea that she went to school with my aunt, Thus, in the given



situatibn, this complement is not anaphoric, and so it is
inappropriate as a complement to a factive predicate like
Ysignificantt,

If I were to open the conversation with (10), and give
some arguments supporting my contention, I might then use
(11). For even if I had failed to convince Mead of the truth
of the complement, it would now be anaphoric, and so the
sentence would be appropriate, |

We have seen that definite NP's and generic NP's shafev
the property of anaphoricity wi‘é,h factive S'se. I propose to
express this shared property by associating it with TH, which
may be attached to either NP's or to S's.q'

In the second half of this sectioh, I will examine the
relationship linking existence, truth, and anaphoricity. -Let
us entertain the ideas that to use a definite NP, one must |
presuppose the~ existence of the individual or individuals
named; to use a generic NP, one must preéuppOSe the existence
of the class named (without necessarily presupposing that the
'clé.ss has members); and to use a factive S, one must presuppose
the truth of the proposition advanced,

I think it is possible to reduce these three generaliza-
 tions to one, That is, I think truth is for propositions what
existence is for objects (individuals and classes are all objects,

"~ however else théy nay differ). This becomes clearer if we
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regard S's as referring to situations tha£ may or may not exist
in some possible world, in the same way 'that NPts refer to
objects that may or may not exiét in some possible world,

S!'s are true in a given world just in case the situation they
refer to exists in that world.

Thus, if we class definites, generic’:s,v and factives
together as TH categories, existence and truth together as
existence, and individuals, classes, and situations together
as objects, the three generalizations reduce to the folloz.sringt'
to use 2 TH category, one must presuppose the existence of
the object referred to,

Unfortunately, the three ideas we have been entertainiﬁg.
and the generalization they reduce to,» are all false, The
object referred to need not exist, (12) provides a definite
counterexample; (13) a generic counterexample, and (14) a

factive counterexample.

(12) The fountain of youth doesn't exist,
(13) The unicorn is a mythical beast, .
(14) If I have offended you, I regret that I have done so,

In these three examples,.the TH categories do not presuppose
© that the object they refer to exists, However, they are all

_ anaphoric, That is, they all presuppose that the object they
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refer to either has been mentioned or i1s for some other reason
uniquely identi’fiable by the hearer, |

The presuppositions that usually seem to accompany TH
categories are probably only conversationally implied by the
fact that TH categories are presupposed ahaphoric. The reasoning
‘seems to be something like thist it would be hard for an object
to be uniquely identifiable (i.e,, anaphoric) tnless it existed.
In the case of sentences, if a proposition is known to both of
us, or all of us, it must be true, 'Ihié reasoning obviously
involves a bit of a Lleap.

A11 I would want to say, then, is 1) categories which have
the property of definiteness must be anaphoric in order to be
appropriate; 2) if something is-anaphoric, it is much more
likely (probabilistically) that it exists than that it does not,S
3) the relationship between truth and S's is the same as that
' between existence and NP!s,

In this section we have seen that definite NP's, generic
NP!s, and factive S's form a semantic class, characterized by
the presupposition of anaphoricity its members carry, and by

_the presupposition of existence they usually seem to carry,

I,2 The Syntactic Patterning of Definiteness In this section,

I will show that definites, generics, and factives form a
syntactic class, First, I will show' that generics and define

ites pattern alike, Second, I will show that factives and
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generics pattern alike, Third, I will show that definites and
factives pattern alike, Before beginning these demonstrations,
'however. I mst make clear the distinction between generics
and non-specifics, _

There are three types of indefinite NP6: specifics,

non-specifics, and generics, "MA doctor" is specific in (15),

non-specific in (16), and generic in (17},

(15) I want to meet a doctor, but Randy doesn't want to
meet her,

(16) I want to meet a doctor, but Réndy doesn't want
to meet one, |

(17) A doctor generally has about three children,

Generics are a sort of subclass of non-specifics, That is,
generics and plain non.specifics are in complementary dis-

: tribution, Thus, in a given context, a NP may be ambiguous
as between specific and non-specific. or between specific

. and generic, but it is #ery difficult tovfind contexts
where there is a threé-way ambiguity between specific, non-
specific, and generic, The underlined NP's in the following

examples are ambiguous as indicated,

(18) A man is standing on the corner, “%pecific. none-

Specifia
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(19) A unicorn has a three-chambered heart. Epecific,
generic;]

(20) The girl who John will marry is expected to appear
S00n, {specific, non.specific:)

(21) The man who smokes a pipe looks distinguished,

[specific, generia

In (22), there is a three-way ambiguity, brought out by
.(23)-(25). among specific, non-specific, and generic, but this
is only because "would" is ambiguous, On one reading of
#would"--the past tense usitative reading, "a doctor" is
' ambiguous between specific and non-specific, On the other
reading of "would'--the irrealis reading, "a doctor" is ambig-

uous between specific and generic,

(22) A doctor would always greet me at the door,

(23) A doctor would always greet me at the door, but
this guy wasn't the one, [specific doctor, usi=
tative y_g_\_l_l_q]

(24) A doctor would always greet me at the door, but
this guy wasn't one of them, E'on_speciﬁc doctor,
usitative M._g]

(25) A doctor would always greet me at the door, so
this guy ffasn't zoggctor}' [generic doctor,
irrealis y_g_x_l_;g]
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The fourth reading is brought out in (26).

This doctor I told you about
(26) %}A (certain) doctor would always greet

me at the door, so this guy wasn't the one,

,[gpecific doctor, irrealis woﬁldj

Because of my failure to find any zontext in which, ine
dependently of other ambiguities, there is a three.way dise
~tinction among specif}c, non-specific, and generic readings
for a NP, I propose that the basic, intrinsic distinction is
Between specific and non-specific., A non-specific NP is
interpreted as plain non-specific or generic, but not both,
depending on context, The generic reading can always be f&rced
rby'adding a relative clause containing>“any" without any condition-
ing negative, Thus the fact that a generic reading for "z

doctor® is impossible in (27) becomes clear when such a rela-

A tive clause is added in (28).

(27) I want to meet a doctor, [gpecific, non-specific,
,*generié]
(28) ‘#] want to meet a doctor who has any brains,

Now that the distinction between generics and plain non-
specifics (which I will henceforth call simply non-specifics)
is clear, we can proceed ta show that definites and generics

pattern alike, I will give three arguments, The first argument



is based on Bolinger's (1967) observation that predicates
like "tall" require definite subjects, Indefinites, except

for generics, are excluded, Here generics pattern with def-

inites as opposed to the indefinites they seemingly resemble,

(29) Bill is tall.

(30) A giraffe is tall. &Especific, fnon-specific,
generi;1 )

The second argument is based on Kuroda's (1976) obser-
vation that "the subject of a sentence with the sentential
adverbial !'cleverly! seems to have to be definite, while the
subject of a sentence with the manner adverbial ‘cleverly!

may be either definite or indefinite,"

%3 v
(31) Cleverly, o bgg} is loading a Honda on the

top of a Volkswagen,

However, the sentential adverbial is also good with a sentence

with a generic subject.
(32) Cleverly, a beaver builds dams.

Here again, a generalization about definites mst be extended .

 to include indefinite generics,

18

The third example is one where both definites and generics

are exclgggg. There~-Insertion applies to sentences with
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indefinite subjects, except when generic, and it doesn't apply

to sentences with definite subjects,

 (33) *There 1lived the man at court who had no talent,
.(34)>'The man who had no talent lived at court,’
(35) There lived a certain man at court who had no talent.
(36) A certain man who had no talent lived at court,
» [;bepific, *generi%]
(37) #There lived a man at court who had any talent.
(38) A man who had any talent lived at court, [}specific,

generigl

These three arguments show that where definites but not
indefinites are allowed (or excluded), "indefinite" generics
pattern with the definites, rather than with the indefinites,
This fact can be easily captured by subcategorization rules
if generics as»well as definites have, in deep structure, a
TH in their determiners,

Now wé need to demonstrate the second similarity of
patterning--that between generics and factives. The heart
of the argument is thié: where complement S's must be factive,
complement NP's must be generic rather than non-specific,
That is, in those cases where a predicate may take as an
. argument elither a simple NP or a complement S, the arguments

that may be factive complements occur ln the same environments



20

that allow generic but not non-specific readings for NP argu-

ments, The arguments that may be non~factive complements

occur in the same environments that allow non-specific but

not generic readings for NP arguments,

(39)

(40)

(41)

12)

3)

(u4)

A}

That Val did that is exciting. Eactive, #1N0N-
factivehl

A platypus is exciting. L‘f specific, generic,
*non-specifi;\

I regret that I don't understand stratificational
grammar, E‘active, ‘non-factiv%]

I regret a harsh word, [’i‘speclfic, generic,
‘non-specifi_]

It is possible that Mindy stood on her head,
Exon-factive. *factivg

A disaster is possible, specific, non-specific,

ﬂ'generic;] _

(45) I predicted that Mindy would stand on her head,

Eon-factive, "‘fact:.v]

(46) I predicted a disaster, specific, non-specific,

*generi{(

The generic readings or lack of same in the above examples. |

are brought out unambiguously in the examples on the next

page.



(47) A platypus with any sex appeal is exciting.
(48) I regret a harsh word which has any adverse consequences,
(49) #A disaster with any consequences is possible,

(50) *I predicted a disaster which affected any miners,

These examples, along with those on page 20, show that
where non-factives are ungrammatical, non-specific readings
are ungrammatical, and where factives are ungrammatical,
generic readiﬁgs are ungrammatical.7

I have marked all the specific indefinites in factive
contexts (cf, (40) and (42)) with double question marks. I
think they are in fact ungrammatical for most people, If
this is so, so much the better, This argument has shown
that generics pattern like factives in some ways, I would
like to say that this is because predicates may be subcategor-
ized as taking only TH subjects or objects, This means they
will take definites, generics, and factives, and nothing else,
If specific indefinites were also allowed in these contexts,
my observations about generic readings in factive coﬁtexts
would still hold, but this claim about subcategorization would
have to be watered down somewhat, To my prejudiced ear, howe
ever, those specific indefinites sound pretty bad. |
| The third set of arguments completes the triangle by
. linking definites and factives as opposed to indefinites

‘and non-factives, I will propose an"explanation for Zwicky's
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(1970) observation that "unusually" in (51) is a degree adver-

bial, while Musually" in (52) cannot be,

(51) The children are unusually noisy.

(52) The children are usually noisy.

The argument goes as follows: ®noisy" and all other such
Adj's are to be considered non-factive; '"usually" is to be
considered definite, as opposed to funusually", which is ine
definite; thus the reason ™usually" cannot be a degree advera
bial in (52) is that there is a sort of "definiteness agreement
rule" operative in modifier-head constructions,

First, we will see that "noisy" patterns like a non-
factive, since "so" may substitute for it, "So" is a pro-
form for non-factive anaphoric sentences, (non-factives may
be anaphorié, while factives mist be anaphoric), Saying "so“_
is anaphoric is simply another way of saying it is a pro-
form, for pro-forms must have referents, usually in the
immediate linguistic context, in order to be interpreted,

- The fact that "so" substitutes only for non-factive sentences
was pointed out by Kiparsky and Kiparsky (1971). This selec-

tivity is demonstrated, for object clauses, by (53) and (54).

(53) Herman thinks that Pete is tall, and I think so too.

(54) *Herman regrets that Pete is tall, and I regret so too,
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Of course, not all non-factives may be replaced by “so®, I
find "I prefer so", for example, ungrammatical,

We can show that the Kiparskys! generalization also holds
for subject clauses if we assume that S-modifying adverbé as
in “eertainly,S" are derived from "S is certain®, Thus (55B),
derived from (55A), can become (55C), since "probable" takes
non-factives, but (56C) is out, because "significant" takes

factives,

(55) Q. John is tall, isn't he,
A, It is probable that John :’é tall, Eon-factive]
. Bs Probably, John {s tall,
C. Probably sc<
(56) Q. John is tall, isn't he,
Ae It is significant that John i/s tall, F‘activej ,
B, Significantly, John i/ s tall,
C. *Significantly s{. )

From these facts, and from the fact that "so" sabstitutes
for adjectives alone, as in (57), as well as for non-factive
sentences, we may surmise that adjectives are like non-factives

in lacking definiteness, That is, they are not a TH category.
(57) Barbara was relatively noisy, but Susan is extremely so.

Returning to adverbials, we are surprised to find that
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the situation for degree adverbs is the opposite of that for
sentential adverbs., That is, instead of non-factives being in
and factives being out with "so", as before, we find that factives

are in and non-factives are out,

(58) Q. John is tall, isn't he,
: /
Al, 3Significantly so.

/
A2, *Probably so0.

This situation can be explained if we derive these adverbs
not from topmost S predicate adjectives, as in the (A) examples
below, but rather from adjectives embedded in relative clauses,

as in the (B) examples below.

(59) A. The extent to which John is tall is significant,
B, John is tall to an extent that is significant,
(60) A, *The extent to which John is tall is probable,

B, John is tall to the extent that is probable,

The difference between (59B) and (60B) is the same as that
between (61) and (62), and the difference between (58A1) and

(58A2) is the same as that between (63A) and (63B).

(61) His greeting was warm to %*:ge} extent that was unusual,
(62) His greeting was warm to i}‘hag} extent that was usual.
" (63) Q. Was his greeting warm?

7/

A, Unusually so.
yd

B. ‘Usually SOO
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The relevant factor, then, for whether an adverb can be
a degree adverb is not whether the corrésponding adjective is
factive in other contexts, but rather whether the corresponding
adjective induces a definite or indefinite article on the head
noun when it appears in a relative clause, In this sense,
degree adverbs of the sort we are considering must be indefinite,
That is, they are not TH categories.

We have seen that only indefinite adverbs may modify
adjectives which are non-factive, This is not too surpriéing |
if we regard definites and factives as both having TH in their
specifiers, There seehs to be a filtering rule which rejects
modifier-head constructions whose specifiers are not compatible
in definiteness.

A second argument that groups indefinites and non-factives
as Opbcsed to definites and factives is based on negation. |

Negation may attach only to indefinite NP's--never definites.

(64) A, Bonnie doesn't hate anybody.
B. Bonnie hates nobody.
(65) A, Bonnie doesn't hate Doug.

B. #*Bonnie hates not Doug,.

- In the case of sentences, negation may appear in the specifiers
‘only of non-factives--never in the specifiers of factives,

(However, the negation stays in the specifier only when the
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rest of the sentence has been deleted,)

(66) Q. Does Bonnie hate Doug?
A, T believe éﬁgt}, Eon-factiv:}

(67) A, I did it, and.I regret it. )}’adﬁ‘ V&j
B, ~ *#I didn't do it, and I regret not,

If the specifiers of definites and factives are as comparable
~as I have suggested. these two facts are reducible to one,
namely, TH and N (negation) may not co-exist in one specifier,

Pizzini (1970) argues on syntactic and semantic grounds
other than those I have add:uc'ed here that "so" is indefinite
and "it" is definite,

This completes our triangle of similarities among the
three reflexes of definiteness, We have seen that definites,
generics, and factives form a syntactic class, as well as a
semantic one, Many subcategorization facts can be more easily
and compactly expressed in terms of TH than in terms of the

three cétegories separately,

I.3 TH-Placement In this section, I will present a syntactic

analysis designed to explain the relationship between the
definiteness of S's and the definiteness of NP's, This analysis
is based on Klimats (1964) analysis of negation., Before
beginning. I mist acknowledge the fact f.hat few people now

accept Klima's analysis completely, Many reject it entirely,



I have myself had to revise it slightly in order to use it here,
I assume, for instance, that N is generated in complementizer
position, rather than in pre-S positions (See Lasnik (forth-
coming) for discussion‘of the idea that negation is a comple-
‘menti zer, )

I have based this analysis on Klima's because, in spite of
its problems, Klima's analysis is still eiegant, comprehensive,
and familiar, More important, I believe definiteness and
negation are parallel phenomena, and I am more interested in
emphasizing this parallelism than in the mechanical details
of the analysis. However Klima's analysis is to be revised,
the analysis of definiteness must be revised in the same way.

| The essence of Klima's analysis, for our purposes, is as
follows: negation may be generated in the specifiers (the
determiners) of NP's and in the specifiers (the complement-
izers) of S's. That generated in complementizer position
has a set of syntactic characteristics that identify it as
sentential negation, and it retains these characteristics
- even when it is movéd out of complementizer position, Since
there is only one complementizer per S, there can only be one
instance of sentential negation per S, but there can be more
than one non-sentential negation, and there can be both sen-
 tential and non-sentential negations in one S, Sentential

negation moves out of complementizer position onto the subject



NP (or whatever constituent is left-most after all movement
rules have applied) if it is indefinite, If it is not indef=-
'inite, the sentential negation is attached elsewhere within
its Se Klima's negatives do not cover the whole of the mor-
'phologically obvious ddmain of negatives, and furthermore,
Klimag postulates negatives in places where they are not mor-
phologically justified,

Now I will sketch the essence of the syntactic analysis
of definiteness, going into detail and offering justification
iater. Definiteness may be generated in the specifiers of
NP's and in the specifiers of S's, That generated in determiner
position is represented by th, These are ordinary definites,
and occur rather freely. That generated in complementizer
position is represented by TH, This identifies the sentence
as a categorical judgemente. and it remains categorical even
when TH is moved out of complementizer position onto the subject
or left-most constituent of the sentence, This movement takes
place only when the subject is already definite (has th in its
determiner), and by virtue of this TH-placement, the NP onto
which it moves becomes the theme of the sentence,” TH does
| not cover the whole of its morphologically obvious domain,
since "that' is definite as a factive complementizer, but not
as a non-factive complementizer, Furthermore, TH must be

postulated in places where it is not morphologically justified,
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as in proper nouns and *indefinite® generics,

I will develop this last point first, Let us compare the
&omain of TH to the domains of N and WH, In Klima's analysis,
not all negative elements are derived from sentential negation,

In (68), we have both a sentential and an NP negation,
(68) I don't like nobody!

Such double negatives are, after all, grammatical if emphatic
stress and protest intonation (see Chapter IV) are used., (Cf,
"He likes nobody, doesn't he.,") Since there can be only one
sentential negation per sentence, the second one in (68) must
be otherwise derived, However, some negatives are neither S
nor NP negatives. This applies in particular to negatives
that are incorporated into lexical items as prefixes ("dis-",
%un-®, etc,).

Similarly, there are WH-words which are not subject to
the usual rules, The WH-words of echo-questions, as in (69),

can violate all the otherwise valld generalizations.
(69) Did Hank do what to Steve?

On the other hand, there are instances of sentential
negation and interrogation which are not realized in the form
of morphologically obvious N or WH wordse For instance,

%seldom® may arise from sentential negation, as shown by



(70) and (71), but it has no "n" in it,

(70) Seldom have I seen anything like this, and
neither has Bill, |

(71) It seldom rains, does it?

" Of course, "seldom" does not always arise from sentential
negation, The negative tag in (72) shows that the first half

of the sentence is positive,
(72) It rains seldom, doesn't it?

(734) is an example of a question that does not seem to
involve a WH-word, The closest paraphrase is (74), but this

‘question has falling intonation, while (73A) has rising intonation,

(73) B, Martha, I'm going to throw down the back stairs,

A, And John? )
(74) And what are you going to do to John?

In the case of both negativés and interrogatives, in-
stances of N and WH'words not derived from sentential N and
WH are mucﬁ more obvious and common than instances of sen-
tential N and WH not realized in N and WH words. This is
also the case for TH, Regular definites, i.e., th-words,

. occur rather freely in non-categorical judgementé. But the _

only categorical judgement subjects, i.e., themes, that do not
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have TH-words are proper nouns, where a TH-deletion rule seems
plausible, and generic indefinites, which are often paraphrase-
able by the corresponding definites (“{&ée beaver builds
dams, "), |

What we need now are some rules; first, a rule deleting

TH (and th) before proper nouns,
(75) [TH N ] >¢2
¢proper |yp
1 2

This rule is ordered after appositive relative formation

but before restrictive relative formation, since proper nouns
take appositive but not restrictive relative clauses, The
féllowing rule is ordered after restrictive relatives are

formed,

+generic NP

(76) [[TH XNppp N | P23
12 3

This rule is optional in some contexts, or at least needs
further refinement, -
Next, I will give the THemovement rule and the complement-

izer deletion rule,

(77) Erf )ZCJCOMP “}g i‘]DET N’gmp )Qs’??‘ 21456

(78) COMP =3¢ in certain environments
' ' Conditiont COMP does not contain TH or N or WH
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(77) makes a theme of a definite NP subject or other S-initial
NP, It is similar to the rule attaching sentential negation
to an indefinite initial NP, ILike that rule, it must follow
the NP movement rules, (78), which follows (77). says tﬁat
only empty complementizers may delete, These rules interact
as followst (78) may apply without (77) only to complementizers
which contain no markers, e.g., to non-factive "that", The
deletion of this complementizer is always possible (in the
environments left unspecified in (78), For example, no com-
ple_mentizer may delete if something intervenes between it and
the verb 01" adjective whose complement it introduces.).
However, if a complementizer contains TH or N or WH, these
mérkers mist be moved out of the complementizer by (77) or

the corresponding rules for N and WH before (?78) can apply.

Let us examine a simple case first, It is well-known

that the complementizer fthat' may sometimes optionally delete
when it immediately follows the verb, However, this may occur
in factive complements only when the subject is definite,

This is because, in factives, (78) cannot apply unless (77)
| has applied, and (77) cannot apply unless the subject is
definite,

. - {John
~ (79) I think (that) 7a manjdied. Exon—factive]

(80) I regret (thaf.) John died, E‘active]

(81) I regret that a man died,
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(82) #I regret a man died,
The facts are the same for extraposed subject complements.

(83) It turns out (that) éadggg§ died, l;on-factiv;]
(84) ‘It's odd (that) John died, [factiv;j

(85) It's odd that a man died.

(86) It's odd a man died,

Now let us examine a more complicated example, Williams
(1971) has noted that there is a certain difficulty in getting

gerunds with indefinite subjects. Thus he assigns a star

to (87).

(87) *A man's coming in here...

Williams! obgervation is correct for factive contexts, but

not for non-factive ones,

(88) #*A man's coming in here bothered me, [%activ%]

(89) A man's coming in here would bother me, [%on-factiv%]

The ungrammaticality of (89) seems strange, since (%) is

grammatical.

(%) It bothered me that a man came in here,

The explanation for these examples is as follows: "bother®

(but not "would bother®) must take TH complements. That is,



its sentential subjects must have TH in their complementizers.
Now (90), with its embedded indefinite subject, is grammatical
bégausg (77) has not applied, and the TH is still in the
complementizer, Gerunds, however, as Williams points out,
have no complementizers, In factive environments, then,
(77) and (78), among other rules, must both apply in order to
produce a gerund, Unfortunately, (77) cannot apply if the
subject is indefinite, Hence (88) cénnot be generated, In
(89), the complementizer of the sentential subject does not
contain TH, so (78) can apply without (77), giving a gerund,
Negatives have more placement possibilities than TH. If
the subject is definite, a sentential negative may move onto
the auxiliary instead. I am assuming that this possibility
does not exist for TH.lO
To conclude this section, I would like to suggest that
various well-known transformations have as part of their
raison d'8tre the fact that they "feed" TH-movement and hence
complementizer deletion, I think the obligatory rule which
deletes the complementizers of topmost sentences, like the one
deleting embedded complementizers, requires them to be empty |
of such elements as TH,N, and WH, This means that (?77) mist
always beﬂable to apply to root sentences with factive "that"
complementizers, or a bad sentence will result, That is why

categorical judgements must always have definite or generic
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sﬁbjects. (or initial NP!s),

This situation wouid éeem to imply that non-factive
predicates with noh-anaphoric subject complements could never
occur in root sentences, since such complements do not have
TH or even th in their complementizers, This is not the
case, however, There are rules to get us out of this bind,
Subject-Raising, for instance, seems almost explicitly designed
to alleviate this situation, First of all, it applies only to
non-factive complements (factive subject complements feed
" TH-movement by virtue of the TH's in their complementizers),
Second, it seems, if not actually restricted to raising definite
subjects, at least to work much better with definite bubjects
than with indefinite, thus feeding TH-movement.” After it applies
to a subject complement, raising a definite subject, the sub-
Ject of the root sentence is definite, and, if necessary, may
receive the TH of the root sentence's complementizer, which
may then delete, (91) and (92) show that Subject-Raising
applies mich better to definites than to indefinites. (93)-

(96) show the saving of a sentence, (Underlining indicates $def,)

(91} This man seems to be bothering you,

(92) %%A man seems to be bothering you,.
(93) (Zgat)SPEC((( )SPEC((Sﬁgat)SPmcgman)?Npto be-bothering

you)s)NPseems)é
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(94) (Eﬂat)spms(((Eﬁaé)SPEc(man))NPseems to be bothering
| ybu)si [;y Subject-Raisingl
(95) (that)spgs(((Zgat)SPEC(man))NP seems to be bothering
You)s @Y (77-)]
(96) ¢ ((zgat)spEG(man))Npseems to be bothering you [Ey (78;}

Now, what about (92}% Can we save this sentence, or
mast we give up on underl&ing structures with non-anaphoric
non-factive subject complements with indefinite embedded subjects?
Here another rule comes to the rescues There-Insertion creates |
a dummy theme in sentences which would otherwise have none,
"There" is treated as a definite by all rules that prefer to
operate on definites, and can undergo Subject-Raising with no
difficulty, These facts reinforce the suspicion raised by the
"th" that appears morphologically in "there", and lead us to
" conclude that "there" is definite, and There-Insertion is
designed to change sentences that will not feed TH-Movement into

sentences that will, (97)-(101) illustrate the salvation of (92),

(97) ~(£hat)SPEC((<¢3SPEC(((a)SPEC(man))NPto be bothering
yoq)s)ﬁpseems)s
(98)  (THat) oo ((( ) gpp ((there) gpppto be a man bothering
| you)s)NPseems)é [;y There-Insertio%]
" (99) (Iﬁét)sPEC(QEQere)sPE¢seems to be a man bothering

:{rou)s' E:y Subject Raisin%]
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i .(b
(100) (that)spEc((zgere)SPECseems to be a man bothering

~yew)g or 7))
(1o1) ¢ (Iﬁgre)SPEcseéms to be a man bothering you [%y (7?5]

Most other movement rules, such as Topicalization, Passive,
and Tough-Movement, also seem at least partially designed to
create themes when needed, i.e., to feed TH-I\d'mremen'b.I1

I must acknowledge that the constraint against indefinites
in theme position is rather weak, but I think it is neverfhe-
less real, Undoubtedly, the situation is far more complicated
than I have been able to indicate here, But even thiéibrief
survey shows us that TH is relevant to many syntactic rules,

In this chapter, we have seen that the properties of
definite NP's, such as obligatory anaphoriecity and restrictions
on occurrence, also apply ‘to.factive sentences, Definites,
generics, and factives all share the property of definiteness.
The fact that S's and NP'é can share properties, i.e, are in
some respects thé same kinds of things, is explained semantically
in terms of the fact that S's and NP's both refer to objects
(situations) which may or may not exist, The similarity of S's

and NP's is explained syntactically in terms of the fact that
determiners and complementizers can be classed together as
specifiers, The two soris of specifiers have the same'festric-

tions and realizations, and are related by rule,
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3.

Footnotes to Chapter I

This marker is quite analogous to the widely recognized
markers WH(the "undeterminer",cf, Bresnan (forthcoming)}
and N (negative), which have some constant syntactic: and
semantic characteristics, whether they be attached to S
or to any of various diverse sorts of NP!'s, These three
markers are generated in specifiers, i.e., the determiners
of NP!'s and the complementizers of Sts. :

Even'in the narrow sense, a definite NP may be anaphoric
either by virtue of the fact that it was explicitly
mentioned in previous discourse, or by virtue of the fact
that it was presupposed in previous discourse, This may

- explain the definiteness of superlatives following cOm

paratives, as in the following example (pointed out to me .
by John Ross)¢ "There was a big pillow on the first bed,
and a bigger one on the second bed, but the biggest one
was on the third,"

Kripke (1972) argued that the problems of reference and
existence raised by definite descriptions apply equally
10 generics,

It may be objected that the fact that factive complements
are semantically similar to definite NP's is merely a
result of factive complements! having a definite head
noun "the fact", which is sometimes deleted, This derie
vation of factive complements is proposed by the Kiparskys
(1968), One of the reasons I reject this derivation is
as follows, I propose that TH may be attached not just

to complement S's, but also to topmost S's. In this case,
the truth of the sentence is not presupposed but asserted,
The sentence must, however, still be anaphoric. There

are several situations in which this will be the cases One
is positive answers to yes-no questions. Since the question
is derived from a disjunction of S and not S (see Chapter
IV), the positive answer S will always be anaphoric. It
is coreferential with the S in the question,

_ Bresnan (1970) gives several arguments for the postu-
lation of camplementizers on topmost sentences. I can
think of no arguments for the postulation of a head noun
Uthe fact" on any topmost sentence., Even if one accepts
the performative analysis, which makes topmost sentences
underlying complements, it is unfortunately the case that
very few performative predicates are factive., "Inform"
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is a possible factive performative for question answers
like (iA), and Macknowledge" is a possible factive predi-
cate for S tag answers like (iiiA)

(i) Q. Is John tall? .

. A, Yes, John is-tall,
(11) I /*answer you N the fact that John is tall,
®reply to you
*say to you
#*declare to you
#tell you
inform you of
(ii1) S. John is tall, isn't Be,
" A, Yes, John is tall,
(iv) I /*acquiesce to you the fact that John is tall,
*agree with you on‘}
_ acknowledge to you
. "Inform" and "acknowledge" are not necessarily the most
defensible performative predicates for the two answers,
But even if they were, the fact that both answers are ana-
phoric would be syntactically explained, under the perform.
ative analysis, as only an accidental consequence of both
answers! being complements of predicates that happened to
be factive, The similarity of function within discourse
Sf the two (both are answers to yes-no questions, and hence
anaphoric) would not be explained,

If, however, anaphoricity is a concomitant of TH, the
notion of anaphoricity will be expressed simply in the
complementizers of the sentences, and one need not stretch
his imagination to find an appropriate factive performa-
tive predicate for every sort of anaphoric sentence,

S, By redefining "factive predicate" as meaning not "one which
presupposes that its complement is true", but rather "one
which presupposes that its complement is anaphoric", I admit
into the class of factives some predicates that did not
belong, under the old definition, "Deny" is such a predicate,
%Deny* does not presuppose that its complement is true, but
does presuppose that its complement is anaphoric, Support
for my redefinition is provided by the fact that "deny"
behaves syntactically exactly like a factive, It allows
gerunds, but not Subject-Raising or "so',

(1) I deny having done it.
(31) *I deny Mike to have done it
(1i1) *I deny so.

6, Kuno (fo appear) distinguishes four types of NP's, They



aret specific, non-specific, generic, and qualitative,
The last are also called property NP's or predicative
NP's. Examples are 'a doctor® in (i) and "doctors" in
(111). ‘ , . ‘

(i) Kim is a doctor.

(1) *A doctor is Kim,

(41i) Kim and Pat are doctors.

(3v) *Doctors are Kim and Pat.
I think, however, that the basic distinction, for syntac-
tic purposes, is specific vs, non-specific, with qualita~
tive and generic NP's being subclasses of the non-specific,
For our purposes, however, the difference between qualita-
tive and non-specific is not an important one, and I will
have no more to say about it.

7. I have shown (p. 17) that generics and plain nonwspecifics
are in complementary distribution. However, there are
some predicates that may take both factive and non-factive
complements, The questlon, then, is whather indefinite
NP's as arguments of these predicates will be two, three,
or four-ways ambiguous., The following examples explore
this problem. ,

(1) They reported that a cruel miscarriage of justice
had taken place, ([factive, non-factive]

(11) They reported that a cruel miscarriage of justice
had taken place, but that was a patent lie,

non-factive, *factive]

(1ii) “‘Mey reported that a cruel miscarriage of justice
had taken place, but only long after it was irre-
vocable., |factive, #*non-factive]

(iv) They reported a cruel miscarriage of Justice.
[#specific factive, specific non-factive, non-spec-
ific non-factive, generic factive]

(v) 'They reported a cruel miscarriage df justice, whenever
they felt like it, whether one had occurred or not,
[hon-specific non-factive] o

(vi) They reported a cruel miscarriage of justice whenever
one occurred, |generic factive]

(vii} They reported a cruel miscarriage of justice,
namely, the conviction of Mrs, Rogers, but of course
it was a lie, |specific non-factive] :

(viii) 7They reported a cruel miscarriage of justice,

- namely, the conviction of Mrs, Rogers, but only
long after it had happened. [epecific factive]
These examples show that indefinite NP's as arguments of
factive/non-factive predicates are four ways ambiguous, as
I would predict,
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In my speculations as to the constant semantic character-
istics of TH, I have been especially interested in the
work Yuki Kuroda (1965 and 1971) has done on the meaning
of the particles "wa" and "ga" in Japanese syntax, He
makes a distinction between categorical and thetic judge-
ments and shows that "wa® attaches to the subject of cate=

. gorical judgements, while "ga" attaches to the subject of

thetic judgements., However, Japanese makes no automatic
distinction between definite and indefinite, specific and
non-specific,

I think that the distinction between categorical and
thetic judgements is opergtive in English syntax as well,
and that part of the function of TH is to mark this dise
tinction, Of this distinction, Kuroda (1971, p.2) sayst
"0f.these [categorical and thetic|, only the former conforms
to the traditional paradigm of subject-predicate, while
the latter represents simply recognition or rejection of
material of judgement, Moreover, the categorical judge-
ment is assumed to consist of two separate acts, one, the
act of recognition of that which is to be made the subject,
and the other, the act of affirming or denying what is
expressed by the predicate about the subject, With this
analysis in mind, the thetic and the categorical judgements
are also called the simple and the double judgements,"

He argues that all generic sentences are categorical
judgements, and he defines generic more broadly than usual.
He says (1971, p. 13), "I call a sentence generic if the
statement made by it is a statement about a general,
habitual, or constant state of affairs of some sort, and
[hon-generic] if the statement made by it refers to a
particular occurrence of an event or state of affairs,"

In this sense, (1)=(iv) are generic, (v) and (vi) are non-
generic, and (vii) has both a generic and a non-generic
reading (Kuroda's examples).

(i) Men are animals,

(ii) John is an American,

(11i1) Men walk.

(iv) John reads.

(v) A man is walking there,

(vi) John is reading a book,

(vii) John walked in the garden. .

Kuroda also says that all sentences with generic subjects

‘are categorical judgements, and that the subject of a non-

generic categorical judgement must be definite, Thus (viii)
-(x) can be (but are not necessarily) categorical judgements,
but (xi) cannot, ’ , ,

(viii) The man is standing on the corner,
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(ix) John is standing on the corner,

(x) John's friend is standing on the corner,

(x1) A man is standing on the corner.

All of the above sentences can be thetic judgements, for
thetic judgements may have definite as well as indefinite
subjects, The distinction between the categorical and
thetic readings lies in the speaker's intention. In the
categorical judgements, Y“the speaker's interest is directed
towards the entity corresponding to [the grammatical
subject], not just as a participant of these events,
Rather, his interest is primarily directed toward this
entity, and the reason why he wants to give an expression
to the fact that he recognizes the happening of the event
eeelis precisely that he wants to relate the occurrence

of the event to this entity. On the other hand, [in -
thetic judgements], the speaker's intention is directed
toward [the grammatical subjecﬁ] just insofar as it is a
constituent of an event," (Kuroda, 1971, p. 18).

The only unambiguous situations so far are as follows:
sentences with generic subjects may not be thetic judge-
ments, and sentences with non-generic indefinite subjects
may not be categorical judgements, However, since a cate-
gorical judgement is an assertion, a sort of taking of
responsibility for a sentence, the former restriction may
be suspended. That is, certain grammatical constructions,
such as conditionals and disjunctions, allow one to avoid
taking responsibility for the truth of a sentence., Con-
sequently, these constructions may not contain categorical
judgements, and sentences which would otherwise be cate-
gorical judgements, such as generics, are not categorical
judgements in these contextss Thus "men are animals" is
not a categorical judgement in the following two examples.

(xii) If men are animals, God is too.

- (xiii) Either men are animals or animals are men,
In my analysis, categorical judgements are topmost sen-

 tences generated with TH in their complementizers, Since

topmost complementizers muist delete, TH-movement must be
able to apply. Hence categorical judgemenis must have
definite or generic subjects. Thetic judgements are top-
most sentences with semantically empty complementizers,

Kuno (1971) has also studied "wa' and "ga" in Japanese,
and related his findings to English. He, however, has
approached the problem from the point of view not of the
S, but rather of the NP, That is, he focuses on the
functions performed by the NP's "wa" and "ga" are attached
to, rather than on the types of sentences of which they
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are the subjects, He finds very useful, as do I, the
traditional notion of functional sentence perspective--
a notion with a long history in linguistics, especially
well developed in the Prague School,

Kuno is particularly interested in the concept of theme,
He shows that, in Japanese, "wa"' always marks "either the
theme or the contrasted element of the sentence, The
theme must be either anaphoric or generic, while there is
no such constraint for the contrasted element., Ga as
subject case marker is either for neutral description or
for exhaustive listing,® I am most interested here in his
notion of theme, I believe TH may also have a contrastive
function in English, but I will not have much to say about
this aspect of its use,

A connection has long been felt to exist among the noticns
of theme, topic, old information, and left-most position,
as opposed to focus, comment, new information, and right.
most position, Part of the purpose of my analysis of TH
is to make the connections among the first four more ex-
plicit and to express them formally,

Paul Kiparsky has suggested to me that this may not be
correct, at least not in all languages. It is possible
that the presence or absence of a definitizer on the
auxiliary marks the distinction between partitive (with-
out TH) and non-partitive (with TH) and/or the distinc-
tion between perfective (with TH) and imperfective
(without TH), These distinctions are illustrated by the
following examples in Engli sh,
(1) I drank coffee. bartitivé]
(1) I drank the coffee. ‘lﬁon-partitivé]
(11i) T was lifting the piano., [imperfective]
(iv) I 1lifted the piano, [perfective]
If these distinctions were reflexes of TH, we would expect
the members with TH to show signs of anaphoricity. And
indeed, the partitive vs, non-partitive distinction is
marked, in English, by the absence vs, presence of the
definite article. Furthermore, in "after® adverbials,
which require anaphoric arguments (this includes generics)
(cf, (v)-(vii)), non-partitives and perfectives may occur,
but not partitives and imperfectives.
(v) After a play, people come pouring out of the theater,
eneric
(vi) After the play, people came pouring out of the
. theater, Emaphori%]
(vii) #After a play, people came pouring out of the

theater, Eéon-anaphoric (ignore past generic reading

.
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(viii) After I drank the coffee, I left. non-partitive
(ix) #After I drank coffee, I left, partitive

(x) After I lifted the piano, I left, perfective

(x1) #After I was lifting the piano, I left, imperfective
These examples give some plausibility to the idea that

‘TH can attach to the auxiliary, but, as the matter needs

much further study, I will not at this time adopt the posi-
tion that it can.

For some reason, indefinites with quantifiers undergo
Subject-Raising much more easily than indefinites in

"a% or simple plural indefinites, Any quantifier at

all seems to improve the situation vastly, However,

I think this fact says more about quantifiers than about
indefinites.

An example of the interaction of Passive and TH-Movement
is provided by the following examples, where both the
underlying subject and the underlying object can have
generic readings (brought out by the relative clauses
with "any") when and only when they are in subject
position on the surface,
(1) Beavers (with any brains) build dams (*with
any structural integrity.
(11) Dams (with any structural integrity) are built
by beavers (*with any brains).
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CHAPTER II: RHETORICAL QUESTIONS

In this chapter, I will investigate rhetorical questions
to see what makes them special and to see what they can tell
us about questions and answers in general. In section II.l1,

I explore yes-no rhetorical questions and suggest a tag- |
sentence source for them, In section II,2, I explore WH
rhetorical questions and suggest a similar source for them,
In section II,3, I offer arguments justifying the existence
of the tag-sentence source for WH rhetorical questions,

Answers to rhetorical questions are supposed to be obvious
to both speaker and hearer and hence do not need to be expressed,
Before beginning, I would like to exclude from consideration
some types of questions which might be considered rhetorical,
but are not, in my sense,

One type I wish to exclude is the class of self-rhetorical
questions. These are often used in speeches, The speaker
acts as both speaker and hearer. The answer is obvious to
him, as speaker and hearer, but not necessarily to anyone
else, This special situation allows the breaking of many
fules otherwise valid for rhetorical questionss An example
of this usage is "Who do I support for President? Why, Ralph
Nader, of coursedt ’

The other type I wish to exclude is the class of rhetor-
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ical questions used as answers to other questions, These,
too, break some otherwise v_alid rules., The question "Does
Sam like pizzaf" might receive the rhetorical response Do
horses like gra‘ss?“, which suggests that the relationship
between Sam and pi:zza is the same as the relationship between
horses and grass, This does not necessarily mean that the
answer is obviously "yes"-~for all we know, horses hate
grass--but it obviously is their natural food, Thus we may
assume that pizza is Sam's staff of 1life, whether he truly
enjoys it or not., A sub-type here is represented by "Who
doesn't like him?" in response to "Wno likes him#" "

There are probably other types I should exclude, but,

with at least these caveats, let us look at rhetorical questions,

II.1 Yes-No Rhetorical Questions In yes-no rhetorical

questions, the form of the questjjon always reveals which one
of the two possible answers it is that is supposed to be the
obvious answer, The way it works out grammatically is that
negative rhetorical questions expect positive answers and

positive rhetorical questions expect negative answers,

(1) Q. Don't you want to grow up big and strong?
(A. Yes, of course I do.)
(2) Q. Do you want people to think we live in a pigsty?

(A. No, of course I don't.)
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(3 Q¢ Don't I work my fingers to the bone for you?
| A, Yes, of course you do,
(4) Q. Is it necessary to shout like that?

14

. A, No, of course it isn't,

Thus if the underlying structure of the question is, very
roughly, ineg;Nz VP, the meahing is “speaker believes that

% 3gj 23 aid tiatBhearer will agree that ] ¢g} 2 3 (sw1tch1ng
I and “you" if they occur),

Now, it is curious that the expected answer always has
negétivity opposite to that of the question, It is not the
case that all negative questions expect positive answers and
all positive questione expect negative answers, For instance,
positive and negative polarity items can bias the expectation

the other way by making one answer more grammatical than

:the other,

2

(5) Q. Didn't you get very much?
. Expected A, No, I didn't,
(6) Q. Has itvéiready started?
‘Expected A, Yes, it has, ’
Even in the general case, negative questions “expeéé“
negative ahswers in a certain sense., Chafe (1968,Vp.,24)

expresses it as follows: "The speaker is communicating that

recent evidence (often, though not necessarily, something



the hearer just said) suggests that the question will elicit
a negative answer, although previously the speaker would
“have expected it to elicit an affirmative one," This sort

of situation is acknowledged explicitly by the answer in (7).

(7) Q. Aren't you going?

A, Well, I was going to but I've changed my mind,

Positive questions are even more complicated. They
may be truly neutral, or, using intonation and emphatic
stress, may be biased toward either a positive or a negative

answer,

(8) Q. Can you stand on your head? (neutral)
(9) Q. Did he say that? (sounding’ doubtful) (biased
toward negative)‘
A. Well, no, but he implied it.
(10) Q. Oh, is m (biased toward
| ;;ositive)

A. Ye SQ

) Given‘this complex situation in the expected answers
to regular yes-no questions, the simplicity of the rule for
the expectations in rhetorical yes-no questions is all the
more surprisinge To'achieve this simplicity, the types of

yes-no questions which are biased the wrong way--toward

k8



49

answers of matching negativity--either are ruled out as
‘rhetorical questions or change their bias. Thus (5) and
(10) are out as rhetorical questions, (7) loses its component
of surprise and doubt, leaving the original positive expecta-
tion, and (6) and (8) become negatively biased with the
addition of emphatic stress on the final word of the question,
This emphatic stress is part of the outraged intonation which '
"is characteristic of rhetorical éuestiohs. |
To rephrase this a bit, positively-phrased rhetorical

questions containing positive-polarity items are acceptable
only to the degree that the corresponding statement,  with
negative inserted, is acceptable. (11Q) is OK as a regular
qu'evstion, but out as a rhetorical question, because (11A) is

ungrammatical,

(11) Q. Does it rarely rain?

A, *No, it doesn't rarely rain,

Similarly, negatively phrased questions containing
‘negative-polarity items are acceptable only to the degree
that the corresponding statement, minus the negative, is
acceptable., (12Q) and (13Q) are OK as regular questions,
but unacceptablé as rhetorical questions, because (124)

and (13A) are out.



(12) Q.
L
(13) Q.
N

However, we have here a double-edged sword.

50

Didn't he arrive until 53007
#Yes, he arrived until 5:00,
Didn't he give a damn about her?®

*Yes, he gave a damm about her,

Rhetorical

questions can be out because the question itself is ill-

formed, even if the rhetorically expected answer is accep=-

table,

1) Q.
A

(15) Q.
L

Again, these are matters of degree,

#Did he arrive until 5:00%
No, he didn't arrive until 5100,
#Doesn't it never raint

’

Yés. it never rains.

(16Q), as a rhetori-

cal question, is not as bad as (15Q) or (11Q); and (17Q), as

a rhetorical question, is not as bad as (14Q) or (12Q) are.

(16) Q.
A.
a7 Q.
A,

fDoesn't it rarely rain?
Yes, it rarely rains.
7Did you have very much funf?

No, I didn't have very much fun,

The reason this sword'is double-edged is that.rhetorical

questions have syntactically a negativity opposite to that

which they have semantically.

This means that they must meet



both the constraints on normal questions and those on ihe
corresponding statements with the opposite negativity,

| However, the dual nature of rhetorical questions seems
to hold strictly only with respect to negation, We would
expect rhetorical questions to obey both constrainis on
questions and constraints on statements, Now, they certainly
obey consﬁraints on qﬁestions. For instance, like questions,

and unlike statements, they do not allow sentential adverbs.

(18) Q. ®Certainly, shouldn't we treat them at least
as well as the animals?
A, Yes, certainly, we should treat them at least

as well as the animals,

But rhetorical questions don't always obey constraints
on statements, That is, they allow things questions allow
and statements do not allow. For instance, "shall" has a

usage in questions which is impossible to get in statements.

(19) Q. Shall I just forget about it¥

A. No, you shall not just forget about'it,

#Shall' in (19A) does not mean the same as "shall' in (19Q),
and (194) is not a good answer to (19Q). However, (19Q)
is a pretty good rhetorical question, to which the eXpécted

answer is "No, of course not!ﬂ, even though (19A), the fuller
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answer, is not a good answer, (Notice that (20) is good,
This would be something of a problem for those who derive
tég questions by copying the subject and auxiliary of a dec-

larative,)
(20) I'l1l just forget about it, shall I?

On the other hand, questions that are interpreted as
requests or imperatives, like (21)-(23), are no good as
rhetorical questions, They also have no corresponding state-

ments,

(21) Would you (please) leave me alone?
(22) wWill someone (please) turn off the lights?

(23) May I (please) have itf?

In summary, we may say that yes-no rheiorical questions
must obey the negativity constraints of both the question
itself and of the expected answef; The same holds, though
not as strictly, for constraints on use and meaning of modals,

Now let us examine the relationship between replies
to rhetorical questions and the presuppositions of those
questions; As pointed out previously, the expected answer
to é positive yeseno rhetorical question is negaidive, ana
the expected answer to a negative yes-no rhetorical question

is positive,



53

Let us consider the latter case first, When used as
normal questions, sentences like (24) are used when the
speaker had been supposing the corresponding positive state~
ment (25) to be true, but for some reason.has come to be
unsure enough to need to check with someone else, Only in
this special sense can (24), as a normal question, be said

to presuppose (25),

(24) Isn't it time for lunchf

(25) It is time for lunch,

However, when (24) is used as a rhetorical question,
this element of doubt is not present, The speaker firmly
believes (25) to be true, and thinks the hearer does too.

He uses the question form only as a rhetorical device to
involve the hearer, even if reluctantly, in the affirmation

of (25). Sincé there 1s no element of doubt in (24) when

it is used as a rhetorical question, we can safely say that
(25) is the presupposition of (24), (25{ is also the expected
answer. ‘ '

Now let us consider positively phrased yes-no questions.
When used as normal questions, sentences like (26) can be
quite free of assumptions or expectations such as that ex-

pressed in (27).

(26) Is it time for lunch?



(27) It isn't time for lunch,

However, when (Zé)lis produced with a certain "surprise"
intonation (on the last stress peak, pitch starts below
normal, falls, then rises higher than the final rise of
normal questions), it does presuppose (27), except for the
same element of doubt as before. Now, ihe intonation of a
rhetoricallquestion is the same as this "surprise" intonation,
except that the final rise does not go as high. The element
of doubt disappears, and (26) presupposes (27) and expects
(27), i.e., the corresponding negative statement, as its
answer, This is demonstrated by an excerpt from a recent

Maxwell House television commercialt
(28) Does this look like instant coffee? But it is!

Here the fact that the expected answer is negative is shown
by the fact thét the contradiction-introducer "but" precedes
the positive rejoihder. ‘For yes-no rhetorical questions,
then, we can say that the presupposition and the expected
answer areiidentical;

I have shown that rhetorical questions must meet both
the constraints on questions and the constraints on state-
ments of opposite negativity, and that the questions in
fact presuppose the corresponding statements of opposite

negativity, This situation is reminiscent of one class of |



tag sentences, which are composed of a statement plus the
auxiliary and subject pronoun of the corresponding question
‘with opposite negativity., This similarity and the near synone
ymy of these tag sentences (under one intonation) and rhetorw
ical questions suggest that the two may sﬁare a common source,

(29) illustrate this synonymy. (The intonation starts lower
than normal on "is%, falls slightly, then rises to about

normal, )

(29) T, That's no way to act, is it?

Q. Is that any way to act?
(30) is the source that suggests itself for both,
(30) That is no way to act, is that any way to act?

Rhetorical questions would be derived by deleting the entire
statement, tag sentences by deleting all but the auxiliary
and subject of the question, and pronominalizing the subject.
These transformations work smoothly enough when both
the statement and the question are grammétical. but inter-
esting differences appear when the deleted portion is ungram
matical, If the statement is ungrammatical, deleting it
leaves the rhetorical question still ungrammatical, as

(31) illustrates,

(31) John had very much fun, didn't John have very
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mich fun?

Q. Didn't John have very much funf?

(31Q) is acceptable és a regular question, but out as a -
rhetorical question,

However, in the derivation of tag sentenceg,:if:the
ungrammatical part of the question is deleted, the tag sen-
tence is still good., Thus the effect of the transformation
is like that of Ross' Sluicing, which makes grammatical
sentences out of ungrammatical ones, This is illustrated

in (32),

(32) John didn't arrive until 6130, did John arrive
until 6:307
T, John didn't arrive until 6:30, did he?

Why should one transformation be able to wipe out une
grammaticality, while the other, otherwise s0 similar,
cannot? IOne possible explanation lies in the expected
answerg. In both cases the expected answer is essentially
identical to the statement half of the underlying structure,

In (32) the statement half is grammatical, but in (31) it is
| not, Thus in (32) the statement half is doubly important,
since it is both the half that remains in surface structure
‘and the expected answer, and the question half is of less

importance, In (31), on the other hand, the two halves are
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about equally important, and both influence the grammaticality
of the rhetorical question, This is a very tentative sugges-
tion, and the difficulty of expressing it formally is one of
the principal drawbacks of this derivation of yeseno rhetbr-
ical questions, |

A second drawback for relating yes-no rhetorical questions
to tag sentences is that rhetorical questions allow paren-
thetical expressions that the corresponding tag sentences
do not allow,

%wonder
(33) RQ. Is he here, I ask you ¥
- #wonder
T, He isn't here, is he, I *ask you %7
" The fact that "I ask you" is not acceptable with tag sentences
is perhaps not too surprising or serious a drawback, for
"I'm telling you" may not occur with tag sentences either,

Furtherinore, Yafter all" occurs with both tags and rhetorical

questions,

After all, ¢
(34) ¢ is this such a bad deal, (after a11)7?
(35) A. After all, this isn't such a bad deal, is it?
B, This isn't such a bad deal, after all, is it?

C. This isn't such a bad deal, is it, after 2117

#After all® also occurs with WH rhetorical questions, "Any-

\;ray“, howex}er, is good with WH but not yes-no rhetorical questions,



(36) A;wJWho~broughtxyou,up;'afteriali?

B, Who wants to be fat, after all?

(37) WHQ. What kind of deal is this, anyway?
INQ, *Is he here, anyway?

T, *He'!s here, isn't he, anyway?

Parentheticals, it appears, are not going to provide strong
arguments one way or the other\on the relationship between
tag sentences and rhetorical questions,

The principal drawback for this derivation of yes.no
rhetorical questions is that it apparently does not general-
ize to include WH rhetorical questions, WH questions have
no corresponding tag sentences, and, in fact, no correspond-
ing grammatical statements at all. Normal WH and yes~-no
questions are usually derived by the same set of rules
(WH-Preposing, Subject-Aux Inversion, etc.) from very similar
sources, But there seems to be no statement-question source
for WH questions; and hence no parallelism between yes-no
" rhetorical questions and WH rhetorical questions, if yes-no
rhetorical questions are indeed derived from a statement-
question source, I will return to this problem after a

‘discussion of WH rhetorical questions,

II.2 WH Rhetorical Questions The expected answers to WH

rhetorical questions are much more difficult to characterize
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than the expected answers to yes-no rhetorical questions,

Here again the answer is supposed to be obvious to both

speaker and hearer, Generally, there is either an obvious

specific positive answer, or the answer is a negative NPew

a null set,

(38) Q.

(a.
(39
(.
o) Q

(a.

(41) Q.

(n

®2) Q.

(a.

®3) Q

(A.
(W) Q.

(-

Who brought you into this world, anyway? Who
taught you everyt.hing you know, took cax;e of
you, worked her fingers to the bone for you?
You, Mama.')

Who wants yesterday's paper?

Nobody.) |

Why do people climb mountains?

Because they're there.) |

Why bother to tell himf?

Yeah, I guess there's no reason to.)

You threw him into the briar patch? Where do
you think rabbits live¥

In the briar patch‘i) |

Where are we goiné to get anbther 1949 Chevy.
mffler at 11100 on Sunday?

Nowhere. )

What does every man want?

Everything he can get.)



(4#5) Q. What can you do with an idiot like that?

(A Nothing. )

It is not always obvious from the syntax of the question
which type of answer is expected, (46Q) might be expecting
either the null set (46A1) or a positive answer something
like (46A2).

(46) Q. Why should we fight Communi sm?
| Al, No reason, obviously.
A2, Because it is the greatest evil imaginable,

obviously,.

However, sometimes the syntax of the question does tip us
off as to which sort of answer is expected. If the question
'coﬁtains a negétive-polarity item, we know that the answer
is supposed to be negative, Certain other items behave in
the same way., (Here asterisks indicate impossibility as

expected answer 6n1y.)

(47) Q. Vhy should anybody fight Communism?
Al., There is no reason for anybody to'fight
Communi. sm, '
A2, *(Anybody should fight Communism) because
it is the greatest evil imaginable,

(48) Q. Wherever are we going to find such a thing?
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Al. Nowhere,
A2, #In the attic,
(49) Q. Who else would treat us so well?
o Al, Nobody else,
A2, *Somebody else/*Richard Ni.xon else.
(50) Q. When have you ever had very much fun around here?
M. VNever (have I had very much fun around here),

A2, *We always do (have very much fun around here),

Of course, some negative polarity items require a condition-
ing negative even in questions, and so (51) is out both as a
normal and as a rhetorical question expecting a negative

aNsWel's
(51) #*vho arrived until 53007

If, on the other hand, the question contains a positive
polarity item, we know that what is expected is a specific

positive answer,

(52) Q. Who is far more powerful than this fiend?
Al, ©Spiderman (is far more powerful than this fiend),
A2, #*Nobody (is far more powerful than this fiend).
(53) Q. Where does it rarely rain?
" Al. Right here (it rarely rains).

A2, #Nowhere (does it rarely rain).



(54) Q. What is going to happen sometime soon?
A, The people will revolt (sometime soon).

A2, *Nothing (will happen sometime soon).

Those positive polarity items which are not necessarily
out in certain negative contexts correspondingly do not
necessarily rule out the expectation of a negative answer

~when they occur in a rhetorical question.

(55) Qo Who still believes that?
Al, Fanny still believes that,

A2, Nobody still believes that,

Sometimes negative answers are ruled out because they simply

wouldn't make sense,

(56) Q. What time do you think it is?

A, #*No time,

Now let us ieéve the subject of syntactic clues in the
queétion as to which of the two sorts of answers is expected,
and consider the constraints on the answers, Robin Lakoff
(1970) makes a useful distinction between direct and indirect

kanswers. Direct answers are those which supply allvand only
the informétion requested, Rhetorical questions requiré
direct answers, The second class of questions which I

excluded from consideration in the introduction to this

62
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chapter provides a pseudo=exception to this generalization,
It is a pseudo-exception because these questions are not
ﬁrue rhetorical questions. They are questions asked in
response to another question, suggesting that the answer is
the same for both, This answer may be indirect. Thus the
expected answer to the question "“Why does God make little
green apples?®", used in this way, is not "No reason", which
is a direct answer, but rather "Nobody knows", which is in-
direct, “ :
True rhetorical questions require direct answers, (57)
shows some unacceptable indirect answers, (Here again, as=
terisks indicate only impossibility as the question's expecw

ted answer,)

(57) Q. Who is going to be the next President?
Al *1 don't know.
A2, "Well, it won't be Nixon,
A3. #Wallace will carry the South.
A, *Stassen will win if we supporﬁ him,
A5, *Stassen, who will win by fhree electoral

votes, will be the next President,

These answers are all acceptable if the questioner asks the
question and then immediately supplies the indirect answer

himself., This is the other type of question I excluded in



the introduction,

The fact that answers to rhetorical questions must be
direct does not mean that they must be exact or'specific,
however, For instance, specific indefinites are out, except,
again, in the type of case just mentioned, where they are

supplied by the questioner,

(58) Q. Who will be the next President, after all?

A, *A man with a Scotch name,

Most rhetorical questions about measurable quantities
are not requests for exact measurements, but rather for
measurements relative to other factors in the discourse,

To illustrate:

(59) s« I wish he would paint the ceiling, too.
Q. How tall do you think he is?
A. Not tall enough to baintrthe ceiling,
(60) s 1 guéss I'11 be getting up,
Q. What the hell time do you think it is?

lat
A, Way too {ea%1§} for me to be getting up.

Non-specific indefinites are sometimes acceptable answers,

but only when they have a generic interpretation,

(61) Q. What kind of animals builds dams, after all?

A, Beavers,
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Quantifiers as answers may be partial instead of uni-
versal if there is a partial quantifier in the questioned

constituent,

(62) Q. How many people are going to fall for that

kind of crap?

Not many.
A lot,

Ae

Later I will attempt to subsume these restrictions and
possibilities in a general characterization of possible posi-
tive answers,

First, however, we must discuss the presuppositions of
WH rhetorical questions, Let us begin by trying to be more
specific about what presupposition iss A good working def-
inition for declaratives is that if both S and its negation
imply P, P is presupposed by S, and either agreeing or dis-
agreeing with S involves accepting P. In the case of ques-
tions, if Q presupposes P, any direct answer to Q involves
accepting P. - (63) presupposes (64), and (65), as an answer

to (63), obviously accepts 164).

(63) Why does Mike beat his wife?
(64} Mike beats his wife,

(65) Because he loves her,

One might think that (66), as an answer to (63), allows
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the answerer to be noncommittal about (64), since (67) is
as consistent with (68) as it is with (64), However, the
xﬁeaning of (66) is better represented by (69), which involves
accepting (64), than by (67), which does not necessarily

accept (64},

(66) No reason,
(67) There is no reason why Mike beats his wife,
(68) Mike does not beat his wife,

(69) Mike beats his wife for no reason,

This is shown by the fact that (70), while not impossible
as an answer to (63), is strange in the same way that (71)

is strange,

(70) No reason--in fact, Mike doesn't beat his wife.
(71) The present King of France isn!t bald--in fact,

there is no present King of France,

- The usnal way to object to a presupposition is either
to directly deny it, or to say "What do you mean?" followed

by a denial.
(72) What do you mean? Mike doesn't beat his wife,

So we may say that (63) presupposes (64), since the positive

and negative direct answers (65) and (66) both involve accepting



(64) és true,

A special problem arises with question words like
“whefe", tyhen, and "how", For while Mike can beat his
wife and still do it for no reason, he cannot beat his wife
and still do it at no time, place, or in no way (although
he can do it at no special time, etec.). This makes it
difficult to say that (73) presupposes (?4), since the neg-
ative answer (75) does not involve accepting (74), even

though a positive answer like (76) does.

(73) When does Mike beat his wife?
(74) Mike beats his wife.

l(75) Never,
(76) On Fridays.

(Note that these are also the question words which may not

be used to respond to a deleted performative, )

(77) Q. What is your opinion?
-*Wheré
A, Why (do you ask)?
#When
*How
The fact that (75), as an answer to (73), is inconsistent
with (74) is an accidental semantic fact, It must be written

into the rules determining presuppositions, in something like

the following manner, but it need not concern us further,



Wi PRESUPPOSLTION: ((WH X) ¥) presupposes NX[X Y] is
well-formed, ((WH Adv) S) presupposes S except that
if ((N Adv) S) is considered incompatible with S, S

is not presupposed.

Now, Katz and Postal (19%4) say that questions like (63)
(*"Why does Mike beat his wife?") presuppose not only (64)

but also (78).
(78) Mike beats his wife for some reason,

~If this were true, our present understanding of presupposi-
tion would require that answering (66) ("No reason") would
involve accepting (78). Instead, (66) constitutes an explicit
denial of (78). This suggests that the connection between
(63) and (78) is not quite the same thing as presupposition,
Rather, it has to do with what I will call the supposition
(see Chépter III), i.e., the speaker's belief, just prior to
asking the questioﬁ, as to whether hx[ﬁ i] (read "the class
of X such ‘that X Y, cf., Jackendoff (forthcoming)) is null
or non-null, In either case, the ciass is well-formed,
Obviously, the speaker cannot believe both that the class
is mull and that it is non-null, but of course he can simply
 have no opinion on the matter, Sometimes the supposition
affects the form of the question, so that the other supposi-

tion is not possible for that question: sometimes the
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question is ambiguous or neutral, For instance, (63), as a
normal question, may be supposing either (78) or (69).

This analysis contradicts Katz and Postal (ibid,) in
two ways. Katz and Postal claim (p. 116) that (79) pre-

supposes not just (80), but also (81),

(79) Why did Harry go home?
(80) Harry went home,

(81) Harry went home for some reason,

I clainm thét not only is (81) not a presupposition (when
(79) is a normal question) but rather a supposition, but
also that it is not the supposition of the question but
rathér one of two possible suppositions, the other one being

(82).
(82) Harry went home for no reason,

The idea that questions havé suppositions is supported
by rhetorical questions, Here the supposition is specific-
ally expl;ited and, in fact, raised to the level of presup-
position, Giving the wrong answer (83A1l) has exactly the
same effect as the denial of any other presupposition (cf,

(8342)), may be preceded by "What do you mean?', etc.

(83) Q. Why are we fighting, after all? used as a

rhetorical question with negative presuppOSitio%]
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Al, What do you meanf We have a damn good reason
for fighting!

A2, What do you mean? We aren't fighting!

Let us now look again at the problem with "“when", “where",
and “how", It seems that with these words, in normal ques-
tions, supposition and presupposition are intimately connece
ted, Or rather, the presupposition is reduced to the level
of supposition and is dependent on the main supposition of

the question, as followss

CONDITIONAL SUPPOSITION: If ((N Adv) S) is considered

“supposes
incompatible with S, ((WH Adv) S) {prggupposes S when

it 53? gggggses} ((TH Adv) S), and not S when it

suppose
%pr ggppgses ((N Adv) S).

For the question "When does Mike beat his wife?", if (84)

is supposed, so is (85), and if (86) is supposed, so is (87).

(84) Mi.ke beats his wife at some time,
(85) Mike beats his wife,
(86) Mike beats his wife at no time,

(87) Mike doesn't beat his wife,

Similarly, when "When does Mike beat his wife¥" is a rhetorical
_question, if (84) is presupposegL so is (85), and if (86) is

presupposed, so is (87).



As mentioned previously, some Questions have only one
possible supposition. Thus (88} has only a positive suppos-

ition,
(88) Who did pretty well in the finals?

When (88) is used as a rhetorical question, the expected
answer is a definite person, i.e., a person who did pretty
well in the finals, and who the speaker believes he and the
hearer agree is the person, Whenever a question may have a
positive supposition--when it may suppose that the correspond-
ing statement, with a positive indefinite replacement for the
WH-word, is true--the corresponding rhetorical question,
making this supposition a presupposition, may expect this
sort of definite answer, For (83), this is the only sort
of answer that is possigle.

similarly, (89) may only have the negative supposition
(91). |

(89) When have you ever said very much?
(90) *At some time have you ever said very much,

(91) At no time have you ever sald very much,

When (89) is used as a rhetorical questicn, the expected
answer is negative, Whenever a question may have a suppos-

ition with a negative replacement for the WH-word, the

71



7”2

corresponding rhetorical guestion méy expect a null set
answer, For (8Y), this is the only sort of answer that is
possible.'

Notice that the negative must be in the WHword repiace-
ment, (92) presupposes (93), which is negative, but its
supposition may still be either positive, as in (94), or

negative, as in (95).

(92) Why didn't anybody comef
(93) Nobody came,
(%4) There is some reason why nobody came,

(95) There is no reason why nobody came,

Most WH questions, like (96), are ambiguous in a certain

sense,
(96) Who likes peanuts?

It would be wrong to say that (96) supposes both (57) and
(98). Rather, it may suppose, with each usage, either one

or the other,

(97) Somebody likes peanuts.

(98) Nobody likes peanuts.

Katz and Postal recognized only the possibility of pos-

itive substitutes for WH-words in such suppositions, The
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existence of the second possibility is borne out by the
fact that the following two exchanges are equally natural

discoursess

(99) A, Who likes peanuts?
Be I don't know anybody who does.
A. But somebody rustd

(100) A, Who likes peanuts?
B, I don't know anybody who does,

A, Ahal! See what I mean?

Not all WH questions are ambiguous in this way, but a great
many are. And each ambiguous WH question, as a rhetorical
question, is ambiguous as to whether it is presupposing a
positive or a negative answer,

The relationship between presupposition and answer is
as direct as for yes-no rhetorica} questions in the case
ofﬁhull;set presuppositions for WH rhetorical questions.
That is, the presupposition and the expected answer are
identical. Thus if "Who likes peanuts?" is used as a rhet-
orical question ﬁith the negative pres&pposition "Nobody
likes peanuts", this is also the (presupposed) expected
answer,

But in the case of positive existence presuppositions,

an extra step is required, This is what makes WH questions
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more complicated than yes-no questions, The expected pose
itive answer to a WH rhetorical questionAis never merely that
the set is non-empty; rather, the membership of the set must
actually be given, Perhaps one factor that is involved is
Grice's (1968) rule of conversational implicature which
requires that one must not tell less than he knows, Pre-
sumably, if one has direct kﬁowledge that a set is non-empty,
he knows of a member, Hence he is expected to answer not
just that the set is non-empty, but rather to name the member,
More specifically, he is expected to name the foremost member
or the one that is suggested by the context. Here are four

illustrative exchanges:

(101) A, Who understands Aspects, after all?
(with negative presupposition)
B, Why, I know of at least three people who do!l
What makes you think nobody does¥
‘ (B refuses to acquiesce to expected answer)
.(102) A, Vho understands Aspects, after all?
- (with positive presupposition)
B, Why, nobody even reads it!{ What makes you think
anybody understands it¥ |
(B refuses to acquiesce to expected answer)
(103) A, Who understands Aspects, after all¥

(with positive presupposition)



B,

(Lo4) A,

Why, I know of at least three people who do%
Who are you thinking of? (B does not know
which positi&e answer is expected)

Who understands Aspects, after all¥

(with positive presupposition)

I suppose you mean Noam Chomsky. (B is still
not sure which positive answer is expected,

names the most obvious member he can think of)

(105) shows that what is presupposed is not just the fact

that the set is non-empty, but the more specific expected

answer itself,

(105) A,

B.

Noam Chomsky must be a great intellect, Who
understands A ects,‘after all?

What do you mean? Noam Chomsk& may have
written the book, but his wife understands

it much better than he does,

Any answer to (105) except "Noam Chomsky" is a denial of a

presupposition.. This certainly seens like a strange thing

to say, since this presupposition is in no way recoverable

from the form of the question or predictable in isolation,

This presupposition seems to be a fact not about language

but about the discourse situation and the real world, But
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the facts that the presupposed answer is either negative
or positive and that the positive answers are restricted

“in a certain way--these are facts about language, and we
need a way of expressing them formally in the structure of
qtiestionso .

At the end of section II.1l, I suggested a tag source
for yes-no rhetorical questions, I pointed out that the
ma jor drawback of such a suggestion was that it did not
seem likely to be able to generalize to the case of WH
rhetorical questions, Let us now examine thlis problem more
closely.

The answers to WH rhetorical questions are supposed
to be obvious to both speaker and hearer, A partiéular
‘answer may be either a null set or a definite NP, Now
examine this argument by Bach (1971) that question words
are indefinite,

The first thing to point out is the composition

of the question word itself, embodied in the

feature specification ~Definite,..For after all

the function of a question is to obtain a spece

ification of the value of x in an open sentence

of the form P(x), But it is of the nature of

definite noun phrases that they embody a pre-

supposition that the identity of the referent

is known to both speaker and hearer, a condition

that would seem to rule out a questioneword

question,

A1l this suggests that the fundamental property of WH rhet-

orical questions is that they use the'definite-indefinite
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distinction in a special and intrinsic way.}

We have already seen that yes-no rhetorical questions
‘use the positive~negative distinction in a special and in-
trinsic way. That is, the expected answer to a yesno rhet-
orical question is always of negativity opposite to that
of the question, and "maybe", etc, is impossible, The par-
allel that suggests'itself is that the expected ansﬁer to a
WH rhetorical question is always of definiteness opposite to
that of the question, This means, since the question word
is always indefinite, that the expected answer would always
be definite. However, this is not true in the case of ex-
pected negativé answers, Null sets are not definite, They

do not meet any of Bach's tests for definiteness (Bach, 1971):

(106) *Fuck nobody!

(107) *I hereby christen nobody John Smith,
(1085 *Aé big as nothing was it didn't scare me,
(109) Nobody else was at the party.

We see that the definite-indefinite distinction is used
in WH rhetérical questions not instead of the positive-neg-
ative distinction, but rather in addition to it. Positi#e
" answers are definite; negative answers are indefinite.. In
the next section we will explore the consequences of this

alignment and suggest a structure that incorporates it.



II.3 A Tag Sentence Source for WH Rhetorical Questions In

this section, I will argue that the source for WH rhetoriéal
questions is qﬁite parallel to the tag seﬁtence éource for
yes-no rhetorical questions, In the case of WH questioné.
this gsource does not have the independent justification,
provided by the existence of tag quéstions derived from the
same source, that it has in the case of yes-no questions.
However, the existence of the tag sentence source for WH
rhetorical questions is still independently justified, since
this source has two realizations that do not exist in the
case of the source for yese-no questions, These two realiza=-
tions are pseudo-cleft sentences, and certain sentences con-
taining relative clauses, I will érgue that these two
.constructions have essentially the same source as WH rhetorical
questions, and that therefore the postulation of the exisw
tence of this source 1s not simp;y an ad hoc attempt to
unify the descripficn of yes-no rhetorical questions and
the description 6f.WH rhetorical questions.

The difference betwsen yes-no rhetorical queétibns and
WH rhetorical questions is that in the former case WH is
attached to a S}, while in the latter, WH is attached to
é NP, Negative expected answers to yes-no rhetorical questions
are S's with N in their complementizers; negative expected
answers to WH rhetorical questiohs are NP's with N in their

 determiners. Similarly, the positive expected answers to
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rhetorical questions are best expressed in terms of the TH
marker I argued for in Chapter I, The positive expected
answers to yes-no rhetorical questions are é's with TH in
their complementizers; the positive expected answers to

WH rhetorical questions are NP's with TH in their determiners,
In both cases, the answer must be anaphoric, This is more

or less true by definition. vAfter all, if the association
between question and answer is neither presumably shared
knowledge, in which case the answer must be generic or others
wise familiar to both speaker and hearer, nor a topic of
present conversation, how can the speaker presuppose that the
hearer will perform the association? [?hetorical questibn,
negafive presuppositiogl |

A This use of the TH marker allows a more unified deseription
of rhetorical questions. It bridges what appears to be a large
gulf between yes-no rhetorical questions and WH rhetorical
questions. The two sources can now be represented as follows
(at some level, perhaps not the deepest):

N - y )
(110) [Emj XJCOMP SL: ﬁwn Koo Slgi]s  (for yes-no)®

(111) E?gﬁngi]DET Nng?. %]s" E%%E@B ijDET-Né]Np: é}gi}s

Yoo
o

~ (for WH rhetorical questions)

I pointed out in section II,1 that a tag sentence source

seems quiﬁe plausgible for yes-no rhetorical'questions. Thus



both (112) and (113) would be derived from (114), and both

(115) and (116) would, similarly, be derived from (117).

(112)

(113)
(114)
(115)
(116)
(117)

Itts raining, isn't it%

Isn't it raining? (rhetorical question)
Itds raining, isn't it raining?

It isn't raining, is it? |

Is it raining? (rhetorical question)

It isn't raining, is it raining?

Now, given that WH rhetorical questions are ambiguous

in the way I have described, we might derive (118) from

either (119) or (120), while (121) would be unambiguously

derived from (122), the first half of (123) being ungrafe

matical,

Similarly, (124) would be unambiguously derived

from (125), the first helf of (1.26) being ungrammatical,

(118)
(119)

(120)
(121)

(122)

Where are such things found? (rhetorical question)
Such things are found THere, such things are

found WHere?

Such things are found.Nowhere. such things are
found WHere?

When have you ever done anything nicef (rhetori-
cal question) | ,.

You have Never done anything nice, WHen have you

ever done anything nicef?



(123) *You have (THen) ever done anything nice, WHen have
you ever done anything nice?

(12%) When were we far happier? (fhetorical question)

(125) We were far happier THen, we were far happier WHen?

(126) *We were Never far héppier, we were WHen far happier?

Here the NP's in the first half of the tag sentence
which correspond to the Wi word in the second half may have
either an N or a TH attached to them, corresponding to or
indicateng the presupposition of the rhetorical question.
The rhetorical question is formed by deleting the first of
the two juxtaposed sentences, just as for yes-no rhetorical
questions. The same rule applies to both,
| Unfortunately, the rule which forms tag questions from
such juxtaposed sentences in the case of yes-no-type struc-
tures does not apply to the other type of case. There are

no sentences like the following.

(127) #Such things are found there, where?
(128) *such things are found nowhere, whore?
(129) *You have never done anything nice, when?

(130) *We were far happier then, when?

On the other hand, there may be rules which apply to
the latter type of structure, but not to the former, Thompson

~ (1971) argues that relative clauses are derived from jﬁxta-



posed sentences st,milai to the ones I have postulated as
underlying WH rhetorical questions, except that she leaves
the NP's determiner-less, Also, of course, the only iden-
tical bart shared by the two juxtaposed sentences is the

NP, while for rhetorical questions, the two seﬁtences are
identical except for the determiners of the NP's., The struce
tures underlying WH rhetorical questions, i1f relativized,
would give either contradictions or tautologies, As relative
clauses, these are rather anomalous, but their meanings,

as far as they make sense, are not far different from those
of the corresponding rhetorical questions, Compare (131)
with (132) and (133) with (134).

(131) Who am I, after all? (positive presupposition)

(132) I am (the one) who I am,

(133) Who has seen a unicorn, after all?  (negative
préshpposition)

(134) Nobody who has seen a unicorn has seen a unicorn.

I believe that some relative clauses in English are
derived from the same sort of structure aé WH rhetorical ques~
tions,  To see this, let us first examine the base rules
which generate relative clauses,

.~ Ken Hale (1971) has argued that the universal base must

include two different rules which generate relative clauses,
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The first rule adjoins relative clauses to sentences, as in
(135).

(135) 8

| s Relative

This rule limits the number of relative clauses to one per
S node, That is, although the rélative clause may itself
contain a relative clause, a single sentence may not have‘a
~relative clause modifying its subject and another relative
clause modifying its object,

The second rule émbeds relative clauses under NP's, as

in (136) (the order of NP and S is language=-particular),

(136) NP
NP S

This rule ﬁay apply to any and every NP in a sentence,

Hale contends that languages start out with adjoined
relatives, then develop an attraction rule which moves the
relétive clause neit to the NP it modifies, at first op-
tionally, then obligat&rily. Finally, the relative clauses
aré reanalyzed as embedded structures.

Hale also contends that some languages have only the

first base rule, with or without an attraction rule, some

languages have only the second base rule, and some languages
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have both, I think that English is one of the languages
that has both rules, This means that some relative clauses
in English will be ambiguous as to whether they are derived
from embedded or adjoined structures, just as some negative
NP's are ambiguous as to whether the negaﬁive was generated
on the NP or derived from sentential negation (of which
there may only be one per S node).

The structure which underlies adjoined relative clauses
is also the structure underlying rhetorical questions. This
structure is also similar to the structures underlying cone
ditional sentences (uﬁder this category Hale includes bofh
temporal conditionals with "when...then" and consequential
conditionals with ".f,..then", calling both T-relatives),
énd probably also cleft and pseudo-cleft sentences, Of course,
one cannot get all these sentence types from any ons partice-
ular adjoined relative base structure, The transformations
which realize such a structure all have differing conditions
on them,

For certain pairs, however, the paraphrase relationships
are rather‘close. Thombson (1971), among others, has pointed
out the similarity between restrictive relative clauses on
generic subjects, and conditional clauses. For instance,
(137) is paraphraseable not by (138), (139), or (140), but
only by (141). | |



(137) No giraffe who has any brains will try to eat
spaghetti, .

(138) No giraffe will try to eat spaghetti and

§no giggffe% has any bralns,

(139) A giraffe won't try to eat spaghetti and a
giraffe has brains.

(140) If no giraffe has any brains, he will try to eat
spaghetti.

(141) If a giraffe has any brains, he won't try to

eat spaghetti,

(137) and (141) are close paraphrases, if not completely

equivalent, Deriving sentences like (137) from sentences
similar to (141) explains some otherwise ancmalous facts.
For instance, NP's which seem to presuppose existence do not
allow negative polarity items in their relative clauses.
This includes generic NP's with appositive relative clauses,
Generic NP's with festrictive.relative clauses and the pro-
_taseé of conditionals do not seem to presuppose existence,
And both allow negative polarity items, These facts are
illustratgd in the following examples,

(142) *A giraffe, who has any brains, won't try to eat
| spaghetti,
(143) *A giraffe who has any brains didn't try to eat

spaghetti,
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(144) A giraffe who has aﬁy'brains won't try to eat
.. spaghetti,

(145)= (141) If a giraffe has any brains, he won't

» try to eat spaghetti. ‘ |

(146) *If a giraffe has any brains, he didn't try to

eat spaghettl,

If (144) is derived from something like (145), there is
only onelgeneralization to be made here: "any" may not occur
without a conditioning negative in relative clauges which are |
not generated in adjoined position, Also, the tense restrice
tions which are evident in (146) explain why a generic reading
is impossible for (143). Protases of conditionals (and hence
restrictive relative clauses on generigs) must share "sequence
of tenses" with their main verbs, Thus, if we replace "has"
in (143) with "had", the sentence becomes grammatical, with

a past generic reading, This restriction on tenses does not

hold for relative clauses in general, as (147) shows,

(147) A giraffe who has no brains didn't try to eat

spaghetti,

The following exémples provide an even more convineing
" demonstration (for those that get (149)) that the restrictions
‘on tense and mood in the protases of conditionals carry over

also and only into restrictive relative clauses on generics.
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(148) If a man were to spéak thus, he‘ would be stoned.
~ (149) A man who were to speak thus would be stoned.

(150) *A man who were to speak thus was stoned.

(151) *If a man were to speak thus, he was stoned,

(152) *A man, who were to speak thus, would be stoned,

(153) A man who was to speak thus failed to do so,

(149) is derived from (148), None of the other sentences
is related to a grammatical conditional, The "be' in (153)
doesn't mean the same as {é.nd comes from a source different

from that for) the "be! in (148) and (149). Cf, (154),
(154) *A man who were to speak thus failed to do so.

One further argument that restrictive relatives on gen-
erics are derived from conditionals was pointed out to me
by John Ross. _“Vice versa' usually stands for a sentence
obtained by interchanging i;_wo elements of another sentence,
The interchange :Ls- not unconditionéd, however, In particu-
.1ar. the VP!s of a relative clause and a main sentence may
not be interchanged, Thus, even though we can construct
(155), and it is perfectly grammatical, (156) has no inter=

pretati on.

(155) The boy who is snoring gets good grades, and

the boy who gets good grades is snoring.
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(156) *The boy who is snoring gets good grades, and

vice versa.

There is usually no problem in interchanging the clauses

of a conditional,

(157) Around here, if it's rainy, it's humid, and if
| 1t's hwdd, 1t's rainy.
(158) Around here, if it's rainy, it's humid, and vice

versas

Strangely enough, (160), unlike (156) is grammatical

and synonymous with (159).

(159) Any student who snores gets good grades and any
student who gets good grades snores,
(160) Any student who snores gets good grades and

vice versa.

(The above examples are all due to Ross,) We mist postulate
that (160) is not derived from (159), but rather that (160)

and (159) are both derived from (161). (The pronominalization
of “érw student" is a complicé,ting factor, but can presumably

be eastly handled in a number of ways.)

(161) If a student snores, he gets good grades, and if

 a student gets good grades, he snores,
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As we have seen, the "vice versal rﬁle caﬁ apply to structures
like (161); but not to structures like (159), Thus (160)
must arise from (161), with which it is also synonymous.

The point of this discussion of restrictive relative clauses
on generics is the following: the underlying structure of, say,
(149) ("A man who were to gpeak thus would be stoned") must be
something like (162).3’4 This is exactly the same sort of structure
as that underlying WH rhetorical questions (ef. (111)), except
that in the case of these questions, the two S's are identical
save for the WH in the relative sentence as opposed to the TH or
N in the main sentence. The need for a siructure like (162)

thus supports the need for a structure like (111)05

(162) ]}Eomp [Eiﬂ é)DET maé]m?, would be stcnecﬂsg [§OMP
[{WH a] DET man]NP , were to speak thus—IsJ 3

Pseudo-clefts might also be derived from structures
which are similar, at some stage, to the structures which
I havé postulated as underlying rhetorical questions, Thus
compare (163) with (164) and (165) with (166).

(163) Where is he, after all? (positive presupposition)
(164) There is where he ise
(165) What has he done, after allt (negative pre=
suppositioq) A
7
(166) Nothing is what he has done,



Faraci (1970) has several “arguments that pseudo-clefts
come from questions, The following arguments show that this
‘must be further reétricted to rhetorical questions,

There is a great difference between 'quéstior'is like (167)
and (168), and questions like (169) and (170). The former are,
'at least when in embedded position, what Ross (1970) calls
conjunctive questions, The latter can only be what’he calls

disjunctive questions.

(167) Why did he do that?

(168) Who did this?

(169) Why in the world did he do that?
(170) Who the hell did this?

(167) and (168) can be rhetorical qﬁestions. presupposing
either positive or negative (TH or N) answers, But (169)
and (170) cannot be rhetorical questions, If they can be
said to be rhetorical, it is not in the sense I have been
discussing, for they cannot be used when an answer is pre-
supposed, ‘either positive or negative, Notice that both
- ®pobody the hell" and "somebody the hell" are impossible
NP's, | |

Ross has pointed out 'to me (pei'sonal communication)
that disjunctive questions cannot be the containing®

arguments of pseudo-cleft sentences.7 (171) and (172)



illustrate Ross! generalization.

(171) *Why in the world he did it was to please me,
(172) *Who the hell did it was John.

~ Now, it seems to me significant that disjunctive questions
can occur as regular but not rhetorical questions, and as
clefted but not containing arguments in pseudo-clefts. If
pseudosclefts and rhetorical questions are derived from
similar structures there is only one generalization here,
There certainly is a strong semantic similarity between the
two constructions. Rhetofical questions presuppose their
answer; pseudo-cleft séntences supply their answer,

| Furthermore, the clefted arguments of pseudo-clefts,
llike the expected answers to rhetorical questions, must,
when positive, be TH NP's, That is, they may not be none
generic indefinites. Cf. (173) and (174).

(173) *®A man is who I spoke to.

(174) *What I bought was something,

They also, like the expected answers to rhetorical questions,
must be direct answers. . "Nobody knows" is a good, though
indirect, answer to the nofmal question "Who did he speak to?",
but when the question is rhetorical, *nobody knows" cannot b;

- the expected answer, and the pseudo-cleft (175) is impossible,



Similarly for (176).

(175) *Nobody knows is who he spoke to,
(176) *What Sal bought is maybe this dress,

~ Another example which demonstrates the similarity between
pseudo~clefts and rhetorical questions is the following:
(177Q) and (177A) are a fine question-answer pair. But (177Q)
can never be a rhetorical question-=it cannot presuppose an
answer. It also cannot be the containing argument of a

pseudo-cleft sentence, Thus (178) is nqt grammatical,

(177) Q. What about John?
A, Throw him in the ditch,

(178) P1. *What about John is throw him in the ditch.
P2, *Throw him in the ditch is what about John.

The next argument shows that some questions which Ross
calls disjunctive do occur as rhetorical queétions, but they
also occur as the containing arguments of pseudo-clefts. in
violation of Ross!' generalization, _The fact that they are
an exception to both his generalizatibn (i sjunctive questions

| may not be containing arguments of pseudo-clefts) and to the
one I say follows from his‘(rhetorical questions may not be

 disjunctive) provides another argument for the similarity
.of the two constructions, The questions I am referring to
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are those which can obviously expect only negative answers,
€.g+» those which contain negative polarity items, Such
questiong do occur as rhetorical questions, as in (179).
However, they also occur as the c6ntaining arguments of

pseudo=clefts, as in (180).8

(179) When has anybody ever done anything nice for her?

(180) Never is when anybody's done anything nice for her,

As a final example of the similarity between pseudo-cleftis
and rhetorical questions, I will argue that "whether" questions
cannot be the containihg9 arguments of pseudo-clefts, nor may
they be rhetorical questions, Ross treats all "whether"
qugstions as disjunctive questions, and, indeed, they fail
to form pseudo-clefts., "Whether" forms bseudo-clefts neither
with the words related to it (neither, either, both)10 nor

with the specifiers it dominates,

. ) Either

(181) I"‘(I\Ieither%.’Ls whether he is coming or not.
| Both

(182) #(That )is whether he is coming or not,
Not
Yes
No

Howsver, true disjunctive “whether"’questions may not occur

as rhetorical questions, either, It would be very strange



to use (183) as a rhetorical question presupposing one or

the other of its possible answers,
(183) Are you coming or not, after all?

Notice that the question half of a tag question cannot be a
disjunction, as in (184), We can't even get close to (184)
by breaking up the disjunction; (185) is in, while the ex- |
pected (186) is out, |

(184) #*You aren't coming, are you or aren't you?
(185) You aren't coming, are you? Or ARE you?
(186) *You aren't coming, are you? Or AREN'!T you?

According to my analysis, the fact that (183) is a strange
rhetorical question is a consequence of the fact that (184)
is out.11 Both of these facts are, in turn, related to the
fact that seniences like (182) are out. All three construc-
tions are derived from the same source, and‘that source does
not allow.disjunctive qﬁestions.

The arguments I have given present evidence that pseudo-
cleft sentences are derived not just from question-answer
pairs, but from rhetorical question-answer pairs. Again,
of course, the structures underlying the two sentence types
are not always identical. I pointed out previously tha£

rhetorical questions linguistically presuppose no more than
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that their answer has TH or N in its determiner, In the

positive case, rhetorical questions also presuppose a particular

answer, such as "to the store®, but this presupposition is not

hnguist:‘}c. If it were, its deletion would not be recovérable.
The clefted arguments of pseudo-clefts, "ori the other

hand, may either provide a particular answer, such as “to

the store", or one which supplies no more information than

TH or N,

(187) To the store is where I went,
(188) There is where I went,
(189) Nowhere is where I went.

The structures underlying (188) and (189) could also
‘have been realized as rhetorical questions. The existence
of the further possibility represented by (187) simply means
that it 3.5 not necessary to restrict the TH or N NP's in the
first clauses of the structures I have postulated (ef. (111))
. to semantically empty NP's, When these NP's convey semantic
information, the structure can still be realized--not as a
rhetorical question, but as a pseudo-cleft sen‘c,emzze.12 The
un_deﬂying structure (190) can be realized either as (191)
~or as (192), but (193) can only be realized as (194).

(190) she is there; she is where,



(191) There is where éhe is,

(192) Where is she? (rhetorical; positive presupposition)
(193) She is in her office; she is where.

(194) In her office is where she is,

 In summary, I have shown in this chapter that yes-no and
WH rhetorical questions are both derived from tag sentencé
sources, The first half of the structures containsTH or N,
attached either to the entire S or to an NP, and represent
the presupposed answer to the rhetorical question, which is
deleted during the derivation of the question, The second
half of the structures containsWH, again attached either to
the entire S or to an NP, This is the half that appears on
the surface, Such structures are independently justified in
that they may also be realized as tag questions, in the case
where TH or N and WH are attached to S's. In the case where
TH or N and wﬁ are attached to NP's, the structures may also
be realized as pseudo-cleft sentences or sentences containing

relative clauses,
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2,

3.

Footnotes to Chapter II

On page %, I give some arguments that WH is attached to
a single S, rather than a conjunction or disjunction of S's,

This source does not express the fact that the S' cohtaining
WH is of negativity opposite to the S' containing TH or N,
I have left it unexpressed partly because I am not sure how

%o represent this fact correctly, and partly because I have

failed to convince some of my advisors that it is a fact.
John Ross does not believe that positive yes-no rhetorical
questions can only presuppose negative answers, He says
rhetorical questions like "Do we need this raise, after alli"
may presuppose positive answers, If he is right, the source
in (110) will still accommodate such sentences: in such
cases, both halves will be positive, '

There are four details to be mentioned here, First, the
TH in the determiner of the generic NP "a man' will, of
course, be deleted, Second, I do not really wish to take
a position as to the underlying order of the protasis and
the apodosis of the conditional--l am mnot sure which comes
first. Third, I am not sure whether the relative clause
and the protasis of the conditional have exactly the sane
underlying structure--perhaps the structure realized as a
conditional does not contain WH., Fourth, one reason the
attraction or embedding rule for conditionals remains
optional in English, in the case of generics, is that,
in the case of specifics, it may not apply at all. And
part of the reason for this may be that no restrictive
relatives at all may be formed on proper nouns--a subset
of specifics. Thus (i) cannot be transformed into (ii)
by conditional embedding.
(i) If John were to make any objection, he would be fired,
(11) #*John who were to make any objection would be fired,

One prediction that we might make as a consequence of our
hypothesis that restrictive relative clauses on generic NP's
are derived from conditional clauses is that, since there
can be only one conditional clause adjoined to an S, there
may also be only one restrictive relative clause on a generic
NP per S, At any rate, (i) and (ii) should be equally
acceptable, or equally unacceptable,
(1) If a goat had any imagination, he would eat it, if
anybody were to leave any laundry out on the line,
(i1) A goat who had any imagination would eat any
laundry anybody were to leave out on the line,



Actually, most speakers do not find either of these sentences
very bad, It is possible that the reason we can more or less
get two conditionals in these sentences is that there are in
fact two S's to attach them to. If one accepts Ross' conten-
tions (1969 and forthcoming) that modals are main verbs and
that in underlying structure there is a verb "do" dominating
predicates like "eat!, this is a plausible solution, For it
is true that, with about the same acceptability as for the
sentences under discussgion, a conditional may be attached to
an S embedded in an S that already has a conditional attached
to it, as (411) shows,

(i11) If I can get up the courage, I will ask Bob to give

me a cookie if he has any left,

It is an unfortunate consequence of Ross' hypotheses that
there will seldom be more than one new NP per S, A sentence
like "John eats beans" will have (amidst other structure) a
higher sentence with "John" subject, "do" verb, and sentential
object, and a lower sentence with a repeated "John" subject,
#eat® verb, and "beans" object. A conditional on "John® would
be attached to the higher S, and one on "beans" would be attached
to the lower., This reduces to near vacuity our claim that there
may not be more than one generic NP per S,

There are, however, at least two situations where the claim
still has teeth, One is in sentences that have both direct A
and indirect objects, which would presumably both be introduced,
for the first time, in the same S, The other is in predicate
nominal sentences like "John is a doctor', Here, even if tense
is an extra verb, it has no simple NP arguments, but only a
sentential subject dominating "John be a doctor", (It is
possible that these two constructions, too, can be analyzed
as involving extra S's that remove the two virgin NP's from
their indecent proximity., And indeed, the constraint seems to
hold much better for the second construction than for the first.
The following examples illustrate.) ,

(iv) #If it has any ralsins in it, I generally give a cookie

to0 a child, if he has any desire for one.

(v)  %#I generally give a cookie, if it has any raisins in

it, to a child, if he has any desire for one,
(vi) 7*I generally give a cookie that has any raisins in
3t to a child that has any desire for one,
(vii) Anyone who has any real estate on the San Andreas
fault is a fool,
(viii) A fool is anyone who has any real estate on the
San Andreas fault, .
(ix) #If anyone sold any property on the fault, he is a
. man, if he has any brains,
(x) #If a man has any brains, he is (someone), if (¢
- janyone he
one anyone
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sold any property on the fault.
(x1) - #*Anyone who sold any property on the fault is a man
vho has any brains,
(xi1) *A man who has any brains is anyone who sold any
property on the fault, .
Here we see that the constraint holds absolutely for predicate
nominal sentences, and a little more strongly than for subject
and object in direct objecteindirect object sentences, In
(vi1) and (viii), which at first appear to contain two generics,
#a fool" is actually only a plain none-specific,

%Which" is unique among WHewords in that its expected answers
are specifiszble not as either TH or N, as for the other WH=
words, but rather only as TH (usually subdivided into proxe
imate and distal). Thus (i), where the negative polarity
item "ever" rules out a positive presupposition, is ungrame
matical, This is because “which" questions can only expect
positive answers,

(1) *Which thing have you ever wanted, after all? A

For the same reason, relative clauses, like (ii), which have
negative heads and the relative pronoun “which", are ungrammatical.

(11) *Nothing which you wanted... _

One of the virtues of my analysis is that it explains these
two ungrammaticalities in the same way. Their common source,
two juxtaposed sentences containing two coreferent NP's, one
of which has the determiner "which", the other of which has
an N in its determiner, is always going to be ungrammatical.
Consequently, any sentence derived from such a source, whether
it be rhetorical question or relative clause, will also be
ungrammatical.

(111) *[x N K] pgp ey %] [x [unten] ppy 10y xs

fyhich® can be an S specifier, as well as an NP specifler,
Thompson (1971, p. 88) argues that (iv) is derived from the
same sort of structure as (v).
(iv) Joe debated in high school, which Chuck did too,
(v) Joe debated in high school, and Chuck debated in high
school, too. .
However, even though (vi) is perfectly grammatical, (vii) is not.
(vi) Joe didn't debate in high school, and Chuck didn't
debate in high school, either,
(vii) #Joe didn't debate in high school, which Chuck didn't
either,
Similarly, Thompson derives (viii) from (ix).
(viii) She dances well, which I don't,
- (1x) She dances well, and I don't dance well,

-
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Again, however, we do not get (x) from (xi).

(x) *She doesn't dance well, which I do,

(xi) - she doesn't dance well, and I do dance well,
Thompson's analysis predicts that (vii) and (x) will be grammatical;
ny analysis predicts that they will be ungrammatical., For unless
there is a special reason not to, S specifiers behave just like
NP specifiers, Thus, just as (iil) is a bad structure, so is (xii),

(1) #[x [N X]comp S x]s [X [which]soup S, x]s

The two structures are quite parallel,

I should point out that sentences like (xiii) are only spuricus
counterexamples to my claim,

(x144) She doesn't dance well, which annoys me,

(xiv) and (xv) show the difference in structure, before deletion,
between (x) and (xiii), In (xiv), the N is juxtaposed to "which"
==this is the illegal structure--while in (xv), N is only part
of the structure dominated by "which",

(xiv) She does N [dance welll, which [dance well] I do.

(xv) [She does N dance well], which [she does N dance weai]

annoys me, : _
Thus there is no reason why such sentences should be ungrammatical,

Thompson explains two more types of examples, represented by
(xvi) and (xvii), by her sentence juxtaposition hypothesis,

(xvi) That Cornelius was pleased, which he certainly had

reason to be, was obvious,

(xvii) She taught me to stand on my head, which I had never

done before,
Again, the corresponding sentences with N juxtaposed to "which"
are ungrammatical, '

(xviii) *That Cornelius wasan't pleased, which he certainly

had no reason to be, was obvious,

(xix) ®she taught me not to stand on my head, which I had

: often done before,

My analysis explains all of these ungrammatical sentence types
in the same way. It does this by giving a unitary view of the
specifiers of S's and of NP's, and by postulating the same sort
of source for rhetorical questions and sentences containing
relative clauses. (I have not specifically argued that the
relative clauses discussed here are derived from adjoined struc-
tures, but I think that that is in fact the case,) The constraint
against juxtaposing N and "which" is not a strong constraint,
however, Some people do not have it at all, and get all of the
structures (1)-(xix), Their dialect simply says nothing about
my analysis, Others are slightly uneasy about the sentences I
have starred, finding some more acceptable than others, but
nelther totally accepting nor rejecting any type consistently.
This dialect provides weak support for my analysis.
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Consider the following sentences :
(1) What he said was that he hated liver,

This 1s a pseudoecleft sentence, "What he said" is what I will

call the containing argument, It might also be called the

- structure clefted out of, or the argument to which WH is

attached, "That he hated liver" is what I will call the
clefted argument. It might also be called the contained
argument, or the argument to which TH or N is attached.
"What he said" is the question; "that he hated liver" is the

‘answer, :

Ross' assertion that disjunctive questions cannot be the
containing arguments of pseudo-clefts is dependent upon
some further assumptions he makes as to the source of ths
second arguments in (1) and (ii).

(1) Why in the world he did it is a good question,

(11) Who the hell did this is anybody's guess,

Here the first arguments, which are disjunctive questions,
appear to be the containing arguments, in violation of Ross!
assertion, What he contends is that, underlyingly, the
first arguments are the clefted arguments and the second
arguments are the containing arguments, He points cut,
correctly, that disjunctive questions may perfectly well

be the clefted arguments in pseudo-cleft sentences, as in
(1i1) and (iv).

(1i1) What he asked me was why in the world I had done it.

(iv) What she wanted to know was who the hell did this.
Underlying (ii), then, would be something akin to (v).

(v) What anybody might guess is who the hell did this.
Those who do not accept this suggestion might simply
consider sentences like (i) and (ii) exceptiocns to Ross!
otherwise valid generalization, At any rate, there could
still be no rhetorical questions corresponding to (i) and
(11), because "a good question' and Yanybody's guess" in
the sense used here could never be presupposed answers,

Those who do not accept (180) probably have difficulty
getting any pseudo-clefts with negative clefted arguments,

Thus they probably will not like (i) or (ii).

(1) Nowhere is where I went,
(11) Wwhat I said was nothing,

®Whether? questions may, of course, be the clefted arguments
of pseudo-clefts, but even this use is restricted, as the
following examples show,

(1) What bothers me is (the question of) whether he is

' coming or not, :
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(11) *What bothers me is (the answer to (the question of))
‘ vwhether he is coming or not, '
. (111) (The question of) Whether he is coming or not is
' John's problem,
- (4v) (The answer to (the question of)) Whether he is coming
: or not is John's problen,
"Whether! questions paraphraseable by #the answer to (the question
of)" are good as pseudo-cleft arguments only when the predicate
they are clefted out of comments specifically on the lack of
knowledge as to just what the answer is--when the answer is
still a question, or was at some time (cf, (v) and (vi)).
(v) Wwhat was not known at that time was (the answer to
(the question as to)) whether he was coming or not,
(vi) 1What will soon be known is (the answer to (the question
.as to)) -whether he is coming or not. '
The crucial semantic fact about these predicates is not that
they do not presuppose the existence of an answer, but rather
that they either presuppose or assert the non-existence of an
answer, If I may coin a word, they might be called "dis-factives®.
Of course, the answer is also unknown, in effect, if it is being
kept secret, Thus (vii) is grammatical, (viii) is ungrammatical,
and (ix) is grammatical only if it is clear that the speaker
intends to keep the answer a secret.
(vii) Whether Amy is coming or not is what Jack will tell
us tomorrow,

(viii) *Whether Amy is coming or not is what I told Jack,

(1x) Whether Amy is coming or not is what Jack told me,

This semantic factor characterizes all object "whether" clauses,
since these are all answer clauses, and all subject "whether®
clauses not paraphraseable with "the question of" preceding
#yhethert!, Thus (x) and (xi), where the answer is unknown,
are grammatical, while (xii) and (xiii), where the answer is
known, are ungrammatical,

- (x) I don't know whether she's content or not.

(x1) Jack will tell me whether he's angry or not,

(xii) *I know whether she's content or not.

(x411) #Jack told me whether he's angry or not,

These last two sentences become good with the addition of
qualifyihg clauses which make them generic and secretive,
respectively, .

(xiv) I generally know whether she's content or not by

the look on her face, _

(xv) Jack told me whether he's angry or not, but I won't

tell you, :

We see, then, that Faraci'!s contentions are borne out by
the fact that the "whether® clauses that occur as the clefted
arguments of pseudo-clefts are semantically constrained in the
same way as embedded question "whether® clauses.
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Strangely enough, even though (181) is ungrammatical,

and (1) is ungrammatical, (iiA) is a perfectly good
answer to (iiQ), insofar as such a situation is possible,

(1) ®Neither he is coming nor he is not coming,
- (11) Q. Is he coming or not?

A, Neither,

This fact provides an argument against deriving answers
to questions from pseudo-cleft structures, It also
provides an argument for postulating underlying struc-
tures like (i), with an unembedded "neithert,

In yese-no rhetorical questions and in tag questions,

WH is attached not to a disjunction of S's, but rather
to a single S, at least at the level we are considering,
It may be that at a deeper level, the whole structure
is a disjunction to which WH is attached, and the WH

is later lowered onto the half which is not presupposed
or asserted,

The other important difference between pseudo-clefts
and the structures I have postulated as underlying
rhetorical questions is that the argumenis of pseudo-

glefts. are jotned by the copula "be'., I am not sure

whether "be! is part of the deep structure or is in-
serted transformationally., (Again, it is interesting
that Ybe" must have two and only two arguments, while
a sentence may have only one adjoined relative struc-
ture, so that, counting the main sentence, there are
again two arguments.)
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CHAPTER III: SUPPOSITIONS

In Chapter II, I explained the fact that yes;no rhetorical
questions presuppose the statement corresponding to the question,
but of opposite negativity, by deﬁving these questidns from a
tag sentence source, In this chapter, we will sée that many
nonerhetorical yes-no questions, similarly, "suppose' the
statement corresponding to the question, but of opposite nega-
tivity, Other questions, however, suppose the statement with
matching negativity, and still others apparently are neutral.

I will try to reconcile these facts with the two sources
(tag sentences and disjunctions) that have so far been mentioned

in connection with various types of yes-no questions,

' III.1 Inherent Opposite Supposition It is common knowledge

that negative yes-no questions are, in some sense, "leading"
questions, The defense attorney would very likely object
to the prosecution asking (1), while he would probably let

(2) pass.

(1) Weren't you at the scene of the crime at 10:00
on the night of the mixrder‘l"
(2) Were you at the scene of the crime at 10300 on

the night of the murder?

Questibns like (1) are used when the speaker had been supposing
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the corresponding positive statement, but now, either because
doubt has arisen, making a negative answer seem possible and
even likely, or because the speaker merely wishes to hear his
original belief confirmed, he poses the question, This is a
complex situation semantically, and it is hard to say which
answer the speaker is really expecting, But because of the
speaker's _briginal belief, the question is defiﬁitely biased
toward the positive answer, | ‘

As pointed out in Chapter IT, this bias does not amount
to a presupposition, because of the element of doubt, Only
in rhetorical questions is the favored answer actually pre-
supposed, Accordingly, I will refer to the bias of regular
questions as their "supposition", The supposition of a question
is not its expected answer, bﬁt the speaker's original belief
with regard to the matter at hand, (By original belief I mean
what the speaker had been supposing just prior to the event
that prompted him to ask the };uestion.)

If the supposition were indeed a presupposition, only a
positive answer would be a good answer to the question, A
negative answer would be a denial of £he presupposition, But
in fact, both answers seem quite normal and acceptable, with
no real strangeness or difficulty about either one of thenm,

While the positive bias of negative yes-no questions has
been widely recognized, it has not as often been noticed that
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positive yes-no questions have a corresponding-inherent negative
bias, This is revealed most clearly in rhetorical questions,
where the bias has become a presupposition, Apparently, then,
the form of a question may often reveal something about the
questioner's assumptions,

Other languages are similar to English in this respect.
Japanese has a questioneanswering system based on the dis-
tinction between agreement and disagreement, That is, when
answering a questlon, one must decide which answer is expected,
and express either agreement or disagreement with that answer,
This leads us to entertain the possibility that all questions
in all languages are, in each case, more or less biased toward
one answer or another,

The possibility of a biés in seemingly neutral questions
in Finnish, which, like English, has a positive-negative
answering system, is supported by the behavior of the particle
%_han", which may be translated "as you know" or "I'm sure

you'!ll agree',

(3) Poika on kotona. {@he boy is at home:]
(4) Poikahan on kotona, E‘he boy is at home, as you lmow.]

When used in questions ("-ko! is the question particle), "~han"
reveals a negative bias in positive questions and vice versa. |

((6) has an additional neutral reading corresponding to (5).)
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(5) Onko poika kotona? [is the boy at home'a

[z doust that the boy's at home.
(6) Onkohan poika kotona? '(The boy isn't at home, is he?

L
(7) Eiko poika ole kotona? Elsn't the boy at home'?:]
. . 'GI'IQ pretty sure the boy's home.}]
(8) Eikdh4n poika ole kotona? \|{The boy's at home, isn't he?
(These examples were pointed out io me by Paul Kipargky.)
Tﬁis opposite bias:should not seem particularly strange
| “to English épeakers. for here, too, a positive question often
‘has a negative bias and vice versa, This aspect of the seﬁmtics
of qﬁe_stions is reflected even in the simple fact that "I
question that! indicates doubt of Wthat", whether "that! is
positive or negative in form,
Or congider the effect of the word "really", which
generally reinforces the latent force of a sentence, on questions
embedded under "whether", Again an opposite bias is revealed,
(9) (I wonder if he's really here, ’
I really wonder if he's here.i Eiegative bia33
(10) 31 wonder if he isn't really here,
I really wonder if he isn't here.} Eosﬂ.tive bias:]
In tag questions, the tag part is of negativity opposite to
that of the statement part. But the two parts are consistent,
since the tag, being in question form, has a bias of opposite
negativity, i.e., the same bias as that of the statement, bEven

in the belligerent tags, where both parts have the same negativity



108

" (So I'm stupid, am I?), the tag, as usual, has an opposite
bias, while the statément takes on a matching opposite bias
by virtue of the usage of ironic intention, | »

A final argument for the existence of inherent opposite
‘bias is provided by positive and negative polarity items.
Because questions are biased toward answers of opposite
negativity, some positive polarity items are ungrammatical
in positive questions, and some negative polarity items are
ungrammatical in negative questions, while the same items are
quite acceptable in questions of opposite negativity, where

they are compatible with and reinforce the inherent bias,

(11) Sean is far taller than you,
(12) 1Isn't Sean far taller than you?
(13) *Sean isn't far taller than you.
(14) #*Is Sean far taller than you?
(15) Tommy isn't all that bright.‘
(16) Is Tommy all that bright?

(17) *Tommy is all that bright.

(18) 17*Isn't Tommy all that bright?

It is facts like these that have led some people to
suggest (John Ross told me that Thomas Bever had once made
such a suggestion) that such biased questions, particularly
negafive questions, are derived from tag sentences, I dis-

cussed this source in Chapter II in connection with rhetorical
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questions, There, however, the answer tbward which the question
is biased is, in fact, pre§upp05ed. Thizs is not the case in
normal questions, This is one fact.of which biases me against

a tag source for biased but non-rhetorical questions.

A second factor is an inconsistency. One of the most
convinecing pieces of evidence for the tag source for negative
questions (attributed by Ross to Bever) is the following:

"That's right" and even "You're right" may be used to answer
negative questions with positive bias and to answer tag questions,

but not to answer positive questions with negative bias."

(19) Q. Haven't I met you somewhere?

A, (That's right.z
ou're right,)

(20) T, I've met you someswhere, haven't I7

A, S(That's right.
tYoutre right,} °

(21) Q. Ha;ve I met you anywheref?
A, {*That's right.)
*You're right.S
First, I will show that this argument that negative questions
are derived from tag questions does not hold for all negative
questions, Second, I will show that some questions for which
(19A) is an acceptable reply have no corresponding tag questions,
and so could not have been derived from tag sentences,

III.2 Positive and Negative Polarity Items The trouble with
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the opposite bias view of questions and the tag source for them

is that the opposite bias rule is not hard and fast., Negative

questions usually have a positive bi_a.s, but they allow many

negative polarity items, and when one occurs, its presence is

sufficient to shift the bias from pdsitive to negative, The

following sentences could not be derived from grammatical tag

sentences and cannot be answered with "That's right" without

some strangeness, This is a second argument againsf a tag

source for negative questions,

(22)
(23)
(24)

(25)

(26)

Didn't you have very much funf?
Doesn't she ever talk? |
Won't anybody help? |

Wonft Bruce 1ift. 'a"lﬁ.nger' :to help?
Didn't he reach the top until 5:007

These cannot be derived from the followings

(2)

(28)
(29)
(30)
(31)

¥You had very much fun, didn't you?

v*me ever talks, doesn't she?

#Anybody will help, won't they?
#Bruce will 1ift a finger to help, won't he?
*He reached the top until 5:00, didn't he?

{As we would expect from Chapter II, (22)-(26) cannot be

rheMcﬂ questions,)
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As Horn (1970) and others have noticed, some polarity
items are "stronger" than others, That is, “very much®, for
instance, is ungrammatical in a sﬁbset of the types of con-
texts in which "until® is ungrammatical, etc. Judgements
on negative questions with negative-polarity items usually
range from totally unacceptability for strong polarity items
‘o total acceptability for weak polarity items within one
person's speech, | ‘ |

Interestingly enough, negative questions always have
either a positive or a negative bias and a positive or a
negative expected answer--they are never really neutral in
either respect., In positive questions the presence of a
positive-polarity item effects the bias and expected answer
in a way similar to the way in which negative-polarity items
affect negative questions, Here, however, the shift is not
always from negative to positive, but sometimes just from
negative to neutral. again depending on the strength of the

polarity item,

(32) Is it kind of late?

(33) Would you rather stay home?
(3+) Is it still raining?

(35) Did somebody say something?
(36) Is it already time to go?

(37) Are you pretty tired?



-(38) - Could we just as well have left it behind?
(39) - Does it rarely snow?
(40) Can you hardly breathe?

Again, the acceptabillty of these questions is worst
for the strongest polarity items, and of those that are left,
those with the stronger items are the ones with a definite
positive bias and positive expected answer, with no poss-
1bility of a neutral interpretation. But the questions with
weak'positive-polarity items, and most positive questions
which have no po1arity items of either type, may optionally
be used and interpreted as having no bias at all--as being

truly neutral,

(41) Is it time to go?
(42) Has the mail come?

In this context, it should be recalled that the
Finnish example (6), with the polarity>item “_han', may
be used neutrally, as well as with negative bias, while
(8) may only be used with positive polarity. This is quite
parallel to the situation in English, | |
Now I wish to return to the inconsistency I mentioned
in connection with the “That'é right? reply argument for
a tag source for negative quéstions.' Notice that "That's
right" is a possible reply to (32)»(40), and even, to some
extent, to (41)-(42), However, (32)-(40) could not be de=

112



‘113

rived from tag questions, That is, (35), fof instanée
(repeated below) does not mean the same as (43), which is
ungrammatical anyway, (35) is paraphraseable by: (44}, but
ihe question (35) does not have the negation of the tag of
(44),’50 a derivational relationship does not seem iikely;
Suggeséing (45), with no negativity switch from statement
to tag, as the sourcé of (35), seems to me‘ﬁo be a hedge,
since the suggested source :or negative questions WaS Nege
ativity.switching tag questions., Besides, (45) does not

mean the same as (35).
(35) Did somebody say something?

(43) *Somebody didn't say something, did{they?g
, he?.

(44) somebody said'something, didn't%fheg?i
he ¢

(45) Somebody said something, did %he)qr?}
he. -

Thus there seems to be ro tag source for (35), but it may
still perfectly well be answered "That's right"., The
criteribn for this reply seems to be not that the question
be paraphraseable by:a.tag question, but rather:that the question
expect a positive answer, or at least that it not expect a neg-
ativevanswer.

A fourth argument again;t a tag source for negative
questions is based oﬁ the fact that positive answers to neg-

ative questions are syntactically restricted,l The difficulty
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1s somewhat attenuated but nevertheless still present when

a positive answer is clearly expected, However, there is nc

difficulty whatsoever about positivé answers toitag. sentences

like (46), If (ﬁ?Q) is to be derilved from (14-_6Q), their answers

should exhibit similar restrictions, This is not the case,

The answers to (47Q) are more like those to (48Q) (which no-

body, I think, suggests to be the source of (47Q)), but even

here the parallelism is not exact.

&6) Q.
AO

u7) Q

(48) Q.

Maude can 1ift that, can't she?
No, she can't, B. No,

Yes, she can, _

Yes, Eully grammaticag
Can't Maude 1ift that?

No she can't., B. No'

Yes, she can,

??fes. Eeems abrupt and incomplet;_i
ﬁa:ude can't 1lift that, can she?
No, she can't, 13. No

Yes she can,

*Yes, Erery .bad—_l

I see no good reason, then, for deriving non-rhetorical

questions from tag question sources,
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III.3 Bias and Answering Systems The facts about bias and

expected answer remain to be explained, ;'But before géing into
,thése questions more deeply, I ﬁould like §o point out that.‘
. a}.though complicated and interesﬁng, they 'are: peripheral in
English, That is, it is not very important that I be able to
figure out the bias and expected answer to a question directe;i
at me, in order to reply successfullys

There are many languages where the basic distinction in
'_bhe question-answering system is not positive-negative, as in
English, but rather‘agreement-disagreem.ent.. as in Japanese,
In such languages, there are many questions--probably far more
than in English-~where it is obvious what answer.is expected,
and the answerer simply égrees or disaérees with this expected
answer, But there are also usually many quastions—-again,
probably far less than in English-~where it is not obvious
‘'what answer is expected, The answerer must then decide, on thé
basis of context, intonation; and various other subtle clues,
which answer is more likely to be' the expected one, and express
agreement or disagreement with thét answer, Confusion can |
‘easily result, _

The f)oint about Japanesé is that the- answerer must, in
every case, assume that a certain answer is expected, and be

more or less able to determine which it is, I woulc; argue

that in English, too, there is almost always an expected



116

answer, more or less revealed by the way the Qﬁestion is phrased,
But in English the answersr is rele.?vad.; of the onﬁ.s of deciding
what answer is expected by‘ the positive-;hegative question-answering
system, He simply answers Hyes if his answer is positive in
form, and ®no% if his answer is negati‘ve in form, whether he
| feels he is agreeing or disangeging with hié interlocutor, It
is thé éositive-negative question-ansﬁering system that makes
‘the existence of a large class of neutral qﬁéstions a possibility.
In exchange, the English speaker sometimes has to face the
problen of deciding whether & construction is basically positive
or basically negative, | | | |

- In general, we would expect that ih languages where, given
the speake;r's bias, there is only one possible way of phrasing
' his question, agreementdisagreement answering systems will be
poésible. Of course, no language ﬁll have a completely straighte
forward system, but the closer it comes to such a simple relation-
ship between 'b':\.asA and question form, the more possible it will
_bbe for:it to have an agreement-disagreement system, For languages
where the reiationship is complicated, such an answering system
is not very likely, if indeed it is possible, |

-~ In language‘s where some vestige of the second c¢lause of
the disjunction remains in most normal questions, an agreement-
disagreement system is equally unlikely, In Mandarin Chinese,
for instance (I am indebted to Johanna Kovitz for this informa-

tion), questions are normally asked in the following sort of



117

form:
(#9) Is or isn't he coming?

As we would expect, this language has a positive-negative answer=
ing gystem, |

In English such questions are a special subclass, When one
oceurs, the normal "yes®.'no" poﬁtive-negatlve system must be
suspended, The question must be answered either "He is" or
#He isn't", much like the Chinese system, Thisg is still a

positive-negative system, however,

III.4 Rules for Bias The problem in English is as follows: 4if

we cannot éxplain biased questions by deriving them from tag
" sentences, how are they to be .eXplained‘f The only other source
for yes-no questions that has independer;t justification is the
disjunctive source--something like WH(S or S'), There are only
two likely possibilities here for single term questions, Either
they are all derivéd from WH(S or not S), or sowé are derived
from WH(S or not S) and some are derived from WH(not S or S),
I shall argue for the latter possibility, claiming that positive
questions ére derived from the first source, negative questions
from the fseéond.

First I shall argue against WH(S or not S) as a source for
negative questions, The first argument is thaf, negative questions

have all and only the intonational posslbiiities of positive

\
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questions, If they were derived by posteintonation assignment
deletion of first disjuncts, we would expéct them to have
falling cadences. Instead, they ncimally, like positive questions,
have rising cadences. As will be explained in Chapter IV, this
would bé a natural consequence of their be'i}ng first terms of
di sjunctions,

The second argument is theoretical, If the non-synonymous
#Is John heret" and "Isn't Jochn heref! were both derived from
the same sourée, we would have to al].:ow transformations to
change meaning, This idea has recently gained adherents
(Chomsky, 1969), However, everyone recognizes that such changes
mast Vbe severely constrained, Nobody would want to derive
A "John is here" from the same source as "John is not here',
The non-synonymy we are discussing is not quite so radical,
The point, though, is that the burden of proof always lies with
those who would claim that two sentences with different surface
structures have the same deep structure. Synonymy or near
synonymy has always been one of the best arguments for such
clains, The gfeater the non-synonymy of the two sentences,
the heavier the burden of proof, |

The third argument is also theoretical, Jorge Hankamer
(1971) has argued that backwards deletion between coordinate
conjuncts vdoes not exist, He explains as instancesA of conjunce
tion reduction and scrambling all known cases of backwards

gapping, which had been the best evidence for backwards deletion,
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| My contention that négative as well as positive questions come:
from first conjuncts conforms to his resg.riction, whi.le. the other
derivation of negative questions does not‘.,‘ and would require a
more powerful granmar. |

Now let us consd.der some of the argumehts that might be
advadced agaiixst a WH(not S or S) source for negative questions.
‘The first and most obvious is that such a sdurca is almost never
realized in full alternative form, When it is so realized, it
sounds rather unnatural, and furthermore, does not mean the
same #s a éingle term negative question, which is always biased,
but rather is meutral like positive que stions and positive-first
alternatiops. These objections, whic;h ‘appear formidable, can
éciual]y be explained rather naturally, |

The first observation to be made here is that questions in
full alternative form are always more nearly or exclusively
neutral than single-term questions, Just by virtue of both
possibilities! being mentioned explicitly, the normal bias of
the corresponding single-term question is attentuated, -'I‘k;us
while (50) cam either have é. negative bias or be neutral, in |
(51) thekneg'ati&'e bias is mach less possible, if it is possible

at allo

(50) Can Bernie 1ift 300 pounds?
(51) Can Bernie 1ift 300 pounds or notf

The other side of the coin is that éingle-tem questions

1]
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which clearly have a strong bias sound ux_matural when realized

as alternatives,

(52) Does Jim reall& have any money;i  negative bia%
(53) ?%Does. Jin really have any mone_w} or not?

(54) Does it seldom rain here? E:o:ﬁtive biaq

(55) %*Does it seldom rain here or notf

As I have pointed out, negative questions always have sohe
blase-positive or negativee-and so, although'they are always
more neutral, they are also always more or less unnatural, when
realized as alternatives, The ones with strong bias are usually

completely out as alternatives,

(56) Can't Bornie 14ft 300 pounds? [weak positive bias]
(57) %Can't Bernie lift 300 pounds or can he?

(58) Doesn't he seldom eat? |strong positive bia;_]

(59) *Doesn't he seldom eat or does he?

(60) Didn't he leave your house at all for a week?

E’xega‘bive bias]
(61) 1*Didn't he leave your house at all for a week or did hef

Actually, the questions with non-normal matching bias ((54)
and (60)) are better as alternatives than the questions with
reinforced normal opposite bias ((52) and (58)).

We see,.then, that the fact that negative‘quéstions are

unnatural in, and non-synonymous with, their full alternative



realizations can be explained in terms of thelr always being

biased, We can express this either wlth  semantics~dependent

syntax (second conjunct deletion is obligatory if the question

is biaséd) or with syntax-dependent semantics (bias-assignment

and filtering rules operate after second conjurict. deletion).

I will give the rules within the latter framework, and presume

that they can be easily rewritten in the former,
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We will allow the syntactic rules, then, to operate freely.

The relevant ones are:

Second Conjunct Reduction

whether [:Comp NP Aux V;] or [-Comp NP Aux VP] =P 1256789

1 2 3 4 6 7 8 910

conditiont 3 4 5=8 910, 2%7

Tag Reduction

whether [Comp NP Aux vé} or [not NP Aux| (12356799
1 2 3 bk 67 89

conditiont 3 4=8 9, 2%7

Tag Deletion

whether [Comp NP Aux VE] ¢ or [Comp w Aux] 12350000
1 2 3 4 5 6 7

conditions 3 4=8 9, 2%7

These rules may be somewhat incorrect. For instance, the second

and third rules might operate on the same input as the first,

These questlonsg are not relevant for our purposes; however,
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The following filtering and interpretation rules then apply.

Qpposite Bias

Questions with N in the Comp of the first conjunct are
assigned a positive supposition; questions with TH in

the Comp of the first conjunci are optionally assigne

a negative supposition,

Polarity Items

Questions containing positive or negative polarity items
are assigned a positive or negative supposition, respec-
tively. Questions containing instances of both types are
ungrammatical, If the result of this rule conflicts with
that of the previous rule, the question is the less accepte
able, the stronger the polarity item, but the result of
this rule takes precedence,

The preceding two rules are cumulative, This may be expressed

as followss if neither rule applied, the bias is 0; if only one

applied, the bias.is 1; if both applied, with conflicting results,

the bias is 2; if both applied, with the same result, the bias

3

Alternative Form

Vhen a question is in alternative form (consists of two
terms (sentences) joined by or, differing only by virtue
of deletion and complementizers), the stronger the bias,
the more ungrammatical the question.

These three supposition rules can be written more formally

as follows (negs= negative, pos=positive, supp = supposition)s

whether [TH sf X -=> 1 neg supp Op’cional]
* (Wnether [V ) X -2> 1 pos supp [?bligatory]
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neg neg} ~ -
B, Whether [X pos| polarity 1tem Y}Z -> 1 (pos supp oblig:]v

1« supp s lof supp ws» 3ol supp

_ Irom rule A from rule B

Ce
1 supp ¢ Lol supp = 2l supp
from rule A from rule B ,

D, Whether {{TH or { N} ] ‘B pos or neg supp ...;>(3 ungrammatical

In Chapter II, I justified the postulation of a tag sentence
source for rhetorical questions, In this chapfer. I have argued
against such a source for normal questions. I have introduced
the notion of supposition or bias, and shown that it affects both
the form and the grammaticality of normal questions. This notion
can be more easily expressed under the assumption that normal
questions are derived from a disjunctive source than under the
assumption that they are derived from tag sentences, The difference
between the two types of questions (normal and rhetorical) that
justifies the difference in their sources is that rhetorical
questions presuppose their answers while normal questions do not,
In the next chapter, I will give a different sort of argument
further supporting the hypothesis that normal questions are

derived from disjunctive sources,
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Footnotes to Chapter III

nis statement is developed more fully in Chapter V.

The analogous situation arises in English with questions
like "Have you no bananast!, where both ¥yes" and "no" can
go with either the agreeing or the disagreeing answer,
Again, this is discussed more fully in Chapter V.

These rules also determine the bias and grammaticality of
embedded questions, In embedded questions, however, there
are additional contextual restrictions on the amount of
bias that is permissible, Most contexts permit only
positive-first alternatives and positive singleterm
questions, Thus although (1) is pretty good, (ii) is
out,

(1) %I really wonder whether Kate isn't here,

(11) *I have no idea at all whether Kate isn't here.
In some of the cases where biased embedded questions are
permitted, the meaning is nearly the same if "whether®
is replaced with “that",

(111i) %I don't care whether you don't like me,

(iv) I don't care that you don't like me,

124
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CHAPTER IV:s INTONATION

‘In this chepter, I will point out and suggest derivations
for the intonational patterns characteristic of questions and
certain related constructions. I will attempt to characterize
the semantic and functional uses of such baslc patterns as
"riging" and "falling", and discuss the rules which assign
them, We will see that, in general, falling intonation cofrelates
with assertiveness, new information, and finality, and rising
intonation correlates with lack of asserti%eness, old informae
~ tion, and non-finality., We will also see that, if yes-no questions
are derived from a disjunctive source, we can derive "question
intonation" simﬁly and naturally if we order intonation assign-

ment before conjunct deletion,

I.1 The Problems In this section, I will describe the normal
intonation pattern of various sentence types, mentioning a few
of the exceptions in each case, i will restrict my attention
at first to the coda or cadence of the patterns,

Declarative sentences generally have falling cadences,
Foriéxamplexl

' , ~.
(1) It's probably raining in Vancouver.

- (2) Hontana has a unique beauty,
(3) Koe was bitten by a Samoyed,

l

i
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Sentences with the syntactic form of statements may end with
rising intonation, as in (4), but the effect is that of a question

with the expectation of a positive answer expressed,
(#) He rarely mentions it?

There are other counterexamples--a special type is discussed
in section I.2--but we still may say that in the vast majority of
cases-~-the normal, usual, uninteresting cases—statements have a
falling éadence.

Yes-no questions normally end with a ;ise in intonation.

- For example:

—
(5) Is it snowing again?

,\*_ﬂ._//\“_
(6) Does Steve havE’Zf;;;;
/\ ‘
(7) Can you touch your nose with your tongue?
«—ﬂ“”/
(8) Aren't you tired?

Under special circumstances, as in (9), a question may end

with falling intonation.

(9) A, Steve'!s car ran out of gas,

\___/"\\_/’\
| 1 B. ©Oh, does Steve have a car?

Here B had not known that Steve had a car, but realizes that the
answer to his question must be yes In effect, he is'merexy
reg;steriné the fact that this information is news to him,

- Agaih under special circumstances, as in (10), the rise
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may occur in some position other than the end, in which case the

tone remains high until the end, where there may optionally be a

further rise.2'3

.
(10) Did Pénny impart that information to you?

Here "Pemny", rather than any of the constituents ending in "you",
isvthe focus of the question,
_Again there are many other sorts of counterexamples, but
again we may say that in‘the usual cases, yes-no questions have
a rising cadencs, -
Tag qusstions appear from their form to be part statement,
and part question; And indeed, tag'questions may have either a
falling cadence or a rising cadence., The two types have different

uses and, probably, different presuppositions, We will call the

first type--the one with a falling cadence--an S tag, and the

type with rising cadencg we will call a Q tage The S tag is used
in nearly the same way as a statement, except that a response is
more specificélly asked ‘or. There is a strong expectation on
the part of the speaker that the response will confirm his pseudo-
statement, He is not so much imparting or requesting information
as he is seeking acknowlegement that his interlécutor shares
the belief expressed in the statement part of the sentence,

This use of the tag question has a falling cadence, In

particular, the pitch of the pronoun in the tag is lower than

the pitch of the auxiliary or modal. (To many people, it seems
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wrong to write a question mark after such a sentence, so I use a

period,)

(11) It's raining, isn't it.
(12) It isn't raining, is it.

The second type of tag question--Q tags--are more nearly
questions than statements, The speaker still expresses his own
belief in the statement part of the sentence, and in the question
part he still calls for a‘response. expecting confirmation, How=
ever; some doubt as to the correctness of his belief has entered
his mind, and disconfirmation would not surprise him as much as
in the previous case, |

This use of the tag question has a rising cadence, In
particular, the pitch of the pronoun in the tag 1s higher than

the pitch of the auxiliary or modal,

(13) It's raining, isn't it?
(14) It isn't raining, is it?

S tags and Q tags are not the only possible types, A third
very common uée of the tag question, which was discussed in '
Chapter II, is as a rhetorical question, Then there are the
belligerent tag sentences, where the statcment and question
halves of the sentence are either both positive or (in some
dialects) both negative, Belligerent tags will be discussed

in footnote 4,
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S tags and Q tags share more properties with statements and
questions, respectively, than just intonation. For instance,
consider the sorts of responses that are appropriate for each,
In (15), speaker B, questioning the motivation for A's speech

act, uses the verb "gay',

—
(15) A, It's raining, isn't it,

B, No. E:itch drops sharply indicating surprisev]

What makes you say sof

In (16), speaker B, again questioning the motivation for A's

speech act, uses the verb "ask",

(16) A, It's raining, isn't it?
~
B, No, Edth the milder pitch drop of matter-of-fact

question-answeringj Why do you ask?

(158) and (16B) are still possible, but much less appropriate,
in response to (16A) and (15A), respectively. Since there is
no performative verb corresponding uniquely to tag questions,
one is forced to choose between the two which correspond to their
component parts. As we have seen, the choice is usually not
arﬁi_tr'ary. |

Another example is provided by the grammatical restrictions
on S tags ahd Q tags. S tags have many of the same restrictions
as stateméhts, while Q tags patterxi like questions in certain

| .
respects, For instance, it is grammatical to question people,

!
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but not to inform them, on their suppositions, The S tag 17),
like the statement (18), is ungrammatical, while the Q tag (19),
Iike the question (20), is grammatical, (However, I do not mean
to imply that the members of the pairs are paraphrases of each
other.)4

—
(17) *You don't suppose he'll come, do you,

(18) *You don't suppose hae'll come,
(19) You don't suppose he'll come, do you?

(20) Do you suppose he'll comef

Conversely, adverbs like "certainly" are grammatical in
statements, .but not in questions, .The S tag (21), 1like the
statement (22), is grammatical, while the Q tag (23), like the
question (24), is ungrammatical..

—

(21) Bob certainly is a stone, isn't he,

(22) Bob certainly is a stone,

(23) ™Bob certainly is a stone, isn't he?

(24) *Isn't Bob certainly a stone¥

Another kind of example is provided by positive polarity
items. MAlready" is a positive polarity item, Hence (25) is
grammatical, but (26) is not, except as a denial of a sentence

like (25).

(25) It's already raining.
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(26) *It isn't already raining,

The S tag (27), 1like (26), is ungrammatical.
] —
(27) *It isn't already raining, is it.

However, (28) and (29) are grammatical,

(28) It isn't already raining, is itf
(29) Is it already raining?

What we have seen so far is that yes-no questions and sentences
that function and pattern similarly have rising cadences, while
statements and seniences that function and pattern similarly have
falling cadences, Now let us examine the intonations of WH
questions,s to. see where they fit into this scheme,

Ofdinaxy WH questions have falling cadences, They may contain_
more than one WH-word, but the extra ones do not affect the cadence,

nor do they occasion special rises or falls of their own,

N\
(30) Wwho did what to who?

(31) How do you do?
w/\\
- (32) What time is it?

~—~—

|
(33) What are you going to do when you grow up?

-,
~

e e e e e, ,_,___.m._.-__./ ~
(34) Why don't we talk about your mother?

| There are a few types of WH questions that have rising

cadences, One is exemplified by (35B).
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(35) A, Vvhat's the matter with Barbariz

} e
B, Whatls the matter with Barbara?

A, That's right., What's the matter with Barbara?

Here B thinks he has heard correctly, but is not quite sure and
wants to check. (35B) is probably derived from something like
(36), in which case it is not surprising that it has the intonae

tion of a yes-no question,

say
(36) Did you utte{} "What's the matter with Barbara?"?
ask ,

This derivation does not, however, work for (37B).

(37) A, Vhat's the matter with Barbara?
D S e e e ,/
B, What's the matter with whof

A, Barbara, What'!s phe matter with her?

I do not think such questions are derived from any sort of yes-no
question, so their intonation cannot be explained in that way.
Besides, the rise is not really associated with the cadence, as
it is in (35B), and in yes-no questions generally. In (38), the
. rise is on "who', and high tone is maintained to the end, where

avfﬂrther rise is only optional,

e ko

(38) How did who find out where we livef

In fact, such questions are not even especially associated with

WH éuestiohs. They are quite & general phenomenon called echo
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questions, and may be formed from any type of sentence, as the

fo).loWing examples show,

(39) Mea’c all his grainies?

e

(40) Rita married who?
e
(41) Wash whot

In statements and imperatives, but not sentences that are already

questions, the WH-word may be moved to the front,

-
(42) Wnho did Rita marry?

s

am I to
(43) Who 4do you want me toy wash?
should I

(44) o did (he) eat all his grainies?

e ) -
(#5) *Who how did (he) find out where we live?

These quesf.ions are used either when the word in question was not
heard, or when the word wplaced by the WH-word dccasions amazement,
For statements and imperatives, sentences like (40) and (41) are
preferred for the amazement version, and sentences ‘like (42) and
(43) for the unheard version, '

fighether! is never used in echo questions, Insteéd, one of

the possibilities in (46B) may be used,

(46) A. John put it away.
Bl, John what?
B2, John did what¥
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e T
B3, John did (or didn't) put it away.
e —
B4, John did put it away (or he didn't).

(47B) must be considered an echo question, although it does

not echo any of the preceding sentence,

(W7) A, Prices slumped.

B Wha/tdid you say? -

What is going on here is that "yWhat" has repiaced the entire
surface sentence in (47A). The rest of the sentence, Hdid you
say", echos either the performative sentence which dominated (474A)
in deep structure, or the utterance situation which is "in the
airt, I am hesitan£ to claim this as a good argument for the
performative analysis because of the possibility of echo questions
like (48B), |

48) A, hfigggggz_gg.coming! Doomsday is coming!
B. What are you shouting about?

"shout" is not a performative verb,

There is another type of WH question which is very similar
to echo questions, but with the opposite intonation, They are’
uéed mostly when the referent of a pronoun is not understood,
as in (49).

(49) A, Where did he hit Ken?

|
i

aw/\___—‘_‘“
‘Be Where did who hit Ken?
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Again, like echo questions, these questions may be formed from
any kind of sentence (as long as it contains a pronoun), and the
two types of question have mch the same restrictions. For both,
as mentioned before, the WHeword may not move left past another

Q, but otherwise may usually go to the beginning of the sentence,
And both must avoid certain constructions. That is, strict echo
is not always possible. This will be true whenever the questioned
element is spmething that, in the original sentence,'had been

preposed without causing subjecteauxiliary inversion.

(50) A, There it is!.
«  *Where
Be " it is?
*Where
Where
B!y ____~ isit?
Where
The same problem will arise with sentences like "Him, I like"
and "Then, we knew the truth",

The big difference between these two types of WH question,
aside from their functions, is that echo questions have rising
intonation on the WH-word, while the questions under discussion,
whichfI'will call REF-questions, have falling intonation on the
WH-word, ' |

. The last group of intonations I will discuss in ihis section

is the intonation of answers, Answers to questions and tag

queétionsjhave falling intonation, except in certain cases,

i
i
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such as where the reply is being offered hesitantly or as a guess,
But the fall‘in intonation may be either relatively slight or rela-
tively steep. I will refer to a slight fall as an instance of
"mild" intonation and to a steep fall as an instance of "sharp"
fmﬁcomrb:i,Qn.6 Now usually, when it is obvious what answer is
expected, as with tag questions, an answer that agrees with the
expected answer will have mild intonatién. and a disagreeling

answer will have sharp intonation. This is illustrated in (51A1-2),

(51) Q. You're Wally, arep't you?
Al, Ies. [:greeinéz
A2, '\\\. Qgisagreeiné]
A3, Yes, [égreeing, surprisedz
A ~ -
A4, No, [gisagreeing. surprise%j

But the other combinations, (51A3-4), are also possible, In
(51A3), sharp intonation is used to agree, This happehs when
the answerer must admit the truth of the questioner's assumptions,

but is surprised either that this should be so or that the

’ . questioner should possess this information, In (51A4), mild

intonation is used to disagree., This happens when the answerer
knows;tﬁat the questioner's assumptions are wrong, but is not
surprised at his taking such a position,
" The basic intonational distinction here, then. is not one

of agreeinv vs, disagreeing intonation. but rather mild vs,
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sharp, Mild intonation, whether used to agree or to disagree,
is appropriate when the speaker is calm and sure of himself,
The spgaker could be said to be secure in his position, unsure
prised, unobjecting. Sharp intonation, whether used to agree
or to disagree, is appropriate when the speaker is surprised
either at the questioner's position or at the position he hinme
self is forced to take, He is insecura; surprised, or pro-
testing, B

Echo questions provide another instance of the mild vs,

sharp distinction, Consider the following four dialogues,
(52) A, The mayor has arrived.
, A

-~ \What? _ ' |
" Be 4/ , [sharp ris%f
What did you say?

A, That's right,

(53) A. The mayor has arrived,
What? , -
B, N Eﬁld f'i.s%
What did you say?
A, The mayor has arrived, [epunciat.ed clearlyj
B. Oh., I thoughfyou said ®The mare has arrived" or
something like that,
 (54) A, The mayor has arrived,
’ B,. What? |with median ris_e] )

: A. The mayor has arrived, énunciated clearlyl
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B; No, no, I heard you the first time, But I didn't
~ know he was coming! I'm not ready! etc, etc,
(55) A, The mayor has arrived;
_ e
B, VWhat? [;ith median rigé]
A, That's right;

B, No,,no, I Just didn't hear what you saide

~

In (54) and (55), it is not clear whether B's intonation is
supposed to bevmild or sharp. A has incorrectly interpreted
the ambiguity, and consequently thrown the dialogue off course,
In (52) and (53), B has made his meaning clear by using more
extreme intonation,. |

lHere again. sharp intonation correlateé with surprise and
agitation; and mild intonation with the case where these elements
are less evident, But here, "mild" refers to a slight rise,
rather than a slight fall, and "sharp" to a steep rise, rather
than a steep fall, |

We might surmise, then, that there is a feature distinguilshe
ing mild and sharp, and a feature distingﬁishing rise and fall,
'and that the two combine to yield four possibilities, The rise-
fallidistinction ﬁsually correlates with syntactic distinctions;
while'the mild-sharp distinction does not. For instance, there
is a difference iﬁ usage and meaning between ”ﬁﬁg;?“ and uﬁiéz;",
but I know of no syntactic differemce between them, So we would

ﬁanﬁ_to sa& that the mild-sharp distinction is attitudinal and

[
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peripheral, I wlll have no more to say about it in this chapter,

I.2 Rising and Falling Intonation In the last section, I made a
tentative suggestion that questions and sentences that function |
and pattern like questions have rising cadences, while statements
and sentences that funetion and pattern liké‘statements have
falling cadences, It became obvious that this could not be correct
when WH questions were taken into consideration, Thése have
falling cadences, so here the correlation of rising intonation
with questions and falling intonation with statements breéks
down.7

What I would suggest instead is that the difference in intona-
tién between yes-no and WH questions is an automatic consequence
of a difference Setween their underlying structures, Yes-no
questions are derived from disjunctions; WH questions are not,
The first halves of disjunctions receive rising intonation; the
second halves receive falling intonation. _Duriné the derivation
of single-term questions, first iﬁtonation is aséigned, then the
second terms are deleted, leaving a single term which has rising
intonation. The rising-falling distinction serves to set off other
types of oppositions, too, To see this, we need a bit bf backe
ground,

Many pecple have previously talked about the opposition
between ¥ising‘and falling intonation., In Lieberhan's book
(Lieberman, 1967), rising intonation is correlated with the

feature EB&J and falling intonation with the feature [.BG]
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(BG =breath group)., Dwight Bolinger (Bolinger, 1965) has A and
B pitch accents. His A accent corresponds to falling intonatioh.
His B accent corresponds to a fall-fise pattern, which is a
variant of rising intonation, Ray Jackendoff (Jackendoff, forth-
coming) discusses these two accentskin;grea£fdetail. ?Hezéaysgf"rhe
two pitch accents we are interested in are called A and B accents
by Bolinger, In both accents, the focu; syllable has a high
pitch. By the onset of the‘next vowel there is an abrupt drop

to low pitch. The two accents differ in that the A accent con-
cludes with a fall in pitch, and the B accent concludes with a
rise in pitch,"

He shows that when a sentence has only one focus, it normally
gets an A accenf. When a sentence has two foci, "invariably one
will receive an A pitch accent (falling) and one will receive a
B pitch accent (rising)" (ibid., $6). This shows that the two
ére not independent of each other, but rather perform an opposi-
tional function, The Oppoéition-;the difference in meaning
between the two--is approximately that between topic and comment,
An-A accent is assigned to a focus syllable when the focus pro=-
vides new information--makes an assertion or comment--answers a
question, Jackendoff calls this the dependent variable, since
i1ts value must be chosen so as to make the sentence true, A B:
accent is assigned to a focus syllable when thevfocus is old

information--a topic or idea mentioned or presupposed in previous
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discourse, This he calls the independent variable, In my analysis,
this difference is represented in terms of TH, B accents are assigned
to things with TH attached to them (things with B:accents must be
anaphoric), and A accents are assigned to things without TH (things
wifhout'A accents need not be anaphoric.-they provide new informa-
tion). The following two discourses (Jackendoff's examples)
illustrate the A and B:accents, Suppose there were a number of
people and a number of things to eat, Vaiious people ate various
things, and I am asking about how they paired up.

(56) Q. Epat gbout FRED? What did HE eatf

A, F;F\.I/) ate the ’-BE‘\AN\Sﬁ

Here Fred is the topic and refers back to the question, while

beans provides the answer.

b
A. FRED ate the BEANS.“

(57) Q. What/*about the BEANS? Who ate THEM?

Here beans comes from.the question, and Fred is the answer.
(56A) and (57A) are identical, except for the placement of the
A and B accents. But their meamings, and the questions they
answer, are quite different,

This opposition is the same as that between echo questions

and REF-questions, Observe the three-way contrast below.

(58) Where did who gof Jecho questio%}
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(59) Wnhere did who go? [ﬁEF-questioﬁ]
M“\\ﬂ\ ."
(60) Where did who go? [@H questiog]

Katz and Postal (1964) rightly contend that the reason the intonae
tion of "who' is dynamic in (58) but level in (60) is that *who"
receives emphasis in (58). They do not discuss questions like
(59), but the same thing is true in such cases, The only problem,
then, lies in determining why emphasis occasions a rise in pitch
in (58) but a fall in pitch in (59)s (60) is merely a WH question
with two WH-words.

The difference between (58) and (59) lies in the nature of
the information being sought. (58) asks for a repetition of
information previously given (and therefore aﬁaphoric), and has
rising intonation, (59) asks for new information--specifically,
the referent of a pronoun (which has failed to meet its pre-
supposition of being anaphoric)a--and has falling intonation,

(58) would be asked in reply to "Where did John go?"; (59) in
reply to "Where did he go?!

We can now explain the echo-REF distinction in the same way
as the A-B distinction, In Jackendoff's notation, (61) and (62)

would have the following presuppositions (?¥="the class of"):

- >

(61) John hit whof?

$emph . . -
Presupposition: A(x) [;ohn hit 33 is well-formed
x is an independent variable
’-&—-——\_—’/\

(62) John hit who?

¢emph
Presupposition: ) (x) !gohn hit x] is well-formed
x is a dependent variable
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WH-Movement is obligatory for Eemp};_} WH-words, but optional
for E.emp@ WHewords, Movement is blocked if the COMP node is
already filled, as explained by Chomsky (1971).

Jackendoff points out another type of case where the only
accent in a sentence is a B accent, This occurs when the function
of the other focus is filled by the affirmation-negation distix_lc-
tion, but. the AUX is not actually accented, In such sentences,
the affirmative or negative is taken out of the presupposition
and associated with the focus, This explains the difference between

(63) and (64).
- P
(63) All of the men didn't go,

‘Presupposition: A(x) Ec of the men didn't gé} is
well-formed, X is a dependent variable

Assezétiom A1€ Alx) Ec of the men didn't g«:a
(64) A1l of the men didn't go,

Presupposition: A(x) [x of the men went] is well-
formed, x is an independent variable

Assertion: All @}1 (x) [x of the men wen{]

In such sentences, there may be a focused syllable which is
émphasized, as "all" is in these examples, Then the B accent
goes on the focused syllable, But it is also possible for the
entire sentence to be focuséd. When this is the case, and the
variable is dependent, an A accent is placed on the last stress
peak, so that the sentence is ambiguous as to how much of it is

the focus, But when the entire sentence is the focus and the
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negative is associated with the focus, so that we can get a B
accent, the B accent is not placed on the last stress peak,

Instead, it is placed on a stress-less syllable, as in (65).

(65) mﬁ{u

Presupposition: A(x) Egc is the cas@j is well-formed
X is an independent variable

Assertions John broke it%?{(x) X is the casg

X!'s being an independent variable heans that "John broke it" is
presupposed not in this sentence, but in previous discourse
("John broke it" is anaphoric). When the whole sentence is the
focus, the presupposition of that sentence is rather vacuous,
except that the type of variable is specified,

Now, let us be more exact about where the B accent is placed
in these sentences, When there are two stress peaks, as there
usually are, the B accen£ goes on the first stress-less syllable
after the first stress peak. This situation seems contrived to
make (66) unambiguous--to alleviate the possibility that any
particular word will be understood to be the focus, It alsq
shows that intonation assignment must follow the operation of

the Nuclear Stress Rule,
(66) The TWan from Pennsylvania didn't break it.

Seﬁtences like (65) and (66) have about them a certain lack

of assertion, or feeling of protest. In some cases, assertive-

ness or its lack is a more important factor in choosing between
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A and B accents than the dependence or independence of the variables,
To illustrate this, consider disagreeing replies to statements.

Such replies have what we will call "non-stop® intonation, In
replies to questions of the form ?yZZEEtag, there is always a

break, at least‘potentially, between Eygg and the tag, In none

stop intonation, such a break is impossible, Non-stop intonation

replies may have either an A accent or a B accent,

(67) 5. It's hot out.
r”/\
Rl, No it isn't,

R2, No it isn't,

In isolation, (67R1) sounds as if the speaker is quite sure
of what he is saying, (67R2) as if he were less so. (67R1l) is a
stronger contradiction than (67R2), In (67Rl), the speaker seems
secure, assertive, perhaps even threatening, In (67R2), the
speaker seems surprised, less assertive, more polite. Notice the

behavior of tags after the two sorts of replies,

w///"\\mwwﬁw_’/,/’
(68) No he isn't, is he?
(69) ¥o he isn't, 1&.

(/A\_/
(70) 'No he isn't is he?

//,/~’“"\\\//*\\\_
(71) No he isn't, is he,

A falling tag is used when the speaker expects confirmation
from his addressee, Since it is strange to expect someone you

are contradicting to confirm your contradiction, (69) and (71)
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are best 1if the first part is addrassed to the contradictee and
the tag to somedng eiée; A rising tag makes a statement more like
.a yes-no question, and introduces an element of uncertainty as to
what the reply will be, So (68) (= (67R2)+rising tag) is much
better than (70) (=(67R1)4 rising tag), since it is a bit schizo-
phrenic tovmake a very strong contradiction ((67R1)) and then |
immediately express doubt ébout its correctness.. In (68R2),

there is already some doubt in the contradiction.

As replies, (67R1) and (67R2) are both better following
non-hesitant statements and S tags than following hesitant
statements and Q tags. This is because non-stop intonation
is a device specifically intended for use in contradicting
assertions. Now, there are many degrees of assertiveness in
between completely neutral questions which are not biased toward
any particular answer, and emphatic declaratives, The less
agsertive the sentence, the more ;nappropriate non-stop intona-
tion is in the reply.

However, interestingly enough, when non-stop intonation ig
used in reply to a hesitant statement or Q tag, (67R1l), the
stronger form, is better than (67R2), while in reply to none
hesitant statements and S tags, (67R2) is better than (67R1).

../
(72) Q He's not going, is hef S, He's not going...?
Rl, Yes he is. Es better thaxa R2, 7Yes he is,
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- \
(73) Q. He's not going, is he, S, He's not going,
: — N\ o
RZ2, Yes he is. [is better th;;l Rl. Yes he is,

We see here that a less assertive sentence invites a more
assertive sentence, and vice versa, when their assertions are
opposite.9 This is another example of the correlation of the
falling-rising distinction with oppositeness. The first example
showed that the rising-falling distinction correlated with the
distinction between old information and new information, il.e.,
TH and §. This second example has shown that replies which
contradict tend to have intonation opposite (B or A) to the
4ntonation (A or B, respectively) of the statement they are
contradicting. _ o

Many sentences have the intonation pattern of (67R2)e Eeges

—

(74) t your zonkers,
_/ .
(75) I don't know whether he's decent,

The final rise here is not intrinsically associated with the coda,
but is a deferred rise associated with the earlier fall, Many
sentehtial patterns affeét the last word bf the sentence without
in any way reflecting its intrinsic function, For instance, Uyho',
at the end of a sentence, may have rising intonation without
marking an echo question, And the stress-less pronoun "him",

unfocused in (77), can have a rise,

(76) ‘T don't know who.

J
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(77) I don't know him,

It is possible that the intonation of Q tags can be explained
as a variant of the pattern illustrated in (74)-(77). As in those
examples, Q tags have a high point in the first part of the sen-
tence, and a rise at the end,

(78) John isn't here, is he?

/\W“ P
(79) TJohn's here, isn't he?

(80) John's here, Isn't he?

(81) #John isn't here, is he?
(82) *John's here, isn't he?

The statement part may not have level intonation and may not énd
in.a rise, The only important difference between the intonation
of Q tags and the patterns in (74)-(77) is that the final rise of
the Q tags may terminate at a somewhat higher level, From a
semantic point of view, it seems to be true that these sentences
~all have the same mood §r attitude, There is about them ﬁhe'same
feeling of protest and lack of assertiveness that was mentioned
in connection with "No he isn't",

I have already argued (p. 94) against trying to derive tag
questions in a way parallel to questions, i.e,, from structures

like that underlying (83).

(83) John is here, isn't John here or is John heref?
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As I pointed out, there is the véry upsetting fact that when
disjunctions do cccur with tags, they do not always conform to
what we would expect from a source like (83).

(84) John's here, isn't het Bésh

(85) John isn't here, is he?f Or IS he,

Both»the pOS;tive and.the>negative tag may disjoin with a positive
term, Since, then, we cannot derive Q tags from disjunctions,
their rising intonation must be otherwise explained, The protest
intonation pattern provides such an explanation, Thus the rising
cadenée of Q tags is actually only the deferred rise of a fall-rise
B accent on the whole sentence, These rising cadences are thus
derived quite differently from those on yes-no questions, as we
shall now see,

So far we have discussed two uses of the rising-falling
distinction, It correlates with the topic-comment distinction
and with the non-assertive,assertiie distinction, A third use
of the rising-falling diétinction is in positional opposition,
This is the well-known phenomenon of comma intonation, where
non-final clauses and terms of conjunctions get B accents, and
the final term gets an A accent. I will use disjunction with
exclusive “or? as an example, These are disjﬁnctions where, of
the two terms; we must choose one and we cannot choose both,

Such disjunctions generally have a B accent on the first term

and an A accent on the second, as in (86)-(88).
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-
(86) Either the butler did it with a hammer in the den,

—
or somebody's lying. )

(87) Do the dishes or scrub the floor; I don't care which,
/ '\'
(88) Do it quickly or not at all,

Before proceeding further. I should explain the variants of
the B accent, The A accent, or falling intonation, assumes every=-
where the same shape, as far as we need be concérned. .But the B
accent has at least two quite different shapes, One is the plain
rise found at the end of yes-no questions, and the other is the
fall-rise pattern discussed by Bolinger and Jackendoff, The
fallerise is the form that occurs more freely, The rise of the
fall-rise may optionally (and preferably) be deferred to the end
of the sentence if no other focus follows it, Thus we get both

(89) and (%), which are synonymous, but (91) cannot become (92),

(89) ALl of the men didn't coms,

\ -
(9) A1l of the men didn't come,

e U

A
(91) Fred ate the beans,
(92) Fred ate the beans,
When and only when there is another accent before the end

of -the sentence, the B accent may optionally become a plain rise,
Thus (93) (=(91)) can become (%), but (95) cannot become (96).

(93) Fred ate the beans,

(94) TFred ate the beans,
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——

(95) Fred ate the beans.

(96) “Fréi ate the beans,

A second factor, which influences the shape of the B accents
in disjunctions in particular, is that, the more nearly true
oppogites the two terms are, the more likely it is that the B

accent will take the form of a plain rise.
-
(97) Is this dog female or d%\ it just look pregnant?

(98) *Is this dog female or male?
(99) 1Is this dog female or male?

(100) Either it was done by John or we have the wrong man,
_,,\/ /w/\ )
(101) *It was done either by John or by someone else,
e N\
(102) It was done either by John or by someone else,

(103) I want to know whethér this dog is a Pekinese or
WM/\‘\N‘\
whether he's some other weird breed,
(104) *I want to know whether this dog is a Pekinese or not,
(105) I want to know whether this dog is a Pekinese or not.
Sometimes the starred sentences are acceptable if there is
speciél emphasis on the sscond disjunct.
This leads us back to our original problem, namely, why
WH questions have falling cadences while yes-no questions have
rising cadences, What I would like to propose is that it is
not WH questions but yes-no questions that are exceptional in

this regard, There is an important distinction between yes-no
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questions and WH questions which has many consequences, The
difference is that "whether" is binary-valued, while other WHa
words aré many-valued. A ye s-n}J question asks us to choose one
of two answers; a WH question asks us to supply one of many
possible NP's,

I will argue that yes-no questicns are, in fact, derived
from disjunctions.lo’ll This is shown by the;lr intonation,
Most yes-no questions have the underlying form "whether S or
not s" (or "whether not S or S"), Now there are nc truer opposites -
than S and not S, There is no third possibility. S0 yes-no
questions, when both terms surv:.ve. always have a plain rise on
the first term, as in (106), rather than a fall-rise, as in (107)

(106) I dhe go, or not?”’

e\ N\
(107) Did he go, or not?

Now, if yeseno questions are derived from such disjunctions,
and if intonation is assigned to the questions before the second -
" half is deleted, then the bfir'st half will have a rising cadence,
The second half, with its balancing fall in intonation, is then |
deleted, The result is the so-called "question intonation",

The fact that a B accent may not take the form of a plain rise
unless an A accent follows explains why a plain rise can occur
at the end of a sentence onlj if the sentence is a reduced
disjunction (as in yes-no questions) or if the rise is the

deferred rise of an earlier fall-rise pattern (as in Q tags).'
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The rule which deletes "or not" is an example of a syntactic
deletion rule which must operate after the phonological process
of intonation assignment. Another such example is discussed in
BAnswers to Yes—ﬁo Questions" (Pope, 1971).

Under this hypothesis, WH questions are in no way exceptional,
They_have falliﬁg ca&ences like any other nqrmal English sentence
types Nor are yes-no questions exceptional, except for the fact
that part of their intonational pattern has been deleted along
with part of their structure, But their pattern as a whole has
a function independent of sentence type.

There is one important piece of evidence supporting the
disjunction hypothesis which is based on intonation alone, That
is the fact that, when the second term of ‘the disjunction is not
deleted, the intonation pattern of the question is that of a
disjunction, not that of a yes-no question. In particular, the

second term may not have a rising cadence,

/ —\
(108) Are you awake or aren't you?
(109) *Are you awake or 3565717333;
| N\
(110) Are you awake or not?

o ——
(111) *Are you awake or not?

This cannot be explained by sayingbthat questions with two terms
which are opposed always have opposing intonation, because con-
junctions do not have the same pattern here, even though they dg_

elsevhere,
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‘——"/’
(112) Did you laugh and cry?

N
(113) *Did you 1352; and cry?

2
(114) I'Iiﬁég;;.and cried,

The derivation of question intonation from disjungtion intona-
tion explains why, in Engliéh and many other languages, yes-no
qneétions have rising cadences, but WH questions do not, It is
because WH questions are not derived from disjunctions, unless,
as some have proposed, the disjunctions are infinite.l3 But in
that case, the question would be derived not by deleting all but
one term, but rather by collapsing them all, so the situation'is
not at all parallel, intonationally,

This completes our analysis of basic intonation patterns,
The last section deals with a remaining problene-the 1ntonétion
of embedded "whether" questions--and concludes with a summary
and discussion of the rules that have been pOStulat;d in the

course of the chapterolu

IV.3 Embedded Yes-No Questions and Conclusion In the light of the

- generalizations we have discovered so_far, the intonation of
embedded yes-no questions is somewhat strange. They never end
in a rise, even when the second term has been deleted, Langacker
(1969) says about this "It is reasonable to suppose that the

. declarative intonation of the main clause overrides that of the
embedded question when the former is truncated so that only one

clause remains," I think a more plausible solution is that
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(115)=(117) are related, and (118)-(119) are not related to the

N

(115) I wonder whether she likes me or not.
TN

first three,

(116) I wonder whether or not she likes me,
4//ﬂ\\\\
(117) I wonder whether she like me,

(118) I wonder whether she 1ikes me or not,

(119) I wonder whether she likes me or not,

I have already suggested that (119) has speclal emphasis on "not",
and so cannot be reduced, The difference between (118) and (115)
is that in (118), "not" is part of the fccus, but in (115) it isn't,
In embedded questions, then, unlike topmost questions, "or not'

| can be moved or deleted only if it is not part of the focus,

I can think of two ways in which "or not! might come to be
outside the focus. The first method derives (115) from (116);
the second derives (116) from (115), I think the second is closer

-to the truth.

The first method works as follows: Yor not" will be unaccented
juét in case the whole disjunction as a unit is focused, rather
than each term separately, and the first S, instead of the second,
deletes. The A accent will come on the last stress peak of the
second S. and that will be the only accent., "Or not", being un-
accented, ma& either move to the end of the sentence or delete,

This means that (120) is the source of (121)-(123).
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/
(120) I don't know [%hether I like him or not I like him, focﬁs
. . ! _//—\
(121) I don't know iwhether § or not I like him,

(122) T don't know whether I like him or not.
(123) I don't know whether § § I like him ¢.‘9}

The second method works as follows: "or not" will be wne '« i

accented just in case it is considered an unimportant possibility,

in a manner completely parallel to (124) and (125).

mm/\____,_._‘\
(124) Give it to Donna or somebody.,

(125) Why don'® you complain or something,

When the sentence following "or not" is deleted, and "or not" is
unaccented, "or not" may either be attracted to "whether® or fﬂéy

delete. This means that (126) is the source of (127)=(129).

(126) T don't know [whether I like him|, _ or not I like him.
ocus —_—
(127) I don't know whether I like him or not ¢. <?—’“’)

s

-y

\“\
(128) I don't know whether or not I like him ? VR
VA '

(129) I don't know whether ¢ I like him ¢ ¢.

Both methods have the virtue that they relate (115)-(117) as
opposed to (118)-(119). That this is a virtue is shoun by the fact
that the two groups pattern differently in other eﬁvironments.

For instance, the first group but not the second is ungrammatical |
in adverbial clauses, as in (130)-(134),

T\ -
(130) *I'm leaving, whether you like it or not,
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(131) *I'm leaving, whether or not you like it,
. ..————//\—ﬁ
(132) #*I'm leaving, whether you like it,

(133) I'm leaving, whether you like it or not.

(134) I'm leaving, whether you like it or not,

In topmost questions, too, the first group but not the second
is only marginally acceptable in special usages. Thus (135)-
(137) could only be used in answer to something like "what did

you ask?*

(135) ?Are you leaving or not?

(136) 17Are or aren't you leaving?
- Wm// \»N .
(137) 7Are you leaving?
TN
(138) Are you leaving or not?
ﬂ/\‘_/ N

(139) Are you leaving or not?

But although the first method shares this one virtue with the
second, it alsobhas many disadvantages which the second does not,
First, the first method but not the second requires us to move a
complementizer (not) rightward out of its éentence. I think
compleﬁentizers may move rightward into their own sentences. The
placement of sentential negatives on the auxiliary may be such a
rule, Others were discussed in Chaptef I, And complementizers
may nove leftward and upward out of their sentences. Chomsky
(1971) argues that WH-Movement is such a rule. In the cases we
are considering, where a complementizer moves out of its own

sentence but not upward, we add less power to the grammar if this
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movement is leftward than if it. is rightward. The left restric-
;tions already allow complementizers to move out‘of their own
sentences so long as they do not move down. The rightward
restrictions do not allow complementizers to move out of their
own .sentences, The two proposed movements are illustrated again

in (140) and (141).

(140) I wonder whether [?r not it's tru;] (first method)
or nok

i
(141) I wonder whether ,it's true zér noi] (second method)
Q___,Nw__"“‘""‘"vj 2

The second problem with the first method is that it requires
backwards deletion in a conjoined structure., As previously mene
tioned (p. 118), Jorge Hankamer (Hankamer, 1971) argues that
backward deletion is never possible in conjoined structures,

He explains backward gapping, the best argument for the existence
of such deletions, as a result of node‘raising and scrambling,.

If Hankamer is right, our first method, which allows either the
first or the second term of a queétioned disjunction to be deleted,
requires a more powerful grammar than would otherwise be needed.
The second method requires only forward deletion, ﬁhich is quite
well motivated, The two proposed deletions are illustrated in

(142) and (143).

(142) I wonder whether § or not it's true,  (first method)

(143) I wonder whether it's true or not .  (second method)

For these reasons I will adopt the second method of deriving the



159

irregular intonational patterns of embedded questions. The
‘conditions on the rules affecting "or not", then, must include
the following. "Or not" may delete only when it is the second
term .of a disjunction té which WH is attached, and, in embedded
position, only when it is outside the focus, "Or not" may be
attracted to "whether" only when it is outside the focus, "Or
not" may be outside the focus only when it is the second term
of a disjunction in a complement sentence (thus excluding tope
most sentences and adverbials) to which WH is attached.

I will now formulate a few of the rules most relevant to
intonation for questions, indicate their approximate ordering
within a generative grammar, and make some predictions about
intonational possibilities in other languages. Many of the rules
I proﬁose have been preﬁoasly formulated by others, |

(144) ng? Either oa-.> [%’Ig{%-kaither %Tg}*%or]

WH WH WH
WH4or is later realized simply a“s for", sometimes "or whether!,
TH+ either is realized as "both", TH4or as "and",
| 1 NZ N |
(145) [( TH¢) either ({TH}) or, A, .Z\] ->132%4
Tot} S {w A
1 2 3 &4

(146) WH-+either S WH4ornot S -> 1234 ¢
1 2 3 4 5 .

Condition: 2=5 E)ptd.onaﬂ

(147) Assign B accents to focus syllables which are indepen-
dent variables, or non-final terms of disjunctions
(etc.)s When the entire sentence is the focus and
the sentence has two stress peaks, assign a B accent
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to the first stress-less syllable after the first
stress peak, Otherwise, assign it to the highest
stress peak,

(148) Asszign A accents to focus syllables which are depen-
 dent variables or final terms of conjunctions (etc.).
When the entire sentence is the focus, assign an A
accent to the last stress peak,

(149) A accents are realized as falls (start higher than
normal and fall to lower than normal).

(150) B accents are realzied as fall-rises (start higher
than normal, fall to lower than normal, then rise,
but not as high as the first high), When the B
accent is non-final and no other focus syllable
follows it, the final rise is (preferably) deferred
to the end of the sentence, When the B accent is
non=inal and another focus syllable follows it,
the B accent may take the form of a rise (rising
higher than the normal B accent!s final rise) with
no preceding fall, This rule is optional except
that in disjunctions, the more nearly true opposites
the two terms are, the more obligatory this rule

beconmes,
(151) X |whether Sornot) Z-> 123 ¢ 5 |Optional
% [inotner 3 ox not] 2 Joptsona]

In embedded sentences, "or not' must be unaccented.

(152) Whether SY «=> ¢ 2 B‘E%ﬂigatori]iApplies only ‘in-tope
. 1 23 ' most S's, ‘

(153) X E'Ihether S or nét Y->12435 [Optionaij
v 1 2 3 &4 5 '

Applies only in embedded S's. "Or not" must be unaccented.
(154) Negative Incorporation (see Klima, 1964)

Intonation assignment is ordered quite late in the gyntactic
component, following most transformations. This includes some
root transformations, such as Adverb-Preposing and Topicalization.

Furthermore, intonation assignment must follow the operation
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of the Nuclear Stress Rule, since rule (147) refers to the stress
peaks of a sentence, and these are determined by the Nucleaf
Stress Rule,

However, there are some syntactic rules that have to follow
{ntonation asgsignment, In Pope, 1971, I showed that Answer
Deletion--the rule or rules reducing answers from full sentences
to fragments.-must follow intonation assignment, Now we have
seen that the rules ((151) and (153)) which delete and move "or
not" must also follow intonation assignment, (I would like to
do away with the rule which moves "or not%, and claim that only
deletion rules may‘follow intonation assignment, but so far I
have been unable to do so,) The differing conditions on deletion
of "or not" in embedded and main clauses explain the differing
intonational patterns of embedded and main sentence questions
with only one term, (Embedded questions always have falling
cadences, while most single-term main sentence questions have
rising cadences,)

The fact that certain aspects of intonation assignment
depend on the prior operation of the Nuclear Stress Rule, and
the fact that some syntactic rules follow intonation assignment,
taken together, lend support to Bresnan's argument that the
Nuclear Stress Rule must operate within-the syntactic component
(Bresnan, 1971). |

Furthermofe, from the facts that Adverb-Preposing, a last-

cyclic rule, must precede intonation assignment, while "or not"
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deletion in embedded questions, a cyclic rule, must follow
intonation assignment, we may surmise that intonation assignment,
like Bresnan's NSR, applies cyclically. This also means that the
rules which follow intonation assignment 6n the regular cycle
will have to follow last-cyclic rules on the final cycle,

Since I am offering an analysis of only a very small subset of
English intonational phenomena, I cannot defend this ordering
hypothesis, Rather, I merely suggest it as one way in which the
phenomena I have studied could fit within the generative frame-
work. If the hypothesis is correct, it means that not all laste
eyclic rules can be ordered after all cyclic rules on the final
eycle. I will leave open the question of whether all intonation
.assignment and realization rules come together in the ordering,

- or whether other types of rules may be interspersed among them,
The former situation, however, would seem to be the more natural,
i.e., the less marked or "expensive',

I do not wish to claim that there is anything universal
about the rules or ordering I have proposed, since the analysis
is based only on English, It is possible that in other languages,
no syntactic rules follow intonation assignment. However, I
would venture to make some contingency predictions about the
relationship between question type and intonation pattern for
language in general.

First, I think that in most, if not all, languages, yes-no

questions or their equivalents will be derived from disjunctions.
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This will be evidenced by facts such as the following: 1) the
& sjunction, with both terms intact, will sometimes appear on
the surface, 2) single term questions will be interpreted to
mean the same as a disjunction of that question and its negatiom,
3) if single-term questions have rising cadences, so will first
terms of disjuncticns of S and not S, 4) the question word for
‘yes-no questions, if there is one, willAbear some relationship
to the word for "either! or the word for "“or', Of course, not
all of these facts will show up in every language. DBut all of
the languages I have investigated exhibit one or more of them.15
~ Second, I think that in no language will (non-whef.her)
WH §uestions be derived from disjunctions. This will be evidenced
by facts such as the following: 1) such questions will not be
able to show up as disjunctions analcgous to those posszible for
yes-no questions on the surface, 2) ‘single-term questions will
hot be interpreted as meaning the same as a disjunction of that
question and its negation, 3) WH éuestions will not have rising
cadences unless there is some intonational pattern in the language,
other than that of disjunctions, which applies to WH quest'ions
as a sub-case,

In summary, we have seen that the falling-rising intonational
distinction serves in English to set off opposites, whether they
be functional opposites, semanticlopposites, or positional
opposites, The intonations and their variants are assigned by

rule at a position in the syntax before the operation of at least
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one movement and at least one deletion rule, Question intonation,
echo and reference questions, and sundry other anomalies can be

explained by more general intonational processes.
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Footnotes to Chapter IV

I will indicate intonation with wavy lines, where "up"
means high pitch, and *down" means low pitch. .

Such examples, along with mamr other variations in question
intonation, are discussed in Chafe, 1968.

The contour of (10) suggests that there is a lowelevel rule
vhich distributes the last functionally assigned pitch
rightwards to the end of the sentence or to the next assigned
accent,

Also, of course, the parallelism of S tags and statements
does not always hold, as (i) and (i) show, See R, Lakoff's
discussion of these constructions in Lakoff, 1969,

(1) *I don't suppose he'll come, do I,

(i1) I don't suppose he'll conme.

Al though yeseno questions are technically WH questions, I

“have been using and will continue to use the term to designate

questions with a WH-word other than "whether",

James McCawley recently told me that one of his students had
shown that pitch falls that corresponded to a musical fourth
served, as in music, as non-final cadences, indicating scme
doubt or leaving the conversation open. Pitech falls corresponds
ing to a musical fifth served, again as in music, as final
cadences, indicating strong assertion and closing conversationse
This may be one more concrete way of regarding the mild-sharp
distinction, - : S

Lieberman (1967) concerns himself with this problem, ,The
solution he proposes is that if a question has a special
question morpheme (WH in English) in surface structure, the
pitch falls at the end; otherwise, it rises. In other words,
there is a trading relationship. A question must have some
signal of its questionhood., The signal may be either rising
intonation or a question morpheme appearing on the surface,
This is a very attractive hypothesis, Nevertheless, there
are a few problems with it. First, as Kim (1968) asked in
hisreview of Lieberman's book, why is inverted word order
not as good a signal of questionhood as VH in Englishy
There are not many types of sentences other than yes-no
questions that begin with tensed AUX in English, One type
that does invert is exclamatory sentences, as in (i),
(1) 1Is he ever zealous .
A second, rather spurious sort of counterexample is repeated
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questions, as in (iiAé).
(1) A1, Is he annoying you?
. ’ N,

B, Is he annoying me?

A2, Yes, Is he annoying you,
(11A2) is not really a question, but rather a statement of
what A's previous question said. It has falling intonation,
as does (i).

There are other types of sentences with inverted word
order, but, with the exceptions mentioned above, yes-no
questions are the only type that begins with an indicative
tensed AUX in surface stiructure, This should, then, be a
pretty strong signal of questionhood. Why is rising intcna-
tion needed in addition?

Now consider the distribution of WH-words, WH-words are
used not only for questions, but 2lso for relative clauses,
and for embedded questions, which are quite different in
function from questions proper, Limiting ourselves to
sentence-initial position doesn't help limit the scope of
the problem, firstly, because relative pronouns may be
sentence=initial, as in (1ii).

(1ii) What really finished him off was the piano.

(i11) is not a question, and so we cannot say that a sentence- -
initial WH-word is a reliable question signal. One could
argue that the hearer knows, after he hears "was", that "what
in (ii1) is not immediately dominated by the topmost S, as a
question signal would be, but this additional condition makes
for a rather weak and complicated signal.

In the second place, REF-questions must be considered a |
special type of WH question, That is, although the WH-words
in REF-questions occur more freely, since they need not move,
they are generated in the same way as and have the same forms
as the WH-words of WH questions, REF-questions, like WH quese
tions, have falling intonation, so that the WHeword is again
the only signal of questionhood. Yet the WH-word need not be
in sentence~initial position, as it is not in (ivB).

(iv) A. Romy did it!

N
B. Romy did what?

For these tiw reasons, it is hard to argue that Q.WH's are easy
to distinguish positionally from other WH's, This weakens the
theory that they are sufficient signals to obviate the necessity
for rising intonation,

Neither do WH questions necessarily exclude rising intonation,
In 1(‘ac):t. they often do, optionally, have rising cadences, as
in (v).
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(v) Why is grass green?
Furthermore, echo questions, which are, again, a special
type of WH question, always have rising intonation,

In sumnary, I think the theory that rising intonation
and WH-words enjoy a trading relationship as question signals
is inadequate for the following reasons: 1) inverted word
order seems as good a question signal, at least for yes-no
questions, as WH is for WH questions, but yes.no questions
still have rising intonation, 2) WHewords, qua morphemes
or qua morphemes in certain positions, do not uniquely signal
questions--rather, one must consider in addition the abstract
structures in which they participate, and 3) WH-words, even
when signalling normal WH questions, do not preclude rising
intonation,

As I sald, Ref-questions ask for the referent of a pronoun,

and not just that of a NP whose referent is not clear, Thus

(1A) cannot give rise to (iB), although ( iA) and (iiB) are good,
(1) A, John went somewhere. . v

B. #John went ;;;;2?
(11) A, John went there,

; T~
B. John went where?
Notice what we get in response to ®one",
(111) A. John ate one.

\
B. John ate one whatf
Also, REF-questions can ask for the referents of deletions,
at loast certain kinds of deletions.

yd
(iv) A, John knows.
B. John knows what?
, 7 ,
(v) A, John knows.

B, *John knows what?
I think that, here again,,it will turn out that deletion of
material which is.presupposed to .be anaphoric can-be ques-
tioned by a REF-question, but deletion of, e.ge, unspecified
NP's cannot be,

When their ‘assertions are the’ same, on the other hand, it!s
better if their intonations matcn. Thus there is a difference
in the intonation of answers like "That's right! and "You're
right" used in reply to S tags on the one hand, and to Q tags
and negative questions, on the other, In reply to Q tags
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and negative questions "That's right®" is stressed on "that',
More accurately, the sentence has a B accent, ("You're rightt
for gome reason may not have this intonation pattern, and so
it is not very good as a reply to Q tags and negative questions.)
In replies to S tags, "That's right" may have this pattern, but
it is better if "right" is stressed, or, again more accurately,
if the sentence has an A accent. "You're right" may have this
pattern, so it is good as a reply to an S tage.

(1) A. Haven't I met you somewheref

f"‘\\%
Bl. That'sm
—N
B2. 1MHat's right.
\

. e
B3, *%You'‘re right,

)
B4, 7You're right. %
(1) A, I've met you somewhere, haven't If
Bl, Thatt!s right, |
.‘7’/—'\\
B2, 7Thatts right,

B3, *You're right.
.”//"\
B4, f%You're right, ,

(111) A. I've met you somewhere, haven't I,

~ : S
Bl, f%That's right.
.,.-’/\\ .
B2, That's right. . .

-
B3, *You're right,.

\/-\\

B4, You're right.
In Chapter IV I have shown that S tags have A accents and
Q tags have B accents, and that when such sentences receive
di sagreeing replies, the reply with the opposite accent is
the preferred one, Here we see that when such sentences
receive agreeing replies, the reply with the same accent is
the preferred one,

10, This is not a new idea, ILieberman (1967) adopts this analysis.
Katz and Postal (1964) recognized the connection between yes-
no questions and disjunctions, but consigned the association
to the semantic, rather than the syntactic component, Hase-

 gawa (1968), Langacker (1969 and 1970), and Moravesik (1971)
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derive yes-no questions from disjunctions and argue for the
derivation of yes-no question intonation I give here,

11, The main drawback of a syntactic association between dis-
junctions and yes-no questions is that it apparently doesn't
work as well for negative yes-no questions as it does for
positive ones, I contend that it is always the sscond half
of the disjunction that is deleted to form yes-no questions,
rather than sometimes the first half and sometimes the
second half, This means that we nust postulate underlying
disjunctions of the form neg-or-pos as well as the more
natural and grammatical pos-or-neg, I gave some semantic
and syntactic arguments for this analysis of negative quess
tions in Chapter III.

12, If the "not" receives special emphasis, so that the first
term may receive a fallerise, the "not" canft be deleted,
since the presence of [hemph| will not fit into the struc-
tural description of the deletion transformation.

13. Langacker (1969) proposes that all questions are derived
from disjunctions, but that in all cases other than yes-
no questions, the disjunction is infinite, This has some
semantic, but little syntactic, plausibility. However,
even in terms of semantics alone, the situation is more
complicated than he hag indicated, as I showed in Chapter
II. At any rate, an infinite disjunction would certainly

defy intonation assignment. So either intonation would
simply not be assigned to infinite structures, or intona-
tion assignment would follow the collapse of the disjunce
tion., In either case, the intonatiocnal pattern of WH
questions would still be different from that of yes-no
questions,

- 14, One problem that remains but is rather peripheral is that
of intonational placeholders. John Ross has pointed out to
me that "hunh® and "hm" are not mere bestial grunts, They
serve a linguistic function as intonational placcholders,
rather like the O's in the number system, Each has a
distinct function, and there arerestrictions on their use,
(For many people, they tend to merge phonetically. Thus
their one grunt allows anything allowed by either of our
two distinct grunts.)

¥Hnm" is a placeholder for rising intonation. It may not
be used after statements--~that is, it may not replace tags.

(1) *He's ;;;;;E} hm?

(11) *He's Coming, hm?
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It may be used redundantly after yes-no questions, which
already have rising intcnation, But because it is redundant,
it sounds rather insistent here,
./’ /

(111) Is he coming, hm? _
It has two primary uses. First, it i1s used following WH
questions, where the rising intonation on "hn" is not
redundant., L

D

(1v) Who's):;;;gé, hm?
Its other primary use is-.as a complete reply in itself, It
may be used in response to one!s name or some other attentione
getter to signal receptivity, or it may be used in response
to any sentence to mean "What did you sayt",either as a
request for repetition or, with a sharper rise, to register
incredulity.

—
(v) A, John?
../ !
B, Hm?
(vi) A, Aardvarks have wings.

. e’ -
Bl, Hm? |request for repetitioé]

B2, Hnm? [incredulity)
"Hunh" is a placeholder for other intonations., It may not
be used after any sentence that ends in a rise,

’ ~,/’// TN
- (vii) *He's coming, hunh,

(viii) *Is he 'cT)?a/ng, hunh,
It may not be used with redundant falling intonation following
a2 WH question,

(ix) ®Who ate all the cookies, hunh,

"Hunh" is used to replace two sorts of tags, One is the
negativity-switching tag which is a request for confirmation
and has falling intonation (the tag of S tags).

TN ™ . T~

(x) He's coming..;;;R. cfe Hels coming, isn't he,

The other is the sarcastic or belligerent tag which does not
swltch negativity.

\__./
(x1) SoI'm ;;;;IHT“Eﬁﬁﬁ} ~ecf., So I'm stupid, am I?
These tags have rising intonatiocn, but it is not the question.
ing intonation, which starts high and rises., Rather it startis
quite low and rises to normal speaking level,
"Hunh" is used in a similar way following belligerent or
accusing questions, Its intonation here differs from that
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it has in (xi) only in that there is a sudden sharp rise ai
the very end, (Here it is particularly common to use "hunh"
and Yhm" interchangeably.) Again, this usage sounds redune
dant after yes-no questions,

__/

< .
(xii) Did you do it, hunh?

(xiii) What's the m;:;}‘, B‘ﬁ't :
Perhaps the confounding of "hunh" .and "hm" here is due to the
fact that this intonation is a combination of the belligerent
intonation of "hunh® 4in (xi) and the rising intonation of
Hhm' in (iv). .

fHunh! may also be used as a complete reply in itself,
usually, again, to register incredulity or bewilderment.
"Hm" indicates puzzled incredulity; "hunh! indiecates that B
is pretty certain A is wrong. .

(xiv) A. Aardvarks have wings.

: ./
B, Hm? I thought they were some gsort of mammal,
B!, Hunh? You're crazy!
We can suggest sources for most of these uses of "hm" and

"hunh", The ones requesting repetition or registering
incredulity are derived, by deletion of everyihing but the

intonation, from "What?", which in turn is derived from the

/ !
echo question "What did you sayt" Two uses of "hunh® were
shown to be related to tags earlier, In fact, they are
probably derived from these tags, Neither "hm" nor "hunh%
may replace the tag of a Q tag, however, This may be because
while a belligerent tag sentence without its tag still sounds
belligerent and an S tag without its tag is still a statement,
a Q tag without its tag cannot stand alone as a question, In
other words, an intonational placeholder can only replace
segments and support intonations which are more or less

redundant anyway. ("What?" may seem to be a counterexample

to this, but I think it is not, because the slightest gesture
of surprise or puzzlement, such as a widening of the eyes

or a raising of the eyebrows, achieves exactly the same effect,
"yhat did you say?", as an expression of amazement, is 2

case of verbal overkill.)

%Hm" and "hunh" following yes-no questions are probably
derived from tags also., Tags and placeholders sound about
gqually redundant in this position. Many people will not
accept either one,

Chm? _
(xv) Is it too late, [T it?
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/
. (Hunht /
(xvi) Are you going to step over the line, )aré you?
Only after WH questions do placeholders lack for a source,
The only morphologically specified substitute I can think of
which has the same intonation is "do you know?"
s—//» :
(xvii) Why did he do that, hn? J
; hunh?
*d.d he?
®why did? —~
#hy? cf, why?
*yvest
*no? - — T ——
*T ask you? cf,..I._ask you?
*£e11l me? cf, tell me?
‘_—_—"v/_-/ N

do you know?

do you know?

However, I do not think "do you know" is a likely source for
the placeholders, because it has too much semantic content,
For instance, (xviii) is a strange sentence, semantically,
But(xix) has none of this strangeness,

7

—-—/
(xviii) Why do you think he did that, do you know?

g-‘/

(xix) Why do you think he did that, hm?
What I am rejecting here is the idea that placeholder-
formation could improve a semantically difficult situation.
It is, however, quite possible for placeholder-formation to
improve a grammatically difficult situation. In fact, "hunh"
as a tag-replacer is especially popular in sentences where
the full tag would be awkward or ungrammatical, It is well-
known that the tags which do not have negativity opposite to
that of the first part of the sentence--i,e, the belligerent
tags--are fully grammatical only if both statement and tag
are positive, as in (xx). If both are negative, as in (xxi),
some speakers get the sentences marginally, others not at all,

(xx) So I'm a sap, am I?

(1) 77So you can't do it, canft you? :
But (xxi), with "hunh" replacing the tag .and taking over its
intonation, is fully acceptable,

(xxii) So you can't do it, hunh?
If (xxii) is indeed derived from (xxi), this situation is
reminiscent of rules like Sluicing, which can convert ungrame
matical sentences into grammatical ones,

This suggests another source for placeholders after WH
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questions, Since there seems to be no good morphological
source for these placeholders, perhaps what is going on is
that tag-formation applies to WH questions, producing, of
course, some monstrosity. But if the monstrosity were then
immediately wiped out by placeholder-formation, nobody would
be the wiser, I know of no good argument for such a source,
however, so I will leave this as an unsolved problem,

See Moravesik, 1971 for further discussion.

Several problems related to intonatim assignment still need

to be more fully explicated, but cannot be dealt with here,

For one thing, the reduction possibilities in embedded "whether®
clauses need further study, as do the stress and intonation

.of adverbial "whether" clauses (see Kaufman, 1971). Intona-

tional placeholders pose some problems for the analysis I have
proposed. And the notion of independent and dependent
variables needs refinement and explicit reformulation in terms
of TH.
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CHAPTER V: ANSWERING SYSTEMS

In this chapter, I will investigate the interrelationship,
in answers to yes-no qix.estions, between the positive-negative
ﬁsﬁnctim and the agreement-di sagreement distinction, I will
develop a notion of semantic difficulty, which can be used in
studying the structures of systems of minimal direct answers to
questions in the Ilanguages of the world, |

In section V,1, I will show that of the four types of
minimal answers to yes-no questions--positive agreement, negative
agreement, positive disagfeement. and negative disagreement
(henceforth PA, NA, PD, and ND, respectively)--PD is the most
restricted in English, In section V.2, I wiil shbw that this
is because PD is the most difficult or marked answer. This fact
has consequences both for the acquisition of language and for the
relative possibility or probability of various an'sﬁering systens
sliowing up in the languages of the world; In section V.3, 1
_will try to show how English déternd.nes vhether an answer is
positive or negative, and in section Vo4, I will show that the ease
or difficulty which languages have in solving this problem
(vhether answers are positive or negative) influences their choice

of answering system,.

V.l Restrictions on Answers Let us consider answers to yes-no

questions-~the simple choice between saying "yes" and saying Bnot,

In English, the cholice is determined by the ﬁresence or absence
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" and position of negative elements in the question and in the
answer, In the simple cases, ”yes"’ goes with a positive answer, -
and "no" goes with a negative énswer. But the choice is influenced
by whether we wish to express agreement‘ or disagreement with the
questioner's assumption, We tend to use "yes" to agree and
no' to disagree, although the formér tendency is the stronger.
The functional explanation for this tendency is the difficult to
express but strongly felt semantic bond between negation and
contradiction or opposition on the one hand, and positive

phrasing and agreement or similarity on the other,

(1) He went, didn't he?

(2) He didn't go, did he?

Both of these tag questions may be answered "Yeé, he didt
or "Nb, he didn't", However, in answer to (1), "Yes, he dian
is used to agree, "No, he didn't' to disagrée with the quess
tioner's assumption (i,e. "He went"), while in answer to (2),
wﬁere the assumption is "He didn't go“; o, he didn't" is used

to agree, "Yes, he did" to disagree, Now, using "yeé".to
| disagree is an unnaturél act, semantically confusing, 'and, as
we shall see, grammatically questionable,

The answers to (1) may be shoriened to “yes" and "no",
with the same functions as the longer answers, And (2) may
be answered, in agreement, "no", But to answer (2) with tyes!

ié at least partially ungrammaﬁical--insufficienﬁ, | somehow,
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One of the réasons for this is that the hébit of agreeing by
saying "yes" is so strong that people sor;etimes do so even in
answer to qﬁestions like (2), This, everyone agrees, is ungrame
matical, but it happens qﬁite often. Consequently, when "yes"
15 used correctly--to disagree with (2)--the tag "he did" must
be added t6 make the disagreement cléaf. Thus a fepresehtative

paradigm of minimal answers to tag questions is as follows:

(3) Q. He went, didn't he?

Ye Se
A, (No,

(4) Q. He didn't go, did he?
No.
A, (Yes, he did,

The same paradigm applies to regular questions., Thus, even
though negative yes-no questions usually seem to expect a
positive answer, the fact that they are negatiire in form takes

precedence in determining the form of the possible minimal

answerse.

(5) Q. Did he go?

Ye Se
A, (No.

(6) Q. Didn't he go?

' No.'
A, [ Yes, he did,

Compare the German paradigm, Here, positive disagreement
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is marked not by use of a tag but by use of "doch" instead of

the usual ®ja",

(7) Q. Geht's dir gut?

Jdae “ %
A, / Nein,

(8) Q. Geht's dir nicht gut?
Neihoq
AQ mCho
. /
There are related paradigms in English, The words "too"

e .
and "either®, used in disagreeing with statements,

(9) S. He went,
: /S
*He did too. - E
R, (He didn't either,
(10) S, He didn't go.
{ He did too, ,
R, ({*He didn't either,
may also be used to disagree with tag questions which have
falling intonation, However, while the "either" response seems
a bit excesgsive and a bit ungrammatical, the Hgoo! ‘response is
completely appropriate and fully grammatical, funétioning like

the corresponding obligatory extré. tag of positive disagreement,
(11) Q. He went, dm.
| *He ‘did tdo. ,
A, (1He didn"l? either,

(12) Q. He didn't go, did hoe
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/ ,_
*He didn';, either,
Ao He did too,

4

/ /
The same holds true of "not" and "sof,

(13) Q. He went, didn't he,

, S
*He did so, g
Ao ([tHe did not,

4) Q. ‘_,He; didn't go, did he,
| i *He did x};ﬁ.}
A, |[He did s0,
The r;ecessity of using a tag in indicating positive disagree<
ment créaﬂes difficulties in certain situations, For instance,
it is well known that it is hard to decide which pi'onoun to use
with '"nobody", as the following examples show,
o é*hev‘?
(15) Nobody came, did (?they?

their?
(16) Nobody raised /his J hand,

?7themself g
(17) Nobody shaved Jhimself .

*themselves
The difficulty becomes even more pronounced in the attempt to
answer the question "Did nobody come?" A "no" answer is
perfectly acceptable, meaning "No, nc;body éame". But a "yest
answer requires a tag, as we have seen above, ~Md a t.ag‘requires
a pronoun, "Someone" and "somebody" do not qualify, as shown
by (18). |

: 'someboo‘y?
(18) #*Nobody came, did )someone §%
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Neither %he" nor "they® is very good, so one is almost forced
to make a mdre spécifié answer than such questions normally

require, avoiding the use of a tag,

(19) Q. Did nobody come?
*Yes, he did. |
- t¥Yes, they did.
A, |%Yes, someone came,
"\Yes, John cane,

M1l of these examples have illustrated the difficulties
that arise when one must disagree by saying "yes", In these
cases an ';nswer--"yes“--is unacceptable though gi'ammétical.
Now we will see that it is also possible for a "yes" answer
to be completely ungrammatical because of such difficulties,

It has been pointed out, by Chomsky among others, that
certain sentences, involving negative polarity items, which
would be ungrammatical if produced without ellipéis. are

grammatical after VP Deletion applies. Thus, although (20)

is out, (21) is grammatical,

(20) #*Joe didn't have very much fun, but Steve had
very much fun,

(21) Joe didn't have very much fun, but Steve did.

This phenomenon carries over into discourse, Thus (22B) is out,
but (23B) 1# grammatical, I
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(22) A. Did you have very much fun}

*Yegy, very much.
Be {*les, I had very much fun,
(23) A, Did you have very much fun?

B, Yes, I did.

(21) seems to me perfectly grammatical, but some very
similar éxamples are much less so.
‘until 5:00)
(24) 1t7Mike didn't reach the top ‘|for a weekj, but Donna dide
These polarity items are also very nearly unacceptable in

yes=no questions,

(until 5:001
(25) 1Didn't Mike reach the top {for a weekj¥

If (25) is acceptable, a "no" answer is expected and fully _
| guntil 5300/
grammatical, meaning "No, Mike didn't reach the top {for a weekj."

. : by noon
A "yeg" answer, however, or even "Yes, }in three daysj", is
pretty ungrammatical, ' . |

Certain affective elements pattern similarly.

(26) *It rarely rains here, but it doesn't rareiy rain
in Seattle, |

(27) 111t rarely rains here, but not in Seattle,

(28) Q,' 77Does it rarely rain?

Yes (it rarely rains). .
A, J1tNo (*it doesn't rarely rain),
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With these items, however, position makes a great difference,
When “rafely“ follows the VP, the judgements are like those

K

for (20)-(23), rather than (26)-(28),

(29) 17Here it rains rarely, but it doesn't rain rarely
. in Seattle. |

(30) Here it rains rarely, but not in Seattle.

(31) Q. Does it rain rarely?
{Yes,
A (o,
This difference in patterning with position correlates with

the following differences, which were pointed out to me by
Ho Lasnik.

(32) No one speaks to me anymore,
(33) 17I speak to no one anymore,
(34) Not cften do I work.
(35) *I work not often...

It also correlates with a difference in tags with position.
"Rarely", "seldom", etc, take positive tags when in pre-verbal

position, and také negative tags when in posteverbal position,

(36) It rarely rains, does it?
(37) 17It rarely rains, doesn't it?
(38) It rains rarely, doesn't it?

(39) *It rains rarely, does it?
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(36) is fully grammatical, while the acceptability of (25)
and (28) is questionable, so (36) will better illustrate our pointe
Here again, (38), like (31}, may grammatically be answered either
tyes! or 'no", (36) may be answered 'no", meaning "No, it rarely
rains", But a "yes'" or "yes, it does" answer is corﬁpletely UNZraie
matical, This is not to say that disagreement is impossible, One
can answer "Oh, it rains often enough" or some such, But a plain
"yes" or Yyes, it does" is only confusing. So here again a FD
angwer is difficult,

' The question is, why is a "yes" answer acceptable for (23)
but not for (36)? The answer, I think, is that in response to
(23), and even (é8), one may offer two sentences differing by fuil
negation, even though one is ur;g}‘axntnatical. For (28), these answers
are Wes, it rarely rains* and "No, it ;loeszx't rarely rain.," But
for (36). where, because of the positive tag, the negative answer
must.mean agreement, namely, "No, it rarely rains", there simply is
no PD opposite, Positive opposites, unlike negative opposites, are
not arrived at by adding av not", Thus, a "yes" couldn't mean
#Yes, it doesntt rarely rain", Positive opposites are érrived at
by taking away a "not" or other full negation., But in "No, it
rarely rains', thére is no not" to take away. A"’yes“.answer
couldn‘t mean "Yes, it rains", for this is not the Oppésite of "It
rarely rains" and hence not a straight answer to the question. A
true opposite would be "It often rainsg", and this would be a good
angwer, However, "rarely" and "often" or '"not often" are not

grammatically related, and hence, given the question, the
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relationship necessary for Answer-Deletion is not fulfilled by
es, it often rains®, Looked at another way, the rules for intere
preting answers, given their questions, simply cannot and will not
£111 in "It often rains' after "Yes" in response to (36), This

is an example where “yeé“ asg an ansver ls ungrammatical on éecount
of the difficulty of positive disagreenent,

Now let us consider a third, more complicated case, | Msgwers

to the following sort of question, if in minimal form, are very

confusing.
(40) Have you no bananas?

If we in fact have no bananas, we may grammatically and truth-

fully answer this question either "yes" or "no". If we in fact

do have some bananas, we may éghain'grarhmatically and truthfully

answer this question either "yes" or "no", Very confusing, ILet us

rate these answers in terms 61‘ the positive-negative and agreement-

disagreement distinctions, |

(A) Yes (we have no bananas), Better than C in terms of

agreement-positivity match ((40) assumes you have no
bananas).

(B) No (we have no bananas), Better than D in terms of
negativity ("no" conditioned by sentential negation
in answer). ’

(C) Yes (we have some bananas). Better than A in terms of
positivity ("yes" conditioned by negationless answer),

(D) No (we don't have no bananas, i.e., we have some
bananas), Better than B in terms of disagreemente
negativity match (contradicts assumption that you
have no bananas).
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The only reason (A) and (D) are grammatical at all is that
the negative is not attached to the AUX in the questioﬁ. Senew
tences in which the negative follows the AUX (and in questions,
where we have Subject-AUX Inversion, all negatives not attached
to the AUX follow it) can pattern like positive sentences with
respect to some grammatical restrictions, Thus (40) is ambiguous
as to whether the negation is sentential or not--as to wﬁether it
is a positive or a negative question, This problem will be dis-
cussed mbre fully in section V¢3. -

Normally, any negation which can be is interpreted as
sententiél, and in fact, my informants prefer to interprét
tyeg" and "io" as meaning (C) and (B), respectively, There is
more hesitation in interpreting ,"yes"’ than for 'no%, This is
because PD is more marked or difficult than NA, 'as\t»ie ghall see
in section V.2, Similarly, although (A) and (D) are both somewhat
unacceptable, (D) is more so because of its double negation,

The informants also prefer to produce "“yes" and "no" when
they do and do not, respectively, have .bzmahas. | That is, they
prefer to produce (C) and (B) rather than (D) and (A). However,
in the former case--when they do have some bénanas«:—t—hey mach
prefer to produce "yes, we do® instead of "yes", Here the two
distinctions join forces, for thc tag is specifically correlated
with PD, For the hearer, 'yes, Vwe do" should be just as ambiguous
as "yes", meaning either ‘fj'e s.i we do have some bananas" or "yes,

we do have no bananas", But this is not the case, 'ﬁ:é former
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interpretation is greatly preferred., There is less hesitation
about producing or interpreting “yes, we do", meaning e do have
bananas", than for any of (A)-(D), |

In conclusion, then, we have seen that when the two distinc-
fions conflict, the positive-negative one takes precedence, Howw
ever, 2greement-disagreement retains its influence, and the two |
interact to produce a hierarchy of degrees of grammaticality/
acceptability. The answers discussed fall into the following
best-worst order: Yes, we do; (B); (C)s (A); (D).

In this section, we have seen that when difficulties arise
in answering questions, they are usually worst for the answer
expressing positive disagreement, Later on in this chapter we
will consider in greater detail- several of the topics that have
been brought up in this section; in particular, it will be shown
that the difficulties involved in PD are in a sensé universal,
and influence the system of miﬁimalvanswers to questions in every
1anguagé. We will also consider further the érammatical rules
that produce "yes® and "no" at the heads of answers, and the factors

vhich govern the choice,

V.2 Possible Question-Answering Systems In the last section

I showed that of the four types o minimal answers, PD raises
the most problems in English, It is specially restricted in
that its tag may not delete, Thus the gystem of minimal answers

to yes-no questions in English’may be represented as followss
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Agreement Disagreement

Positive yes yes, tag

Negative no o
NA and ND use the same form, but PA and PD do not,

PA, PD, NA, and ND are the four basic categories in
answering s;ystems for yes«no questions in all languages.l'
The English arrangement of the system, in which only NA and
ND use the same form, is wide-spreé.d in the languages of the
world, but 1t is not the only possible arrangement, A few

languages which do use this arrangement are listed below,

, GERMAN
_ : Agreement Iisagreement
Positive ja . doch
Negative nein nein
FRENCH
Agreement Disagreement
Positive . el
Negative non . non
SCANDANAVIAN
Agreement Disagreement
Pogitive Ja - Juor Jo
~ Negative nel nei
RUSSIAN
Agreement Disagreenment
Poditive da - >

Negative n'et “n'et

In Russian, NA and ND merge, PA has-a special word, and PD
requires some sort of emphatic circumlocution, the word for PA
albne being insufficient, just as in English, Thus these
gystems are all essex;xtially the same, '

The reason PD so often has to have a special word is that

it is the most semantically difficult or markedj‘of the four
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categories, First let me explain what I mean by semantic
difficulty. A

Given that sentences havé both syﬁtactic i_‘orm and semantic
content, semantic difficulty is made up of the following: 1)
semantic content, 2) incongruity of syntactic form and semantic
content, We will regard disagreement as having semantic content,
while agreement does not.?} Thus we must agsign ND and PD each
one unit of semantic difficulty on account of their content,
We will regard negativity as being congruous with disagreement,
and positivity with agrgement, while negativity is not congruous
with agreement nor is positivity with disagreement. Thus we
mist assign NA and PD each one unit of semantic difficulty on
account of their incdngruity of- form and content, This leaves
PD, with two units of difficulty, the most difficult éategory.

Let me try to defend. this definition of semanﬁc‘difficulty
by comparing 1t'an alternative definition, namely, one which
say s thét | semantic difficulty is simply made ﬁp of semantic
clonten't ‘(disagreement) and syntactic form (negativity). This
wouid make ND the most difficult category. The immediate
argument for the definition wel have chosen ié that it gives the
desired result--namely, that Pb is the most dAifficult category,
which we saw to be the case in the last section, But I think
that there is a déeﬁer reason, Saying that disagreemeht is
marked is a fairly normal sort of semantic rule, There is no

doubt that the act of disagreeing is more marked than the act
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of agreeixig. It congtitutes a departure from what is expected.
But agrcemen’t énd disagreement are the semantic content of
positive énd negative, When this content has been extracted out
and marked as being difficult or not, it is not surprising that
utterances are not further marked, redundantly, as it weré. for
merely being negative iA form, If a question is negative in

fornm, the easy answer is the one that is also negative in form,

. Thus owr second definition of difficulty would have little semantic
justification, | |

Te second component of semantic dirﬁculty--incongmity‘ of
form ‘and'content'-‘-is just a way of expressing the semantic link
among negativity, fe:)ecticm, denial, and disagreement, as opposed
to positivity, acceptance, acquiescence, and agreement, '

Ai!ha notion of semantic difficulty has two uses, I predict
that 1) the more semantically difficult a catégory. the later it
v11 be acquired and used by children, and 2) semantically
difficult éategorios will be the last to coliapse morphologically
or grammatically with other categories, My first contention is
s@ported by the fact that children learn to use PA and ND
socner than they learn to use NA, and in particular PD, The
data in Bellugi's thesis (1967), show this clearly,

Vhen childi-en first start using "yes® and "no" as answers,
"yes® is used for PA, "no" for ND, NA is usually implied rather
than expressed, and PD-is expressed by an affirmative sentence,
without "yes®, The following examples are all from or slightly

before Bellugl's ..poriod B (ibid.).
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PAs Adults Are you going to be little?
Adam: Yes,
Adults When?
Adams Fﬂd&y °

Adults Would you like to have your lunch right now?
Eve: Yeah,

NDs Mother: Is that my grape juice?
Eves No, that Eve grape juice,

Fathers Can I have my money back?
Saxraht No, my money.

NA: Mother: Your pencil didn®t break,
Eves Only Fraser's.

Mother: Oh, we don't have any bread, Eve,
: Eve: We hab buy some,

PD:s Mother: Oh, I don®t think you like the water,
Sarahs I like water,

Mother: You don’t know how to swim,
Sarah: I how gswim,

Bellugi herself points out that PD is the last category
acquired, She say, of PD, "The mother says 'Ch, it doesn't?,
The child counters with 'Yes, it does'. This‘_is rare in the
early periods, The childrenb are much vmore likely to ignore,
persist behaviorally, or implore, than they are to disagree
verbally," This s;c,atement does not apply to ND, which is
acquired rather early. |

Now let me elaborate on my second contention--that semantically
difficult categories will be the last to collapse morphologically
or grammatically with other categories, This means that we can

make some preliminary hypotheses about what question-answering
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systems are possible-.i.e,, which ones could turn up in a human

language and which could not, There are fifteen possible arrange-

ments of the four categories, aé follows (dashes mean that the

terms they join are all represented by the same form)‘z

A
5,
Ce
o,
E
F.
G
H
I.
Je
K.
L.
M,
N,

0.

PD;

PD;

PD;

ND;
NA.;
D3
NA;

NA; KD
NA=ND
PA-PD
PA=NA
PD-D
PD-NA
PA-ND

PA-PD; NA-ND

PA=NA;

PA=ND;

PAs
PD;

il

NA;
ND;

PD=ND
PD.NA

PD-NA-ND

PA-NA-ND

PA-PD-ND

PA-PD-NA

PA<PD-NA=ND

low probabilitav

very high probability
very low probability
very high probability
very low probability
impossible

impossible

- high probability

high probability
impossible
impossible
impossible
impossible
impossible
impossible

Let me again point out what the four categories mean:

positive question

negative question

positiVs answers PA
negative answers ND
ositive answer: PD

negative answer: NA
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Now, it is cbvious that no- language 'will express all four

categories in exactly the same way, for ’é.his would rob answers of
all semantic content other than "I respond" or some such. So (0)
is not a possible system, S&imilarly, no 1anguag§ will express
three of the categories in exactly the same way, for this would
mean that alithough one type of question (positive or negative) .
would have two possible answers. (agreeing and disagfeeing), the
other type of question (negative or positive) would have only one
answere--agé.ing, an impermissible loss of semantic content, So (K),
(L), (M) . and () are impossible systems, By the same token,
PD and NA cannot merge, for then negative questions would have
only one answer, and PA and ND cannot merge, for then positive
questions would have only one answer, So (J), (F), and (G) are
imposgible systems,

This leaves us with seven interesting systems--(4), (B),
¢y, (D), (E), (H), and (I). All of them are possible, Because
PD is the most semantically difficult category, we predict that
it will be the category least likely to merge with another,

It will be more nkely to merge with a category if the other two
have merged than if they have not, On the other hand, a system
with no mergers is a bit inefficient, cox;xveying more information
thain is really necessary. These factors give roughly the following
hierarchy: (B) and (D) are the least difficult systems, (H) and
(I) are next, then (A), and (C) and (E) are the most difficult or

least likely to occur,
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Actually, most systems will be more complex than indicated,
making different distinctions in different ways. In English, for
instance, the distinction rpade in (I) correlates with the milde
sharp intonation distinction, the distinction made in (H) is made
morphologically, and the additional distinction made in (B} is
made by the syntactic rule of tag deletion,

Hebrew is like English in this respect., Morphologically,
its s&’stem is as in (H), but the fact that full reduction is not
possible for PD makes its system more like (B), In answer to
"Ha'im hu ba¥ #, #Ig he coming", one would say either "Ken® (PA)
or "Lo" (ND).I But in answer to "Ha'im hu 1o ba?", "Isn't he
coming?!, cne would have to say either "Lo" (NA)’ or Y“Hu ken ba"

(PD), "Yes, he is coming", The system would be represented as
follows, where dashes indicate that "ken" alone is not sufficent.’

HEBREW
, Agreement Disagreement
Positive ken . eskeNew
Negative lo - 1o

lhis sort of interaction of syntex and morphology 1s also
péssible with (I)-'iype systems, This is the situation in
Japaneée.s'.' Hers agreenent,: whethér.positive or negativé, is
expressed by "hai®, disagreement by ‘“iie“.é However, ?D, ‘as we
would predict, is the nost difficult category, This is shown
by the fact that, in 1-3 below, one may use either the single
wérds "hai® or "iie", or a longer answer, But in 4 "iie" alone

seems z}ather insufficient, and the longer answer is much preferred,
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(41) KXyoo-wa atuei des-u ne,
It's hot today, isn't it,

1., Hat (soo deseu ne), (PA)
Right (it's hot teday)

2. Iie (atuku-wa arimasen). (ND)
Wrong (Lt isn't hot today).

(42) Kyooewa atuku-na-i desu me,
It ien't hot today, is it.

3, Hal (soo des-u ne). (NA)
Right (it isn't hot today).

L, Tie kyoowwa atu-i des-u. (PD) .
Wrong, it ig hot today,
Thus Japanese is morphologically an (I)-type system, but,
with the additional restrictions on deletion. it is more
like a (D)-type systems
A §1earer example of a (D)-type system is provided by
Latvian, Latvian repeats the verb in all categories, but also

adds particles for PD and ND.7

LATVIAN
Agreement Disagreement
Positive 1) V gan
Negative negV negV vis

A clearer example of an (I)-type system is that of Hidatsa."

HIDATSA
Agregment D.Lsagxl'eement
- Positive € reca ¢
Negative é reca ¢
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Jcelandic provides an example of a question-answering system
that has changed radically. In thirteenth.century Old Icelandic,

the system was as follows:

OLD ICELANIIC
Agreement Disagreement
Positive ja . nei

Negative Ja nei

" Here PA and NA have merged, as have ND and PD, This is like the
situation in Japanese--an (I)-type system, morphologically., The
fact that PD is the most‘mai'ked category is reflected by the
fact that a special word "jaur" or "jur" came to be used for it
in the fifteenth cen‘tury.‘ 'I’his preéipiﬁated the switch to the
modern system, in the sixteenth century.g The modern system is
just like that of the other Scandanavian languages, where NA
and ND have merged, while PA and PD each have gpecial words,
That is, it is a (B)=type system, The change, then, was from an
(I)=type system to a (D)=type system to a (B)~type system, so
that each step involved a change in only one category, |

Leslau (1962) gives the question-answering systems of five
Ethiopian languages, These are interesting becausev they show that
a great variety of different system types are possible within a

group of fairly closely related languages,

AMHARIC
Agreement Disagreement
Positive awon yallam

Negative awon  yallam
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TIGRINYA
Agreement Disagreement
Positive 7 wwa ¥ bba
Magative yallan yallan
HARARI
Agreement Disagreement
Positive i : v
Negative i me?
CHAHA
Agreement Iisagreement
Pozitive nk \'4
Negative e ba
SODDO
Agreement Disagreement
Pogltive i yalla
Negative aw yalla

(V means that no particle is used; rather'. the verb is repeated,
without the negative.) The Amharic system is of type (I), like
Japanese and (Old Icelandic, The Tigrinya system is of 'type (B),
like French and German, The Harari system is of type (D), like
Latvian, The Chaha system is of type (A)--the first system of
this relatively improbable type that we have encountered so far,
All four categories are expressed differently, Another example
of this type, as pointed out by Gudmmndsson (1970), was sixteenth
century English, |

ENGLISH (16th Century)
Agreement Disagreement
Positive yea . Yes
Negative no nay

Thus English has changed from a relatively difficult (A)etype
system to a less difficult (H)-type system, A remant of the old
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system may be seen in the fact that "yeah" is an optional
variant of "yes" in modern English only in the case of PA, not
PD, and "nah® or 'naw" is a variant of 'no® for ND, It is intere
esting that it is the answers to negative questions ("yes" and
"no") that have survived.

‘The fifth Ethiocpian language, Soddo, has a highly marked
(E)~type system. PD and ND are merged, and PA and NA each have
special words, Our definition of semantic difficulty predicts
that in the vast majority of cases, if any category has é. special
word, PD will have one, It looks as if Soddo started with the
same system as Amharic, then borrowed Harari'®s word for PA.
Since I cannot check the facts, all I can do is suggest that
this, and all (E)=-type systems, are probably highly unstable.

I have found no examples at all of the equally improbable
(C)=type sgystem,

This brief survey of occurring question.answering systems
gives some inductive confirmation to my ranking of the gystem
types in terms of probability. (B), (D), (H), and (I)-types are
all fairly common, (A)-types less sc, and (C) and (E)-types are
virtually non-e:d.stent.lo

I pointed out earlier that intonational, morphological,
and cyntactic factors interact in cuestion-answering systems,
and that English, with its somewhat marked (H)-type morpholog-
jcal system, became, through interaction with a syntactic rule,

an unmarked (B)-type system, Now, answers are a rather unique
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morphological system, in that answers often occur as complete
sentences, in and of themselves., This is not the case with most
other morphological systems. For instance, the system of noun
inflections interacts nbt only with the systems of determiner
inflections and adjective inflections, but also with facts about
word order. The gsystem of verbal inflections interacts very
closely with the system of ;wdnouns and the rules deleting them,
We see that, while we must sometimes take one syntactic rule
into account in determining how difficult a languages®s questione
ahswering system isg, making prediciions about nmergers in case |
systems is mich more complicated, This is because there are many
more po‘centigl ways of preserving a necessary distinction, For
instance, nominative and accusative formg may merge because word
order preserves the distinction between them, Topicalization
permutes their order, but, as Ross pointed out (personal communi cae
tion), therpis sometimes a special restriction bénrring Topicaliza=
tion in just those cases where it would produce an ambiguous
sentence,

However, I think there still might be other grammatical ‘
systems, where word order is not a factor, where the notion of
semantic difficulty might apply. Let us develop a somewhat hypo-
thetical example, Suppose, as seems not unreasonable, that we
could justify the following two statementst 1) specificity has
semantic content, while non.specificity does not, and 2) definite=

ness and specificity are congruent, indefiniteness and
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ﬁon-specificity are congruent, snd the other combinations are not,
These conventions would mean that, of four possible determiner
ty‘pes--spaclfic definites (SD), non-specific definites (ND),
specific indefinites (SI), and non-specific indefinites (NI),

SI's would be the most marked, The consequence of this, if my
predictions are correct, would be that if any language had a
three-determiner system, based on specificity and definiieness,
one of thg three determiners would be used only for SI's.

As I pointed out, this is just a hypothetical example, I am
not sure whether, in fact, it is specificlty or definiteness that
has semantic content, Moreover, I have little information as to
what sorts Qf determiner systems actually occur, I merely wish
to suggest that my analysis of questioneanswering systems is not
totally ungeneralizable,

As a matter of fact, there is a dialect of English which
supports my contention that SI's are the most difficult, and
will tend to develop thsir own determiner., This dialect takes
the word "this", which, in its normal use as the proximate demone
strative, is stressed, as in (43), and uses it, wnstressed, as

the SI determiner, as in (44) and (45).

/
(43) This man reads a lot of books,
(44)  This ma{n I know reads a lot of books.
(45) Tere is this ma/;x bothering me,

/
(46) *There is this man bothering me,
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The fact that There~Insertion can operate on sentences with
unstressed "this" shows that it is indefinite,

For this dialect,‘ then, English is a three~determiner
system, with "the" for SD's and ND!'s, "a¥ for NI's, and "thig"

for SI's, having developed from a two-determiner "the®.'a" system,

Vo3 Conditioning of Pogitivity-Negativity I have shown that

the rules determining agreement and disagreement are rather simple=
minded, straightforward, formal syntactic matching rules. The
realities of the semantic situation, which do not always accord
with those of the syntactic situation, enter in only at the level
of degrees of grammaticality. The rules, then, determining
whether an answer is agreeing or disagreeing are as follows,

where Sheg means sentential negation,

(47) o{Sneg question, - Sneg answer --» disagreement

(48) o Sneg question, ©{Sneg answer -=y agreement

v The rules which determine whether an answer is positive or
negat.iwie, i.é., whether the sentential answer should be preceded
by and redncible to Yyes" or "no', is equally straightforward but
allows latitude in a different way. The straightforward part is:
the answer is negative if it has 2 sexitential negation in its

topmost clause, positive if it does not. The rules are (¥9) and (50).

(49) Sneg answer =-<> negative
(50) -Sneg (= §) answer -3» positive
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1

According to these rules, the proper answers to the followlng

questions are the two written benezth them,

(51) Q. Do you like nobody?

N, No (I like nobody) [or] (I don't like anybody).

P, 7Yes, I like somebody,
(52) Q. Does nobody like you?

N, No (nobody likes me),

Pe 1Yes, somebody likes me,
(53) Q. Don't you like anybody?

N. No (I don't like anybody).

P. 1%Yes, I like somebody,
(54) Q. Doesn't anybody like you?

Ne No (nobody likes me),

P, %Yes, somebody likes me,

There is, however, a second set of rules determining posi-
tivity and negativity, which often gives results contradictory
to the first set ((49) and (50)). There are several reasons for
the existence of this second set of rules, One reason is that
the PD answers above are even more unwieldy than is usual, because
they require not just the subtraction of a negative, but also the
operation of an 'any -3 some! rule which involves a semantic
change as well as a syntactic one, |

A second reason is that the first set of rules treats all

of the above questions as negative questions, with no real
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difference between (51) and (53) or (52) and (54). In other words,
any negative that can be isg interpreted as a sentential negation,
and all questions with Snegs are negative, However, it is welle
known that many negatives in mglish are ambiguous as to scope.
There is a reason for having both (51) and (53). The second set
of rules tskes these facts into account, and says that an answer
is positive if there is no discourse sentential negation, negative
if there is.

Here I must explain what I mean by discourse sentential
negation, In a set of related ssntences, the first sentence is
an instance of discourse sentential negation if only the obliga-
tory negative placement rules have applied to it, The obliga-
tory rules are the one that attaches negatives to the AUX and the
one that incorporates negatives into indefinites which precede
the AUX, Since the second rule follows Subject-AUX Inversion,
the first of the two rules is the only one that will apply to yese
no questions, Conseqﬁently. only negative yes-no questions
(those with a negative attached to the AUX) are instances of
discourse sentential negation, This means that (55) but not

(56) is an instance of discourse sentential negation,

(55) Isn't anybody home?
(56) Is nobody home?

Now, in determining whether the second sentence (the answer)

is an instance of discourse sentential negation, the first
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sentence (the question) must be taken intc account, Any negative
which did not count as a discourse senitential negétion in the first
sentence does not count as one in the second, either. Any nega=
tive which did count counts in the second gentence as well, and

is re-placed by the two obligatory rules. This means that "Nobody
is 4home“ is an instance of discourse sentential negation, and =0

introduced by "no", in (574) but not (584).

(57) Qo Ien't anybody home?
A, No, nobody is home,
(58) Q¢ Is nobody home?

A, Yes, nobody is home,

If this distinction seems a bit ephemeral, notice the marked
unnaturalness of (60A) as opposed to (594). Both are supposedly
derived from (61}, But in (60AY, the "yeé“ forces the conclusion
that the firs‘f; negative (*no dogs") is }lggbdiscourse sentential
and so cannot be dissociated from the constituent to which it is
attached, as it has been in the second clausé. However, (59B)
and (60B), derived from (62), are equally acceptable, because
the second clause is ambiguous, and the negative can be intere

preted as discourse sentential or not, as required.

(59) Q. Don't any dogs like you?
A, No, and neither do any cats.

B, No, and no cats do either.
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(60) Qo Do no dogs like you?
A 7%Yes, and neither do any cats,
B, Yes, and no cats do elther,
(61) No dogs like me, and neither do any cats.

(62) No dogs like me, and no cats do either,

I have made the definiticn of discourse sentential negation
dependent on the distinction between obligatory and optional nega-
tive placement rules, I said that in both first and second i’nstances
of discourse sentential negation, only the obligatory rules
'applied. When an optional rule applies in a question, the quese
tion is still acceptable, but it is not an instance of discourse
sentential negation, and an answer with the negative in the same
place is not one, either.ll

With the explanation of discourse sentential negation that

has been given, the second set of rules determining positivity

and negativity can be given as (63) and (64),

(63) Dsneg answer -<> negative

(64) <Doneg (=§) answer -<) positive

These rules have some of the same problems with double
negations as the first set of rules, They can easily encugh
handle examples like (654), Here a Dieg and a non-Dneg co-

exist, giving, by (63), a negative ansver,
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(65) Q, Do you like nobody?
As No, I don't like nobody.

But consider an example like (66). In (66N), the Dsneg that has
been added to indicate disagreement has no way of moving onto the
AUX (perhaps because of a crossover constraint), and so the re=
duced "no" answer is a bit strange, when intérpreted according
to (63). (66M) represents its meaning. In (66M), the Dsneg and

~the non-DSneg have cancelled each other, but the no" remains.

(66) Qo Does nobody like you?
Po Yes (nobody likes me),
N. No (not (nobody iikes me)):;jif»l‘iobody doesn®t like me,

M, No, somebody likes me,

These examples show that, since they are generated in differ-
ent positions, DSnegs and non-Donegs may coexist in one S, at
least in deep structure, before the negative placement fules start
operé.td.ng, and that the choice of "yés" and "no" is based on
these early structures, However, two DShegs may not coexist on
 the same S, There is only ome "slot" to be filled, and it may
only be filled once, Having two Dénegs on one S would be equivale
ent to having two "that! complemeritizers on one S, or two “the!
determiners on one ANP.

The way to "“negate" a sentence with a Dneg is to take away
the Donege-to delete it. This results in a positive sentence,

according to (64)-ea sentence which takes "yes", This is what
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(67) Qo Doesn't anybody like you?
N. No (not (anybody likes me))==»Nobody likes me,
Mo *(not not (anybody likes me}) =(¢ (anybody likes me))=>
P, 1Yes, somebody likes ne.

Here again, (67P) is just as strange as (53P) and (54P), and
for the same reason, The switch from "anybody® to "somebody® is
not really a smooth and automatic one, That is, although a
"double negative implies a positive and vice versa, they are not
completely equivalent linguistically., (68) seems to me much less
tautologous than (69).

(68) It is not the case that nobody likes me, Somebody
likes me,
(69) I haven't ever sesn such a mess, Never have I

seen such a mess,

Naturally, the switch from double negative to positive is
easiest when a positive polarity item is involved; hardest
when a negative polarity item is involved, as in (67)., It is
also more difficult when both negatives are, or would have been,
DSnegs than when one or both are non-DSnegs, Thus the problem
arises in fewer cases with the second set of rules,

I have given examples to show how the two sets of rules

determining positivity and negativity work, even in the most
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difficult cases. We have seen that, as with agrgement and dis~
agreement, the times when confusion arises have to do with the
questioner®!s bias, The two sets of rules conflict only in a
subclass of the caseé when the normal opposite bias of a question
is reversed. Specifically, they conflict only in the answers to
questiéﬁs containing negatives which are ambiguocus as to whether
or not they are sentential negatives, In these instances, if we
consider only questions with AUXeattached negatives to be nega-
tive, it is the first set of rules that acts like a positivee
‘negative system, and the second set acts like an agreement-dlse
agreement system, Elsewhere, both sets act like positive-negative

answering systems,

Vit Types of Negation and Answering Systems Navajo is like
English in vacillating between a positivee-negative answering
gystem and an agreement-disagreement sy’stem,lz Thc_ere, however, |
the fé.vored system is égreement-disagreement. The paradigm is

asg follows:

(70) Q. Ch'dénish ofniyd? Ave you tired?
A. Aoo!, ch'e/éh déya{. Yes, I am tired,

Dooda, doo ch'ééh ddydada, No, I'm not tired,

- (71) Q. Doosh ch'ééh di{ni/yéada‘? Aren't you tired?
A, Aoo!, doo eh'ééh déyéi;.da. Yes, I'm not tired,
Dooda, ch'ééh dea’yé. No, I'm tired,
Aty Lbool, chtéén déya{., Yes, I'm tired,

Dooda, doo ch'ééh déyé',ada. No, I'm not tired,
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The (A) answers are favored over the (Af) answers,

It is interesting that Navajo has only sentential hegation.
One mﬁy ask "Iant't anybody coming?® but not "Is nobody coming?¥,
The same is true of Japanese, which also has an agreemente
disagreement system, The sawe is true of Hidatsa, which also
has an agreeméntudisagreamént ystem, I think that further re-
search will bear out ny finding that langueges with only sentene
tial negation tend to’have agreementedi sagreement systems, and
languages with both sentential and NP negation tend to have
positive-negative systems, The latter tendency is stronger thah
the former, for I know of counterexamples, such as Finnish, to
the former, I think the closest thing to a universél here is

(72), which may also be phrased as in (73).

(72) Only languages with only sententisl negation can
have agreeneni=disagreement questioneanswering systems,
(73) Languages with both sentential and NP negation cannot

have agreement=-disagreement questione-answering systems,

A reason for these results might be suggested by the second
set of rules for determining positivity and negativity in the
last section, Thére we saw that when negatives not attached to
the AUX are not regarded as sentenvial negatives, the systen
Becomes more like an agreement-disagreement system, When a
language has only sentential negation, it is always clear whether

a question is negative or positive, i.e., whether it does or does
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not contain a sentential negation. And only when this is the

case is an agreement-disagreement system a possible option, :
" In this chapter, we have seen that FD is the most semantically

difficult of minimal answers 1O yes-no quéstiens. This diffie |

culty is reflected in many ways, showing that the wéy formal

gystems are d@nstructedg and the order in which children acquire

and use them, are both.inflgenced by semantic congtderations,

We have alsgso seen that éme formal syst@mg such as negation, may

determine the shape of another, such as the questione-answering

sy stem,

Vo5 Conclusion We have examined two sorts of sources for ques
tions, and seen that one is needed for rhetorical guestions
(Chapter II}, and another for normal guestions (Chapters IIL and
IV). We have explored the relationship between yes-no questions
and their answers in terms of gyntactlc agreement and the markede-
ness of'énswers (Chapter V), and in terms of semantic agreement
and what might be called the markedness or bias of questions
(Chapter III). In justifying a source for WH rhetorical questions
and in explaining the difference in function of A and B accents,
we found it necessary to postulate a TH marker (Chapter I) with
properties parallel to and as far-reaéhing as those of WH and
negation, ralsing questions such as functional sentence perspec-
tive, the nature of anaphoricity, parallelism among base rulesg,

and feeding relationships among transformations.
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Footnotes to Chapter V

Thls oimply means that all largaages have both negative and
positive questions, and both types of questions have both
negative and pogitive answers, Thus when we have a positive
angwer to a positive question, the answer expresses PA; when
we have a negative answer to a positive question, the angwer
expregses ND¢ when we have a positive answer to a negative
guegtion, the answer expresses PI; and vhen we have a negative

.answer to a negative question, the answer expresses NA,

The notion of gemantic difficuliy could very sasily be eX-
pressed in terms of markedness, Ve would use the follouwing
two linkdng conventiongt . -
(1) [u disagreement! -s [-disegreementi
(13) u negativity; - “unegativity./ {.disegreement|
The notion of morphological markedness is'not the same as

‘that of phonological markedness, That is to say, they have

different consequences. A phoneme that is highly unmarked
is more likely to occur in the phonemic system of a language
than a highly marked phoneme, Similarly for systems and
subesystems, As Chomsky and Halle put it (Chomsky and Halle,
1968, p. ¥11)s “We would expect, naturally, that systems
which are simpler, in this sense less highly marked!, will
be more generally found among the languages of the world,
will be more likely to develop through historical change,
etc,? Let us illustrate with a small hypothetical system,
p b f v
Voice u m u m

Continuant uw u m m ‘
Here [v/ is the most marked segment. Phonological markedness
theory predicts that /v/ is the segment least likely, of
these four, to occur in the phoneric inventory of a language,
That is, if a language uses only thres of thege consonants,
the three will almogt always be [p/, [/bf, and [£/,

Now consider a parallel morphological system, We will use
question-angwering systems as an exarple.

FA NA ND PD
Iisagreement w w m

Neg, and disagre Match uw m u m ~
Here PD is the most marked category, If this were a phono-
iogical system, markedness thecry would predict that PD would
be the category least likely to occur--that 1s, some languages
would distinguish NA and ND but not PA and PD, and some
languages would distinguish PA and NA but notPD and ND, But
since this is a morphological gystem, our predictions are
just the opposite--namely, some languages will distinguish
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PA and PD but not NA and ND (thisg is the situation in French
and Germanj, and some languages will distinguish PD and ND
but not FA and NA (this is the case in Harari), And these
*wo types of gystems will be l2ss “expencive® than the two
previously mentioned,

The reason for the difference between phonological markeds
ness and morphological markedness is probably something like
the following: yphonological markedness reflects ease of
articulation or deviation from the neutral position, Thus
the neutral position for spesch is with raised velum, and
nasals, where the velum is lowersd, are marked for nasality.
New, some deviations are more difficult to produce than
others (deleyed release is more difficult than voieirs for
consonants), certain combinations of deviations are wore
difficult than others, and cumulative deviations are wore
difficult than single deviations, But the important point
is that the correlation of inereased intelligibility with
increased deviation is not sufficient to override the fastor
of ease of articulatione That is, it is easier {0 hesr the
difference between [p/ and [%/ than that between [p/ and [t/.
But the greater intelligibility of the former system is not
sufficient to override the advantages of the ease of articis. -
lation of the latter system, A

In morphologiecal gystems, merkedness reflects nut articulae
tory difficulty but semantic difficulty. Of course, semantie
neutrality is even harder to determine that articulalory
neutrality, and I admit to having little basls other than
intuition for considering third person more neutral than
first, singular more neutral than plural, positive more
neutral than negative, agreeing more neutral than diszgreeing,
etc, However, it is, for instance, difficult to imagine a
language in which the great majority of predicates are semii
tically negative, and positive notions must be expressed by
adding a positivizing word or particle to the corresponding
negative predicate,

But if my assumptions about semantic neutrality are correct,
then in the morphological system under discussion, PD is the
category which is semantically most complex, Therefore, it
conveys the most information, This does not mean that we
will avoid expressing it if possible, but rather that it is
the category which most needs to be explicitly expressed, In
other words, here the correlation of increased semantic cone
olexity with increased intellizibility is sufficient to
override the desirability of a less marked systems

I have pointed ocut that what I mean by agreement is that the
negativity of question and answer are the same, and by dis~
agreement, that they are different, Thus an agreeing answer

10 a yes-no question is phrased in the same way as the question,



211

gave for Subject-AUX Inversion, and a disagreeing answer
differs from the question only by virtue of this rule and

the addition (to a gquestion which has none) or deletion (from

o question vhich has one) of @ sentential negation, Ihisis
true regardless of whether the questioner is really expecting

a positive or a negative answer, In Inglish, a question like
"Haven!t you written some booka?® erpects a positive answer,
yet a positive answer still counts as disagreement and should
take the form "Yes, I have®, I admit that the tag is less
obligatery here than in the positive answer to "Haven't you
written any bookst®, which expects 4 negative answer, but a
plain "Yes" answer to the first questicn is stlll insufficlend.
In Swedich, for instance, the sttuaition is quite parallel, :
Negative questions often elearly cupect pogitive answers,

but, in these cases, positive answers still take “the FD form
"4o" rather than the PA form ¥ja%, “Ihis is a matier of

degrees of grammaticality.

It may be objected that, sivce what I call disagreement
is gyntactic disagpesnent, and not necessarily sewmantic die-
agrecnont, saving that dissgreement hag semantic content 1s
not really Justified. IJhose readers to whom this seems a
serious ohjection may substitute M fficulty? for “semantic
difficulty® and Yincongruliiy of questicn and answer®, or more
specifically, “negativity switch between questdon and answer!
for "semantic content® in the argument which follows,

b, I am indebted to Nomi Erteschik for these examples.

5¢ I am indebted to Mincru Nakau for my Japanese data,

6, For a more detailed analysis see Ko (1970a, Note 8},

7. These examples are from Valdis Zeps.

8. I am indebted to G, Hubert Matthews for information on Hidatsa.
9. All of this information is taken from Gulmndsson (1970,

10, It will be suggested in section Vo4 that the way a language
forms 2nd interprets its questions has some influence on
what type of questioneanswering system ends up being chosen..

11, Difficulties arise when a negative is differently placed,
by the application or inapplication of optional rules, in
the question and answer, The result is that the answers
are somewhat acceptable, but cannot reduce in the usual ways.
Any negative present in the ansewer but not the question must
be introduced as and come from a DSneg., This is the case in
(1), where an optional rule has nevertheless applied, with
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the result that (LA} cannot reduce to (1B}, although (1iA)
can reduce to (iiB),
(1) Q¢ Do you like anybody?
A, ¥No, I like nobody i
B, No, I do, ’
(ii) Q. Do you like nobody?
Ao Yes, I like nobedy, =3
Be Yes, I do, '
Reduction is not quite as terrible, but still bad, when
a non-DSeg ig differently placed in the question and in the
answer, as in (1iij. :
(111 Q. Do you like ncbody$ o
Ae tYes, I don't like anybody.. i3
B, Yes, I donft, b

I am indebted to Ken Hale and Paul Platero for information
on Navajo.
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