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ABSTRACT 

In  t h i s  study, I have attempted t o  r e f i n e  and extand the 
t ransformational  ana lys i s  of quest ions  i n  k g l i s h  presented 
i n  Katz and Pos ta l  (l9bl+), 14any of the rev i s ions  I suggest 
were motivated by a c loser  examination of t he  i n t e r ac t i on  be- 
twoen quest ions  and t h e i r  answers. I n  the  case of r he to r i ca l  
questions, 1 have postula ted a deep s t ruc ture  source diff  e r en t  
from t h a t  f o r  non-rhetorical questions* ' h i s  a l t e r n a a v e  
source i s  designed t o  r e f l e c t  the  f a c t  t h a t  rhetorical quese 
t i o n s  presuppose t h e i r  answers. 

I n  the  case of non-rhetorical questions (whore T have 
focused mainly on yes-no questicns),  I show t h a t  non-rhetori- 
cal questions do no t  presuppose, b u t  r a the r  are more o r  l e s s  
s t rongly biased toward one of t h e i r  possi.ble answers. I give 
arguments, based on an a n l y s i s  of r i s i n g  and f a l l i n g  intona- 
t ion ,  t h a t  yes-no questions are syntact ical ly ,  a s  v ~ l l  a s  
semantically, r e l a t e d  t o  disjunctions.  Final ly ,  I show t h a t  
d i r e c t  answers va*y  i n  accep tab i l i ty ,  depending on the form 
of  the question and the  function of t he  answer. 
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This f i r s t  chapter does not deal directly w i t h  questions 

and answers. However, t h e  characterization of defini  tsne ss 

and the explication of the re lauonship  between St s and NPf  s 

with respect t o  def ini teness  given here are relevant t o  several 

arguments about questions and answers which appear in l a t e r  

chapters. The notions doveloped i n  this chapter will be 

especially relevant t o  the discussion of WH rhe tor ica l  questions 

in Chapter 11, and t o  the discussion of Jackendoff I s  (for*- 

coming) observations about intonation i n  Chapter IV, 

The purpose of this chapter i s  t o  prove t h a t  generic I@@ s, 

def in i t e  NP' s, and fac t ive  Bas &ase a common property, which 

I w i l l  ca l l  definitenesst  and w i l l  represent i n  terms of a TH 

marker,' I n  section 1.1, I will argue t h a t  the three categories 

(generics, def ini tes ,  and f actives) share semantic properties,  

such as the f a c t  that they are appropriate only when anaphoric 

and the f a c t  t h a t  they seem to introduce ce r t a in  posi t ive pre- 

suppositions. In seotion I*2, I w i l l ,  show t h a t  tho three cate- 

gories  pat tern alike syntactfcall;6. I n  section 1,3, in an 

mal,ysis based on KUm's (1964) work on negation, f w i l l  pro- 
-=. 

pose some syntactic r u l e s  t o  relate the defini teness  of St s 

t o  the definiteness of NPt s, 

.+. 1.1 2 Semantic P r ~ e r t i e s  - of &fini teness  Let  us  begin by 



redefining the word k a p h o r i c * .  Usually, an W i s  considered 

anaphoric only i f  5. t has been introduced i n  the ( f a i r l y  i m -  

mediately) preceding discourse. But I (following Kuno (1971)) 

a lso  consider anaphoric a n y  NP which uniquely refers ,  even i f  

fo r  the f i r s t  time i n  t h a t  discourse, to something known o r  

familiar to both speaker and hearer, 

I k f i n i t a  NPIs, i n  order to be appropriate, must be ana- 

phoric in e i ther  the  narrow or t h i s  wider sensee2 Kuno says, 

of a sentence with the de f in i t e  NP nJohntt a s  i t s  subject, t h a t  

i t  "is gsammatdcal because has presumably appeared in 

previous discourse, and i s  thus anaphoric, o r  it has a unique 

reference i n  t h e  real  world, a s  would be the case when it 

r e f e r s  to, say, the speaker's brother, and therefore, i s  i n  

the permanent reg is t ry  of dramatis personae,'' fn which case 

i t  again may be anaphoric, 

The statement t h a t  def in i te  MPts must be anaphoric i s  

compatible with Kuroda's (1969b) observation that when a 

specific NP i s  anaphoric, i t  i s  also defini te ,  a s  i n  (1). 

(1) A man m d  three boys are  standing cjn the corner, 

"a 9 i s  scratching his head, 
la* manil 

It i s  a lso  compatible, I believe, w i t h  Perlmuttert s (1971) 

observation t h a t  definiteness may be a concomitant of rela- 

t ivizat ion,  depending on the meaning of the r e l a t ive  clause. 



He poin ts  out examples l i k e  ( 2 ) -  (4), where a r t i c l e s  occur i f  

and only i f  there i s  a r e l a t ive  clause or  other modifier, 

I"" 2 (2) Sam greeted me with ( %he,) warmth, 

(3) Sam greeted me w i t h  a warmth  t ha t  was surprising, 

(4) Sam greeted me w i t h  the warmth t ha t  I was accus- 

tomed to, 

A t  l e a s t  par t  of the difference between (3) and (4.) may be 

explained i n  terms of anaphoricity, Notice t h e  following 

pwadigm, !the strangenesses a r i s e  because i t  would 'be hard 

f o r  something I have never mentioned t o  you to have established 

i t s e l f  as anaphoric between us, even i n  the wider sense, Qn 

the other hand, it would be hard f o r  something I have fre 

quentlx mentioned t o  you not t o  have established i t s e l f  a s  

anaph o r i  c, 

( ?*frequently 
(5) Sam greeted me w i t h  a w a r m t h  that I have (never 

mentioned to you. 

(6) Sam greeted me w i t h  the warmth t h a t  I have 

mentioned t o  you, 

'-. Only the r e l a t ive  clause (with "frequentlyn) t h a t  i s  compatible 

with the situation where the warmth of Saol s greeting i s  ana- 

phoric may take a de f in i t e  head, and vice versa, 

A fur ther  i l l u s t r a t i o n  of the inappropriateness of def in i te  



NP' s used non-anaphoricdlly i s  provided by the fol.1owin.g d3.s 

course, In the f i r s t  sentence, A uses a de f in i t e  NP, t 8 W a l t H ,  

t h a t  is n o t  anaphoric, E f e e l s  obliged t o  point  out  tha t  the 

presupposition t h a t  W a l t  i s  lmown t o  him has failed,  

(7) Ikc Oh, you just missed W a l t !  

B. W a l t  who7 

A, W a l t  SunIey* 

B, W a l t  Sunley? Never heard of him, What makes you 

think I know him? 

Genefie NPts, even those which are  indef in i te  i n  form, 

a l s o  must be anaphoric i n  order t o  be appropriate, It i s  not  

hard t o  see why t h i s  i s  so, when ltanaphoricn i s  under stood i n  

the wider sense, f o r  generics uniquely r e f e r  t o  classes, which 

a r e  u s u a l l ~  l a rge  and comon enough for  the speaker t o  be able 

safely to assume that N s  audience has  some acquaintance with 

them.3 Using a generic for  which t h i s  assumption i s  f a l s e  

- 
has exactly the same disturbing e f fec t  as  using a def in i te  NP 

when it i s  not, i n  fac t ,  anaphoric, %is s i t aa t ion  i s  i l l u s -  

t r a t ed  i n  (81, 

(8) A. Penguins don't bi te ,  

B, That's nice, What are penguins7 

A, They're those black .and white Antarctic b i rds  t h a t  



can t t  fly, 

Be Oh, yeah! I have - heard of those, 6 jus t  never 

knew what they were called, 

Factivs Ses are  l i k e  def in i te  and generic NP's i n  t h a t  

they, too, must be anaphoric in order t o  be appropriate. 

Thus, i f  1: were to be introduced to Margzret Head, whom E 

have never met, I nright open the conversation with (9) o r  

(LO), but  no t  (11). 

(9 )  It i s  signif icant  t h a t  h u m  fatherhood i s  a social  

Lnventi on. 

(10) It i s  l i k e l y  t h a t  you went to school with my aunt. 

(11) It i s  signif icant  t h a t  you went to school with 

my aunt, 

(20) i s  a good opener because *likelyts i s  non-factivo. 

I t s  complement need not  be anaphoric, so it does not  matter 

i f  the i dea  i s  news t o  Mead. (9) i s  a good opener, because, 

even though '"dgnif icantM i s  fact ive,  and mst take an anaphoric 

complement, I know t h a t  Mead has  herself  argued t h a t  human 

fatherhood i s  a social  invention. Hence t h i s  complement i s  

anaphoric, (11) i s  a bad opener, because I have no reason t o  

believe that Mead has ever entertained or  even heard of the 

idea  t h a t  she went t o  school w i t h  my aunt. Thus, i n  the given 



si tuat ion,  t h i s  complement i s  not  anaphoric, and so i t  i s  

inappropriate a s  a complement t o  a fac t ive  predicate l i k e  

'Qgnificant". 

I f  I were .i;Q open the conversation with (lo), and give 

some arguments supporting my contention, I might then use 

( l l ) ,  For even i f  I had f a i l e d  Lo convince Mead of the t ru th  

of  the complement, it would now be anaphoric, arld so the 

sentence t?ould be appropriate. 

We have seen t h a t  def in i te  NP's and generic EPts share 

the property of anaphoricity with fac t ive  St s. 1 propose Lo 

elcpress t h i s  shared property by associating i t  with 'I%, which 

may be attached to e i the r  NPg s or  t o  St s. 4 

I n  t h e  second half of t h i s  section, I w i l l  examine the 

relat ionship linking existence, t ruth,  and anaphox'icity. Let 

u s  enter tain the ideas  t h a t  t o  use a def in i te  NP, one must 

presuppose t h e  existence of the individual or  indidduals 

named; t o  use a generic NP, one must presuppose the existence 

of the c l a s s  named (without necessarily presuppodng that  the 

c l a s s  has  members) ; and t o  use a fac t ive  S, one must presuppose 

the t ru th  of the proposition advanced, 

I think it i s  possible t o  reduce these three generaliza- 

t i ons  -t;o one. That is, 1 Mnk t ru th  i s  f o r  propositions what 

existence i s  f o r  objects (individuals and c lasses  a re  a l l  objects, 

- 
however e l s e  they may differ) ,  lhi s becomes c learer  i f  we 



regard S t s  a s  referr ing t o  s i tuat ions t h a t  may or  may not exist 

i n  some possible world, i n  t he  same way t h a t  NPDs re fe r  to 

"-. objects  tha t  may or  may no t  e x i s t  i n  some possible world. 

S 's  a re  t rue  i n  a given world jus t  i n  case the s i tuat ion they 

r e f e r  t o  e x i s t s  i n  t h a t  world, 

%us, i f  we c l a s s  def ini tes ,  g e n e ~ c s ,  and fac t ives  

together a s  TH categories, existence and truth together a s  

existence, and individuals, classes,  and s ikrat ions together 

as objects, the three generalizations reduce t o  the f ~ l l o w i n g t  

to use a category, one must presuppose the existence of 

the object referred to, 

Unfortunately, the three ideas  we have been entertaining, 

and the generalization they reduce to, a re  all false, The 

object  referred t o  need not  exist ,  (12) provides a def in i te  

counterexample; (13) a generic counterexample, and (14) a 

f active counterexample, 

(12) ?he fountain of youth doesn't eldst ,  

(13) '.he unicorn i s  a mythical beast. 

(14) If I have offended you, I regre t  t h a t  I have done so. 

I n  these three examples, the TH categories do not  presuppose 

t h a t  the obdect they refer to exists. However, they are all 
anaphoric, ahat is, they a l l  presuppose t ha t  the object they 



r e f e r  t o  ef %her has  been mentioned or  i s  f o r  some other reason 

uniquely idenlzifkable by the hearer. 

' he  presuppositions t h a t  usually seem to accompany TH 

categories a re  probably only c o n v e r s a t i m a l ~  izpUed by the 

f a c t  t h a t  333 categories a re  presupposed anaphoric, The reasoning 

seems to be something l i k e  this8 i t  would be hard for  an ob j e s t  

t o  bs uniquely iden t i f i ab le  i .  e ana~hor ic)  unLe ss i t  exi sted. 

In the case of sentences, i f  a proposition i s  known t o  both of 

us, o r  a l l  of us, it must be true. Tnis reasoning obviously 

involves a bit of a leap. 

All I would want t o  say, then, i s  1) categofies which have 

the property of definiteness must be anaphoric i n  order t o  be 

appropriate; 2) i f  something i s  anaphollc, it i s  much more 

l i k e l y  ( p r o b a b ~ s t i c a l l y )  t h a t  i t  e x i s t s  than t h a t  it does not, 
5 

3) the relat ionship between truth and St s i s  the same a s  t h a t  

between e a s t e n c e  and NP s. 

I n  this section we have seen t h a t  def in i te  1P1 s, genefie 

NP' s, and f i c t i v e  St s form a semantic class,  characterized by 

the presupposition of anaphoricity i t s  members carry, and by 

the presupposition of existence they usually seem t o  carry. 

& 

1.2 The Patterning of Definiteness I n  this section, 

I will show t ha t  def ini tes ,  generiss, and fac t ives  form a 

syntactic class. F i r s t ,  I w i l l  slow t h a t  generics and defin- 
L-. 

i t e s  pa t te rn  alike. Second, I w i l l  show t h a t  fac t ives  and 



generics pat tern alilte. Tnird, I w i l l  show t h a t  def in i tes  and 

f ac t ives  pat tern alike, Before beginning these demonstrations, 

however, 1 narst make clear  the dis t inct ion between generics 

and non-specifics, 

6 %are a re  three types of indef in i te  W 8 specifics,  

non-specifics, and genericso "A doctorq is specif ic  i n  (IS), 

nol t spec i f ic  i n  (16), and generic i n  (I?)* 

(15) I want t o  meet a doctor, but  Randy doesn't want +XI 

meet her, 

(16) I want t o  meet a doctor, but Randy doesn't want 

to meet one, 

(17) A doctoor generally has  about three children, 

Generics are a s o r t  s f  subclass of non-specifics. l h a t  i s ,  

generics and plain non- q e c i f i c s  a re  i n  complementary dl+ 

tr ibution, Thus, i n  a given context, a NP may be ambigcrous 

as between specif ic  and non-specific, or between specif ic  

-% 
and generic, but it i s  very d i f f i c u l t  to f ind  contexts 

where there i s  a three-way ambiguity between specific,  non- 

specific,  and generic. The underlined NPrs i n  the following 

"5 
examples are ambiguous a s  indicated, 

(18) A man i s  standing on the corner, non- - 



(19) A unicorn has a three-chambered heart, specific,  

g e n e r i q  
I 

(20) The g i r l  who John w5.U marry i s  expected t o  appear 

soon. [specific, non- specific) - 
(a) The man who smokes a pipe lBooks distinguished, 

k e c i f i c .  generic 3 
I n  (22), there a three-way ambiguity, brought out by 

(23)-(25), among specific, non-specific? and genefic, but t h i s  

i s  only because nwould" i s  ambiguous, On one reading of 

Hwouldtt--the pas t  tense us i ta t ivo  reading, *a doctor" i s  

ambiguous between specif ic  and non-specific. Om the other 

reading of %auld"--the i r r e a l i s  reading, "a doctor" i s  ambig- 

uous between specific and generic. 

(22) A doctor would a l w a y s  gree t  me a t  the door. 

(23) A doctor would always gree t  me a t  the door, 

t h i s  guy wasn't -- the one, doctor, u d -  

t a t i v e  woulg 

(24) A doctor would always gree t  me a t  the door, - but  

#is guy wasn't --- one of them. non-specific doctor, 

u s i t a t i v e  would 
C 

3 
(25) A doctor would always gree t  me a t  the door, so 

?one E e n e r i c  doctor, t h i s  guy wasn't a docbr~. 

i r r e a l i  s would -7 



The fourth reading i s  brought out i n  (26). 

This doctor X to ld  you about 
(certain) doctor 3 would always gree t  

me a t  t h e  door, so this guy wasn't the one, 

kpecif ic  doctor, i r r e a l i  s would I 
Because of r i  f a i l u r e  t o  f ind  any .>ontext i n  which, in.. 

dependently of other ambiguities, there i s  a three-way dis- 
\ 

t inc t ion  among specific,  non- specific, and generic readings 

f o r  a NP, I propose t h a t  the basic, i n t r i n s i c  dis t inct ion i s  

between specif ic  and non-specific, A non-specific NP i s  

in terpre ted  a s  plain non-specific or  generic, but not  both, 

depending on context. 'Ihe generic reading can always be forced 

by adding a r e l a t ive  clause containing "anytt d$hout any conclUtAor&. 

ing  negative, Thus the f a c t  t ha t  a generic reading f o r  *2 

doctor" i s  impossible i n  (27) becomes c lear  when such a rela- 

t ive clause i s  added i n  (28) .  

(27) I want to meet a doctor, 6 specific, non-specific, 

(28) *I want to meet a doctor who has any brains, 

Now t h a t  the dis t inct ion between generics and plain non- 

specif ics  (which I w i l l  henceforth call simply non-specifics) 

i s  clear ,  we can proceed show t h a t  def in i tes  and generics 

-. pat te rn  alike. I w i l l  give three arguments. The f i r s t  argument 



i s  based on Bolinger ' s (1967) observation t h a t  predicates 

l i k e  trta31H require def in i te  subjects. Xndefinites, except 

- f o r  ~ n e r i c s ~  are excluded, Here generics pat tern with def- -.  

i n i t e s  a s  opposed to the inde f in i t e s  they seemingly resemble. 

(29) Ell i s  tall ,  

(30) A g i ra f fe  i s  tall. *nonespecific, 

genericJ \ 

'Lhe second argument i s  based on Kuroda' s ( 1 9 0 )  obser- 

vation tha t  "the subject of a sentence with the s e n t e n t i d  

aolverbial 'cleverly' seems t o  have to be defini te ,  while the 

subject of a sentence with the manner adverbial. 'cleverly1 

may be e i ther  def in i te  or  indefini te ,  

(31) Cleverly, -?;: g3;) i s  loading a Honda on ,e 

top of a Volkswagen, , 

However, the sentontidl adverbial i s  a l so  good with a sentence 

with a generic subject. 

(32) Cleverly, a beaver builds dams. 

Here again, a generalization about de f in i t e s  must be extended 

t o  include indef in i te  generic s, 

The th i rd  example i s  one where both de f in i t e s  and generics 

a r e  excluded, There-In sertion applie s t o  sentences with 



indef in i te  subjects, --. excepJ &en generic,, and i t  doesnrt apply 

t o  sentences with def in i te  subjects, 

(33) "There l ived  the man a t . c o u r t  wbo had no ta lent ,  

(9) The man who had no t a l e n t  l ived  a t  court. 

(35) There l ived  a cer tain rnan a t  court  who had no talent.  

(36) A cer ta in  man who had no t a l e n t  l i ved  a t  court, 

(37) *There l ived  a man a t  court  who had any talent. 

(38) A m a n ~ ~ a h a d a n y t d l e n t l i v e d a t c o u r t ,  specific,  I; 

These three arguments show t h a t  where de f in i t e s  but not  

inde f in i t e s  a re  allowed (or excluded), '!indefinite8 generics 

pa t te rn  w i t h  the definites,  ra ther  than with the indefini tes ,  

This f a c t  can be eas i ly  captured by subcategorizati.on ru le s  

i f  generics a s  well as de f in i t e s  have, i n  deep structure, a 

TH i n  the i r  determiners. 

Now we need to demonstrate the second s imi lar i ty  of 

patterning-that betlieen generics and factives. The hear t  

of -tihe argument i s  this :  where complement S t  s must be fact ive,  

i* 
complement NBts must be generic rather  than nom-specific. 

That is, i n  those cases where a predicate may take a s  an 

argument e i the r  a simple NP o r  a complement S, the arguments 

t h a t  my be fac t ive  complements occur i n  the same environments 



that allow genefic but  not  non-specific readings f o r  NP argu- 

ments, B e  arguments t h a t  may be non-factive complements 

occur i n  the same environments tha t  allow non-specific but 

not  generic readings f o r  NP arguments, 

\ 

(39) That V a l  did t h a t  i s  exciting. fact ive,  *non- 

f a c t i v t q  - 
L 

(40) A p l a t y p u s i s  exciting. ?'#specific, generic, - t 
%on.- specif ic  - 

(41) I reg re t  t h a t  I dontt  understand s t r a t i f i ca t iond l  

grammar. kac t ive ,  *no*-fac t i v q  - 
P- 

(42) I reg re t  a harsh word. ' frspecific,  generic, 

hon-  s p e c i f i d  
L 

(43) It i s  possible t h a t  Mindy stood on her head, 

Eon-factive, r f a o t i v g  

(44) A disaster  i s  possible. non-specific, 

*gene r iq  

(45) I predicted tha t  Kndy would stand on her heade 

ban-factive, + f a c t i v j  - 
(46) I predicted a disaster,  r rnec i f ic ,  non-specific, 

'he  generic readings or lack of same i n  the above examples 

are brought out  unambiguously i n  the examples on the next 



(47) A platypus with any sex appeal i s  exciting. 

(48) I regre t  a harsh word which has any adverse consequences. 

(49) *A disas te r  with any consequences i s  possible, 

( 5 ~ )  Yl predicted a d isas te r  which affected any miners, 

These examples, along with those on page 20, +show t h a t  

where non-factives a re  ungrammatical, non-specific readings 

a re  ungrammatical, and where fac t ives  are  ungrammatical, 

generic readings are  ungrammatical. 7 

I have marked a l l  the specific inde f in i t e s  i n  fac t ive  

contexts (cf, (40) and (42)) with double question marks. I 

think they are  i n  f a c t  ungrammaticd f o r  most people. If 

t h i s  i s  so, so much the bet ter ,  This argument has shown 

t h a t  generics pat tern l i k e  f ac t ives  i n  some ways. 1: would 

l i k e  to say t h a t  t h i s  i s  because predicates may be subcategor- 

i z e d  a s  taking only TH subjects o r  objects. This means they 

w i l l  take defini tes* generics, and f acaves ,  and nothing e lseb  

If  specific i nde f in i t e s  were also allowed i n  these contexts, 

my observations about generic readings i n  fac t ive  contexts 

would skill hold, but  t h i s  claim about subcategorization would 

have t o  be watered down somewhat, To my prejudiced ear, how- 

- 
ever, those specific indef in i tes  sound p re t ty  bad. 

The third s e t  of arguments completes the t r iangle  by 

l inking def in i tes  and f a c a v e s  a s  opposed t o  inde f in i t e s  

and non-f actives. I w i l l  propose anVe&kanation f o r  Z.wickyt s 
I 



(1g0) observation t h a t  Hunusuallyt4 i n  (51) i s  a degree adver- 

b ia l ,  Mhile *usually"n (52) cannot be. 

(51) The children are unusually noisy. 

(52) The children are  u s u d l y  noisy. 

!he argument goes a s  follows8 Mnoisyn &rld dL1 other such 

Adjr s are t o  be considered non-factive; Husuallyn i s  t o  be 

considered defini te ,  as opposed t o  ~ u s u a l l y ~ ,  which i s  in- 

def in i te ;  Ulus the reason I4usuallyn cannot be a degree adver- 

b i a l  in (52) i s  t h a t  there i s  a so r t  of HdePLniteness agreement 

ru l en  operative i n  modifier-head constructions, 

F i r s t ,  we w i l l  see t h a t  "noiwtt pa t te rns  l i k e  a non- 

fac t ive ,  since '!son may subst i tute  fo r  it, NSs" is a pro- 

form f or non-f ac t ive  anaphoric sentence s, (non-f act ive s = 
be anaphoric, while fac t ives  nust be anaphoric). Saying Hsol~  

i s  anapholrbc i s  simply another way of saying i t  i s  a pro- 

form, fo r  pro-forms must have referents* usually i n  the 

immediate l i ngu i s t i c  context, i n  order t o  be interpreted. 

The f a c t  t h a t  'bolt substdtutes only f o r  non-factive sentences 

was pointed out by Kiparsky and Kiparsky (191). This selec- 

t ivity i s  demonstrated, f o r  object  clauses, by (53) and (54). 
14 

(53) Herman thinks tha t  Pete i s  t a l l ,  and I think so too, 

(9) *Herman regre ts  t h a t  Fete i s  t a l l ,  and I reg re t  so too. 



Of course, not  all non-factives may be replaced by tlso", I 

f ind  "1 prefer  so", f o r  example, ungrammatical, 

We can &ow t ha t  the Kiparskyse generalization a l so  holds 

f o r  subject clauses i f  we asd.;ume S-modifying adverbs a s  

i n  %eertainly,~* are  derived from nS i s  co rk inn .  'bhus (55B), 

derived from ( 5 5 ~ )  can become (55~) since "probableH takes 

non-factives, but (56C) i s  out, because tSsigriificarstn takes 

f ac t ive  s. 

\ 
(55) Q, John i s  tall, i s n ' t  he, 

#' 

A, It i s  probable tha t  John i s  ta l l ,  
/ 

B, Probably, John i s  tall, 
/ 

6, Probably so* 
7 

(56) Q. John i s  t a l l ,  i s n ' t  he, 
# 

A, It i s  s ignif icant  t h a t  John i s  t a l l ,  
/ 

B, Sgn i f i can t ly ,  John i s  tall, 

From these fac ts ,  and from the f a c t  t h a t  "sott subs t i tu tes  

f o r  adjectives alone, a s  i n  (571, a s  w e l l  as f o r  con-factive 

sentences, we may surrni se tha t  adjectives a re  l i k e  non-facaves 

i n  lacking definiteness. That i s ,  they are  not  a TH category. 

(57) Barbara was r e l a t ive ly  noisy, bu t  Susan i s  extremely so. 

Returning t o  adverbials, we a r e  surprised t o  find t h a t  



the s i tuat ion f o r  degree adverbs i s  the opposite of t h a t  f o r  

sentent ial  adverbs. B a t  is, instead of non-factives being i n  

and fac t ives  being out with nsof" a s  before, we f ind  t h a t  fac t ives  

a re  i n  and non-factives a re  out, 

\ 
(58) Q, John i s  t a b ,  i snt t he, 

/ 
Al, Significantly so, 

/ 
A2, Vrobably so, 

'Ihis s i tuat ion can be explained i f  we derive these adverbs 

n o t  from topmost S predicate adjectives. a s  i n  the (A) examples 

below, but ra ther  from adject ives  embedded i n  r e l a t ive  clauses, 

a s  i n  the (13) examples below. 

(59) A, Ihe extent t o  which John i s  t a l l  i s  significant:  

B, John i s  tall to  - an extent t h a t  i s  significant,  

(60) A, "The extent t o  which John i s  t a l l  i s  probable, 

B, John i s  t a l l  t o  extent 'that i s  probable. 

The difference between (593) and (60~) i s  the same a s  t h a t  

between (61) and (62), and the difference between (58~1)  and 

( 5 8 ~ 2 )  i s  the same as t h a t  between (63A) and ( 6 3 ~ 1 ,  

(61) His greeting was warm to *the' extent  t h a t  was unusual... i aJ.3 4 
(62) H i s  greeting was warm t o  fz) extent t h a t  was usual, 

(63) Q. Was his greeting w m ' 8  
# 

A. Unusually so. 



The relevant factor,  then, f o r  whether an adverb can be 

a degree adverb i s  not  whether the corresponding adjective i s  

+ fac t ive  i n  other contexts, but ra ther  whether the corresponding 

adjective induces a de f in i t e  o r  indef in i te  a r t i c l e  on the head 

noun when it appears i n  a r e l a t ive  clause, I n  this sense, 

degree adverbs of the s o r t  we a r e  considering must be indefini te ,  

That i s ,  they are  not  TH categories, 

We have seen t h a t  only indef in i te  adverbs may modify 

adject ives  which are  non-factive. This i s  not  too surprising 

i f  we regard def in i tes  and fac t ives  a s  both having TH i n  the i r  

specifiers,  There seems to be a f i l t e r i n g  ru le  which r e j e c t s  

modifier-head constructions whose specif iers  a re  not  compatible 

i n  def in i  tone sst 

A second argument t h a t  groups inde f in i t e s  and non-factives 

a s  opposed to def in i tes  and fac t ives  i s  based on negation, 

Negation may attach only t o  indef in i te  NB's-never definites.  

(64) A, Bonnie dossn8 t hate anybody, 

B, Bonnie hates  nobody. 

(65)  A. Bonnie doesn't hate  Bug. 

Be *Bonnie hates  not  Boug, 

I n  the case of sentences, negation may appear i n  the specif iers  

only of non-f act ive +-never i n  the specif iers  of f actives. 

 o ow ever, the negation stays in the specif ier  only when the 



r e s t  of the sentence has been deleted.) 

(66)  Q. Does Bonnie hate  hug? 

A, I believe 

(67) & I did it, and.1 regre t  it. G - L I C ~  if<] 

Be $rf; d i & i t t  do it, and I regre t  not. 

I f  the spec i f ie rs  of def in i tes  and factjlves a r e  a s  comparable 

a s  I have suggested, these two f a c t s  a re  reducible to one, 

namely, TI3 and N (negation) may not  co-exist i n  one specifier,  

Phzzini (190) argues on syntactic and semantic grounds 

other than those I have adduced here tha t  flsoiQs indef in i te  

and % t i t  i s  defini te ,  

% i s  completes our t r iangle  of similari%ies among the 

three reflexes of definiteness. We have seen t h a t  def ini tes ,  

generics, and fac t ives  form a syntactic c lass ,  a s  well a s  a 

semantic one, Many subcategorPPzatim f a c t s  can be more eas i ly  

and compactly expressed i n  terms o f  !IN than i n  terms of the 

three categories separately. 

I.3 TH-Placemnt In t h i s  section, I will present a s ip t ac t i c  

analysis designed 'co expldn the relationship between the 

defini teness  of S% and the definiteness of NPts. This analysis  

i s  based on Klimats (1964.) analysis of negation. Before 

beginning, I must acknowledge the f a c t  t h a t  few people now 
--. 

accept Klimats analysis completely. Many r e j e c t  i t  entirely. 



I have myself had to revise i t  slightly i n  order t o  use i t  here, 

I assume, fo r  instance, tha t  N i s  generated i n  complementizer 

pod t ion ,  ra ther  than i n  pre-S p o d t i o n *  (see Lasnik (forth- 

coming) f o r  discussion of the idea tha t  negation i s  a comple- 

menti zer, ) 

I have based this analysis on Klima's because, i n  spite of 

i t s  problems, KLima' s analysis i s  s t i l l  elegant, comprehensive, 

and familiar. More important, 3t believe definiteness and 

negation are p a r a l l e l  phenomena, and I am more interested i n  

emphasizing this parallelism than i n  the mechanicaJ. d e t a i l s  

of the analysiso However Klima'  s analysis i s  t o  be revised, 

the analysis of definiteness must be revised i n  the same way, 

Zhe essence of Klima's analysis, for  our purposes, i s  as 

foUowst negation may be generated i n  the specif iers  (the 

determiners) of Wls and i n  the specif iers  (the complement 

i z e r  s) of Sf s. That generated i n  complementizer p o d  t ion 

has  a s e t  of syntactic character is t ics  tha t  ident i fy  it a s  

s e n t e n t i d  negation, and it re ta ins  these charac ter i s t ics  

even when it i s  moved out of complementizer position. Since 

there i s  only one complementizer per S, there can only be one 

instance of s e n b n t i a l  negation per So but there can be more 

than one nm-sententidl negation, and there can be both sen- 

t e n t i a l  and non-sentential negations i n  one S. Sentential 

negation moves out of complementizer position onto t h e  subject 



1\TP (or whatever consti tuent i s  left-most a f t e r  a l l  movement 

ru l e s  have applied) i f  i t  i s  indefini te ,  I f  i t  i s  not indef- 

i n i t e ,  the sentent ial  negation i s  attached elsewhere within 

i t s  S, Kbimat s negatives da not  cover the whole of the mor.. 

phologically obvious domain of negatives, and furthermore, 

Klim p o s t ~ l a t e s  negatives i n  places where they are  not mor- 

phologically just i f ied,  

Now I w i l l  sketch the essence of the syntactic analysis  

of definiteness, going i n t o  d e t a i l  and offering jus t i f ica t ion  

l a t e r .  Definiteness may be generated in the specif iers  of 

NPts and i n  the spec i f ie rs  of S's, That generated i n  determiner 

posi t ion i s  represented by th. ahese a re  ordinary defini tes ,  

and occur rather freely,  That generated in compbementizer 

posi t ion i s  represented by 'El. This i d e n t i f i e s  the sentence 

8 as a c a t e g o r i d .  judgement , and i t  remains categorical even 

when TH i s  moved out of complementjzer posi t ion onM the subject 

o r  l e fLmos t  consti tuent of t he  sentence, 'his movement k k e s  

place only when the subject i s  already d.efini t e  (has th i n  f ts 

determiner), and by virtue of this TH-placement, the W ~ n b  

which it moves becomes the theme of the sentence. TH does 

ZI. 
not  cover the whole of i t s  morphologically obvious domain, 

since 'Ithat:: - i s  def in i te  a s  a fac t ive  complementizer, but  not  

as a non-factive complementizer, Furthermore, TH must be 

* postulated i n  places where i t  i s  not morphologicalZy justified,  



as i n  proper nouns and %indefiniten generics, 

I wi l l  develop this last point  f i r s t ,  Let u s  compare the 

domain of 'El t o  tho domains of N and 'a. f n  Wlmals analysis, 

no t  a l l  negative elements a re  derived from sentent idl  negation, 

I n  (681, we have both a sentent ial  and an W negation, 

(68) 1 don" l i k e  nobody! 

Such double negatives are,  a f t e r  a l l ,  grammatLcal i f  emphatic 

s t r e s s  and pro tes t  intonation (see Chapter IV) are used. (Cf. 

%e l i k e s  nobody, doesn't heen)  Since there can be only one 

sentent ial  negation per sentence, the second one i n  (68) mst 

be otherwise derived, However, some negatives a re  nei ther  S 

nor NP negatives, This appl ies  i n  par t icu lar  t o  negatives 

t h a t  a re  incorporated i n t o  l ex ica l  items a s  pref ixes  ( e d i s - n ,  

Hun-H, etc.), 

Similarly, there a re  WII-words which are  not  subject to 

the  usual rules. The WH-words of echo-questions, a s  i n  (69), 

can v io la t e  all the otherwise val3.d generalizations, 

(69) Md Hank do what t o  steve? 

Qn the other hand, there are  instances of sentent ial  

negation and interrogation which a re  not real ized i n  the form 

of morphologically obvious N o r  WH words, For instance, 

%eldomH may a r i se  from sentent ia l  negaaon, a s  s\om by 



(70) and (71), but  it has no 91~ i n  it, 

(70) Seldom have I seen anything l i k e  t h i s ,  and 

ne i ther  has Bi l l .  

(71) It seldom rains ,  does it? 

Of course, ttseldom" does no t  always a r i s e  from s e n t e n t i d  

negation. The negaEve tag i n  (72) shows t h a t  the f i r s t  half 

of the sentence i s  posit ive,  

(72) It ra ins  seldom, doesn't i t ?  

( 7 3 ~ )  i s  an example of a question t h a t  does no t  seem t o  

involve a WH-word. The c loses t  paraphrase i s  (74), but  this 

ques t ion  has  f a l l i ng  intonation,  while ( 7 3 ~ )  has r i s ing  intonatiorl. 

(73) 8. Martha, I'm going t o  throw down the back stairs, 
1 

A, And John? 
\ 

(74) And what a r e  you going t o  do to John? 

I n  the case of both negatives and interrogat ives ,  in-  

stances of N and TdH words no t  derived from senten t ia l  N and 

WH a r e  much more obvious and common than instances  of sen- 

--.. t e n t i a l  N and WH no t  r ea l i zed  i n  N and WH words. T N s  i s  

&so the case f o r  TH. Regular def in i tes ,  i , e , ,  %-wrds, 

occur ra ther  f ree ly  i n  non-categorical juaements. Bu t  the 

1-. only categorical  judgement subjects, i. e. themes, t h a t  do n o t  



have 'El-words are  proper nouns, where a TH-deletion ru le  seems 

plausible,  and generic indef in i tes ,  which are  often paraphrase- 

able by the corresponding def in i tes  (n@e) beaver builds 

dams, "1, 

What we need now are  some rules;  f i r s t ,  a ru l e  deleting 

TEi (and th) before proper nouns. 

This ru le  i s  ordered a f t e r  appositive r e l a t ive  formation 

but  before r e s t r i c t i v e  r e l a t ive  formation, since proper nouns 

take appositive bu t  not  r e s t r i c t i v e  r e l a t ive  clauses, Zhe 

following ru le  i s  ordered a f t e r  r e s t r i c t i v e  r e l a t ives  a re  

formed, 

This ru le  i s  optional i n  some contexts, Qr a t  l e a s t  needs 

fur ther  refinement, 

Next, I w i l l  give the TH-novement ru le  and the complement- 

1-4 

i z e r  deletion rule,  

(78) COW i n  cer tain environments 
ar. 

Condition8 COW does not contain TH or  N or  WH 



(77) makes a theme of a def in i te  NP subject o r  other S-init ial  

NP, f t  i s  similar to the ru le  a,ttaching sentent ial  negation 

t o  an indef in i te  i n i t i a l  W, Like t h a t  rule,  it must follow 

the NP movement rules. (78), which follows (77), says t h a t  

only empty complementizers may delete, These ru le s  i n t e r a c t  

a s  followst (78) may apply tdthout (77) only t o  complementizers 

which contain no markers, @,go, t o  non-factive Mthatn,  The 

deletion of t h i s  complementizer i s  always possible (in the 

environments l e f t  unspecified i n  (78), For example, no com- 

plementizer may delete i f  something intervenes between it  and 

the  verb or  adjective whose complement i t  introduces.), 

However, i f  a complementdzer contains TH or  N o r  \a, these 

markers must be moved out  of the complementizer by (77) or 

Yne corresponding ru le s  f o r  N and FJH before (78) can apply. 

Let u s  examine a simple case f i r s t .  It i s  well-known 

t h a t  the complementi eer that* may sometime s optionally delete  

when i t  immediately follows the verb, However, t h i s  may occur 

- i n  fac t ive  complements only when the subject i s  defini te ,  

This i s  because, i n  fact ives ,  (78) cannot apply unless (77) 

has  applied, and (77) cannot apply unless  the subject i s  

-.. defini te ,  

John 
(79) 1 think ( that)  manf died. b o n - f a c t i v d  

(80) I regre t  ( tha t )  John died. Eactive] 

(81) I regre t  t h a t  a man diedo 



(82) J11 regre t  a man died. 

The f a c t s  a re  the same f o r  extraposed subject complements, 

John 
(83) it  turns out ( that)  i a  man] died. ken-factivd 
(84) 1t1s odd ( that)  ~ o h n  die& [factivg 

(85) I t ' s  odd t h a t  a man died, 

(86) I t ' s  odd a man died. 

Mow l e t  u s  examine a more complicated example, WilUams 

(1971) has noted t h a t  there i s  a cer ta in  d i f f i cu l ty  i n  gett ing 

gerunds with indef in i te  subjects, Thus he assigns a star 

t o  (87). 

(87) *A man s coming i n  here,, , 

Williamst observation i s  cor rec t  f o r  fac t ive  contexts, but 

not fo r  nun-factive ones. 

(88) *A man's coming i n  hers  bothered me, 

(89) A man' s coming i n  here would bother 

The ungramnaticality of (89) seems strange, since (93) i s  

grammatical, 

(9) It bothered me t h a t  a Inan came i n  here, 

I he  explanation fo r  these examples i s  a s  followst "bother" 

I* 
(but not  F~~dould botherH) must take TH complements, That is ,  



i t s  sententidl subjects must have 'El i n  t h e i r  complementizers. 

Now (931, with i t s  embedded inde f in i t e  subject, i s  grammatical 

because (77) has not  applied, and the TH i s  still. i n  the 

complernenti zer, Gerunds, however, as  Williams poin ts  out, 

have no complementizers. I n  fac t ive  environqents, then, 

(77) and (?a), among other rules ,  must both apply i n  order to 

produce a gerund, Unfortunately, (77) cannot apply i f  the 

subject i s  indefini te ,  Hence (88) cannot be generated, I n  

(89). the complernentizer of the sentent ial  subject does not  

contain TM, so (78) can apply d t h o u t  (77) giving a gerund, 

Negatives have more placement p o s s i b i l i t i e s  than TH, I f  

the subject i s  defini te ,  a sentent ial  negative may move onto 

the auxi l iary instead, I am assuming t h a t  this poss ib i l i t y  

does not  e x i s t  f o r  TH, 10 

To conclude this section, I would l i k e  t o  suggest t h a t  

various well-known transformations have a s  p a r t  of t h e i r  

raison d t$ t r e  the f a c t  t h a t  they Hfeedn TH-movement and hence 

complementi zer deletion, I think the  obligatory ru le  which 

de le tes  *e complementizers of topmost sentences, l i k e  tho one 

deleting embedded c o w l  ementi zer s, requires them t o  be empty 

of such elements a s  'iX,N, and hrB. This means t h a t  (77) must 

always be able to apply t o  root  sentences w i t h  fac t ive  " thatH 

complementizers, or a bad sentence w i l l  r esu l t ,  That i s  why 

categorical judgements must always have de f in i t e  or generic 



subjects (or i n i t i a l  lTPts), 

This s i tuat ion would seem to impby t h a t  nan-factive 

predicates  with non-anaphoric subject complements could never 

occur i n  root  sentences, since such conplements do not have 

TH o r  even th i n  the i r  compbementizers, %is i s  not the 

case, however, There are ru l e s  t o  ge t  u s  out of this bind. 

Sub j e c t R a i  sing, f o r  instance, seems almost exp l i c i t l y  designed 

t o  a l l ev ia t e  t h i s  situati.on. F i r s t  of a l l ,  i t  applies nly t o  

non-f act ive complements (f act ive subject complements feed 

TH-movement by v i r tue  of the TH ' s i n  the i r  complemen ti zers) , 

Second, it seems, i f  not  actually r e s t r i c t ed  to r a i d n g  de f in i t e  

subjects, a t  l e a s t  t o  work much be t t e r  w i t h  def in i te  'subjects 

than w i t h  indefinite.  thus feeding TH-movement," After it applies  

to a subject complement, ra is ing a def in i te  subject, the sub- 

j e c t  of the root  sentence i s  defini te ,  and, i f  necessary, may 

receive the  TH' of the root  sentence' s complementizer, which 

may then delete, (a) and (92) show tha t  Sub ject-Raising 

appl ies  much be t t e r  t o  dc f in i t e s  than t o  indefini tes ,  (93)- 

(96) show the saving of a sentence, (Underlining indica tes  +def, 3 

(91) This man seems t o  be bothering you, 

(92) ??A man seems t o  be bothering you, 



(9) ÿ at) SPEC ((  (&at)SpEC(man))Np~eems t o  be bothering 

- 
(95) ( ( ( g a t )  SPEC(man))NP seems t o  be bothering 

FY (77j 
(96) $ ((TJat)SI)EC(man))NPseem~ t o  be bothering you E y  (784 

Now, what about (92)t '  Can we save t h i s  sentence, or 

must we give up on underlying s t ructures  hi th non-anaphoric 

non-f zc t i v e  &b j ec t  con~lements with indef in i te  embedded subjects? 

Here another ru le  comes t o  the rescuer There-Insertion crea tes  

a dummy theme i n  s e n t ~ n c e s  which would otherwise have none. 

nTheretf i s  t rea ted  a s  a def in i te  by all r u l e s  'chat prefer  t o  

operate on defini tes ,  and can undergo Subject-Raising with no 

diff icul ty .  These f a c t s  reinforce the suspicion raised by the 

t h a t  appears morphologically i n  "there", and l ead  u s  t o  

conclude t h a t  "therett i s  defini te ,  and Tkere-Insertion i s  

designed t o  change sentences t h a t  w i l l  not feed TH-Novement i n t o  

sentences t h a t  w i l l .  (9)- (101) i l l u s t r a t e  the salvation of (P). - 
SPEC ( ( (a) (ma") rnto be bothering 

(98) (%at) Spz ( (( ( ( s e r e )  be a man bothering 

y o ~ ) ~ ) ~ s e e m s ) ~  FY %ere-~nsert ion I 
(99) (!&at) SpEC ( ( g e r e )  seems t o  be a man bothering - you)S ky bybject Raising 1 



r 4 

(100) ( that)  Spx ( (&ere) SPECseems t o  be a man bothering 

(101) fl ( ~ e r e ) ~ ~ s e e r n s  t o  be a man bothering you by (78) L 7 
Most other movement rules,  such a s  Topicalization, Passive, 

and Tough-Movement, a lso seem a t  l e a s t  p a r t i a l l y  designed t o  

create  themes when needed, i.e,, t o  feed '333-Novement. la, 

I must acknowledge t h a t  the constraint  against inde f in i t e s  

i n  theme position i s  rather  weak, but I think i t  i s  neverthe- 

l e s s  real ,  Undoubtedly, the situation i s  f a r  more complicated 

than I have been able t o  indicate  here, But even t h i s  brief  

survey shows u s  t h a t  TH i s  relevant t o  many syntactic rules,  

I n  t h i s  chapter, we have seen t h a t  the propert ies  of 

def in i te  NP s, such a s  obligatory anaphoricity and r e  s t r i c t ions  

on occurrence, a l s o  apply ts fac t ive  sentences. Definites, 

generics, and fac t ives  all share the property of definiteness. 

The f a c t  t h a t  S t s  and NFt s can share properties, i,e. are  i n  

some respects the same ldnds of things, i s  explained semantically Q. 
i n  terms of the f a c t  t h a t  S ls  and NBls both r e fe r  t o  objects 

(sittiations) which may or  may not exist. The s i rd la r i ty  of S's 

and W ' s  i s  explained syntactically i n  terms of the f a c t  t h a t  
& 

determiners and complementi zers can be classed together as 

specifiers. The two so r t s  of specif iers  have the same res t r ic -  

t ions  and realizations,  and are  re la ted  by rule, 



Footnotes t o  Chapter I 

1, This marker i s  qiiite analogous t o  the widely recognized 
markers WH (the ttundetermineril, cf, Bre man (f orthcorning) ) 
and N (negative), which have some constant syntactic and 
semantic character is t ics ,  whether they be attached t o  S 
or  t o  any of various diverse sor t s  of NPtse These three 
markers are  generated i n specifiers,  i, e, , the determiners 
of NPI s and the complementizers of Sf s. 

Even ' i n  the narrow sense, a def in i te  W may be anaphoric 
e i the r  by v i r tue  of the f a c t  t h a t  it was expl ic i t ly  
mentioned i n  previous discourse, or  by v i r tue  of the f a c t  
t h a t  it was presupposed i n  previous discourse. This may 
explain the definiteness of superlatives following c o b  
paratives, as i n  the following example ( ~ o i n t e d  out t o  me 
by John ROSS)$ "There was a big pillow on the f i r s t  bed, 
and a bigger one on the second bed, but the biggest one 
was on the third, 'I 

3. Kripke (1972) argued tha t  the problems of reference and 
existence raised by def in i te  descriptions apply equally 
t o  generics. 

4. It may be objected t h a t  the f a c t  t h a t  fac t ive  complements 
a re  semantically similar t o  def in i te  NP s i s  merely a 
r e s u l t  of f active complementst having a def in i te  head 
noun '!the fact",  which i s  sometimes deleted, "this desrie 
vation of fac t ive  complements i s  proposed by Lhe Kiparskys 
(1968). One of the reasons I r e j e c t  this derivation i s  
a s  follows, I propose tha t  TH may be attached not jus t  
t o  complement S's ,  but a l so  t o  topmost S t se  I n  this case, 
the t ru th  of the sentence i s  not presupposed but  asserted, 
The sentence must, however, s t i l l  be anaphoric, There - a re  several s i tuat ions i n  which this ?r i l l  be the case, One 
i s  posi t ive answers t o  yeslno questions, Since the question 
i s  derived from a disjunction of S and not  S (see Chapter 
zV), the posi t ive answer S w i l l  always be afiaphoric, It 
i s  coreferent ial  wi th  the S i n  the question, 

Bresnan (190)  gives several arguments f o r  the postu- 
-r, l a t i o n  of can;plementi,zers on topmost sentences, 1 can 

think of no arguments fo r  the postulation of a head noun 
"the f ac t "  on any topmost sentence, Even i f  one accepts 
the  perf ormative analysi s, which make s topmost sentences 
underlying complements, it i s  unfortunately the case t h a t  
very few performative predicates are  fact ive,  ltInformw 

rrr 



i s  a possible f active performative fo r  question answers 
l i k e  (u), and aacknorqledgefl i s  a possible fac t ive  predi- 
ca t e  for S t a g  answers l i k e  ( i i i ~ ) ,  
(i) Qo I s  John t a l l ?  

A v  Yes, dohn i s  4xCl.l. 
(ii) I *answer you the f a c t  t ha t  John i s  ta l l ,  

+reply to you 
*say t o  you 
*declare t o  you 
+ t e l l  you i inform you of 

( i i i )  S. John i s t a l l ,  
A, Yes, dohn i s  tall, 

(iv) I *acquiesce t o  you $ the f a c t  t h a t  John i s  t a l l c  i *agree with you on 1 acknowledge t o  you, 
*Informtt and liacknowledge"e not necessarily the most 

defensible perfomative predicates fo r  the two answers. 
But even i f  they were, the f a c t  t h a t  both answers are  an* 
pharfu would be syntactically explained, under the performa 
at ive analysis, a s  only an  accidental consequence of both 
answers8 being conplements of predicates t h a t  happened t o  
be faetivc.  The s imilar i ty  of function within discourse 
d f  the  two (both are  answers to yes-no questions, and hence 
anaphax9.c) would not be e@ained, 

If, however, anaphoricity i s  a conconfitant of TH, the 
notion of anaphoricity w i l l  be expressed silnply i n  the 
complementizers of the sentences, and one need not  s t retch 
his imagination t o  f ind  an appropriate fac t ive  performa- 
tive predicate f o r  every so r t  of anaphoric sentence. 

5. By redefining !'factive predicaten a s  meaning not  *one which 
presupposes t h a t  i t s  complement i s  truet1, but  ra ther  none 
which presupposes t h a t  i t s  complement i s  anaphorlctt, 1 admit 
into the c l a s s  of fac t ives  sone predicates t h a t  did not  
belong, under the old definit ion, n3Denyti i s  such a predicate, 
nT)eny2f does not  presuppose tha t  i t s  complement i s  true, but  
does presuppose t h a t  i t s  complement i s  ulaphofic, Sapport 
f o r  my redefini t ion i s  provided by the f a c t  t h a t  "denyH 
behaves syntact ical ly  exactly l i k e  a factive,  It allows 
gerunds, but  not %b j e c t R a i  sing or i~so", 

(i) 1 deny having done it, 
(ii) "I deny Yike t o  have done it, 
( i i i )  *I deny so, 

6, Kuno (to appear) d i  st ingui s h ~ s  four types of NP1 s~ They 



are: specific,  non- specific, generic, and qual i ta t ive,  
The l a s t  a re  a l so  ca l led  property NPfs or  p r e d i c a ~ v e  
W's. Examples a r e  Ha  doctor" i n  ( i )  and ndocbrsN i n  

I ( i i i ) ,  
( i )  Ern i s  a doctor, 
( i i )  *A doctor i s  Kim. 
( i i i )  &m and Pat  a re  doctors. 
( iv) "Doctors a re  Kim and Pat. 

I think, however, t h a t  the basic dis t inct ion,  fo r  syntac- 
t i c  purposes, i s  specific vs. non-specific, with q u a l i t a  
t ive ar,d generic ,W's being subclasses of the non-specific. 
For our purposes, however, the difference between quali  ta- 
t i v e  and non-specific i s  not an important one, and I w i l l  
have no more t o  say about it. 

7. I have shown (p. 17) t h a t  generics and plain non-specifics 
a r e  i n  corrrplernentary distribution. However, there a r e  
some predicates tha t  may take both fac t ive  and non-factive 
corrqplements. The quastion, then, i s  whether indef in i te  
NP's a s  arguments of these predicates wi l l  be two, three, 
o r  f our-way s ambiguv~ s. The following example s explore 
this problem, 
(i) 'Ihey reported t h a t  a cruel  miscarriage of justice 

had taken place. @active, non-factivea 
( i i )  They reported t h a t  a c n e l  miscarriage of just ice  

had taken place, but  t h a t  was a patent  l ie ,  
Eon-factive, wfactivel 

( i i i )  They reported t h a t  a cruel miscarriage of just ice  - had taken place, but only long a f t e r  it was i r r e -  
vocqble, pac t ive ,  *non-f ac tive] 

(iv) They reported a cruel miscarriage of justice. 
[rrspecific fact ive,  specific non-factive, non-spec- 
i z i c  non-factive, generic factive3 

(v) They reported a cruel miscarriage of justice,  whenever 
"r they f e l t  l i k e  it, whether one had occurred or  not. 

@on- specific non-factive] 
(v i )  They reported a cruel miscarriage of just ice  whenever 

one occurred. kene r i c  f ac tive] 
(vi i )  They reported a cruel miscarriage of justice,  

namely, the conviction of Mrs. Rogers, but of course 
4 it w a s  a l i e .  [:specific non-factivel 

( v i i i )  ?They reported a cruel miscarriage of justice, 
#namely, the conviction of Pf s. Rogers, but  only 
long after it had happened. r & e c i f i c  f ac t ive l  

lbese examples show t h a t  indef in i te  NP1s a s  arguments of 
factivelnon-factive predicates are four ways ambiguaus, as 
I would predict ,  



8, I n  my speculations a s  t o  the  constant  semantic character- 
i s t i c s  of TH, I have been espec ia l ly  i n t e r e s t e d  i n  the  
work Yuki Kuroda (1965 and 1971) has  done on the  meaning 
of t he  p a r t i c l e s  "watt and "gat' i n  Japanese syntax, He 
makes a d i s t i nc t i on  between ca tegor ica l  and t h e t i c  judge- 
ments and shows t h a t  ttwart a t taches  t o  the  subject  of cate- 
gor ica l  judgements, while ltga* a t t aches  to the  subject  of 
t h e t i c  judgements. However, Japanese makes no automatic 
d i s t i nc t i on  between d e f i n i t e  and i nde f in i t e ,  spec i f i c  and 
non-specific, 

I -k ink  t h a t  t h e  d i s t i nc t i on  between categorical and 
t h e t i c  judgements i s  operqtive i n  English syntax a s  well,  
and t h a t   art of the  function of TH i s  t o  mark t h i s  dis- 
t inction, .  Of t h i s  d i s t inc t ion ,  Kuroda (1971, p.2) says t 

ca tegor ica l  and t h e t i c l ,  only the  former conforms 
"of..thPse L t o  t he  t r a  ' t i ona l  paradigm of su i jecLpred ica te ,  while 
the  l a t t e r  represents  simply recognit ion o r  r e j ec t i on  of 
material  of judgement. I4oreover, t he  ca tegor lca l  judge- 
ment i s  assumed t o  cons i s t  of two separate ac t s ,  one, t he  
a c t  of recognit ion of t h a t  which i s  t o  be made the  subject ,  
and the  other,  t he  a c t  of affirming o r  denying what i s  
expressed by the predicate  about the  subject, 16th this 
ana lys i s  i n  a n d ,  the  t h e t i c  and the  categor ical  judgements 
a r e  a l s o  ca l l ed  the  simple and the  double judgements," 

He argues t h a t  a l l  generic sentences a r e  categor ical  
judgements, and he def ines  generic more broadly than usual. 
He says (1971, p, 13), ''1 c a l l  a sentence generic i f  t he  
statement made by i t  i s  a statement about a general,  
habi tual ,  o r  constant  s t a t e  of z f f a i r s  of some sor t ,  and 
' $ i ~ n - ~ e n e r i q  i f  t h e  statement made by i t  r e f e r s  to a 
p a r t i c u l a r  occurrence of an event o r  s t a t e  of a f fa i r s . "  
I n  t h i s  sense, ( i ) - ( iv)  a r e  generic, (v) and (vi) a re  non-. 
generic, an2 (v i i )  has  both a generic and a non-generic 
reading (Kuroda' s examples) , 

( i )  Men a r e  animals. 
( i i )  John i s  an American. 
( i i i )  Men walk, 
( iv)  John reads. 
(v) A man i s walking there,  
(vi) John i s  reading a book, 
( v i i )  John walked i n  the  garden, 
Kuroda a l s o  says t h a t  all sentences with generic subjects  

a r e  ca tegor ica l  judgements, and t h a t  the  subject  of a non- 
generic ca tegor ica l  judgement must be def in i te .  Thus (viii) - (x) can be (but are n o t  necessar i ly)  categor ical  judgements, 
bu t  (x i )  cannot, 

I"* ( v i i i )  Tho man i s  standing on t he  corner. 



( i x )  Jokm i s  standing on the corner, 
(x) J ~ h n ' s  f r iend  i s  standing on t'ne comer. 
(xi) A man i s  standing on the corner, 

A l l  of the  above sentences can be t h e t i c  jud-gements, f o r  
t h e t i c  judgements may have de f in i t e  a s  well a s  i~def i r -&te  
subjects, The d is t inc t ion  between the categorical  and 
t h e t i c  readings l i e s  i,n the  speakert s in ten t ionc  I n  the 
categorical  judgements, "the speaker s i n t e r e s t  i s  ckkrected 
towards the en t i t y  corresponding t o  [the grammatical 
sub jecg ,  no t  jus t  as a particj-pant of these events* 
Rather, h i s  i n t e r e s t  i s  primarily directed toward 'chis 
en t i ty ,  and the reason why he wants t o  give an expresdon 
t o  the f a c t  t h a t  he recognizes the happening of the event ... i s  precisely  t h a t  he wants t o  r e l a t e  the occurrence 
of the  event t o  this en t i ty ,  Qn the other hand, [in 
t h e t i c  'gdgements] , the speaker s in ten t ion  i s  directed 
toivard t t h e  grmoat icz l  subject? j u s t  insofar  a s  i t  i s  a 
const i tuent  of an eventet$ (~u roda ,  1971, p, 181, 

The only unanibiguous s i tua t ions  so fa r  a re  a s  follows: 
sentences w i t h  generic subjects  m a y  no t  be the t i c  judge- 
ments, and sentences with non-generic i nde f in i t e  subjects 
may not  be categorical  judgements, However, since a cate- 
gor ical  judgement i s  an asser t ion,  a s o r t  of taking of 
respons ib i l i ty  for  a sentence, the  former r e s t r i c t i o n  may 
be suspended, mat. is, ce r t a in  grammatical constructions, 
such a s  conditionals and disjunctions,  allow one t o  avoid 
taking respons ib i l i ty  f o r  the t ru th  of a sentence, Con- 
sequently, these constructions may not  contain categorical  
judgements, and sentences which would otherxcise be cato- 
gor icdl  judgements, such as generics, a re  no t  categorical  
judgements i n  these contexts. 'Thus '$men are  anirnalstqs 
not  a categorical  judgement i n  the  following two examples. 

(xii) I f  men a re  animals ,  God i s  too, 
( x i i i )  ?lither men are = i m a l s  or  animals a re  m e n .  
I n  my analysis,  cztegorical  ju&emen'ts a re  tupmost sen- 

tences generated ~6th 'd3f i n  t h e i r  con;plementizers. S n c e  
topmost complementizers mist  delete ,  Tfi-movement must be 
able  to apply, Hence categorical  judgements must hzve 
de f in i t e  or  genefic subjects, TheUc judgements a re  w- 
most sentences with semantically empty complementizers, 

9, Kuno (1971) has also studied "waN and 'tgatt i n  Japanese, 
and r e l a t ed  h i s  f indings -to lbg l i sh ,  He, however, has 
approached the problem from the po in t  of view no t  04: the 
S, but  ra ther  of the  NP. That i s ,  he focuses on the 
functions perfornaed by t h e  NPts "watt and Itgan a re  attached 
to,  r a the r  than or, t h e  types of sentences of which they 



a r e  the  subjects. He f i n d s  very useful ,  a s  do X, the 
t r ad i t i ona l  notion of funct ional  sentence perspecave--  
a notion with a long h i  s to ry  i n  l i n g u i s t i c s 9  espec ia l ly  
wel l  developed i n  the  Prague School. 

Kuno i s  pa r t i cu l a r l y  i n t e r e s t ed  i n  the  concept of theme. 
He shows tha t ,  i n  Japanese, tLt;a'l always marks I tei ther the  
theme o r  the  contras ted element of the  sentence. The - 
theme must be e i t h e r  anaphoric o r  generic, while there  i s  
no such cons t ra in t  f o r  the  contrasted element. Ga a s  
subject  case marker i s  e i t h e r  f o r  neu t ra l  d e s c r i 3 i o n  or  
f o r  exhaustive l i s t i n g .  I am most i n t e r e s t e d  here i n  h i s  
notion of theme. I bel ieve TH may a lso  have a con t ras t ive  
funct ion i n  English, bu t  I w i l l  n o t  have much t o  say about 
t h i s  aspect  of i t s  use. 

A connection has  long been f e l t  t o  e x i s t  among the  not ions  
of theme, topic,  o ld  information, and lef t -most  posi t ion,  
as opposed t o  focus, comment, new information, and right-. 
most posit ion.  P a r t  of the purpose of ny ana lys i s  of TH 
i s  t o  make the  connections among the  f i r s t  four  more ex- 
p l i c i t  and t o  express them formally. 

10. Paul. Kiparsky has  suggested to me t h a t  t h i s  may no t  be 
correct ,  a t  l e a s t  n o t  i n  aL1 languages. It i s  poss ible  
t h a t  t he  presence o r  absence of a d e f i n i U z e r  on t he  
aux i l i a ry  marks t he  d i s t i nc t i on  between p a r t i t i v e  (with- 
ou t  TH) and non-part i t ive (with TH) and/or the  dis t inc-  
t i o n  between per fec t ive  ( w i t h  TH) and imperfecLive 
(without 5%). These d i s t i nc t i ons  a r e  i l l u s t r a t e d  by the  
following examples i n  a g l i  she 

(i) I drank coffee. E a r t i t i v q  
( i i )  I drank t he  coffee.  on-partitiva 
( i i i )  I was l i f t i n g  the  piano. ~ r n p e r f e c t i v ~  .. 
( iv)  I l i f t e d  the  piano. gerfect ive]  

I f  these d i s t i nc t i ons  were r e f l exes  of TH, we would expect 
t h e  members 1~5th TH t o  show s igns  of anaphoricity, And 
indeed, the  p a r t i t i v e  vs. non-par ti t i v e  di s t i n c  ti on i s 
marked, i n  Eaglish, by the  absence vs. presence of the  
d e f i n i t e  a r t i c l e .  Furthermore, i n  "af t e r t i  adverbialst  
which requ i re  anaphoric arguments ( t h i s  inc ludes  generics)  
(cf, (v)- ( v i i )  ) , non-parti t i v e s  and per fec t ives  may occur, 
b u t  no t  p a r t i t i v e s  and imperfectives. 

, people come pouring ou t  of t he  theater .  

came pouring ou t  of the 

- (v i i )  *After a play, people came pouring ou t  of the  
theater .  Eon-anaphoric (ignore p a s t  generic r e a d i n g g  



( v i i i )  After 1 drank the coffee, 1 l e f t ,  non-parkitive 
(ix) "After I drank coffee, I l e f t ,  p a r t i t i v e  
(x) After I l i f t e d  the piano, I l e f t ,  perfective 
(xi) *After I was l i f t i n g  the piano, 1 l e f t ,  imperfective 
These examples give some p laus ib i l i t y  t o  the idea t h a t  

, I ' TH can attach t o  the auxiliary,  but, a s  the matter needs 
much fur ther  study, I w i l l  not a t  t h i s  time adopt the posi- 
t ion  t h a t  i t  can, 

11, For some reason, indef in i tes  with quant if iers  undergo 
SubjecLKaising much more eas i ly  than indef in i tes  i n  
"ait or  simple p lura l  indefini tes ,  Any quantif ier  a t  
dl1 seems t o  improve the s i tuat ion vastly. However, 
I think t h i s  f a c t  says more about quant i f ie rs  than about 
indefinites.  

12, An example of the interact ion of Passive and TH-lovement 
i s  provided by the following examples, where both the 
underlying subject and the underlying object can have 
generic readings (brought out by the re la t ive  clauses 
with "any") when and only when they are  i n  subject 
posit ion on the surface, 

(i) Beavers (with any brains) bui ld dams (*with . .  
any structural  i n t eg r i ty ,  

( i i )  Druns ( w i t h  a.ny s t ruc tura l  i n t eg r i ty )  ape b u i l t  
by beavers (*-xith any brains). 



CH-hPTSR I1 a RHETORICAL QUESTIONS 

I n  t h i s  chapter, I w i l l  i nves t i ga t e  rhe to r i ca l  questions 

t o  see what makes them special and to see what t h e y  can t e l l  

u s  about questions and answers i n  general,  I n  sect ion II,1, 

X explore yes-no rhe to r i ca l  questions and suggest a tag- 

sentence source f o r  them. I n  section I1,2, I e q l o r e  

rhe to r i ca l  questions and suggest a s imilar  source f o r  them, 

I n  section II,3, I o f f e r  arguments jus t i f f lng t he  existence 

of the  tag- sentence source f o r  WH rhe to r i ca l  questions, 

Answers t o  rhe to r i ca l  questions a re  supposed t o  be obvious 

t o  both speaker and hearer  and hence do n o t  need t o  be expressed, 

Before beginning, I would l i k e  to exclude from consideration 

some types of questions $nich raight be considered rhe to r i ca l ,  

bu t  are not, i n  my sense, 

One type 1 wish t o  exclude i,s the  c l a s s  of se l f - rhe tor ica l  

questions. These a r e  of ten used in speeches, The speaker 

a c t s  a s  both speaker and hearer. The answer i s  obvious t o  

him, a s  speaker and hearer, b u t  no t  necessar i ly  t o  anyone 

e lse ,  This specia l  s i t ua t i on  allows the  breaking of many 

r u l e s  otherwise v a l i d  f o r  r he to r i ca l  questions. An example 

of this usage i s  tf'&o do I support f o r  President? Why, Ralph 

Nader, of course!" 

The other  type I wish t o  exclude i s  the  c l a s s  of rhetor-  



i c a l  questions used as answers to other questions, These, 

too, break some otherwise va l id  rules,  The question fsD3es 

Sam l i k e  pizza?" might receive the rhetor ical  response "Do 

horses l i k e  grass?'", which suggests tha t  the relat ionship 

between Sam and pizza i s  the same a s  the relationship between 

horses and grass, This does not  necessarily mean t h a t  the 

answer i s  obviously '"esH--f or all we know, horses 

grass--but it obviously i s  t h e i r  natural  food, Thus we nay 

assume t h a t  pizza i s  Sam's s ta f f  of l i f e ,  whether he truly 

enjoys i t  or  not, A sub-type here i s  represented by 

doesn't l i k e  himT"in response t o  "Wno l i k e s  him?" 

There are probably other types I should exclude, but, 

with a t  l e a s t  these caveats, l e t  u s  look a t  rhe tor ica l  questions, 

II,1 Yes-No Rhetorical Questions I n  yes-no rhe tor ica l  

questions, the form of the questicn always reveals which one 

of the two possible answers it i s  tha t  i s  supposed t o  be the 

obvious answer, The way it works out grammatically i s  t h a t  

negative rhetor ical  questions expect positive answers and 

posi t ive rhetor ical  questions expect negrtiue answers, 

(1) Q, Don't you want t o  grow up big and strong?' 
t 

(A. Yes, of course I do,) 

(2) Q, Do you want people t o  think we l i v e  i n  a pigsty? 

(A, No, of course I don't.) 



(3) Q. Ibn ' t  I work my f ingers  t o  the bone f o r  you? 

A. Yes, of course you do. 

(4) Q, I s  i t  necessary t o  shout l i k e  that7 
* 

A. No, of course it i s n ' t .  

Thus i f  the underlying s t ructure of the question i s ,  very 

1 6  I . ?  roughly, cneg i 11i VP, the meaning i s  speaker believes t h a t  
1 2 3  pfg.) 3 and t h a t  hearer w i l l  agree 2 3" (switching 

"1" and 'iyoufl i f  they occur). 

Now, i t  i s  curious t h a t  the w.pected answer always has 

negat ivi ty  opposite t o  t h a t  of the question, It i s  not  the 

case t h a t  a& negative questions expect posi t ive aqswers and 

all pos i t ive  questions expect negative answers. For instarc?,  

pos i t ive  and negative polar i ty  items can b i a s  the  expectation 

the other way by making one answer more grammatical than 

the other. 

(5) Q. Didn't you g e t  very mchY 

Ibpected A. No, I didn't. 

(6) Q. Has it already s tar ted? 
P 

Expected A, Yes, i t  has. 

r3 

Even i n  the general case, negative questions nexpecttt 

negative answers i n  a cer ta in  sense. Chafe (1968, p. 24) 

expresses it a s  follows: "Tne speaker i s  communicating t h a t  
"4 

. recent  evidence (of ten, though no t  necessarily, something 

&. 



the hearer jus t  said) suggests t h a t  the question w i l l .  e l i c i t  

a negative answer, although previously the speaker would 

have expected i t  t o  e l i c i t  an affirmative oneen This s o r t  

of s i tuat ion i s  acknowledged expl ic i t ly  by the answer i n  (7). 

(7) Q. Aren't you going? 

A, Well, I was going t o  but l i v e  changed. my mind, 

Posit ive questions a re  even more compl-Bcated. Taey 

may be t ru ly  neutral ,  or, using intonation and emphatic 

s t ress ,  may be biased toward e i ther  a posi t ive or  a negative 

answer, 

(8) Q, Can you stand on your head7 (neutral) 

(9) Q. Md he that? (sounding doubtful) (biased 

toward negative) 

A, Well, no, but he implied it, 
L 

(10) Q, Oh, i s  t h a t  what he said, (biased toward 

si t ive)  

A, Yes, 

Given t h i s  complex s i tuat ion i n  the expected answers 

t o  regular y e s n o  questions, the simplicity of the ru le  f o r  

the expectatioris i n  rhetor ical  yes-no questions i s  all the 

more surprising, To achieve t h i s  simplicity, the types of 

yes-no questions which are  biased the wrong way--toward 



answers of matching n sga t i v i  ty--ei the r  a r e  ru led  out  a s  

rhe to r i ca l  questions or  change t h e i r  bias. Thus (5) and 

(10) a re  ou t  a s  rhe to r i ca l  questions, (7) l o s e s  i t s  component 

of surpr ise  and doubt, leaving the o r ig ina l  pos i t ive  expecta- 

t ion,  and (6) and (8) become negatively biased w i t h  the  

addi t ion of emphatic s t r e s s  on the  f i n d  word of the  question, 

This emphatic s t r e s s  i s  p a r t  of the  outraged intonat ion which 

i s  cha rac t e r i s t i c  of rhetorical .  questiohs, 

To rephrase t h i s  a b i t ,  positively-phrased rhe to r i ca l  

questions containing posi t ive-polar i ty  i tems a re  acceptable 

only t o  t he  degree t h a t  the  corresponding statement,. with 

negative inse r ted ,  i s  acceptable, ( 1 1 ~ )  i s  OK a s  a regular  

but  ou t  a s  a r he to r i ca l  question, because ( I U )  i s  

ungrammatical, 

) Q b e s  i t  r a r e ly  rain?' 

A, *No, it doesn't  r a r e ly  ra in ,  

Similarly, negatively phrased questions containing 

negative-polari ty i tems a r e  acceptable only t o  t he  degree 

t h a t  the  corresponding statement, minus the  negative, i s  

acceptable, ( 1 2 ~ )  and ( 1 3 ~ )  a r e  OK as regular  questions, 

bu t  unacceptable a s  r h e t o r i c a l  questions, because (12A) 

and (13~) are out. 



(12) Q. Didn't he arr ive until 5t007 

A. Wesr he arrived u n t i l  5:OO. 

(13) Q. Didn't he give a damn about her7 

A, "Yes, he gave a damn about her. 

However, we have here a double-edged word, Xhetorical 

questions can be out because the question i t s e l f  i s  ill- 

formed, even if the rhe tor ica l ly  expected answer i s  accep- 

table. 

(1) Q * E d  he ar r ive  u n t i l  51003 

A, No, he d i d n ' t  a r r ive  u n t i l  5100. 

(15) Q. *Doesn't it never rain? 

A, Yes, i t  never rains. 

Again, these a re  matters of degree. ( 1 6 ~ ) ,  a.s a rhetori-  

ca l  question, i s  not  a s  bad a s  (154) or  fllQ)i and (17~ ) .  as 

a rhe tor ica l  question, i s  not as 'bad a s  (149) o r  (129) are. 

(16) Q. ?Doesn't i t  rare ly  rain? 

A. Yes, i t  ra re ly  rains, 

(17) Q. ?Did you have very mch fun% 

A, No, I didn ' t  have very much fun. 

The reason this sword' is double-edged is t ha t .  rhetorical  

questions have syntactically a negativity opposite t o  t h a t  

which they have semantically. This means tha t  they must meet 



both the cons t ra in t s  on normal questions and those on the  

corresponding statements w i t h  the  opposite negat ivi ty ,  

However, t he  dual na ture  of r he to r i ca l  questions seems 

t o  hold s t r i c t l y  only with respect  t o  negation, We would 

expect rhetorical.  questions t o  obey both cons t ra in t s  on 

questions .and cons t ra in t s  on statements, Now, they ce r t a in ly  

obey cons t ra in t s  on questions. For ins tance,  bike questions, 

and unl ike  statements, they do no t  allow sen ten t ia l  adverbs. 

(18) Q, #Certainly, shouldn't we t r e a t  them a t  l e a s t  

as well  as the  animals7 
t 

A, Yes, ce r ta in ly ,  we should t r e a t  them a t  l e a s t  

as w e l l  a s  the  a n i m a l s .  

But rhe to r i ca l  questions don' t  always obey cons t r a in t s  

on statements, That i s ,  they allow th ings  questions allow 

and statements do no t  allow, For ins tance,  n sha l l t t  has  a 

usage i n  quest ions  which i s  impossible t o  g e t  i n  statements. 

(19) Q. %all I j u s t  f o r g e t  about i t ?  

A, No, you s h a l l  n o t  j u s t  f o rge t  abou t ' i t ,  

"~hdll~' i n  (19~) does n o t  mean the  same a s  "shall" i n  ( 1 9 ~ ) ~  

and ( 1 9 ~ )  i s  n o t  a good answer t o  ( 1 9 ~ ) ~  However, ( 1 9 ~ )  

i s  a p r e t t y  good rhe to r i ca l  quesEon, t o  which the  expected - 
answer i s  ''No, of course not! l1, even though ( I ~ A ) ,  t he  f u l l e r  



answer, i s  not  a good answer, (Notice t h a t  (20) i s  good, 

This would be something of a problem f o r  those who derive 

tag questions by copying the subject and auxi l iary of a dec- 

la ra t ive ,  ) 

(20) I ' l l .  jus t  forget  about it, sha l l  17 

On the other hand, questions t h a t  a re  interpreted a s  

requests o r  imperatives, l i k e  (21)-(23), are no good a s  

rhe tor ica l  questions. They a lso  have no corresponding state- 

ments. 

(21) Would you leave me alone7 

(22) W i l l  someone (please) turn off the l ights f  

(23) Nay I (please) have i t 7  

I n  summary, we may say tha t  yes-no rhe tor ica l  questions 

must obey the negativity constraints  of both the question 

i t s e l f  and of the expected answer, The same holds, though 

not  as s t r i c t l y ,  fo r  constraints  on use and meaning of rnodals. 

Now l e t  u s  examine the relationship between r e p l i e s  

t o  rhetor ical  questions and the pi-es~ppo~siitions of those 

questions. A s  pointed out  previously, the expected answer 

t o  a posit ive yes-no rhe tor ica l  question i s  negative, and 

the expected answer to a negative yes-no rhe tor ica l  question 

i s  positive, 



Let u s  consider the ba t t e r  case f i r s t .  When used a s  

normal questions, sentences l i k e  (24) are  used when the 

speaker had been supposing the corresponding posi t ive state- 

ment (25) to be true, but f o r  some reason has come t o  be 

unsure enough t o  need t o  check with someone else. Only i n  

t h i s  speciql sense can (241, a s  a normal question, be said 

t o  presuppose (25). 

(24) I s n ' t  i t  time f o r  lunchf 

(25) f t i s  time f o r  lunch. 

However, when (24) i s  used a s  a rhe tor ica l  question, 

this element of doubt i s  not  present, Tne speaker firmly 

believes (25) t o  be true,  and thinks the hearer does too. 

He uses the question form only a s  a rhetorical. device t o  

involve the hearer, even i f  reluctantly,  i n  the affirmation 

of (25). Since there i s  no element of doubt i n  (2ic) when 

it i s  used a s  a rhe tor ica l  question, we can safely szy t h a t  

(25) i s  the presupposition of (24). (25) i s  a l so  the expected 

an strer. 

Now l e t  u s  consider posi t ively phrased yes-no questions. 

When used a s  normal questions, sentences l i k e  (26) can be 

qui te  f r ee  of assumptions o r  expectations such a s  U l a t  ex- 

pressed i n  (27). 

(26) I s  it time f o r  lunch? 



(27) 1% i s n ' t  time fo r  lunch, 

However, hien (26) i s  produced with a cer tain ffsurprisen 

intonation (on the l a s t  s t r e s s  peak, pi tch starts below 

normal, falls, then r i s e s  higher than the f i n a l  r i s e  of 

normal questions), i t  does presuppose (271, except f o r  t h e  

same element of doubt a s  before, Mow, Lhe intonation of a 

rhetor ical  question i s  the same a s  t h ~ s  "surprisett intonation, 

except t h a t  the final rise does not  go as  high, The element 

of doubt disappears, and (26) presupposes (27) and expects 

(27), i. e., the corresponding negative statement, a s  i t s  

ansver, 'his i s  demonstrated by an excerpt from a recent 

Name11 House television comrnercidlt 

(28) Does this look l i k e  i n s t a n t  coffee7 But i t  is! 

Here t h e  f a c t  that the expected answer i s  negative i s  shorn 

by the f a c t  t h a t  the contradiction-introducer "butti precedes 

the posi t ive r e  joinder. For yes-no rhetorical. questions, 

- then, we can say t h a t  the presupposition ,and the expected 

answer a re  idei.1 t ical .  

I have shown t h a t  rhetor ical  questions nust  meet both 

the constraints  on questions znd the constraints  on state- 

ments of opposite negativity,  and t h a t  the questions i n  

f a c t  presuppose the corresponding statements of opposite 

negativity. This s i tuat ion i s  remlniscerlt of one c l a s s  of 



tag seritences, winich are co,nposed or" a statement plus the  

aux i l i a ry  and subject  pronoun of the corresponding question 

with opposite negat ivi ty ,  This s i rc i lar i ty  and the  near synon- 

ymy of these  tag sentences (under one in tonat ion)  and rhetor-  

i c a l  questions suggest t h a t  the  two m a y  sha,re a comon sourqe, 

(29) i I lus t ra t , e  t h i s  synonymy. ( T ' e  in tonat ion s t a r t s  lower 

t h m  norflal on "isfi, fa l ls  s l igh t ly ,  then r i s e s  to about 

normal, ) 

(29) T, Thatt s no way t o  ac t ,  i s  i t ?  

Q, I s  t h a t  any way t o  act? 

(30) is the  source t h a t  suggests i t s e l f  f o r  both, 

(30) That i s  no way t o  ac t ,  i s  t h a t  any way t o  ac t?  

Rhetorical  questions would be derived by dele t ing the  e n t i r e  

statement, tag sentences by dele t ing all bu t  t he  aux i l i a ry  

and subject  of the question, and pronominalizing the  sub ject. 

These transformations work smoothly enough when both 

t h e  statement and the  question are grammatical, bu t  i n t e r -  

es t ing  d i f fe rences  appear when the  dele ted por t ion i s  ungramo 

matical,  I f  t he  statement i s  ungrammatical, dele t ing it 

l eaves  the  rhe to r i ca l  question st i l l .  ungram-nztical, a s  

(31) i l l u  s t r a  t o  s. 

A (31) John had very mcch fun, d i d n t t  John have very 



much fun? 

Q, Didn't John have very much fun7 

( 3 1 ~ )  i s  acceptable a s  a regular question, but  out  a s  a 

rhe tor ica l  q u e s t i ~ n .  

However, i n  the derivation s f  tag sentences, i f  the 

ungrammatical p a r t  of the q ~ e s t i o n  i s  clsleted, the t a g  sen- 

tence i s  slA11 good, Thus the e f f ec t  of the transformation 

i s  l i k e  thaL of Ross' Sluicing, which makes grammatical 

sentences out of ungrammatical ones, Thi s i s i l l u s t r a t e d  

i n  (32)e 

(32) John didn ' t  a r r ive  u n t i l  6rY. did John arr ive 

u n t i l  6 r p 7  

T, John d idn ' t  arrive u n t i l  6 1 3 ,  did he? 

Why should one transformation be able t o  wipe out un- 

grammaticality, while the other, otherwise so similar, 

cannot? One possible explanatLon l i e s  i n  the expected 

"* answers, I n  both cases the expected answer i s  essent ia l ly  

ident ica l  t o  the statement half  of the underlying structure, 

I n  (32) the statement half  i s  grammatical, bu t  i n  (31) it i s  

not. Thus i n  (32) the statement half  i s  doubly important, 

since it i s  both the half  t h a t  remains i n  surface structure 

and the expected answer, and the question half i s  of l e s s  

importance. I n  (31), on the other hand, the two halves a re  



about equally impor tmt ,  and both i n f h e n c e  the  grammaticality 

of the  rhe to r i ca l  question. This i s  a very t en t a t i ve  sugges- 

t ion,  and the  d i f f i c u l t y  of expressing i t  formally i s  one of 

t h e  p r inc ipa l  drawbacks of t h i s  der ivat ion of yes-no rhetor-  

i c a l  questions. 

A second drawback f o r  r e l a t i ng  yes-no rhe to r i ca l  questions 

t o  tag sentences i s  t h a t  rhe tor ic& questions allow paren- 

t h e t i c a l  expressions t h a t  the  corresponding tag sentences 

do n o t  allow. 

*wonder 
( 3 3 )  RQ. I s  he here, I ask you 3' 

*wonder 
T, He i s n ' t  here, i s  he, 1 *ask you T 

The f a c t  t h a t  "1 ask youit i s  n o t  acceptable with tag sentences 

i s  perhaps n o t  too surpr is ing o r  ser ious  a drawback, f o r  

nI 'rn t e l l i n g  y o u h y  n o t  'occur with t ag  sentences e i ther ,  

Furthermore, " a f t e r  a l l *  occurs with both t ags  and r h e t o r i c a l  

questions. 

(34) i s  t h i s  such a bad deal, 

(35 )  4. After a l l ,  this i s n ' t  such a bad deal ,  i s  i t ?  

B. This i s n ' t  such a bad deal, a f t e r  all, i s  i t ?  

C. Tnf s i s n ' t  such a bad deal, i s  it, a f t e r  a l l 7  

W t e r  al l t t  a l s o  occurs with T4H r he to r i ca l  questions. "Any-. 

way1', however, i s  good with IN but  n o t  yes-no rhe to r i ca l  questions, 



(36) A, . 'tho brought you,up; af t e r l  a l l ?  

B, Who wants t o  be f a t ,  a f t e r  a l l 7  

(37) WdQ, What kind of deal i s  t h i s ,  anyway? 

YNQ, "I[s he here, anyway? 

T, *Kels here, i s n ' t  he, anyway? 

Parentheticals,  i t  appears, a re  no t  going t o  provide strong 

arguments one way or  the other on the re la t ionship between 

tag sentences and rhe to r i ca l  questions, 

The pr incipal  drawback fo r  t h i s  derivation of yes-no 

rhe tor ica l  questions i s  t h a t  i t  apparently does n o t  general- 

ize t o  include WH rhe tor ica l  questions. T r T W  questions have 

no corresponding tag sentences, and, i n  f a c t ,  no correspond- 

ing  grammatical statements a t  all, Normal and yes-no 

questions are  usually derived by the same s e t  of r u l e s  

(IJH-~re~osing, Sub jecLAux Inversion, etc,  ) from very similar 

sources. But there  seems t o  be no statementquestion source 

f o r  WH questions, and hence no paral le l ism between yes-no 

rhe to r i ca l  questions and WH rhe tor ica l  questions, i f  yes-no 

rhetorical questions a r e  indeed derived from a statement- 

question source, I w i l l  re turn to this problem af t e r  a 

discussion of WH rhe tor ica l  questions, 

11.2 - WH Rhetorical Questions The expected answers to Wl 

rhe to r i ca l  questions a r e  much more d i f f i c u l t  t o  characterize 



t'nan t he  expected answers t o  ye.+no rhe to r i ca l  questions. 

Here again the  answer i s  supposed t o  be obvious t o  both 

speaker and hearer,  Generally, the re  i s  e i t h e r  an obvious 

spec i f ic  pos i t ive  a n s ~ e r ,  o r  the  answer i s  a negative NP-- 

a n u l l  se t ,  

(38) Q. Who brought you i n t o  t h i s  world, anyway? 14-10 

taught you everything you knox, took care  of 

you, worked her  f i nge r s  to the  bone f o r  you? 

(A. you, ~ama.') 

(39)  Q. Who wants yesterday s paper? 

(A. ~obody.) 

(40) Q. Why do people climb mountains? 

(A. Because they ' re  there.) 

(41) Q. Why bother t o  t e l l  him7 

(A. Yeah, I guess t h e r e ' s  no reason to,) 

(42) Q. You threw him i n t o  t he  b r i a r  patch? Where do 

you think r a b b i t s  l i ve7  

(A. I n  t he  b r i a r  

(43) Q. Where a r e  we going t o  g e t  another 1%9 Chevy 

muffler a t  l l t O O  on Sunday? 

(A. Nowhere.) 

(44.) Q, What does every man want7 

Everything he can get.) 



(45) Q. What can you do with an i d i o t  l i k e  that?  

( A. NO thing. ) 

f t i s  not always obvious from the syntax of the question 

which hype of answer h s  expected, (46~) might he expecting 

e i the r  the nu l l  s e t  (46Al) or  a posi t ive anstrer solrlething 

l i k e  (46Qj. 

(46) Q, 1vl.l~ should we f i g h t  ClsmilnSm7 

Al, No reason, obviously. 

A2, Because i t  i s  the grea tes t  e v i l  imaginable, 

obvi ou sly, 

However, someti-mes the sp-tax of the question does t i p  u s  

off as t o  which s ~ r t  of answer i s  expected, I f  the question 

contains a negative-polarity item, w e  know t h a t  the answer 

i s  supposed t o  be negative, Certain other items behave i n  

the same way.  ere as ter i sks  indicate  impossi.bilit~r a s  

expec ted answer only, ) 

(47) Q, Why should anybody f i g h t  Co.mmismi? 

Al. There i s  no reason f o r  anybody t o  fight, 

Conmuni sm. 

82, *(Anybody should f i g h t  GOI-m) because 

it i s  the grea tes t  evil imaginable, 

(48) Q, Wherever a re  we going to f ind  such a thing? 



Al. NoTN.here, 

A2. *In the a t t i c ,  

(49) Q, Who e l s e  would t r e a t  u s  so we113 

Al. Nobody else. 

A2. @Somebody e~se/*R.ichard Nixon else,  

(50) Q. When have you ever had very much fun around hare? 

, Never (have I had very much fun around here), 

A2. *'I& dLtrzys do (have very much fun around here), 

Of course, some negative po la r i t y  i tems require  a condition- 

ing  negative even i n  questions, and so (51) i s  out both a s  a 

normdl and as a rhe tor ica l  question expecting a negative 

answer, 

(51) qtho arr ived u n t i l  5 $00? 

I f ,  on the other hand, the question contains a pos i t ive  

po la r i t y  item, we know t h a t  what i s  expected i s  a specif ic  

pos i t ive  an swer, 

(52) Q. Who i s  f a r  more powerful than this fiend? 

Al, Spiderman ( i s  f a r  more powerful than t h i s  fiend). 

A2. *Nobody ( i s  f a r  more powerful than this fiend). 

(53'9 Q; ' he re  does it rare ly  rain? 

Al, Righ t  here ( i t  r a r e ly  rains).  

A2, Wowhere (does it rare ly  rain),  



(p) Q. What i s  going t o  happen sometime soon? 

A l .  The people w i l l  r evo l t  (sometime soon). 

A2, *Nothing (will happen soinetime soon), 

Those pos i t i ve  p o l a r i t y  i tems which are n o t  necessar i ly  

ou t  i n  ce r t a in  negative contexts  corresponclingly do n o t  

necessa r i ly  r u l e  ou t  the  expectation of a nega'ive answer 

when they occur i n  a rhetor*ical question. 

(55) Q. Who sti l l  be l ieves  tha t?  

Al, Fanny s t i l l  be l i eves  tha t ,  

A2, Nobody s t i l l  be l ieves  that .  

Sometimes negative answers a r e  ruled ou t  because they simply 

wouldn' t make sense. 

(56) Q. What time do you think it is? 

A, *Mo time, 

Nov l e t  u s  l eave  the  subject  of syn tac t ic  c lues  i n  t he  

question a s  to which of the  two s o r t s  of answers i s  expected, 

and consider the cons t r a in t s  on the  answers, i4obin Lakoff 

(1970) makes a usefu l  d i s t i nc t i on  between d i r e c t  and i n d i r e c t  

answers, E r e c t  answers a r e  those which supply a l l  and only 

t he  information requested, Rhetorical  questions raquire  

d i r e c t  answers. The second c l a s s  of questions which I 

excluded from consideration i n  the  in t roduct ion t o  this 



chapter provides a pseudo-exception t o  this generalization, 

It i s  2 pseudo-exception because these questions a re  not 

t rue  rhetor ical  questions, Tney are questions asked i n  

response t o  another question, suggesting t h a t  the answer i s  

the saxe f o r  both. This answer may be indirect.  Thus the 

expected aqsqer t o  the question "Why does God make l i t t l e  

green apples?"', used i n  this way, i s  not  reasonltp which 

i s  a d i r ec t  aqswer, but ra ther  liNobody knowsn, which i s  in- 
direct ,  

b e  rhetor ical  questions require d i r ec t  answers, (57) 

shows some unacceptable ind i rec t  answers.  ere again, as- 

t e r i sks  indicate  only impossibil i ty a s  the question's expec- 

ted  answer,) 

(57) Q, Who i s  going t o  be tile next President? 

, *I don' t know. 

A2. *\$ell, it won't be Nixon, 

A3, +Wallace a11 carry the South. 

A&. *Stassen will win i f  we  support him, 

A5, *Stassen, ~lrho w i l l  win by three e lec tora l  

votes, w i l l  be the next President, 

These answers a re  a l l  acceptable i f  the questioner asks the 

question and then immediately supplies the indirect answer 

himself, This i s  the other type of question I excluded i n  



the introduction. 

'Ifhe f a c t  t h a t  answdvrs t o  rhetor ical  questions must be 

d i r ec t  does not mean tha t  they lmst be exact or specific, 

however. For instance, specific indef in i tes  are  out, except, 

again, i n  the type of case jus t  mentioned, where thcy a re  

sapplied by the questioner, 

(58) Q, Who w i l l  be the next Preddent ,  a f t e r  all?' 

A. *A man with a Scotch name, 

Nost rhetor ical  questions about measurable quant i t ies  

a re  not requests f o r  exact measurementso but rather  f o r  

measurements r e l a t ive  t o  other fac tors  i n  the discourse, 

To i l l u s t r a t e t  

(59)  Se I wish he would pa in t  the ceil ing, too. 

Q. How t a l l  do you think he - is?' 

A. Not t a l l  enough t o  pa in t  the ceiling. 

(60) S, I guess 1632. be getting up. 

Q. What the h e l l  time *do you t h i n k  it i s 7  
[ l a t e ]  

A, Way too early fo r  rue t o  be getting up, 

Non- specific indef in i tes  a re  soinetimes acceptable answers, 

but  only when they have a generic interpretaGon. 

(61) Q. What kind of a n i m a l s  bu;ilds dan~s, a f t e r  a l l 7  

A. Beavers. 



Quantifiers as answers may be p a r t i a l  instead of uni- 

versa l  i f  there i s  a p a r t i a l  quantifier i n  the questioned 

constituent, 

(62) Q, How many people are  going t o  f a l l  f o r  tha t  

kind of crapl 

Later I will attempt t o  subsume these r e s t r i c t ions  and 

p o s s i b i l i t i e s  i n  a general characterization of possible posi- 

t i v e  answers. 

F i r s t ,  however, we must discuss the presuppositions of 

rhetor ical  questions. Let u s  begin by t m g  t o  be more 

specif ic  about what presupposition is. A good working def- 

i n i t i o n  f o r  declaratives i s  t h a t  i f  both S and i t s  negation 

imply P, P i s  presupposed by 3, and e i the r  agreeing or  di s= 

agreeing w-ith S involves accepting P. I n  the case of quo* 

t ions,  if Q presupposes P, any d i r ec t  answer to Q involves 

accepting P. (63) presupposes (&I, and (65). a s  an answer 

t o  (63). obviously accepts (@). 

(63) why does Rike beat  h i s  kife? 

(6%) Ivfike beats h i s  wife. 

(65) Because he loves her. 

h e  might think t h a t  (66) . as an answer t o  (63). allows 



the answerer to  be n o n c o ~ t t a l  about (64). since (674 is 

a s  consistent h t t h  (68) a s  i t  i s  w i t h  (&), However, the 

meaning of (66) i s  be t t e r  represented by ( 6 9 ) ,  which involves 

accepting (&I, t h a ~  by (671, which does not  necessarily 

accept (641, 

(66) No reason. 

(67) 'Ifhere i s  no reason why lBke beats  21is wife. 

(68) Rike does not beat h i s  wife, 

(69) E k e  beats his hdfe f o r  no reason, 

This i s  sho~.rn by the f a c t  t h a t  (709, while not impossible 

as ;in answer t o  (631, i s  strange f n  the same way t h a t  (71) 

i s  strange. 

(70) No reason--in f ac t ,  Mike doesn't beat his wife, 

(71) The present King of France i s n ' t  bald--in fac t ,  

there - i s  no present King of France, 

The usual way t o  object to a presupposition i s  e i ther  

t o  d i rec t ly  deny it, or t o  say "What do you mean?" follor.red 

by a d e n i d ,  

(72) M i a t  do you mean? doesn't beat his -&fee 

So we may .say t h a t  (63) presupposes (a), since the posi t ive 

and negative d i r ec t  answers (65) and (66) both involve accepting 



(&) a s  true, 

A special problem a r i se s  with question words l i k e  

"where", flwhenn, ar,d For r/lhile PBke can beat  h i s  

wife and s t i l l  do i t  f o r  no season, he cannot beat hiis wife 

and s t i l l  do it a t  no -Lime, place, or 4.n 120 t r a y  (although 

he can do S . t  a t  no tirno, ete.), This niakes i t  

d i f I i c u l t  t o  say Lhat (73) preszrpposes (74), since the  neg- 

a t ive  answer (75) does not  involve acceptjrsg (741, even 

though a posit ive answer l i k e  (76) does, 

(73) Idhen does Fitike beat his wife? 

(74) E k e  beats  h i s  wife. 

(75) Never, 

(76) On Fridays, 

(Note t h a t  these m e  a lso  the ques'ciion words which m a y  not 

be used t o  respond t o  a deleted performative,) 

(77) Q. What i s  your opinion? ~E:P *When ccio you a&)* 

*How 

The f a c t  t h a t  (75) a s  an answer t o  (731, i s  inconsisterlt 

with (74) i s  an accidental senantic fact ,  It m s t  bewri t ten  

i n t o  the ru l e s  determining presuppositions, i n  something l i k e  

the following manner, but i t  need not  concern u s  further. 



WH PR5SJPPOSITIONt ( (Mi  X) Y) presupposes ~ x F  X] i s  

trel.1-formed, ( (Wd. Adv) S) presupposes S except t h a t  

i f  ((N 8dv) 5) i s  considered incompatible with S, S 

i s  no t  presupposed, 

Now, Katz and Posta l  (19%) say t h a t  questions l i k a  (63) 

(atldhy does Flke bea t  h i s  x&feTn) presuppose no t  only (&) 

but  a l so  (78). 

(78) E k e  bea t s  his trif e f o r  some reason, 

If  t h i s  were t rue ,  our present  understanding of presupposi- 

t i o n  would requ i re  t h a t  wiswering (66) ("No reason") would 

involve accepting (78). Instead,  (66) cons t i t u t e s  an e x y l i c i t  

denia l  of (78). This suggests t h a t  the  connection between 

(63) and (78) i s  not  qu i t e  the  same thing a s  presupposition, 

Rather, it has  t o  do with what I w i l l  c a l l  the  supposition 

(see Chapter EIZ), i, e, , the  speakert s b e l i e f ,  j u s t  p r i o r  t o  

asking the  question, a s  t o  whether X X ~  4 (read "'lne c l a s s  

of X such ' t h a t  X Y, cf, Jackendoff (forthcoming)) i s  n u l l  

o r  non-null. I n  e i t h e r  case, the  c l a s s  i s  well-formed, 

Obviously, the  spezlter cannot bel ieve both t h a t  the  c l a s s  

i s  n u l l  and t h a t  i t  i s  non-null, bu t  of course he can simply 

have no opinion on the matter. Sometimes the  supposition 

a f f e c t s  the  form of the  question, so t h a t  the  other  supposi- 

t i o n  i s  n o t  poss ible  f o r  t h a t  question: sometimes the  



question i s  ambiguous o r  neut,rd,  For instance,  ( 6 3 ) ,  a s  a 

normal question, may be supposing e i t h e r  (78) o r  (69). 

This ana lys i s  con t rad ic t s  Katz and Pos ta l  ((ibid,) i n  

two ways. Katz and Postal. claim (p, 13-61 t n a t  (79) pre- 

supposes no t  j u s t  (801, but  a l so  (%I), 

(79) Why did Harry go homer 

(80) Hzrry went home, 

(81) Harry went home f o r  some reason. 

f claim t h a t  no t  only i s  (81) no t  a p rewppos i t ion  (when 

(79) i s  a normal question) bu t  r a the r  a m.pposition, bu t  

a l s o  t h a t  it i s  no t  supposition of the  question b u t  

r a t h e r  one of two poss ible  suppositions, the  o ther  one being 

(82). 

(82) Harry went home f o r  no reason, 

The idea t h a t  questions have suppositions i s  supported 

by rhe to r i ca l  questions. Here the  supposition i s  specific-  

a l l y  exploited and, i n  f a c t ,  r a i s ed  t o  the  l e v e l  of presup- 

posit ion.  Giving the  wrong answer ( 8 3 ~ 1 )  has  exact ly  the  

same e f f e c t  as the  denia l  of any other  presupposit ion (cf. 

(83~211, may be preceded by "What do you r.ea117~~, etc,  

(83) Q, Why a r e  we f igh t ing ,  a f t e r  all? Esed  a s  a 

rhe to r i ca l  question w i t h  negative presupposit ion 3 



What do you mean? We have a dam good reason 

f o r  fighting! 

Q, m a t  do you meari? We a r e n s t  fighting! 

Let; u.s now look again a t  the  problem with "~.rhen'+, "wherefl, 

arid f3ho~1 i .  It seems t h a t  w i t h  these  trards, i n  normal quess 

Lionss mpposi'c;i.on and presupposition a re  i ir t imately cslrlllec- 

t ed ,  Or ra ther ,  the  p resuppodt ion  i s  redu-ced t o  t he  Level 

of supposition and i s  dependent on the main supposi%ion of 

the  question, a s  followst 

COHLTIXliTIOX.4L S U f P O S T I O N s  If ( ( N  A&) S) i s  considered 

incompatible w i t h  S. ( (Xi3 ~ d v )  S) [p 

su poses 
it fprgsupposes] ((TH Adv) s), and n o t  S uhen it 

For the  question Wnen does Hike bea t  his wife?', i f  (84) 

i s  supposed, so i s  (851, and i f  (86) i s  supposed, so i s  (87). 

(84) E k e  bea t s  h i s  wife a t  some time. 

(85) Mike beat,$ h i s  vrife. 

(86) E k e  bea t s  his wife a t  no time. 

(87) K k e  doesn't  bea t  h i s  wife. 

Simj.larly, when "When does ltike bea t  h i s  w i f e T V s  a rhe to r i ca l  

question. i f  (&) i s  presupposed so i s  (851, and i f  (86) i s  

presupposed, so i s  (871, 



A s  mentioned previously, some q u e s t i m s  have only one 

poss ible  sagposition, Thus (88) has onky a pos i t i ve  suppos- 

i t i o n ,  

(88)  Ifio d i d  p~:'e.tty well i n  the  f i na l s7  

When (813) i s  used a s  a rhetorical.  question, the  expected 

answer i s  a depini ta  per  sol?, io ec a person who d i d  p r e t t y  

wel l  i n  the  f ina ls ,  and who t h e  speaker be l ieves  he a2d the  

hearer  agree i s person, Nneneves a question may have a 

pos i t i ve  supposition==-when i t  rnw suppose t h a t  t he  eoxareqon& 

i n g  statement, with a pos i t i ve  i nde f in i t e  rep'lacement f o r  t he  

l$H-word, i s  true-the corresponding rhetoori ca l  question, 

making t h i s  supposition a presupposition, may e q e c t  t h i s  

s o r t  of d e f i n i t e  answer, For (88) , t h i s  i s  the  only s o r t  

of answer t h a t  i s  possible,  

Similarly, (89) nay only have t he  negative supposition 

(89) Idhen have you ever s a id  very much? 

(9) * A t  some time have you ever sa id  very much, 

(91) A t  no time have you ever sa id  very much, 

%en (89) i s  used a s  a rhe to r i ca l  questicn, the expected 

answer i s  negative. Whenever a question may  have a suppos- 

i t i o n  with a negative replacemsn'l; f o r  the  Wd-word, the  



corresponding rhe to r i ca l  ques'biori may expect a n u l l  s e t  

=srser, For (BY), t h i s  i s  " i~e  only s o r t  of answer t h a t  i s  

possible. 

Notice t h a t  the  n e ~ a t i v e  must be i n  the  WH-word replace- 

ment, (92) presupposes ( 9 3 j 0  14nich i s  negative, bu t  its 

supposition nay s t i l l  be e i t h z s  pos i t ive ,  as  i n  (9-b), or  

negative, a s  i n  (95). 

(92)  Wy &dn% anybody comer 

(93) Nobody came. 

(94) 'There i s  some reason ~rhy nobody came, 

(91) There i s  no reason why nobody came, 

)$ost ?a questions, l i k e  (96), arc mbiguous i n  a ce r t a in  

sense, 

(96) Who l i k e s  peanuts? 

It would be wrong t o  say t h a t  (96) supposes both (97) md 

(98), Rather, i t  may suppose, with each usage, e i ther  one 

o r  the  other, 

(97) Somebody l i k e s  peanuts. 

(98) Nobody l i k e s  peanuts. 

Katz and Pos ta l  recognized only the  p o s s i b i E t y  of pos- 

i t i v e  subs t i t u t e s  f o r  WH-tsords i n  such suppositions, The 



exis tence of the  second p o s s i b i l i t y  i s  borne ou t  by the  

f a c t  t h a t  t he  following t ~ ~ o  exchanges a r e  equally na tu r a l  

Cii scourses. 

(99) A. ~dho l i k e s  peanuts7 

B, I don ' t  know anybody who does, 

A. But some* l~rtast! - 
(100) A. b?no l i k e s  pearuts3 

Be 1 dont t know anybody doe SI 

A. Aha! See what I mezn'r;' 

Mot all TdH questions m e  ambiguous i n  t h i s  way, b u t  a g r e a t  

many are,  h d  each ambiguous 133 question, a.s a rhe to r i ca l  

question, i s  ambiguous as t o  :~hether it i s  presupposing a 

pos i t i ve  o r  a negative answer+, 

The re la t ionsh ip  between presupposition m d  ailswer i s  

a s  d i r e c t  as f o r  yes-zao rl-tetofical questions i n  the  case 

of n u l l  s e t  presupposit ions f o r  1Td rhe to r i ca l  questions. 

That i s ,  the  presupposition and the  expected answer a r e  

iden t ica l .  Thus if 'Ii4ho l i k e s  peanuts7" i s  used a s  a shet- 

o r i c a l  questiosk with the  negative presupposition nNobodS. 

l i k e s  peanutstt, t h i s  i s  a l s o  the  (presupposed) expected 

answer . 
But i n  t h e  case of pos i t i ve  existence presuppositions, 

an e x t r a  s tep i s  required. This i s  $ h a t  makes lnIK questions 



more complicated thzn yes-no questions. The expected pas- 

i t i v e  aaswes t o  a WH rhe to r i ca l  question i s  never mereby t h a t  

the  s e t  i s  non-e~opty; ra ther ,  the  menbership of the  s e t  must 

a c tua l l y  be given, Perhaps one factor t h a t  i s  involved i s  

Gri,ce8s (1963) r u l e  of conversational  i r q l i c a t u r e  which 

requ i res  tha t  one must no t  t e l l  less t h a n  he knows, Pre- 

sumably, i f  one ha s  d i r e s t  knotrledge t h a t  a set i s  non-eilp%yp 

he knows of a mernber. Hence he i s  expected t o  a.nswer n o t  

j u s t  t h a t  %he s e t  i s  non-empty, but, r a the r  t o  name tho  member. 

Nore spec i f ica l ly ,  he i s  expected t o  name the  foremost mernber 

o r  t he  one t h a t  i s  suggested by the  context, Here a r e  four 

i l l u s t r a t i v e  exchange s t  

(101) R Vho understands Aspects, a f t e r  all? 

(with negative presupposition) 

B, Why, I know of a t  l e a s t  three  people who do! 

What makes you think nobody doas? 

(B re fuses  t o  acquiesce t o  expected answer) 

(102) A, Who understands a f t e r  a l l%'  

(with pos i t ive  presupposition) 

B, Why, nobody even reads it! What makes you think 

anybody w d e ~  stands i t7  

(B re fuses  t o  acquiesce t o  expected answer) 

(103) R Who u d e r s t a n d s  Aspects, a f t e r  a l l ?  

(with pos i t i ve  presupposition) 



B, khy, I know of a t  l eas t  three people who do7 

1410 =e thinkin2 of7 (B does n o t  know 

which pod-Live answer i s  expected) - 
(104) L Wno understands Amects, a f t e r  a117 

( w i t h  posi.Uve 

B, I suppose you mean ~ o a m  ~homsbj .  (B i s  stil~ 

not  sure which posi t ive answer is expected, 

rimes %he most obvLous member he can think o f )  

(105) shows t h a t  \&at is; presupposed i s  not just the fact 

t h a t  t h e  s e t  i s  non=.etapty, but t the more specific expctcd  

answer itself, 

(105) Be Noam Chornsky must be a great  i n t e l l ec t .  Who 

under stands 

B, What do you mean? Woam Ghomsky may have 

written the book, bu t  his wife under stands 

it much better than he does, 

Any answer t o  (105) except "oam Chom&yg i s  a denial sf a 

presuppositfora, 'Ibis certainly seems bike  a strange thing 

to say, since thf s presupposition i s  i n  no way recoverable 

from t h e  form of the question or  predickxble Far isolation, 

!Phis p r e s u p p ~ ~ d t i o n  seems t o  be a f a c t  not about language 

but  about the discourse s i tua t ion  md the real  world, But 



the f a c t s  t h a t  the  presdpposod answer i s  either negative 

o r  podtLve and that t h e  pos i t ive  msqers  are r e s t r i c t e d  

in a ce?a$ai.n way--these ape facts about language, and we 

need a way s f  expressing them formally Lrr t he  s t ruc ture  of 

~ u ~ s ~ Z L O ~ ~ S .  

At Me end of section EI,L, I suggested a, tag source 

f o r  ye+no rhetor ical  quest&oras, I pointed out t h a t  t he  

major drawback of such a suggestion was t h a t  ibt did not 

seem lileely t o  be able t o  g ~ n e r a l i z e  t o  the  case of WH 

rhetorical questions, Let u s  now exmine t h i s  problean mars 

closely, 

'Bze answers t o  r 'he topf~a l  ques-bions m e  s?~ppo~&Cd 

to be obvious %o both speaker and hea;lfer, A part;Pcular 

answer my be ei ther  a null set o r  2 dsf L a t e  HP, Now 

examine this argument by Bach (3.9'71) t h a t  question words 

a re  indeff nP to. 

The f i r s t  Lhing t o  potnt  out i s  the  composikim 
of tha question word i t s e l f ,  emboaod i n  the 
f ea tu re  q e c f f i c a t i o n  -Definite,, .For after all 
the function of a questdon i s  t o  obtain a spec- 
i f i s a t i o n  sf the value of x i n  an open sentence 
of t he  form ~ ( x ) ,  B u t i t  P a  of t he  nature of 
def$r.;l t e  nour, phrases t h a t  they embody a pre- 
supposiUon t h a t  the iden t i ty  of t h e  r°ef erent  
i s  known to both speaker and hearer, a cand i t im  
that would seem t o  r u l e  out a question-word 
quo sti  on. 

All1 t h i s  suggests t h a t  t h e  fundamental property of Wi rhet- 

orical  questions is t h a t  they use the definite-indefinite 



d i s ~ n c ~ o n  in a special  and i n t r i n s i c  way, 

We have already seen t h a t  yes-no rhe tor ica l  questions 

use the positive-negative d is t inc t ion  i n  a special  and in-  

t r i n s i c  way. That i s ,  the expected answer to a yes-no r h e L  

oriccal question i s  always of negatA.v.l.ty opposite t o  %ha% 

of t he  question, a d  %aybett, etc,  i s  i ~ p o s s i b l e .  The par- 

allel t h a t  suggests i t s e l f  i s  t h a t  t h e  expected answer 'to a 

Mi rhe tor ica l  question i s  always of deffnitl;nsss opposite t o  

t h a t  of the  question, TnLs means, &nee the question word 

i s  al.ways indefini te ,  t h a t  t h e  expected answer would a l~ iays  

be definite.  However, tihis is not t m e  i n  t he  case of ex- 

pected negative answers, NQ1 s e t s  a r e  r,ot def ini te ,  Tkey 

do not meet any of Baeh" t e s t s  f o r  definiteness (Back, 197b) e 

(107) *I hereby chris ten nobody J o b  W t h ,  

(1.08) *AS big as nothing was i t  d t d n t t  scare me. 

(109) Nobody e l se  was a t  the pwty. 

We see t h a t  the definite-indefinite d is t inc t ion  i s  used 

i n  WH rhe tor ica l  q?resfAons not instead of the pc~shtive~neg- 

a t ive  dis t inct ion,  but ra ther  i n  addition t o  it. Posi t ive 

answers are def in i te ;  negative answers m e  indefini te ,  I n  

the next section we w i l l  explore the consequences of U s  

alignment anB suggest a s t ructure t h a t  i n c ~ r p o r a t e s  it. 
"". 



11.3 4 a Sentence --- Sarrce f o r  Rhetorbcal. p e s t 4  on% In 

%his section, I will argue t h a t  t h e  source, f a r  147.4 rhetorical 

queskisns i s  quite parallel t o  the t a g  sentence source f o r  
A 

yes-no rhe tor ica l  q ~ e s t ~ i o n s ,  I n  tho case of WH questions, 

this source does not have t h e  independent justification, 

provided by the existence of tag  questions derived from tha 

-e source, t h a t  i t  has in the case of resono questions, 

However, %he existence of tha tag sentence scurce for  kH 

rho torfcal- questions is still 5ndepsnden"i;y jus t i f ied ,  since 

t h i s  sour@@ has two reaUzations that do not wdst i n  the 

case sf the source for  yes-no quest,ians, These t w ~  realiza- 

tions w e  pseudo-cleft sentences, and ccrtafn scntenees conw 

ta ining r e l a t ive  cla~tses, I w i l l  a g u e  t h a t  tnase two 

eonstructie,ns have essential ly the same source as bJH rhe tor ica l  

questions, and t h a t  therefore the  postulation of tho  ex is -  

tence of t h i s  sorrrce i s  not simply an ad hoe attempt t o  

unify the description of yes-no rhetorical  questions m.d 

the  description of rhe tor ica l  questions, 

Tho &$;Rerenco between y s s n o  rhetorical qua s t i o n s  and 

WET rhe tor ica l  questions i s  t h a t  i n  the former case FM i s  

attached to a +, while i n  the l a t t e r ,  143 i s  attached t o  

a IP. Msgative expected answers t o  yes-no rhe tor ica l  questions 

are St s with  N i n  t h e i r  coqlementizer s; negative expected 

answers t o  I$JH rhotorcical questions are I@% with N i n  t h e i r  

determiners. S.lllilml~, the positive expected answers t~ 



rhe tor ica l  questions are bas t  expressed i n  terns of the  TH 

marker I argued f o r  i n  Chapter f. The posi t ive expected 

m s w ~ s s  t~ yes-no rhe tor ica l  questions are S D s  w i t h  'El i n  

t h e i r  complementizers; t he  posi t ive expected answers t o  

WH rhetorical. questions a r e  NP% w i t h  TH i n  t h e i r  determiners, 

I n  both cases, t he  answer must be maphoris, 'Ibis f s more 

or  l e s s  true by definition. After a l l ,  i f  the associatiion 

between question and answer f s neither preamably dlarsd 

knowledge, i n  which case the answer must be generic or other- 

wise fwdUar t o  bath speaker anti hearer, nor a topic: of 

present conversation, how can the  speaker presuppose that the 

hearer will perform the  association? E h e t o r i c a l  question, 

negative pre suppod ti 04 
P i s  use of the TII marker dlows a more unif ied description 

of rhe tor ica l  questions, It bridges what appears t o  be a largo 

gulf between yes-no rhe tor ica l  questions and h,'H rhe tor ica l  

questions. The t k ' ~  sources can now be represented as f o U o t ~ s  

( a t  some level, perhaps not the deepest); 

( for  ye s-no) 2 

" (for  W rhe tor ica l  -4 

I pointed out i n  section 11.1 t h a t  a tag sentence source 

seems qui te  plausible f o r  y e s n o  rhe tor ica l  quesuonso Thus 



both (332) md (3.13) wald be derived froa ( 3 ~ 4 ) ~  a'id both 

(115) and ( ~ 6 )  would, dnLilarly, be derived from (3.17)~ 

(132) I t' s rainirg, i s a s  t it$ 

(113) I sn@ t it raining? (rhetor ical  quesliow) 

(fl4) % $ a  s s&rmfng, f t f t r ~ ~ r a g ~  

(115) It isn't raining, is i%t 

(116) Is i tx*airm$ngl  (rhetor.L~al.~uesticm) 

(117) 1% 1 m t t  rZd.dllg* is it rdrnergl 

Now, given tha t  kJTI rhetoFP~a1 questions a r e  amblgusrmxs 

in the wsy I have described, wc might derive (118) from 

either (115) or (l20), while (121) would be buaanbigu~~txsly 

derived from ( ~ 2 2 ) ~  the  fir st hal f  o f  (123) being ~ s w -  

matical, S%milar5,y, (124) would be humari~lbiguoro sly derived 

from (125), t h e  first; indf of (124) boing ungr%ri?snaaca, 

(118) Whsre are such things found7 (rhetoFicaJ quos%on) 

(U9) Such th ings  are fomb  %ere, such things a r a  

fmwd WE%eyeT 

(120) S ~ c h  th'tn.gs w e  fowd Mowhere, such things are 

%om& W ~ r e t  

(la) When have you ever done anything nice? (rhetori- 

cal question) 

(122) You havo Never dooe anything nice, WHen have ym 

ever done anything nice? 



(123) *You have (men) wer done anything nice, 1aen have 

you ever done a;lartk%n%, nice? 

(124) When were we f a r  happier? (rhetor ical  question) 

(125) We were fa r  happier  men, we were far bappier JtXen? 

(126) *We were: Never f a r  happier, we were h%sn far happier8 

Here .the W t  s i n  t he  f i r s t  h a l f  of the tag sentence 

wfiieh correspond t o  the  1*If4 word i n  tho second half m q y  have 

e i t h e r  an N or a TK attached t o  them, corresponrSfL~q t o  or 

indicat&ng the presupposition of t n o  rhetorical. question, 

The rhe tor ica l  question i s  formed by deleti.% the f i r s t  of 

the two juxtaposed senteneas* jus t  as f o r  yes-no rhetorical .  

questions, The m e  r u l e  a p p l i e s  t o  boi%, 

Unfortunately, t h e  r u l e  which fo r~na  tag ques t ims  from 

such juxtaposed santenceis in the case of yes-nbtype stmc- 

tures  does not apply t o  the ~ L h e r  tgpe of sass. There are 

no sentences h ike  the f oUowing, 

(1V) "Such Wings are  found there, where? 

(128) "Such things are found nowhere, whgrsl 

(129) "Xou have never done antytl-&ng nics, when? 

(130) %re were f a r  happier then, wtnsnt 

On the  o the r  hand, there may be r u l e s  which apply t o  

the l a t t e r  type of struckwe, but not t o  t h e  former, Thompson 

(1971) argues t h a t  r e l a t ive  clauses are  derived from juta- 



posed a e n t ~ n c s s  similar t o  the ones I have postubated as 

underlying V,JH rhe tor ica l  questions, except t ha t  she leaves 

the NFt s determiner-less, Also, of cou.rsep the  only iden- 

tical p a r t  shared by the two juxtaposed sentences is the  

MPD while f o r  rhe tor ica l  q u e s t i a l ~ s ~  t h e  two sentelaces a@ 

i den t i ca l  except f o r  t h o  determiners of the IPB s. 'Frie strue- 

tures underlflng l4-l shetar ica l  questions, i f  relaiiv'izsd, 

would give either contradictions or  tan$olsgies. As re la t ive  

clauses, these ars rather mom&ous, but  Lhc5.r m a d n g s ,  

as far as they make sensep are not far c5fn"eren.t from those 

of the co~regoncilng slietorical questions. Csnpnse (131) 

(132) and (133) with (134-1, 

(13) Who am I, after aUP (positive 

(132) I am (the one) who I a, 

(2.33) Who has seen a unicorn, after aU1 (negative 

(1%) Nobody who has seen a unicorr, has seen a w f i c ~ r n ,  

X believe t h a t  some relative clauses i n  -QgU& are 

derived f ro3  the same sort of structure as 6B r rk to r i ca l  ques- 

tions, To see %hi st l e t  u s  first examine the base rules 

which generate r e l a t ive  clauses. 

Ken Rale (1971) has argued that the universal bass must 

include two d i f fe rent  rules which genepate r e l a t ive  clauses. 



The f i r s t  r u l e  adjoins re la t ive  clauses t o  sentmces, as in 

(135) 8 

T h i s  ru l e  limits t h e  nuhex of ~ e l a t k v s  clauses t o  ono per 

S node. That i s t  although t he  r e l a t ive  clause may i t s e l f  

con ta in  a r e l a t ive  clause, a single sentsnce m a y  not h a m  a 

r e l a t ive  clause modifying its subject arrd another r e l a t i v e  

clause modifyfnz i t s  object, 

The second r u l e  embeds re la t ive  cZausas under i@'s, as 

in (136) (the order of W a d  S i s  laraguaga-particular)e 

T N s  rule may apply to any and every hT in a sentence, 

Hale contends t h a t  languages start cat ~ d t h  adjoined 

re la t ives ,  -then develop an a t t r ac t ion  ru le  which moves t h e  

relative clause next t o  t h e  W it modif ies~ a t  first 9- 

t ionally,  then obligatorily,  Finally, the  rslatdve cbau ses 

are reanalyzed as embedded structures, 

Hale a l so  contends t h a t  some lanqages  have only the  

first base rule, with o r  ~Ji t f iout  an a t t r a c t i o n  rube, some 

languages have only the second base rule, and some languages 



have both, f tMnk that  E ~ g 1 i s h  i s  on0 o f  the languages 

t h a t  has both rulesa This means t h a t  some relative clauses 

i n  English w i l l  be ambiguous as t o  whether they are  rier%v@d 

from embedded or  adjoined structures, j u s t  as some nsgaave 

NP"s are mbiguous as t o  whether t h e  negative was generatsd 

on the W on* derived Prom senkent,ial negatLom (of whLcb9 

there may only be (zne per S node), 

The struot.b\ro wbich a n d o r l i e s  r ela-bive clau se s 

is also t he  strut t u r e  underlying r11~Lori ca3 questions. Thi s 

sJtructure f s &so d m i l a  t o  t.he stpuctm*es underbylng con- 

ditional sentences (under t h i s  category Rdle i n c h d e s  both 

Lamporal. conditionals d t h  %en,, . %enH and consequential 

conditionals with %f.. , theng, calling both ~ ~ r e l a t i v e s ) ,  

and probably &so e l o f t  and pseudo-cleft sentences, Of couqse, 

one cannot g e t  dl these sentence types from any o m  p a t i c -  

ular adjoined r e l a t ive  base stmct1~re,  The trmsfsranaUons 

which realize such a structure dl have &I%£ %ring concafit3.ons 

on then, 

For cer ta in  pa i r  so however, the paraphrase relat ionships 

are rather close, Thompson (191).  amon% others* has pointed 

out the similarity between r e s t r i c t i v e  r e l a t ive  clauses on 

generic subjects, and condit ional cbausss, For i n s h c e ,  

(137) is paraphraseable not by (138), (b39), ~r (140), but 

Q- by (14.1). 



(lm) Ho g i ra f fe  tho has my bra ins  win  try t o  e a t  

spaghetti, 

(138) No giraffe wilf ,  try t o  e a t  q a g h e t e  and 
he 

[no giraffe{ has a.ny brains. 

(139) A giraffe won% try  t o  e a t  qaghut t ; l ,  and a 

g i ra f fe  has brains. 

(140) If no giraffe has any brains, he will try t o  e a t  

. spaghetti, 

(141) If a giraffe has any brains, he won8 t t r y  to 

eat spaghetti, 

(137) and (141) are close paraphrases* if not csmpbetely 

equivalent. Dsdving sentences Uke  (137) from sentences 

&milax? t o  (141) s x p l d n s  sone otherwise anomalous facts ,  

For instance, Wt a which seem Lo presuppose existence do not 

allow negative polar i ty  items in t he i r  r e l a t ive  clauses, 

This includes generic NP8 s wi th  appositive relative clauses, 

Oenefic NPs s with r e s t r i c t i v e  relat ive clauses and the  pro-. 

t a ses  of c o n & ~ o n a l s  do not seem to prestppposs existence, 

and both allow negauve polarity f terns, These f a c t s  are 

i l l u s t r a t e d  in t h e  following examples. 

(142) *A giraffe, who has any brains, won't t r y  t o  e a t  

spahetti. 

(143) %A g i ra f fe  who has  any bra ins  didn% ttry t o  eat 

spaghett i* 



(144) A gi raf fe  who has my brains  won't t r y  "co oa t  

spaghetti. 

4 Z 1 )  If a gfraffo has any br&.nsr he won't 

t r y  Lo eat spaghetti, 

(146) "If a g i r a f f e  has any brains, he &&"t t r y  to 

sat spaghetu, 

If (1%) i s  derived from someLhfng l i k e  (111.5)~ there f s 

only one generalization Lo be made heret 11angr8 m a y  not occur 

without a condit ioning negative i n  r e l a t ive  clauses which a re  

not generated i n  adjoined position. Also, the tense restric- 

tions wff~ch a re  evident i n  (146) explain why i; generic reading 

i s  impossible for  (143). Protases of conditionals (and hence 

r e s t r i c t i v e  r e l a t i v e  clauses on generics) must share sequence 

of t a n s e s t M t h  the i r  main verbs, Thus, if we replace '%asn 

i n  (143) with t'hadfl, the sentence becomes grainmatical, with 

a p a s t  generic reading, This r e s t r i c t i o n  an tenses  does no% 

hold f o r  r e l a t ive  clauses i n  general, as (147) shows. 

(147) A g&raffe who has no brains  didn ' t  t r y  t o  e a t  

The following examples provide an even more convincing 

demonstration (for those t h a t  g e t  (149)) t h a t  the r e s t r i c t i o n s  

on tense and mood i n  the protases of cond.itionals c a r ry  over 

a l s o  and only into r e s t r i c t i v e  r e l a t ive  clauses on generics. 



(248) If a miul were to speak thus* he cmLd be stoned, 

(149) A man who were t o  speak thus would be stoned. 

(150) *A mara who were to speak thus was stoned, 

(151) *If a man were to speak thus, he was stoned, 

(152) *A man, who were to speak thuss wotahd be stoned. 

(153) A man who was t o  speak thus  f a i l e d  t o  do so, 

(149) i s  derived from (148)~ None of t h e  other sentences 

i s  re la ted  t o  a grammatical conditional, The '*beN in ( ~ 5 3 )  

doesn* t mean the same as @and comes from a source &iff erent 

from that for) the @ben in (148) and (149). C f .  ( 1 9 ) .  

(19) *A man who were to speak thus fa i led to do SO, 

h e  fur ther  argument that r e s t r i c t i v e  r e l a t ives  on gen- 

erics a r e  derived from conditionals was pointed out t o  rile 

by John Ross. '!Vice versa* usually stands f o r  a sentence 

obtained by interchanging two ebornonts of' another sentence, 

The interchange i s  not meonditioned, however, In particu- 

lar, the VPt  s of a r e l a t ive  clause and a m3.n sentence may 

not  be interchanged. Thus, even though we c m  construct 

(159, and i t  i s  perfectly grammatical, (156) has no in ter -  

pr e t a t i  on, 

(155) The boy who i s  snoring g a t s  good grades, and 

the boy who g e t s  good grades i s  smorf we 



(156) *The boy who i s  morf ng ge t s  g306 g r ~ d e s ,  md 

vice versa, 

These i s  usually no prob3,en i n  interchanging the clauses 

(3.57) Around here, i f  its s rainy, i t ' s  humid, andl i f  

i t ' s  hmid, i t6 s rainy, 

(158) Around here, i f  it" rainy, i t 8 s  humid, and -&ce 

ver sa, 

Strangely enough, (l60), unlike: (156) grammati CAI. 

and ~ O ~ O P d S  with (15910 

(159) Any student who snores ge t s  gaod grades and any 

student who gets good grades mores, 

(160) Arny student who snores ge t s  good grades and F 

vice versa. 

(me above examples are all due t o  Ross,) We must pas tu la t i~  

that (160) i s  not derived from (159), but rather that (160) 

and (159) are both derived from (161). (The pronondndizaU~n 

of " studentH i s  a complicating factor ,  but  can presumably 

be easily handled f n a number of ways,) 

(161) If a student snores, he ge t s  good grades, an4 i f  

a student gets good grades, he snores* 



A s  we have seen, the "vice versatt rule can apply t o  s t ructures  

l i k e  (161)~ but  not t o  s t ructures  like (159). ' Thus (160) 

must a r i s e  from (161), with which it i s  &Lso synoraynous, 

The point of t h i s  discussion of r e s t r i c t i v e  relative clauses 

on generics i s  the f ollowlng : the  underlying structure of, say, 

(149) ('$A w a n  who were to speak thus would be stonedM) must be 

something l i k e  ( 1 6 2 ) ~ ~ ~ ~  This i s  exact ly  the same sort of structure 

a s  t h a t  underlying h'11 ~ h e t o r i c d  questions (cf, (~lb)), except 

t h a t  i n  tihe case of these questions, the two S t $  are iden+&cSnl 

save f o r  the in the relative sentence as opposed Lo the 'TI3 or 

N i n  the main sentence. The need f o r  a sCawctwce Mlce (162) 

thus supports the need f o r  a structure l i k e  (Ill)* 5 

P s e u d ~ ~ c l e f t s  nrlght also be derived from structures 

which are similar, a t  some stage, t o  the s ~ c t u r e s  which 

I have postulated as underlying rhetoric& questions, Thus 

cmpare (163) with (1&) and (165) with (166). 

(163) Where i s  he, a f t e r  a l l ?  prssupposition) 

(3.64) There is where ha is, 

(165) What has he done, a f t e r  a l l ?  (negakive pre- 

supposition) 
/ 

(166) Nothing i s  what he has done, 



Farad (190)  has several arguments t h a t  pseudo-clef t a  

come from questions, The following arguments show t h a t  t h i s  

must be further r e s t r i c t ed  t o  rhetor5cal questions, 

There is a great difference between questions E k e  6167) 

and (168). md questions l i k e  (169) and (~{0), The former me, 

a t  l e a s t  when in embedded position, what Ross (IWO) calls 

eonjunetive questions, The l a t t e r  ca only be what he caUs 

disjurrctive questions, 

(167) Why did he do that? 

(168) Who did th is7  

(169) Why in the world did he do that7 

(170) tho the hell did this? 

(167) and (168) can be rhe tor ica l  questions, prssuppositx 

e i the r  posi t ive or negauve (TH or b?) answers, But (169) 

and (170) cannot be rhe tor ica l  questions. If they can bgc 

said t o  be rhetor ical ,  it i s  not i n  the sense I have been 

dimusd.ngr f o r  they cannot be used when an answer i s  pre- 

supposed, either positive or  negative, Notice t h a t  both 

#noboa the hell-d "somebody the hellH are  inipossible 

NP's. 

Ross has pointed out t o  me (personal c o m ~ c a ~ o n )  

t h a t  disjunctive questions cannot be t h e  containingB 

arguments of pseudo-cleft sentences,' (171) and (172) 



(171) *l&y i n  the world he did it was t o  please me, 

(172) *Who the h e l l  did it was John, 

Now, f t seems t o  me s ignif icant  t h a t  disjunctive questions 

can occur as regular but  not  rhe to r i ca l  queskI,ans, and a s  

c le f  ted  but no t  containing arguments i n  pseudo-clefts, If 

pseudc-clef ts and rhetorkcal quest& ons are derived f r ~ m  

sfnilar s tm~c tu res  there f s only one generalization hereo 

There cer tainly i s  a strong semantic sinrElarity between the 

two constma tions, Rhetorical questions presuppose t h e i r  

answer; pseudo-cleft sentences supply the i r  answer* 

Furthemore, the clef  ted  arguments of pseudo-clef ts, 

l i k e  the expected answers t o  rhetorical ques%ions, must, 

when posit ive,  be TH NP's, That i sc  they may not be non- 

generic indefini tes ,  Of, (173) and (174). 

(173) *A man i s  who 1 spoke to, 

(174) *What I bought was something, 

They also, l i k e  the expected answers t o  rhe tor ica l  questions, 

must be direct answers. WWobody knows" i s  a good, though 

indi rec t ,  answer t o  %he normal question L'31ho did he speak toZU, 

b u t  when the quesuon i s  rhetor ical ,  Nnobody knows"anno.t be 

the expected answer, and the pscudo-cleft (175) i s  impossible. 



(175) *Nobody knows i s  who he spoke to, 

(176) *What Sal bought is maybe %his dress, 

h o t h e r  example which demonstrates the s imi lar i ty  between 

p seudo-clef ts and rhe tor ica l  qaestAons i s  the  f 01lowi.q t 

(1778) rend (177~) are  a f ino  question-answer pair ,  But (177~) 

can never be a rhe tor ica l  q u e s t i ~ n - ~ i t  cannot presuppose an 

answer, It  a lso  cannot be the containing argument of a 

pseudo-cleft sentence, Thus (178) i s  not grammatical, 

(177) Q. What about John? 

A, Throw him i n  the d i t ch ,  

(178) EL. m a t  about Y ohn i s  W o w  him i n  the ditch. 

P2, "Throw h i m  i n  the di tch i s  what about John, 

The next argument shows that some questions which Ross 

c a l l s  disjunctive - do occur as rhe to r i ca l  questions, but  t h e y  

a l so  occur as the containing arguments of pseudo-clefts, in 

vio la t ion  of Ross' generalizatAon, The fact t h a t  they a r e  

an exception to both his generalization (disjunct;~ve questions 

may not be containing arguments of pseudo-clefts) and t o  the 

one I say follows from his (rhetor ical  quostions may not be 

disjunctive) provides another argument f o r  the s indlar i ty  

of the two constructions, The questions I am r e f o r r i ~  t o  



are those which can obviousPy expect only negative answers, 

eeg* 9 those which contain negative polar i ty  items, S c h  

questions do occur a s  rhetorical. questionse as i n  (179, 

However, they a lso  occur a s  the conta6tnkng arguments of 

(179) When has anybody ever done anything nice f o r  her7 

(180) Never i s  when anybody" done aqy'ching nice f o r  her, 

As a final. aample of the similar i ty  between pseudo-clefts 

and rhetorical questions, I Kill argue Lbat wwhother* questions 

9 cannot be the containing mgurnents of pseudo-clefts, nor may 

they be rhe tor ica l  questions, Ross t r e a t s  all "&ethern 

questions as disjunctive quescons,  and, indeed, they fdl 

t o  form pseudo-clef ts. "WhetherH forms p seudo-clef ts nei ther  

with the words re la ted  t o  it (neither, e i ther ,  both)'' nor 

with the sji>ecifiars it dominates, 

(181) *'??either i s  whether he i s  coming or not. ta;:2i 
(182) * That i s  whether he i s  coming ar not, [EiJ 

However, true disjunctive "whetherN questions may not  occur 

as rhe tor ica l  questions, either,  Tt would be v s q  strange 



t o  use (183) as a rhe tor ica l  question presupposing one or 

tan0 other of i t s  possible answers. 

(183) Are you coming or  not, a r * t e ~  dl.'? 

Nstdce t h a t  the questAon half of a t ag  question cannot be a 

disjunction, as i n  (1%). We can't even g e t  close t o  (18%) 

by breaking up t h e  dis j~mct ion;  (185) i s  in ,  while the ex- 

pected (186) i s  out, 

(184) *You aren't  corning, a re  you o r  a ren ' t  you? 

(185) You aren ' t  coming, are your Or ARE you? 

(186) "ou wen'+, coning, w e  your Or BRENtT your 

According t o  my analysis, the f a c t  thaL (183) f s a strange 

rhe tor ica l  question i s  a consequence of t h e  f a t  t h a t  (184) 

i s  out," Both of these f a c t s  are, i n  turn, re la ted  t o  the 

fact that sentences Mke (182) are out. All three constrme- 

t i ons  are derived from the  same source, and t h a t  sowce does 

not  a l l o w  disjunctive queskions. 

The arguments X have given present evidence that  pseudo- 

c l e f t  sentences are derived not just 4f rom question-answer 

pairs, but  from rhetorical question-answer pairs. Again, 

of course, t he  structures  underlying the  two sentence types 

are not  always ident ica l ,  I pointed out previously t h a t  

rhe tor ica l  questions l ingu i s t i ca l ly  presuppose no more than 



t h a t  t h e i r  answer has TM or  W i n  i t s  determiner. I n  the 

posi t ive oase, rhe tor ica l  questions a lso  presuppose a particulars 

answer, such as # t o  the storeM, but this presupposition i s  not  
\ 

l inguist ic ,  If it were, f t s  deletiion would not  be recoverable. 

The c le f t ed  arguments of pseudo-clefts, on the other 

hand, may either provide a par t icu lar  arrmer, such a s  "0 

the storeH, or one which supplless no more inf'ormat.ion Ulan 

TH or  N. 

(187) To the s tore  i s  where I want. 

(188) There i s  where I went. 

(189) Nawhere i s  where P went. 

&e stmzcturas underlying (188) and (189) oould a lso  

have been real ized as rhe tor ica l  questions, The existence 

of the fur ther  poss ib i l i t y  represented by (187) simply mems 

t h a t  it is not  necessary to r e s t r i c t  the 'EH o r  N Wts in b e  

first olauses sf the structures I have postulated (cf, (111)) 

t o  semantically empty NP's, When these NPts convey semantic 

information, the structure can s W l l  be r edzed- -no t  as a 

rhe tor ica l  question, bu t  as a pseudo-cleft sentence.'' The 

underlying structure (1%) can be real ized e i ther  as (1%) 

or as (192). but  (193) can only be real ized as (1%) 



(1%) There is where she is, 

(192) Where i s  she? (rhetorical; positive presupposition) 

(193) She i s  in her office; she i s  where, 

(1%) In her office is where she is, 

I n  summa~y, I have shown i n  t h i s  chapter tha t  yes-no and 

WH rhetorical questions are both derived from tag sentence 

sources. The first half of the structuras cont&r%TW or N, 

attached either to  the ent i re  S o r  to  an IrsP, and represent 

the presupposed answer to  the rhetorical quesuon, which i s  

deleted during the derivation of t h e  quesUon, The secand 

half 0% the structures containstsI, again attached either t o  

the ent i re  S or t o  an NP, T h i s  i s  the habf that  appears on 

the surface, Such structures are in8ependantl.y just if ied in 

that they may also be realized as tag questions, i n  the  case 

where TH or N and are attached to S's. I n  the case where 

TH or N and WH a r e  attached t o  MP1 s, the structures rnay also 

be redllzed as p s e ~ d ~ - ~ l s f  t sentences or sentences containing 

relative clauses, 



Footnotes t o  Chapter I1 

1. On page 94, I give some arguments t h a t  WH i s  attached to 
a single St ra ther  than a conjunction or  disjunction of S' s. 

This source does not express the f a c t  t h a t  the  St  containing 
WH i s  of negativity opposite t o  the S1 containing 'IN or M. 
I have left, it unexpressed pa r t ly  because f am not stare how 
to  represent this f a c t  correctly,  and par t ly  because I have 
f a i l e d  t o  convtnce some of mjr advisors that  it i s  a fac t ,  
John mss does not believe t h a t  podtLgse yeslno rhe tor ica l  
questioils can only presuppose negative ansara, Me says 
rhe tor ica l  questions Uke nDo we need U s  ra%.se, a f t e r  al1Yn 
may presuppose posi t ive answers, If he i s  r ight ,  the source 
i n  (110) w i l l  s t i l l  accsmnodate such sentencest i n  such 
cases, both halves wi l l  be positAve. 

%ere a r e  four d e t a i l s  t o  be mentioned here, F i r s t ,  the 
TH i n  the determiner of the generic Mg % mantf w i l l ,  of 
course, be deleted. Second, I do not r e d l y  wish t o  take 
a posi t ion as t o  the underlying order of the protasfs  and 
the apodosis of the conditional--I am not sure which comes 
first. Third, 1: am not sure whether t;he relat ive clause 
and the pro tas i s  of the concfitional have exactly t h e  same 
underlying structure--perhaps the structure real ized a s  a 
conditional does not contain WK, Fourth, one rsason -hL e 
a t t r ac t ion  o r  embedding r u l e  for  conditionals remains 
optional i n  English, i n  the case of generics, i s  that ,  
i n  the case of specifics,  i t  m a g  not apply a t  dl. And 
part of the reason f o r  this may be t ha t  r e s t r i c t i v e  
r e l a t ives  a t  a l l  may be formed on proper noun+-a subset 
of specifics. Thus (i) cannot be transformed i n t o  ( i i )  
by conditional embedding. 

(5.) If John were t o  make aqy objection, he  would be f i re& 
( i i )  *John who were t o  make any objection would be f i r e d  

4, One prediction t h a t  wet might make a s  a consequence of our 
hypothcrsi s that r e s t r i c t i v e  r e l a t ive  clauses on generic NP' s 
are derived from conditional clauses i s  that ,  since there 
can be only one conditional clause ad joined t o  an St there 
may also be only one r e s t r i c t i v e  r e l a t ive  clause on a generic 
W per S. A t  aqy  ra te ,  ( i )  and ( i i )  & m l d  be equally 
acceptable, o r  equally unacceptable. 
(i) I f  a goat had any imagination, he would e a t  it, i f  

anybody were t o  leave any laundry out on tihe l ine,  
(3.3.) A goat who had any imagination would e a t  any 

laundry anybody were t o  leave aut  on the, Une, 



A c h a l l y ,  . most speakers do not  ff nd e i ther  of these sentences 
very bad, It i s  possible t h a t  the reason we can more o r  l e s s  
g e t  two conditionals i n  these sentences i s  t h a t  there are i n  
f a c t  two St s t o  attach them %Q, If one accepts Ross8 conten- 

- t i ons  (1969 and forthooming) t h a t  medals are main verbs and 
t h a t  i n  undeslykng structure there i s  a verb fldoH dominating 
predicates Like #eattg, this i s  z plausible solution, For i t  
i s  true that,  vdth about the same acceptabi l i ty  as fo r  the 
sentences- under discussion, a conditional may be attached to 
an S embedded i n  an S that already has a conditional attached 
t o  it, a s  ( i t i )  shows. 

( i i i )  I f  I can g e t  up the courage, I w i l l  ask Bob t o  give 
me a cookie i f  he has any l e f t ,  

It  i s  arn unfortunate consequence of Ro sst hypotheses t h a t  
there w i l l  seldom be more than one new W per S. A sentence 
l i k e  nJohn e a t s  beansti will have (amidst other structure) a 
higher sentence with "ohn" subject, QdstB verb, and senten-tiid 
object, and a lower sentence with a repeated "John* subject, 
%atM verb, and MbeansH object, A conditional on I9JohnM would 
be attached t o  the higher S, and one on ''beanstd would be attacked 
t o  the lower, This reduces to near vacuity our claim t h a t  there 
may not be more than one generic I@ per S,  

There are, however, a t  l e a s t  two si tuat ions where the claim 
still has teeth. One i s  i n  sentences that have both d i r ec t  
and ind i rec t  objects, which woad presumably both be introduced, 
for  the f i r s t  time, i n  the same S, The other f s i n  predicate 
nominal sentences l i k e  HJohn i s  a doctoru. Here, even if tense 
i s  an extra  verb, it has no simple W arguments, but  only a 
s e n t e n t i d  subject donrinating "John be a doctor". ( I t  i s  
possible t h a t  these two constructions, too, can be analyzed 
as involving extra  Sts  t h a t  remove the two v i r g i n  W1s from 
t h e i r  indecent proximity. And indeed, the constraint  seems t o  
hold much b e t t e r  f o r  the second construction than f o r  the f i r s t .  
The following examples i l l u s t r a t e ,  ) 

(iv) *If it has any r a i s i n s  i n  it, I generally give a cookie 
t o  a child,  i f  he has  any desire f o r  one, 

(v) ?"T generally give a cookie, i f  i t  has any r a i s i n s  i n  
it, to a child, i f  he has any desire f o r  one. 

(vi) ?*I generally give a cookie t h a t  has any r a i s i n s  i n  
it t o  a chi ld  t h a t  has any desire  f o r  one. 

(v i i )  Anyone who has any r ea l  e s t a t e  on the San Andreas 
f a u l t  i s  a fool, 

(v i i i )  A foo l  i s  anyone who has any r e a l  e s t a t e  on the 
San Andreas fault .  

(ix) *If anyone sold any property on the f au l t ,  he i s  a 
man, i f  he has aw brains, 

(x) YSf a man has any brains, he  i s  

anyone 



sold any property on the fault. 
(ld) *Anyone who sold any property on the f a u l t  i s  a man 

who has  any brains. 
(ai) +A man who has any bra ins  i s  anyone who sold any 

property on the f au l t ,  
Here we see that the constraint  holds absolutely fo r  predicate 
nominal sentences, and a l i t t l e  more strongly than fo r  subject 
and object i n  d i r ec t  ob jectPindirect object  sentences, In 
(v5.i) and ( v i i i ) ,  which a t  f i r s t  appear t o  contain two generics, 
*a fooln i s  actual ly  only a p la in  non~specif ic ,  

5 e  HWNchn i s  unique among WH-words i n  t h a t  i t s  expected answers 
are specifia'b\e not a s  either TH o r  N, as f o r  the other WH- 
words* but rs;.%her only a s  TX (usually subdivided i n t o  prox- 
i m a t e  and d is ta l ) ,  '%us (i), where the negative polar i ty  
item %everM rules ozt t  a posi t ive presupposition, i s  tugsam- 
matical, 'Phis i s  because %ichH questions can only expect 
posi t ive answers, 

( i )  * W c h  thing have you ever wanted, a f te r  a l l 7  
For the same reason, r s l a a v e  clauses, l i k e  ( i i ) ,  which have 

negative heads and the r e l a t ive  pronoun %hichH, a re  ungraunma45.cd., 
(ii) "Nothing which you wanted,, , 
One of the v i r tues  of qy a n a l y s i s  i s  t h a t  it explains these 

two ungrawaaticalit;les i n  the sane way, Their common source, 
two juxtaposed sentences containing two coref e rent  NP so one 
of which has the determiner Mwhichw, the other of which has 
an N i n  i t s  determiner, i s  always going t o  be ungramnaatical, 
Consequently, any sentence derived from such a source, whether 
it be rhe tor ica l  question o r  r e l a t ive  clause, will a lso  be 

nWhichn can be an S specif ier ,  as well a s  an NP specifier, 
Tho@pson (19'71, p. 88) argues t h a t  ( iv)  i s  derived from the 
same s o r t  of structure a s  (v). 

( iv)  Joe debated i n  high school, which Chuck did too. 
(v) Joe debated i n  high school, and Chuck debated i n  high 

school, too. 
However, even though (vi) i s  perfect ly  gramma~cal ,  (v i i )  i s  not. 

(vi) Joe didn ' t  debate i n  high school, and Chuck d i d n ' t  
+ debate i n  high school, ei ther ,  

(a) 'Joe didna t debate i n  high school, which Chuck didn't 
either. 

Similarly, Thompson derives ( v i i i )  from (ix). 
(v i f i )  She dances w e l l ,  which I don1 t. 
(ix) She dances well,  and Z dont t  dance well, 

4 



Again, however, we do not g a t  (x) from (xi), 
(x) *She doesn't dame well, which I do, 
(xi) She doesn' t dance well, and I do dance well, 

Thompson's analysis  predicts t h a t  (v i i )  and (x) will be grammatical; 
my analysis  predic ts  t h a t  they w i l l  be ungrammatical, For unless  
there i s  a mecia1 reason not to, S spec i f ie rs  behave jus t  l i k e  
NP specifier;, Thus, jus t  as ( i i i )  i s  a bad structure; so i s  ( a % ) .  
(ai) *Lx LN XI Si XIS L* CMchJ COW Si xJs 

The two s t ructures  a r e  quite paral le l .  
I should point  out t h a t  sentences l i k e  (xfii) are ormly spurims 

counterexamples t o  my claim. 
( x i i i )  5&e doesn' t dance well, which annoys me, 

(xiv) and (xv) show the difference i n  structure, before deletion, 
between (x) and (xii i) .  I n  (xiv), t he  N i s  juxtaposed t o  nwf?ich'l 
--this i s  the i l l e g a l  structure--while i n  (m), N i s  only p a r t  
of the structure dominated by 

(xiv) She does N [dance w e l r g ~ h  [dance wela  I do, 
(xv) ( ~ e  does N dance walg , which [she does N dance welg 

annoys me. 
Thus Ulere i s  no reason why such sentences should be u n g r m a t i c a l ,  

Thompson explains two more types of examples, represented by 
(a) and (xvii), by her  sentence juxtaposition hypothesis, 

( x v i )  That Cornelius was pleased, which he cer ta in ly  had 
reason t o  be, was obvious, 

(xvii) She taught me t o  stand on my head, which I had never 
done before, 

Again, the corresponding sentences with N juxtaposed t o  uwhi~hU 
are ungrammatical, 

(xvi i i )  *That Cornellus wasn't pleased, which he cer ta in ly  
had no reason t o  be, was obvious, 

(xix) *She taught me not t o  stand on my head, which I had 
often done before, 

b5y analysis explains a l l  of these ungrammatical sentence types 
in the  same way, It does t h i s  by giving a uni tary view of the 
spec i f ie rs  of S ' s  and of NP's, and by postu1aiAn.g the same s o r t  
of source f o r  rhetorical questions and s g n t e n ~ e s  conta idng 
re l a t ive  clauses, (I have not  specif ical ly  argued t h a t  the 
r e l a t i v e  clauses discussed here a re  derived from adjoined struc- 
tures, but  I think t h a t  t h a t  i s  i n  f a c t  the case.) The constraint  

#. 

against juxtaposing Fi and ~ ~ c h N  i s  not a strong constraint,  
however, Some people do not have it a t  all, and g e t  a l l  of the 
s t ructures  (i)-(xix). Their d i a l ec t  simply says nothing about 
my analysis. Others are s l ight ly  uneasy about the  sentences I 
have starred, finding some more accepbble than others, bu t  
nei ther  to t a l ly  accepting nor ra jetting type consistently. 

-. Th3.s d ia l ec t  provides weak support f o r  w analysis. 



6. Condder the following sentence t 
( i )  =a t  he said was t h a t  he hated liver, 

This i s  a pseudckcleft sentence. UWhat he saidn i s  what I w i l l  
call the  contafninq argument. It might also be ca l led  the 
structure c le f ted  out of, o r  the  argument t o  which WH i s  
attached, *mat he hated lLvc%rtt i s  what I will c a l l  the 
c l e f t ed  argument, It might a lso  be ca l led  the contained 
argument, o r  the argument t o  which TEl o r  N i s  attached, 

he saidn i s  the question; nthat he hated Uver" i s  me 
answer, 

Ross' asser t ion  t h a t  disjunctive questions cannot be the 
containing arguments of p seudo-clef ts  i s  dependent upon 
some fur ther  assumptions he makes as t o  t b e  source of the  
second arguments i n  (i) and ( i i ) ,  

( i )  Why i n  the world he did it i s  a good question, 
(ii) Who the hel l  did t h i s  i s  anybody's guess, 

Here the f i r s t  arguments, which are disj-mc.t;bve questions, 
appear t o  be the c o n t a i n i ~ g  arguments, i n  violat ion of Ross1 
asser t ion,  What he contends i s  that, underlyingly, t h e  
first arguments a re  the c lef ted  arguments and the second 
arguments are the containing arguments. He points  out, 
correctly,  t h a t  disjunctive questions may perfect ly  well 
be the c le f t ed  arguments i n  pseudoccleft sentences, as i n  
(iii) and (iv), 

( i i i )  What he asked me was why i n  the w ~ r l d  I had done it. 
(iv) What she wanted t o  know was who the h e l l  did tMs,  

Underlying (ii) , then, would be something akin t o  (Q) , 
(v) What wbociy ndght guess i s  who the h e l l  dfd this* 

Those who do not accept t h i s  suggestion might simply 
consider sentences U k e  (3.) and ( i i )  axcept ims t o  Ross8 
otherwise v a l i d  generalization, A t  any ra te ,  there  could 
still be no rhe tor ica l  questions corresponding to  ( i )  and 
(ii), because goad questionN and *anybodyt s guess1' i n  
the  sense used here could never be presupposed answers. 

8, Those who do not accept (180) probably have d i f f i cu l ty  
ge t t ing  any pseudo-clef t s  with negaave clef tzd arguments, 
%us they probably will not l i k e  ( i )  o r  ( i i ) ,  
(i) Nowhere i s  where I went, 
(ii) What I said was nothing. 

9 *Whether"uestions may, of course, be the c le f ted  arguments 
of pseudo-clefts, but  even this use i s  res t r ic ted ,  as the  
following examples show, 
(i) What bothers me i s  (the question of) whether he i s  

aondng or  not, 



(ii) *What bothers m e  i s  (the answer t o  (the question of)) 
whether he i s  coming or  not, 

(iii) (The question of) Whether he i s  coming or  not i s  
Johnt s problem, 

bv)  (The answer t o  (the question of)) Whether he i s  coming 
o r  not i s  John' s problem. 

%?hethern questions paraphraseable by #the answer t o  (the question + 

of) ti w e  good a s  pseudo-clef t arguments only when the predicate 
they are clefted out of conuneats specificably on the lack of 
knowledge a s  t o  just what the answer is--when the answer i s  
still a question, or was a t  some timeTcf. (v) and (vi)). 

(v) What was not known a t  that  time was (the answer t o  
(the question as  to)) whether he was coming or not, 

(vi) ?What wiU soan be known i s  (the answer t o  (the question 
as to))  whether he i s  co,n.i.ng or  not. 

The crucial. semantic f ac t  about these predicates i s  not tha t  
they do not presuppose the existence of an answer, b u t  rather 
tha t  they either presuppose or assert  the nopl-existence of an 
answer. If I may coin a word, they might be called lt+factivesa, 
Of course, the answer i s  also unknown, i n  effect, i f  i t  i s  being 
kept secret, Thus (vi i)  i s  grammatical, (v i i i )  i s  ungrammatical, 
and (ix) i s  grammatical only i f  it i s  clear tha t  the speaker 
intends t o  keep the answer a secret. 

(XU.) Whether Amy i s  coming or not i s  what Jack w i l l  t e l l  
us  tomorrow. 

(v i i i )  *Whether Amy i s  corning or not i s  what I told Jack. 
( i x )  Whether Any i s  coming or not i s  what Jack told me. 
This semantic factor characterizes all object Mwhetheril clauses, 

since these are all answer clauses, and a l l  subject *whethere 
clauses not paraphraseable w i t h  "the question of preceding 
wwhetherl', Thus (x) and (a), where the answer i s  unknown, 
are grammatical, while (xii) and (x i i i ) ,  where the answer i s  
k n o w  are ungrammatical. 

(x) I don't know whether shet s content or not, 
(xi) Jack w i l l  t e l l  m e  whether he's angry or  not, 
(xii) rl know whether & e l s  content or not. 
( x i i i )  *Jack told me whether h e t s  angry or not. 

These l a s t  two sentences become good with the addition of 
quelifyihg clauses which make them generic and secretive, 
re  spec tively, 

(dv)  I generally know whether she's content or not by 
the look on her face, 

(xv)  Jack told me whether he's angry or  not, but I won't 
tell you. 

We see, then, t h a t  Faracits contentions are borne out by 
the f a c t  that  the "whether# clauses that  occur a s  t h e  clefted 
arguments of p s a u d ~ c l e f  t s  are s e r n a n t i c ~  constrained i n  the 
same way as embedded question %hetheru clause% 



10. Strangely enough, men though (181) i s  ungrammatical, 
and ( i )  i s  ungrammatical, ( i i A )  i s a perfect ly  good 
answer to ( i i ~ ) ,  insofar  a s  such a s i tua t ion  i s  possible. 
(i) "Neither he i s  coming nor he i s  not coming. 
( i i )  Q, I s  he coning or not7 

A. Neither. 
This f a c t  prcrvides an argument against  deriving answers 
to questions from pseudo-cleft structures, It  a l so  
provides an argument f o r  postulating underlying struc- 
tures l i k e  (i), with an unembedded #neitherH, 

11. I n  yes-no rhe tor ica l  questions and i n  t ag  questions, 
WH i s  attached not t o  a disjunction 08 St s, but  ra ther  
t o  a single Se a t  least a t  the level we a r e  considering, 
It may be that a t  a deeper level, the whole s t ructure 
i s  a disjunctLon t o  which WH i s  attached, and the WH 
i s  l a t e r  lowered onto the half which i s  not presupposed 
or  asserted. 

12, The other important difference between pseudo-clef t s 
and the structures  I have postulated as underlying 
rhetorical questions i s  that the arguments of pseudo- 
clefts a re  jofjned by the copula nbe% 1 I not m e  
whether nbeH i s  p a r t  of the deep s tructure or  i s  in- 
serted transf ormationally, (Again, it i s  in teres t ing  
t h a t  Hben must have two and only two arguments, while 
a sentence may have only one adjoined r e l a t ive  struc- 
ture, so that ,  counting the main sentence, there are 
again two arguments. ) 



CHAPTER III t SPP04'ET OMS 

I n  Chapter If, I explained t ne  fact that yes-no rhe tor ica l  

questions pro suppose the statement cor~e sponding t o  t h e  question, 

but  sf opposite negativity, by deriving these questions from a 

t g  sentence source, I n  th$s chapter, we will see t h a t  m a n y  

no-rhetorical ye s-no qua stionsl s i ~ ~ & l ; ~ l y ,  "ppo sew %he 

statement corresponding t o  the question, but of opposite nega- 

t iv i ty .  Qther questions, however, suppose the statement with 

matching negativity, and still o thers  apparently are neutral. 

I will try t o  reconcile tksse facts  wi-th the two sources 

(tag sentences and disjtmctions) that have so far been mentioned 

i n  connection with various types of y e s n o  questions, 

111.1 Inherent Opposite Supposikion It i s  common knowledge 

that negative yes-no questions are, i n  some sense, "leadingH 

questions, I h e  defense attorney would very likely object  

t o  the prosecution asking (I], while he w ~ u l d  probably l e t  

(2) pass. 

(1) Weren't you a t  the scene of the crime a t  10 :00 

on the night of the murder7 

(2) Were you at the scene of the crime at lo100 on 

the night of the murder? 

Questions like (1) are used when the speaker had been supposing 



the correqan&ng posi t ive statement, but  now, e i the r  because 

doubt has arisen, making ;a negat%ve answer seem possible and 

even l ike ly ,  or because the speaker merely wishes t o  hear his 

or ig ina l  bel ief  confirmed, he poses the question. This is a 

complex s i tua t ion  semantically, furd it i s  hard t o  say which 

answer the speaker i s  r ea l ly  expecting, But because of the 

speaker's or iginal  belief, the question i s  defini te ly biased 

torimd the posi t ive answer, 

A s  pointed out i n  Chapter IX, t h i s  b i a s  does not anount 

t o  a presupposition, because of the  element of doubt, Only 

i n  rhe tor ica l  questions f s the favored answer as tua l ly  pre- 

supposed. Accordingly, I w i l l  ~ & e r  t o  the bias of regular 

questions a s  their ttsuppositionit, The suppodtion of a question 

i s  not its expected answer, but  the speaker's or ig ina l  bel ief  

with regard t o  the matter a t  hand (By or iginal  belief I mean 

what the speaker had been supposing j u s t  pr ior  t o  the event 

t h a t  prompted him t o  ask the question.) 

I f  the suppositSon were indeed a presupposi%d.on, only a 

posi t ive answer would be a good answer to the question, A 

negative answer would be a denial  of the presupposition, Wlt 

i n  fact, both answers seem quite normal and acceptable, w i t h  

no real strangeness o r  difficulty about e i ther  one of them, 

While the posi t ive b i a s  of negauve yes-no questions has 

been uidely recognized, it has no% as often been noticed t h a t  



posi t ive yeseno queskkons have a carresponding inlnerent negative 

bias, This  3. s revealed most olearly i n  rhetor ical  questions, 

where the b i a s  has become a presuppodtion, Apparently, then, 

the form of a question m a y  often reveal something about the 

questionerg s assumptions, 

Other languages are similar t o  English i n  this respec%. 

Japanese has  a question-answering system baaed on the dis- 

t inc t ion  between agreement and disagreement, That f st when 

answering a question, one must decide wihich answer i s  expected, 

and express e i ther  agreement or disagreement with t h a t  answer, 

This leads u s  t o  enter tain the poss ibf l i ty  that all questions 

i n  a l l  languages are, i n  each ease, mare or less biased toward 

one answer or another, 

The poss ib i l i t y  of a b ia s  i n  seemingly neutral  questions 

i n  Finnish, which, bike English, has a posiUve-negative 

answering system, i s  supported by the behavior of the particle 

n-hhantl, which may be translated *as you known o r  " I ' m  sure 

(3) Poika on kotona. [%o boy i s  a t  home4 

( )  Paikahan on kotona. b e  boy i s  a t  home. as you knowg 

When used i n  questions ("-koQ s t he  question par t ic le ) ,  "hanu 

reveals  a negaave bias  i n  posiUve questions and vice versa. 

((6) has an additional neutral  reading corresponding to (3) ,) 



(5) Onko poiha kotona? b s  the boy a t  homed 

I dmbt that. the boy's a t  
A e boy isn" a t  home, i s  he? (6) Wohan poika kotonal 

(7) ~ i k g  poika o le  kotona? @ s n g t  the boy a t  homed 

p re t ty  sure the boy's home 
(8) Ei.k%hY&poika o le  kotonat boy" athhome, i s n t t  he7 

(These examples wore pointed out t o  me by Paul &parsky.) 

This opposite b i a s  should not seen par t icu lar ly  strange 

t o  ~ ~ s h  speakers* f o r  here, too, a posit ive question often 

has a negawve b ia s  and v i c e  versa. This aspect of the semantics 

of questions i s  reflected even I n  the simple f a c t  t h a t  *I 

question that" ind ica tes  doubt of "thatt', whether that t i  i s  

positive o r  negative i n  form, 

Or consider the e f fec t  of the word *reallyM, which 

generally reinforces the l a t e n t  force of a sentence, on questions 

embedded under HwhetherM. Again an opposite b i a s  i s  revealed. 

(9) I wonder i f  he's r ea l ly  here, 
r ea l ly  wonder i f  he1 s h a m j  &egati.e b i a q  

(10) I wonder i f  he i s n ' t  r ea l ly  bere. 
r ea l ly  wonder i f  he i sn ' t  hero$ Eos i t iva  b i n d  

I n  tag questions, the tag p a r t  i s  of negativity opposite t o  

t h a t  of the statement part. But the two p a r t s  are consistent,, 

since the  tag, being i n  quesfAon form, has a bias of o p p ~ s i t e  

negativity, i. e, , the same bias as tha t  of the statement. Even 

i n  the be l l igerent  tags, where both p a r t s  have the same nega.t;Lvity 



(30 I'm stupid, an1 I?), the tcq, as useaal, has an opposite 

bias,  while the statement takes on a matching opposite bias 

by v i r tue  of the  usage of i ron ic  intention, 

A f i n a l  argument for t h e  existence of inherent opposite 

b i a s  i s  provided by p o d t i v e  and negative polarity items. 

Because q11estiona me biased toward answers ~f opposite 

negativity, some posibive polar i ty  items are  ury~rammaWcdL 

i n  posi t ive questions, and some negative polar i ty  i tems are 

ungrmnatfcal i n  negative questions, while the sane items a r e  

quite acceptable i n  que st ions of opposite negativity, where 

they are  compatible with and reinforce the inherent bias. 

Ban i s  far t a l l e r  than you. 

I sns t Sean f a r  t a l l e r  than you? 

+Ban i s n t  t f a r  t a l l e r  than you, 

+Is Sean far t a l l e r  than you? 

Tonmy i snl t all t h a t  bright. 

I s  Tommy a l l  t h a t  bright7 

*Tomtqy i s  a l l  t h a t  bright. 

?*Isn' t  Tommy all that  bright? 

It i s  f a c t s  l i k e  these t h a t  have led some people to 

suggest (John Ross told me tha t  Thomas Bever had once made 

suoh a suggestion) t h a t  such biased questions, par t icu lar ly  

negative questions, are derived from tag sentences. I dis- 

cussed this source i n  Chapter I1 i n  connection w i t h  rhetorical 



questions. There, however, tho answer toward which the question 

i s  biased is. i n  fac t ,  presupposed. This i s  not the case i n  

normal questions, This i s  one fac tor  which biases  roe against  

a tag source f o r  biased but  non-rhetorical questiions. 

A second fac tor  i s  an inconsistency, One of the most 

comincing pieces of evidence f o r  the t ag  sourco f o r  nsgaave 

questions (a t t r ibuted  by Ross t o  ~evcr )  i s  t h e  following8 

*Thatt s right" and even "You're r igh tM may be used t o  answer 

negative questions w i t h  pos i t ive  bias _and t o  answer tag questions, 

but not t o  answer pos i t ive  questions with negative bias.' 

(19) Q. Haven' t I met you somcwhcret 

That's r ight.? " h  ou're right.) 

(20) T, I ' ve  met you somewhere, haven8 t 17 

Thatt s r ight ,  
fYau're right. * " );, !I 

(w) Q. Have I met yau arqMm~e7 

First, I uill show t h a t  this argument that negative questions 

are derived from tag questions does not hold f o r  all negakive 

quest&ons, Second, I w i l l  show t h a t  some questions for which 

(19~) is an acceptable reply have no corresponding tag queatioras, 

and so could not  have been derived from tag sentences, 

111.2 Positive - and Negative Polar i ty  Items The trouble with 



the opposite bias view of questions and the tag  source f o r  them 

i s  t h a t  the opposite b ias  ru le  fs not hard and fast. Negative 

questions usually have a posi t ive bias, but  they allow m a n y  

negative polar i ty  items* and d e n  one occurs, i t s  presence i s  

suff ic ient  t o  s h i f t  the b ias  from positive t o  negatkve. The 

following sentences could mot be dorived from grammatical tag 

sentences and cannot be answered with "Thatt s r ightf i  without 

some strangeness. This i s  a second arguwent against  a tag 

source f o r  negative questions. 

(22) B,d.n8t you have very mch funt 

(23) Doesn't she ever talk? 

(24) Wontt anybody help? 

(25) Wont t Bruce - Uft  a finger ;to help7 

(26) JXdn't he reach the top u n t i l  58007 

These cannot be derived from the f oUowiw t 

(8) ?Sou had very much fun, didn't yau? 

(28) *;Eihe ever talks, d w s n l t  she% 

(29) "Anybody w i l l  hel?, won't they? 

(30) *Bruce w i l l  l i f t  a f inger  t o  help, won't he? 

(31) *He reached the top unt i l  5r00, didn't he? 

(AS we would expect from Chapter 11, (22)-(26) cannot be 

rhetor icdl  questions. 1 



A s  Horn (1970) and others  have noticed, some polar i ty  

i t e n s  a re  Hstrongerft than others, That is ,  "very muchM, for 

instance, i s  ungranmtical i n  a subset of the types of con- 

t e x t s  i n  a c l a  "unt i l"  i s  ungra.mnatica.1, etc, Judgements 

on negative questions witl1 nega.tive-polarity items usually 

rang ~l to ta l ly  unacczptability for  str 01% 

%a total accoptabi l i t~f  f o r  weak pol.arF"cy iterns within one 

person' s speech, 

InterestingBy enough, negative questions a l - ays  have 

e i the r  a posit ive or a negative b ia s  and a posi t ive or a 

negative expected answer--they are never real ly neutral  i n  

e i ther  respect. In positive questions the  presence of a 

posit ive-polarity item e f fec t s  the bias and expected answer 

i n  a way sin3.la.r t o  the way i n  which negative-polarity items 

a f f e c t  negative questions, Hers, hc~dever, the s h i f t  i s  not 

always from negative t o  posiGoe, but sometimes jus t  frm 

negative t o  neutral. again depending on the strength of the 

(32) Is it kind of l a b ?  

(33) Would you rather stay ho~lle? 

(34.) I s  it s t i l l  raining? 

(35) Md somebody say something? 

(36)  I s  it already time t o  go? 

(37) Are you p re t ty  t ired7 



(38) Could we jus t  as w e l l  have l e f t  i t  behind? 

(40) Can you hardly breathe? 

Again, the acceptabikity of these questions is worst 

f o r  the strongest polar i ty  items, a d  of those t h a t  m e  l e f t ,  

those with the  stronger iterns are the ones wi th  a def in i te  

posi t ive b i a s  and posit ive expected answer, wfVn no posa- 

i b i l i t y  of a neutral  interpretat5an. E f u t  the questions with 

weak positive-polari'cy i terns, and most posit ive questions 

which have no polar i ty  items of either type, may optionally 

be used and interpreted a s  having no bias  at all--as being 

t r u l y  neutral. 

(41) Is it time t o  go? 

(42) Has the mail come? 

I n  this context, it should be recal led t h a t  t h e  

Fitmi sh example (6) , with the poZasfty item khantt,  may 

be used neutrally,  as w e l l  as w i t h  negative bias ,  while 

(8) may only be used with positive polarity. This i s  qui te  

p a r a l l e l  t o  the si tuat ion i n  English, 

Now I w i  sh t o  return t o  the inconsistency I mentioned 

i n  connection with the nThat's rightfi reply argument for 

a' tag source fo r  negative questions, Notice t h a t  '"l'hat' s 

r i g h t n  is a possible reply t o  (32)-(40), and even, t o  some 

extent,  t o  (41)- (42), However, (32)-(40) could not be d e  



r ived  f r m  Lag questions, That ist  (351, fo r  instance 

(repeated below) does not mean the same a s  (43). which i s  

ungrammatical anyway. (35) f s par aphra seable by r (44) , 'but 

the question (35) does not have the negation of the tag of 

(44). so a derivational re lat ionship does not seem likely. 

Suggesting (45). with no negativity switch from statement 

t o  tag, as the source of ( 3 4 ) ,  seems t o  me 'to be a hedge, 

since the suggested source for  negative questions was neg- 

a t iv i ty-  switching t a g  questions. Besides, (4.5) does not 

mean the same a s  (35). 

(35) Md somebody say something? 

(43) *Somebody didn ' t  say something, did they? 
{he!) 

(M) Somebody said something, didn't  they? 
\ h e )  i 

(45) Somebody said something, d id  they? 
\hey ) 

Thus there seems t o  be no tag source f o r  (35). but it may 

s t i l l  perfect ly  well be answered nThat ts  righttt .  The 

c r i t e r ion  fo r  t h i s  reply seems t o  be not tha t  the  question 

be paraphraseable- by a- tag questi.op, but rather t h a t  the queslion 

expect a posit ive answer, or a t  l e a s t  t ha t  it not expect a neg- 

a t ive  answer. 

A fourth argument against a tag source for  negative 

questions i s  based on the f a c t  t h a t  posit ive answers t o  neg- 

a t ive  questions a re  syntact ical ly  r e s t r i ~ t e d . ~  The d i f f i cu l ty  



i s  somewhat attenuated but nevertheless s t i l l  p ~ e s e n t  when 

a positive a n m r  i s  c lear ly  expected, However, there i s  nc 

diff icuf  ty whatsoever about posi t ive answers t o ;  tag  sentences 

like (46). If (47Q) i s  t o  be derived from ( 4 6 ~ ) ~  t h e i r  answers 

should exhibit  similar res t r ic t ions ,  This i s  not the case, 

The answers t o  ( 4 7 ~ )  are more Like those t o  ( 4 8 ~ )  (which no.. 

body, I think ,  suggests t o  be the source of (47Q)), but even 

here the parallelism i s  not exact, 

(46) Q, Maude can l i f t  tha t ,  can ' t  she? 

A. No, she cant t, Be No, 

C* Yes, she can, 

D. yes. Fully grammatical 

(47) Q. Can't Maude l i f t  tha t?  
1 

A, No she 'can8 t. B, No 

C. Yes, she can. 

I). ? ? ~ e s ,  keerns abrupt and incornpletd 

(48) Q, Maude can ' t  l i f t  tha t ,  can she? 

A. NO, she can't .  B, No 

C, Yes she can. 

I see no good raason, then, for deriving non-rhetorical 

questions from t 3g question sources. 



XIf. 3 - Bas -. and Answerkng The fac t s  about bias and 

expected answer remain t o  be oxplajaned, But bef m e  going i n t o  

these questions more deeply, 1 would l i k e  t o  point mt that, 

alt.bough co~pUcated and intsresUng, they m e  peripheral i n  

E That ia, it i s  not vary important that X be &1cr t o  

figure out the bias and expected answer t o  a question dlreeted 

a t  me, in o ~ d e r  t o  reply sccessful9y. 

Thsrs are mamy languages where the basic distiae%ion $n 

the question-ansase~ng system f a  not positive-megatLve, as in 

'English, but rather agreemenbdisagreemsnt, a s  in Japanese, 

I n  such languages, there are many questions--probably far more 

than i n  IhgPfshp-where f t  i s  obvious &at answer i s  expected, 

and the answerer Amply agrees or disagrees wit21 t h i s  expected 

answer, &It there are also  usually many questions--again, 

probably far l e s s  Wlan in English-where it i s  not obvious 

what answer i s  expected, The answerer must then decide, an the 

bad. s of context, intonation, and various other subtle clues, 

which answer i s  more Ukoly t o  be the expected one, and express 

agreement or disagreement with that  answer, Conntdon can 

easily result.2 

&e point about Japanese i s  tha t  the answerer mst, i n  

every case, assume that a certain answer i s  expected, and be 

more or l e s s  able t o  determine which it is, I would argue 

that  i n  Ebglish, too, there i s  almost always an expected 



answer, more or l e s s  revealed by the way %he question i s  ph~ased, 

But  i n  FagUsh the answerer i s  zsele;vijd of the onus of deciding 

what answer i.s expected by t h e  positive-negative que stion-answering 

system, He dimply answers i f  h i s  answer i s  positive i n  

form, zrnd %oft if his answer i s  negative in f e r m ,  whether he 

f ee l s  ha i s  agreeing or disagreeing with h i s  interlocutor, It 

i s the positive-negative question~ans*ring system tha t  makes 

the existence of a large c lass  of neutral questions a possibility. 

In exchange, the Ekglish speaker sometA.rnes has t o  face the 

problem of deciding whether c a n s h c t i o n  i s  basically positive 

or basically negative. 

Xn general, we would expect that  i n  languages where, given 

the speakerf s bias, there i s  omv one possible way of phrasing 

h i s  question, agreement-& sagreement anmri,n.g systems will be 

possible, Qf course, no language w i l l  have a completely straight. 

forward system, but the closer it comes t o  such a simple relation- 

ship between bias  and question form, the more possible i t  will 

be for  it t o  have an agreement-disagreement system, For languages 

where the relationship i s  complicated, such an answering system 

f s not very Ukely, i f  indeed it f s possible. 

I n  languages where some vestige of the second clause of 

the disjunction remains i n  most normal questions, an agreement- 

disagreement system i s equally unlikely, I n  Ykndarin Chinese, 

for  instance (I am indebted t o  Johznna K h t z  for  this informa- 

tion), questions are  normally asked i n  the following sor t  of 



f srm t 

As we would expect, this larzguage has ai p~dtitae-negative answer- 

ing system, 

I n  English such questjLons are a specid. subclass. When one 

occurs, the normal Itye s%t8nou positive-negative system must be 

suspended, The question must be anmered either "e i sIs or 

'%e isn' t t1,  much Uke the Chinese system. This is st i l l  a 

positive-negative systsm, however, 

111.4 --- Rules for Bias The problem in Ergfish i s  as follows: i f  

we ~ m o t  explain biased questions by deriving them from tag 

sentences, how are they t o  be explained* The only other source 

for  yes-no questions t h a t  has independent j u ~ t ~ i f i c a t i o n  i s  the 

disjunctive source--something l i k e  WH(S or ~ 1 ) ~  There a re  only 

two l i k e l y  p o s s i b i l i t i e s  here f o r  single Lem questions. E t h e r  

they are a l l  derived from WH(S or not s), or some are derived 

from WH (S or  not S) and some a re  derived from WH (not S or  s). 

I shal l  argue for  the ba t t e r  possibi l i ty ,  claiming t h a t  posi t ive 

questions zre derived from the f i r  st source, negative questions 

from the -second. 

F i r s t  I sha l l  argue against w!~(s or not S) as a source f o r  

negative questions, The first argume'nt; is  t h a t  negative questions 

have all and only the intonat ional  p o s d b i B t i e s  of posi t ive 
, 



questions, If they were derived by posLintomtfon  assignment 

deletion of first di s.junctsp we would expect them t o  have 

f U n g  cadences, Instead, they n a  d l y ,  l i k e  posi t ive que ations, 

have r i s ing  cadences, As Bnll be axgrained i n  Chapter IV, this 

would be a natural  consequence of their being first terms of 

The second argument i s  theoretical,  If  %he nom-synonyams 

Itf s John here? tt and mat John here? were both derived from 

the same source, we would have t o  allow transformations t~ 

change meaning* T h i s  idea has r ecen tw gained adherents 

(Ghomsky, 1969). However, everyone recognizes t h a t  such changes 

must be severely constrained, Nobody would want t o  derive 

HJohn i s  here" from ~s same source a s  Vshn i s  not hereH, 

The no-synonyqy we are scussing i s  not qui te  so radical,  

The point, though, i s  t h a t  the burden aT proof always l i e s  with 

those who would claim t h a t  two sentences with d i f fe rent  surface 

structures  have the same deep structure, $ynonyqy or near 

synonyl?lg. has always been one of the best arguments f o r  such 

cldms. The greater  the n o n - w o r n  of the two aentencos, 

the heavier the burden of proof. 

?!he t h i r d  argment i s  also theorefAcal, Jorge Hankamer 

(1971) has argued that backwards deletion between coordinate 

conjuncts does not  exist. He explains as instances of con junc- 

t i o n  reduction and scrambling abl  h o w  cases of backwards 

gapping, which had been the best evidence for  backwards deletions 



My contention &at negative as well as positive questions come 

frcwn first coqjuincts conforms t o  h i s  r e s % ~ c U o n ,  while the other 

derivation of aegative questions does not, and would require a 

more powerful grammar. 

Now l e t  u s  consider some of the arguments that  might be 

advanced a g d n s t  a  not S or S) source for negative questions, 

The first and mst obvious i s  &at such a source i s  almost never 

reallzed i n  alterna'cive f orm, %en it i s  so realized, it 

sounds rather xmnatwal, and firtherrnore, does not mean the 

same as a sing%$,@ term negasve question, which is always biased, 

but rather is.  neutral U k e  positive questions md ~~~~~~~first 

alternations, These objections, which appear formidable, can 

actually be explained rather naturally. 

The first observation t o  be made here i s  that  questions i n  

f u l l  alterna%j;ve form are always more nearly or exclusively 

neutral than d.ne;le-term questions, Just  by virtue of both 

possibi l i t ies8 being mentioned expbicitly, the normal bias of 

ng single-term question i s  attentuated, 'thus 

while (50) can ei ther  have a negative bias or be neutral, i n  

(51) the neg&&ve bias  i s  mch less possible, if it i s  possible 

a t  al l ,  

(50) Cam Bernie l i f t  300 pounds? 

(53.) ~aalt l  Bernie lift 300 pounds or not7 

The 0th- side of the coin i s  that  Angle-term questions 
% 



wMch clearly have a strong bias so@ m t u r a l  when realfeed 

a s  alternatives, 

(52) b s  J i m  real ly have any money? k g a t t v e  b i a d  

(53) ?*Does J i m  rea l ly  have any money or not7 

(9) Does i t  seldom ra in  here? Eosit ive b i a l  

(55) P W e s  it seldom ra in  here or not? 

As 3: have p~irnLed at, negative questions always have some 

bias-positive or negative-==and SO, although they are always 

more neutral, they aso also always: mare or l e s s  unnatural, when 

realized as alternatives, The ones with strong bias are usually 

completely out as alternaUves. 

(56) Can't Bernie l i f t  3 0  pounds? k a k  positdve bias)  

(57) $'Can't Bernie E f t  300 pounds or can he? 

(58) Doesn't he seldom eat? ktrong positive bias  1 
(59) *&as18 t he seldom ea t  or does he? 

(60) Udntt he leave y a w  house a t  aU for  a week? 

Leg ative bia 

(61) t he leave your house at aU. f o r  a week or did heP 

Actually, the questions w i t h  non-normal matching bias  ((9) 

and (60)) are better a s  alternatives thm the quesfcions with 

reinforced normal apposite bias ((52) and (58)). 

We see, ,then, that the f a c t  tha t  negative questions are 

unnatural in ,  and non-synoqmous with, a e i r  f u l l  alternative 



realleations can be exgla%ned in terms of their always being 

biased, We can axpress this either with semantics-dependent 

syntax (second conjunct &lat ian i s  obligatory if the question 

5. s biased) or with -tax-dependent semantics (bias-assignment 

and filtering rules operate after second conjunct 

9 dl1 give the rules ~ I t h l n  the lat ter  framework, and presume 

that  they can be easily rewritten in t he  f omer, 

kfe wiU dlbsw the syn%ac%ic rules, then, t o  operate freefy. 

The relevant ones ares 

Second 
11_1 

Reduction -- 
whether [ G O ~  NP Aux Y? or komp NP AW ~a +123567896 

1 z 3 4  Js6  7 8 9 1 0  

whether komp NP Aux ~4 or L o t  NP ~4 *129567fl$ 
1 2 3 4  5 ' 6  7 8 9  

whether Fomp NP Aux or bonrp NP h I S  3 1295$$(d$ 
1 2 3 4  5 6 7 8 9  

These rules may be somewhat incornact, For instance, the seeorid 

and W r d  rules might qerate on the same input as the first* 

These quesbions a re  not relevant f o r  ous purposes* however. 



The f ollowbg f i l t e r i n g  and interpretat ion ru le s  then apply, 

Questisis wit11 M i n  the  Coq of the f i r s t  oon,junct a r e  
assigned a posk.t;Ive ~suppss j~ola ;  quesaons with 'Dl in 
the Comp of the first eonjwct w e  q ~ o n a l l y  asdgned 
a negative supposi-bi~ns 

Questions containing p o d t f v e  or  nsgatitve polaf~ty i t ens  
are assigned a pod.%ive or negative s u p p o ~ ~ o n ,  respec- 
t ively,  Questions containixg instanrces of both types t ~ @  

u n g r m ~ a t i c a l ,  If t h e  result  of this rule conflicts with 
t h a t  of the previous rule, %he question is the less accepL 
able, the stronger t h e  polar i ty  item, but Qc r e s u l t  of 
t h i s  ru le  takes precedence, 

The preceding two ru l e s  are  cuuauilative, %'his may be expressed 

as follotrsr i f  neither rule applied, t h e  bias i s  0; i f  only one 

applied, t h e  b i a s  i. s I; i f  both applied, w i t h  conflicting resu l t s ,  

the  b i a s  i s  2; i f  both applied, w i t h  the same resu l t ,  the bias 

i s  3. 3 

Alternative 

Iilhen a question i s  i n  a l te rna t ive  form (consists of two 
terms (sentences) joined by orp differing only by v i r tue  
of deletion and c~m~lemenl izers ) ,  the stronger t h e  bias, 
the more ungrammatical. tihe question. 

These three supposition rules can be wri t ten more formally 

a s  follows (neg z negative, pos 2 positive,  supp = --mppodtion) r 

Whether [m SI X --) 1 neg supp ~ p t i o n a J  

Whether [N S] X -3 l pos supp p l i g a t o d  



14 rnm , 16 mpp *+ 3d mPP 
1 

from ru le  A from rule B 
Lir 

1 4 ~ p p  e I . = d S p p  - 3 2 d S U P P  
from rule A from rule B 

13, Ihether , P pos or  nag supp -94 ungr-tica 

I n  Chapter IS, 1 justif%ed the postuul;4tkon of a tag sentence 

source f o r  rhe tor ica l  questions. I n  this chapter, I have argued 

a g d n s t  such a source fo r  normal questions. I have introduced 

the  notion of supposition or  bias,  and shown t h a t  i t a f f e c t s  both 

the farm and t h e  grmat i ca l%ty  of normal questions. This notion 

can be more eas i ly  expressed under %he asm1ptfon tha t  normal 

questions am derived Prom a di s junstive source than under the  

assumption t h a t  they are derived from t a g  sentences. The d5fPerence 

between the two types of questions (normal and rhetor ical)  t h a t  

j u s t f f i e s  the difference i n  the i r  sources i s  t h a t  rhe tor ica l  

questions presuppose t h e i r  answers while normal questions do not. 

I n  the next chapter, f will give a different  so r t  of argument 

fur ther  supporting thhe hypothesis t h a t  normal ques t ims  a re  

derived from disjunctive sources. 



Footnotes t o  Chapter XI1 

he 1txl.s statement i s  developed more fully i n  Ghapter V, 

20 The analogous s i tuat ion a r i s e s  i n  Eazglksh with ques-bions 
l i k e  "Have you no bmanas?ls, where both gyest9 m d  can 
go w i t h  e i the r  %he agreeing or the  disagreeing answer, 
Again, t1xt.s is: discussed more f i l ly i n  Chapter V, 

a"ness rules a l s ~  det~rnrFne the bf as and gsammakLea%y of 
embedded que S ~ A O ~ S ~  Xn embedded quest& ons, however, there 
ass additional. eon%wtual reskriet ions on %ha amouzat sf 
bias that is permisdbbe, Most contexts permkt only 
podkLva-first allernakLves and posit ive &r@e-ten°m 
questions. Thus although (i) f s pre t ty  gad, (BL) i s 
out* 

(i) "B really wonder whether Kate l m h  here, 
(%i) *I have no Sdaa a t  all whether Kate ism% here, 

I n  some of t he  eases where biased embedded questions arcs 
permitted, the moaning i s  nearly the same i f  *whe'cherr 
i s  replaced w i t h  ttthaL1', 

($ii) $I don8t care whether YOU donet E k e  me, 
(hv) ?I dong t cape that you don!% l i k e  me, 



I n  t h i s  chapter, 1 will point out and suggest derivations 

f o r  the intonationil, pa t te rns  character is t ic  of que ski ons and 

ce r t a in  re la ted  constructions. 1 w i l l  attempt t o  characterize 

the semantic and functional uses of such basic pa t te rns  a s  

nri&ngfl and '3x"alling1t, and discuss tile r u l e s  which assign 

them, We wi l l  see that ,  i n  general,  falling intonat ion cor re la tes  

with assertivenessc new information, and f i n a l i t y ,  and r i s ing  

intonation cor re la tes  with lack  of assertiveness, old informa- 

t ion,  and non-finality. We w i l l  a l so  see tha t ,  i f  yes-no questions 

a re  derived from a disjunctive source, we can derive "question 

intonationft  simply and natural ly  i f  we order intonation assign- 

ment before conjunct deletion, 

1.1 Problems I n  t h i s  section, I dl1 describe the normal 

intonation pat tern of various sentence types, mentioning a few 

of the exceptions i n  each case, I w i l l  r e s t r i c t  my a t ten t ion  

a t  first t o  the coda or cadence of the patterns, 

Declarative sentences generally have f a l l i n g  cadences, 

For example tx 

/-1. V- 
(1) It' s probably raining i n  ancmve.. 

(2) ~ s a  has a u c q u e  b&y. 



Sentences w i t h  the ayr~tact ic  form of s4atements may end with 

r i s ing  intonation, as i n  (4), but the e f f ec t  i s  t h a t  of a question 

with the expectation of a posi t ive answer expressed, 

.-"-------+ 
(4) He rare ly  

There w e  other eaanterem"ples--a special, type i s  discussed 

i n  section 1.2--but we still may say t h a t  i n  the vas t  rnajor%ty of 

cases-the nor&, usead, uninteresting case s-sktement s have a 

f a l l i n g  cadence, 

Yesno questions normally end w i t h  a rise i n  intonation. 

For example t 

/ 
4c--.--pr~- 

( 5 )  f s i t  snowing againr 

-/----.-/ 
(7) -ch your nose with your tongue? 

/ 
au tired?' (8) &--# 

Under special  circumstances, a s  i n  (99, a question may end 

with f &ling intonation, 

(9) A, Steve" oar ran out of gas, 
I -4-1 
I 

, . B, Oh, does Steve have a car7 

Here B had not known t h a t  Steve had a car, but  r e a l i z e s  t h a t  the 

answer t o  h i s  question must be yes, I n  e f fec t ,  he i s  merely 

regis ter ing the f a c t  t h a t  this information i s  news t o  him, 

& a i n  under special  circumstances, as i n  (lo), the r i s e  



may occur i n  sone posit ion other than the end, i n  which case the  

tone remains high u n t i l  t h e  ,end, where there may optionally be a 

fur ther  r i s e .  2*3 

(10) &ai-dny impart t h a t  information t o  you? 

Here ltPemyN, ra ther  than any of the constituents ending i n  ttyoatfi, 

i s  the  focus of the question. 

.Again t'nere are many other sor t s  of counterexamples, but  

again we may say t h a t  i n  the usual cases, yes-no questions have 

a rising cadence. 

Tag questions appear from t h e i r  form t o  be p a r t  statement, 

and p a r t  question, And indeed, tag ques-tiions may have e i ther  a 

falling cadence or a r i s ing  cadence. The two types have d i f fe rent  

uses and, probably, d i f fe rent  presuppositionse We will c a l l  the 

first type--the one with a f a l l i n g  cadence-an S tag, and the 

type with r i s ing  cadence we will c a l l  a Q tag, The S tag i s  used 

i n  nearly the same way a s  a statement, except t h a t  a response i s  

more specif ical ly  asked for. There i s  a strong expectation on 

the  p a r t  of the speaker t h a t  the response will confirm his pseudo- 

statement. He i s  not so much imparting or  requesting iAn.formation 

a s  he i s  seeking acknowledgement t h a t  hi s inter locutor  shares 

the  bel ief  expressed i n  the statement part of the sentence. 

This use of the t a g  question has a f a l l ing  cadence. In 

part icular ,  the pi tch of the pronoun i n  the kg i s  lower than 

the  pi tch of the auxi l iary or modal. (To xt~any people, it seems 



wrong t o  w r i t e  a question mark a f t e r  such a sentence, so I use a 

period, ) 

-1 
(11) Xtts raining, i s n ' t  it, 

\ 
(12) It % m o t  raining, i s  It, 

The second type of tag queskion--Q tags-are more nearly 

questions than statesents. The speaker s t i l l  oxpresses h i s  own 

bel lef  i n  the statement p a r t  of the sentsnce, and i n  the question 

p a r t  he s t i l l  c a l l s  f o r  a response, expecting confirmation. How- 

ever, soma doubt a s  t o  the correctness of h i s  bel ief  has entered 

his mind, and disconfirmation would not surprise him a s  much a s  

i n  the previous case, 

This use: of the t a g  question bas a r i s ing  cadence, I n  

par t icu lar ,  the pi tch of the pronoun i n  the tag i s  higher than 

the  pitch of the auxi l iary or modal, 

/ 
(13) I t 's  raining, i s n t t  it% 

/ 
(14) It i s n ' t  raining,  i s  i t 7  

S t ags  and Q tags  a re  not the only possible types. A t h i r d  

very common use of the tag question, which was discussed i n  

Chapter 11, is as a rhe tor ica l  question. Then there a re  the 

be l l igerent  tag sentences, where the statcxeoant and question 

halves of the sentence a r e  e i ther  both posi t ive o r  (in some 

d ia lec ts )  both negative. Belligerent t e s  w i l l  be discussed 

i n  footnote I%e 



S h g s  and Q tags  share more propert ies  w i t h  statements and 

questions, respectively, than jus t  intonatd.on, For instance, 

aonsider the sos ts  of responses tha t  are appropriate f o r  each, 

I n  (IS), speaker B, questioning the  motivation f o r  A ' s  speech 

ac t ,  uses the verb tfswM, 

-7 
(1.5) A, I t s  s raining, i s n %  it, '. 

\ 
B. No. E t c h  drops sharply indicating surprise7 h 

What makes you say so0 

I n  (14), speaker B, again questioning t h e  motivation f o r  At  s 

speech act, uses the verb &askH, 

/ 
(16) A, I t ' s  raining, i s n f  t it'l' 

"k 
B, No, Edith the milder pitch drop of matter-of-fact 

ques t ionmanswer ig  Why do you ask? 

(15B) and (16~) are stiU possible, but much less appropriate, 

i n  response t o  (16A) and ( I ~ A ) ,  respec t iveu ,  Since there i s  

no performative verb corresponcling uniquely t o  tag questions, 

one is forced t o  choose between the two which correspond t o  t h e i r  

ooqonent parts* A s  we have seen, the choice i s  usually not 

arbi t rary,  

Another example i s  provided by the grammatical r e s t r i c t i o n s  

on S tags and Q tags, S t ags  have many of the  same restrietj.ons 

as statements, while Q t a g s  pat tern l i k e  questions i n  cer ta in  

respects, For instance, it i s  grammatical t o  question people, 



but  not t o  inform them, on their suppositions, The S b g  (17). 

l i k e  the statement (l8),  is ungrammatical, while the Q tag (19). 

l i k e  the question (20). i s g r m a t i e a l ,  (#owever, I do not mean 
1"4 

to imply t h a t  the  members of the pairs are paraphrases of each 

other.) 4 

----- 
(17) Vou don't suppose h e ' l l  come, do you, 

(18) *You don't suppose he'll come. 
1 

(19) You don't suppose h e ' l l  come, ;rd your 

(20) Ih you suppose he8= come? 

Gonvet.,sely, adverbs l i k e  n c a r t a i n l y ~ r r e  grammatical in 

statements, ,but not i n  questions. .The S tag (a), l i k e  the 

statement (221, i s  grammatical, while the Q tag (231, Illike the  

question (24), i s  ungrammatical.. 

.-----% 

(21) Bob certainly i s  a stone, isf t he, 

(22) Bob certainly i s  a stone. 
1 

(23) 'Bob certainly i s  a stone, i sn8  t he3 

(24) 'I%snlt Bob cer tainly a stomid 

AnotherB kind of example i s  provided by posi t ive polar i ty  

items. "eady* i s  a pos i t ive  polar i ty  item. Hence (25) i s  

grammatical, but (26) i s  not, except as a denial of a sentence 

l i k e  (25). 

(25) Itf s already raining. 



(26) *It isnt t already raining. 

The s tag (n), . l i k e  (26), i s  u n g r a r ~ n a t f c d ~  

( 2 ' )  *It i sn ' t  already raining, i s  it. 

However, (20) and (29) are grammatical. 

(29) Is it already raining? 

What we have seen so far i s  that yes-no questions and sentences 

t h a t  function and pattern drnflar ly have r i s i n g  cadences, while 

statements and sentences t h a t  f m c t i o n  and pa t te rn  similmby have 

f a l l i n g  cadences, Now l e t  u s  exaraine the intonations of WH 

t o  see where they f i t  into this scheme. 

Ordinary FM questions have f a l l ing  cadences. They may contain 

more than one W-word, but  the extra  ones do not a f f e c t  the cadence, 

nor do they occasion special  rises or  fa l ls  of their own, - 
(30) Who did what to who? 
M 

(31) HOW do you do? 
... --'---. 

. (32) What time i s  it$ 
I --., / A 

(3'3) What are you going t o  do whes you grow up? /-. ----- -- ---.-.- .--1 '- 

(34) Why don't we talk about your mother? 

There a r e  a few types of W questions t h a t  have r iving 

aadences. One i s  exemplified by (393). 



(35) Ibo What# s the matter d t h  Barbara? .- --- 
-- --- --- ', ---- ,.---- 

B, E a V  s the matter with Barbara? 

A, That's r ight ,  What's the matter with Barba~aP 

Here E W n k s  he has heard correctly,  but i s  not quite sure and 

wants t o  check, (35B) i s  probably derived from something hike 

(36)* i n  1ri;ich case it  i s  not surprising t h a t  i t  has t h e  intona- 

t i on  of a y e s n o  question, 

V h a t D s  the matter w i t h  Barbara?"?' 

This derivation does not, howaver, work f o r  (TB), 

(37) A* \ h a t ' s  the matter with Barbarat 
----- -- / 

B, What's €he matter -dLh  wko? 

A. Barbara, What's the matter with her2 

I do not think such questions are  derived from any so r t  of yes-no 

question, so t h e i r  intonation cannot be explained i n  t h a t  way. 

Besides, the r i s e  i s  not really associated with t he  cadence, a s  

it i s i n  ( 3 5 ~ )  and i n  ye s-no questions generally. I n  (381, the 

r i s e  is on nwhoM, and high tone i s  maintained t o  the end, where 

a further r i s e  i s  only optional, 

r --%-.i,Y_-_<__=._I__. II_ .--- -.- 
..---/ 

(38) How d i d  who f ind  out where we live? 

I n  f ac t ,  such questions are  not  even especially associated with 

"L WH questions, They u e  quite  a general phenomenon ca l led  echo 



ques&isns, and ~ u y  be formed from any 'typo of sentence, as the 

following examples show, 

/'-- -- 
(39) %r&o e a t  a l l  his graixnfes? 

I n  statements and imperatives, but not  sentences that are already 

questions, the W-word m a y  be moved t o  the  front. 

,//-'" ----- --- -.-.-.--- 

(44) @Who did (he) eat a l l  h i  s grdniss? 
7--- ----------------.-.--. - - --- 
J 

(45) *Who how did (he) f ind  out &ere we l ive? 

These quesUons a re  used e i the r  when the word i n  question was no% 

heard, or when t h e  wordtqplaced by the W-word occasions amazement. 

For statements and imperatives, sentences l i k e  (40) snd (41) are 

preferred for  t h e  amazement version, and sentences l i k e  (42) and 

(43) f o r  the unheard ver don. 

Wethertt i s  never used i n  echo questions. Instead, one of 

the p o s s i b i l i t i e s  i n  (46~)  may be used. 

(46) A. John put it away. 
1 

BI. John what? 
J 

B2. John d i d  what3 



1 -\ 
B3. John did (or didn't) pet  it awayo 

./ - Z 
N, John did  put  it away (or he  didrP8t), 

( 4 7 ~ )  must be considered an echo question, although h t  does 

not echo any of the preceding sentence. 

(47) A. Pr ices  slumped, 
JY---- 

B, h a t  did you sayf 

What i s  going on here i s  tha t  %hatL%as replaced t h e  entire 

surface sentence i n  ( 4 7 ~ ) ~  The r e s t  of the sentence, "did you 

sayn, echos ef ther  the perf ormative sentence td-dch dominated (47A) 

i n  deep structure, or the utterance s i tua t ion  which is "in the 

a i r f f ,  I: a.m hes i tan t  t o  claim t h i s  as  a good argument fo r  the 

performative analysis because of the poss ib i l i t y  of echo questions 

l i k e  (48B). 

(48) A, I b o m s ~ i s  coming! Lbornsday i s  coming! 
+/-- 

- 
B. What are you shouting about? 

fi5210uttf i s  not a performative verb, 

There f s another type of WH question which i s  very dniilar 

t o  echo questions, but with the opposite intonation, They a r e  

used mostly when the re ferent  of a pronoun i s  not understood, 

as i n  (49). 

(49) A, %ere did he h i t  Ken7 
I C 

B, Where did who h i t  KeG7 



Again, l i k e  echo questions, these questions may be formed from 

any kind of sentence (as  long as i t  contains a pronoun), and the 

two types of question have much the  same res t r ic t ions ,  For both, 

a s  meni;ioned before, the WH-word rnay not  move left p a s t  another 

Q, but othemJise may usually go t o  the beginning of the sentence, 

And both must avoid cer ta in  constructions, R a t  Ps, s t r i c t  echo 

i s  not a l w a y s  possible, This w i l l  be true whenever the questionex2 

element i s  something tha t ,  i n  the or ig ina l  sentence, had been 

preposed without ca\rr;i,ng sub jec tawbU.ary  inver  don,  

\ 
Where 

B'. is it? 
Where 

The same problem w i l l  a r i s e  w i t h  sentences l i k e  IWun, 1 l i k e "  

and "en, we knew the trutht1. . 

The big difference between these two types of WH question, 

as ide from -their functions, i s  t h a t  echo questions have r i s ing  

intonation on the WH-word, while the questions under discussion, 

which' I' w i l l  c a l l  REF-questions, have f a l l i n g  intonation on the 

WH-word. 

The l a s t  group of intonat ions I w i l l  discuss i n  this section 

i s  the  in tonaaon of answers, Answers t o  quesuons and tag 

questions have f a l l ing  intonation, except i n  cer ta in  cases, 



such a s  where the reply i s  being offered h e s i t a n t l y  or  as a guess. 

But M%s f a l l  i n  intonation may be e i ther  r e l a t ive ly  s l igh t  or  rela- 

tively steep. 16 w i l l  r e f e r  t o  a s l i g h t  f a lb  a s  an instance of 

*mild1' intonation and t o  a steep fall a s  an instance of "sharptd 

intonation.6 NOH ~ m a l l y ,  &en it i s  obvious what answer i s  

expected, as w i t h  tag questionss an answer t h a t  agrees with the 

expected answer w i l l  have mild intonation, and a disagreeing 

answer w i l l  have sharp intonation. l h i s  i s  i l l u s t r a t e d  i n  (~uu-2). 

"g A3. Yes. b g r e e i n g  , surpri  s a d  

But the other combinations, (51~3-4), are a lso  possible, I n  

( 5 ~ 3 ) ,  sharp intonation i s  used t o  agree. This happehs when 

the answerer must admit the t ru th  of the questioner" assunrp.&ims, 

b u t  i s  surprised e i ther  t h a t  this should be so or t h a t  the 

questioner should possess this information. I n  (51Ab-), &ld 

intonation is used t o  disagree. Thf s happens when the answerer 

knows that the questionert s a s sa - i t i ons  are wrow, but  f s not 

surprised a t  his taking such a position. 

' b e  basic intonat ional  d is t inc t ion  here, then, i s  not one 

of agreeink vs. disagreeing intonation, but  n t h e r  mild vs. 



sharp, 14Ll-d. intonation, wtzeWaep used t o  agree or  t o  disagree, 

is appropriate when t h e  speaker i s  calm arid sure of himself, 

!he speaker could be s t i d  t o  be secure i n  his position, u s u r n  

prised, unobjecting, Sharp intonation, whether used t o  agree 

or t o  disagree, i s  appropriate when Yne speaker I s  mrprised 

ei ther  a t  the  questionerr s position or a t  the posi t ion he him- 

self  i s  forced to take, He i s  insecure, suprisedl or pro- 

te sting, 

Echo quostions provide another instance of the nnild vs, 

sharp distinction, Consider the following four dialogues, 

(52) A, !he mayor has  arrived. 
C cJ 

p/ ----- -- 
What did you say$ 

A. B a t t  s r ight ,  

(53) A. The mayor has arrived, 

A. Tne mayor has arrived. &mndated c l e a r d  

a . B, &. I t h ~ l a ~ & ~ o u  said W e  - mare has arrivedM or 

something l i k e  that ,  

(9) & The myar has  arrived. 

S Ltll median rise 
I 

A. The mayor has arrived. elearly 



BZ No, no, I heard you the first  time, But I d idn ' t  

know he was coming! I g r n  not ready! etc,  etc,  

(55) A. The mayor has arrived, 
P 

B, Ghat? l a t h  median r i s e  

A, That s r ight ,  

B, Mo, ,no, 1 just &&I% hear what you said, 

In (9) and (551, it i s  not c lear  whether Bt s intonation i s  

supposed t o  be mild or  sharp, A has incorrect ly  interpreted 

the ambiguity, and consequently thrown the  dialogue off course, 

In (52) and (53), B has made his meaning c lear  by using more 

extreme intonation, 

Here again sharp intonation cor re la tes  vdth surprise and 

agi tat ion,  and mild intonation with the  case where these elements 

a r e  l e s s  evident, But here, MrnildM r e f e r s  t o  a s l igh t  r i s e ,  

ra ther  than a s l igh t  f a l l ,  and '%ar-pt4 t o  a steep r i s e ,  ra ther  

than a steep f a l l ,  

We might surndse, then, t h a t  there f s a f eatuse distinguish- 

5. ng mild and sharp, and a feature distinguishing r i s e  and fall., 

and t h a t  the two c o b i n e  t o  y ie ld  four poss ib i l i t ies ,  The r i se-  

f a l l  d is t inc t ion  usually corre la tes  w i t h  syntactic distinclAons, 

4 while the mild-sharp dis t inc t ion  does not, For instance, there 
d' J 

i s  a difference i n  usage and meaning between *WkataH and *What? #, 

b u t  I know, of no syntactic differewe between them, So we would 

-% want t o  say t h a t  t he  dl& sharp d i s t i n c t i ~ n  i s  a t t i t u d i n a l  and 



peripheral, I wL1P have no more t o  say about it i n  -this chapter. 

1.2 Rising - and Falling Z n t o n a t i ~  In the Last section, 1 made a 

ten ta t ive  suggestion t h a t  questions and sentences t h a t  function 

and pat tern l i k e  qvle st ions have ri sir4 cadenels s, while statements 

and sentences t h a t  function and pat tern l i k e  statements have 

f a l l ing  cadences, I% became obvious that; t h i s  could not be correct  

when WH questions liere taken i n t o  considcrati  on, These have 

f a l l i n g  cadences, so here  the correlation of rXdng intonation 

wi th  que s t i o i ~ s  and f a l l i n g  intonation w i t h  statements brealks 

down, 7 

What X would suggest ins tead  i s  t h a t  the difference i n  intona- 

t i o n  between yes-no and MI questions i s  an autoxuatic consequence 

of a difference between t h e i r  underlying structures,  Yes-no 

questions a re  derived from disjunctions; WH questions are not. 

The f i rs t  halves of &sjunctions receive r i s ing  intonation; the 

second halves recefve f a l l i n g  intonation, W n g  tihe derivation 

of single-term questions. f irst  intonation i s  askgnad,  then the 

second terms a re  deleted, leaving a single term which has  r i s ing  

intonation, The r is ing-fal l ing d is t inc t ion  §ewes t o  s e t  off other 

types of oppositions, too. To see this, we need a b i t  of back- 

ground, 

Many p e ~ g l e  have previously talked about the opposition 

between ri sf ng and falling intonation, X n L&ebermanl s book 

(Lieberman, 19671, r i s ing  intonation i s  correlated with t h e  

feature bg and f a l l i n g  intonation with the feature LBG] 



(BQ =breaP*h group), M g h t  BoUnger (Bolinger, 1965) nas A and 

B pitch accents. His A accent c~rresponds  t o  f a l l i n g  intonation, 

H i s  B accent corresponds t o  a fall-rise pattern,  which i s  a 

variant of rf sing intonation, Ray Jackendoff (~ackendoff,  f orW- 

coming) discusrses these two accemst~~in grea t  d e t d l ,  He says, ta'l"ne 

two pitch accents we a re  in te res ted  i n  are ca l led  A and B accents 

by Bolinger, I n  both accents, the focus ~ 1 P a b l . e  has  a high 

pitch, By the onset of the next vowel there i s  an abrupt drop 

t o  low pitch. The ttm accents d i f f e r  i n  tha t  the A accent con- 

cludes with a f a l l  i n  pitch, and the B accent concludes with a 

pitch. fi 

He shows t h a t  when a sentence has only one focus, it normally 

g e t s  an A accent, &en a sentence has two foc i ,  "iinvsiab3y one 

will receive an A pitch accent ( fal l ing)  and one w i l l  receLve a 

B pitch accent ( r is ing)  "%bid, , $ 6 ) .  This shows t h a t  the two 

a r e  not independent of each other, but ra ther  perform an opposi- 

t i o n a l  function, Ttae opposition--the cliff erence i n  meaning 

be tween the two--i s approximately t h a t  between topic  and comment, 

An ,A accent i s  assigned t o  a focus syllable when the focus pro- 

vide s new information-.-makc s an a s s e r t i  on or conment--answer s a 

question, Jackendoff c a l l  s thi s the dependent variable, since 

i t s  value must be chosen so a s  t o  make t h e  seatence true, A B.: 

accent i s  assigned to a focus syllable when the focus i s  old 

i n f o r m a t i o r ~ ~ ~ a  topic  or idea  mentioned or  presupposed i n  previous 



discourse, Thfs he calls the independent variable, In my analysf s, 

this difference i s  represented i n  terms of TH. B accents a re  assigned 

t o  things with TH attached t o  them (things wiLh B accents mst be 

anaphoric), and A accents are assigned t o  t h i n g s  without TH (things 

without A accents need not be anaphoric-they provi.de new informa- 

tion). The following two discourses (~ackendoff 1 s examples) 

i l l u s t r a t e  the A and B-accents. Suppose there were a number of 

people and a number sf things t o  eat, Various people a t e  various 

things, and I am asking about how they paired up, 

(56) Q, What about FREM What did HE eat? ",, a ---,h 
A, FRED a t e  the BQuANS. 

Here Fred i s  the topic and r e f e r s  back t o  the quesaon, while 

beans pruvides the answer, 

(57) Q, What about t h e  BF&S Who a t e  T H W  
"\ft \b 

A, FRED a t e  the BEANS, 

Here beans comes from t h e  question, and Fred i s  the answer, 

(56A) and (57A) a re  i d e n a c a l ,  except f o r  the placement of the 

A and B accents. But t h e i r  meanings, and the questions they 

answer, a re  qui te  different,  

This opposition i s  the same as t h a t  between echo questions 

and REF-questions, Observe the three-way contrast  below, 

L 
(58) Where did who got Gcho q u e s t i o g  



Katz and Postal  (1964) r igh t ly  contend t h a t  the reason the intona- 

t i o n  of % o V s  dynamic i n  (58) b~.t l e v e l  i n  (60) i s  tha t  #whofi 

receives emphasis i n  (58). They do not c&scuss questions l i k e  

(59), but the same thing i s  t rue  i n  such cases, The only problem, 

then, l i e s  i n  determining why emphasis occasions a r i s e  i n  p i b h  

i n  (58) but  a f a l l  in pitch i n  (39). (60) i s  merely a MI quo&ion 

with two WH-words. 

The difference between (58) and (53) l i e s  i n  the nature of 

the  information being sought. (58) asks f o r  a repeUtion of 

information previously given (and theref ore anaphorie), and has 

r i s ing  intonation, (59) asks f o r  new information-- q x c i f i c a l l y ,  

the  re ferent  of a pronoun (which has f a i l e d  t o  meet i t s  pre- 

supposition of being anaphoric)8--and has f a l l i n g  intonation. 

(58) would be asked i n  reply t o  %here did John go?" (59) in  

reply t o  L'Where did he go?* 

We can now explain the echo-REF dis t inc t ion  i n  the  same way 

as the L B  distinction. I n  Jackendoff's notation, (51) and (62) 

would have the following presuppol t ions  (A' * tho  c l a s s  oft') 8 

d 
(61) John h i t  who? 

Cenrph 
Presuppodtiont h ( x )  kohn h i t  3 i s  well-formed 

x i s  an independent variable 
4 

(62) John hit who? 
+ewh 

Presuppositioni &(x) Fohn h i t  XI i s  well-formed 
x i s  a dependent var iable  



WH-Movement i s  obligatory f o r  EempiJ Wi-words, but optional 

f o r  MI-words, Movement i s  blocked if t h e  node is 

already f i l l ed ,  a s  explained by Chomsky (1971). 

Jackendoff points  out another type of case where the only 

accent i n  a sentence i s  a 9 accent, %is occurs when the function 

of the  other focus i s  f i l l e d  by the affirmation-negation distine- 

t ion,  but  the AUX i s  not actual ly  accented, I n  such sentences, 

the affirmative o r  negative i s  taken out of the presupposition 

and associated with the focus, This explains the difference between 

(63) and 

-\! 
(63) A l l  of the men didn't  go, 

Presupposition: h(x) of the men didn't gg i s  
well-fo~med, x i s  a dependent variable 

Assertion: Al l6  X(x) of the men d i d n ' t  go) 
\ 28 

b- - 

(64) A l l  of the man didnl t go, 

Presupposition: h ( x )  I; of the men wen4 i s  well- 
formed. x i s  an independent variable 

Assertion i A l l  #)i (x) 1; of' tho men wend 

I n  such sentences, there may be a focused syl lable  which f s 

emphasized, as t l a l l n  i s  i n  these examples, Then the B accent 

goes on t h e  focused syllable, But it i s  a l s o  possible f o r  t he  

en t i r e  sentence t o  be focused. %hen this i s  tbe case, and the 

variable  i s  dependent, an A accent i s  placed on the last s t r e s s  

peak, so t h a t  the sentence i s  ambiguous a s  t o  how much of i t  i s  

the focus. But when the en t i r e  sentence i s  the focus the 



negative i s  associated w i t h  the focus, so t h a t  we can g e t  a B 

accent, the B accent i s  not  plaeod on the l a s t  s t r e s s  peak, 

Instead, it i s  placed on a s t r e s s d e s s  syllable,  a s  in (65). 

(65) otm didn ' t  bFeyk it. .- 
Presupposition: h ( x )  & i s  the case*] i s  well-formed 

x i s  an independent variable 

Assertion i John broke it f )kc) [x i s  the c a s d  

X ' s  being an independent var iable  means t h a t  "iohn broke it" f s 

presupposed pcrJ i n  t h i s  sentence, but  i n  previous discourse 

("John broke itn i s  anaphoric). When the whole sentence i s  the 

focus, the presupposition of that sentence i s  ra ther  vacuous, 

except t h a t  the type of var iable  i s  specified.. 

Now, Let u s  be more exact about where the B accent i s  placed 

i n  these sentences. When there a re  two s t r e s s  peaks, as there 

usually are, the B accent goes on the f i r s t  s t ress- less  syl lable  

a f t e r  the first s t r e s s  peak. This s i tua t i an  seems contrived t o  

make (66) unambiguou s--to a l l ev ia t e  the poss ib i l i t y  t h a t  any 

par t icu lar  word w i l l  be under stood t o  be the focus. It a lso  

shows t h a t  intonation assignment must follox the operation of 

the  Nuclear S t ress  Rule, 

/ k 4  (66) % nan from pemsylvha didn't raak it. 

Sentences E k e  (65) and (66) have about them a cer ta in  lack 

of assertion, or reefing of protest. I n  some cases, assertive- 

ness or i t s  lack i s  a more inportant  f ac to r  i n  choosing between 



A and B accents than the dependence or ibndependence of the variables. 

To i l l u s t r a t e  th i s ,  consider disagreeing r e p l i e s  t o  statements, 

Such rep l i e s  have what we w i l l  ca l l .  "non-stopH intonation, In 

r e p l i e s  t o  questions of the form there i s  always a 
C no) 

break, at  l e a s t  potent ial ly ,  between tyesJ and the tag, I n  non- 

stop intonation, such a break i s  iqs s s ibbe .  No-stop intonation 

r e p l i e s  may have e i ther  an A accent or a B accent. 

(67) 5. It' s hot out. 
s-' n 

R1, No it i s n t t .  
-f-l-l 

R2, No i t  i s n ' t ,  

I n  i so la t ion ,  (eR1) sounds a s  i f  the speaker i s  qui te  sure 

of what he i s  saying, (67R2) as if he were l e s s  so. (67~1)  i s  a 

stronger contradiction than (67B2). In (67R1). the speaker seems 

secure, assertive,  perhaps even threatening. I n  (67R2), the 

speaker seems surprised, l e s s  asser t ive,  more pol i te .  Notice the 

behavior of tags  a f t e r  the two so r t s  of repl ies .  

A falling tag i s  used when the speaker expects confirmation 

from h i s  addressee, S n c e  it i s  strange t o  expect soneone you 

are contradicting t o  confirm your contradiction. (69) and (71) 



are best if t \ e  first part f s acfdrassed t o  the  con'cpadictee and 

t h e  t ag  t o  someone else. A rising tag makes a statement more l i k e  

a yes-no question, and introduces an eleruent of uncertainty as  t o  

what the reply w i l l .  be. So (68) ( z  (67R2) 9 r i  sing tag) i s  much 

be t t e r  than (70) ( = (67fab)+ rising tag),  sfnce it i s  a b i t  schizcz. 

phrenic t o  make a very strong contradiction ( ( 6 7 ~ ) )  and then 

immediately express doubt about i t s  corraetness, In ( 6 8 ~ ) ~  

these i s  already some doubt i n  the  contradiction, 

A s  repUes, (673.1) and (67%) are  both be t t e r  foalowing 

non-hesitant statements and S t ags  than following hes i tan t  

statements and Q tags. This i s  because non-stop intonation 

i s  a device specif ical ly  intended fo r  use i n  contradicting 

assertions. Now, there are many degrees of assertiveness i n  

between completely neutral  questions which are not biased toward 

any par t icu lar  answer, and emphatic declaratives. !he l e s s  

asser t ive  the sentence, t h e  more inappropriate non-stop intona- 

t i o n  i s  in the reply, 

However, in te res t ingly  enough, when non- stop intonation i --- s 

used in reply t o  a hesi tant  statement or  Q tq, (67~1),  the 

stronger form, i s  be t t e r  than ( 6 7 ~ 9 ,  while in rep ly  t o  non- 

hesitant statements and S tags,  (67R.2) i s  be t t e r  tihim (67R1), 

-I 
(72) Q. He's not going, i s  he? S, He's not  going.. . 'b' 

A a1 
Yes he is. E s  be t t e r  than7 Yes he is. 



(73) Q. He1 s not going, i s  h;, S. Het s not going, 
=--'--I u. Yes he is, &s be t t e r  thd a. Yes he is* 

We see here t h a t  a l e s s  asser t ive  sentence i n v i t e s  a more 

asser t ive  sentence, and vice versa, when t h e i r  asser t ions a r e  

opposite. This i s  another example of the correlat ion of the 

f al l fng-r i  sing dist inct ion with crppositene ss, The fir st  example 

showed t h a t  the rising-f a l l i ng  di stinctLon correl.ated wit21 the 

d is t inc t ion  between old information and new information, i, e., 

TH and 9, This second example has shown t h a t  r ep l i e s  which 

contradict  tend t o  have intonation opposite (S or A) t o  Lho 

intonation (A or  B, respectively) of the statement they are 

contradicting, 

Many sentences have the intonation pa t te rn  of (67~2). E.g., 

,/ 
/ .  

he ' s  decent, 

The f i n a l  rise here i s  not i n t r i n s i c a l l y  associated with the coda, 

but  i s  a deferred rise associated with the e a r l i e r  f a l l ,  Y~any 

sentent ia l  pa t te rns  a f f e c t  the l a s t  word of the sentence without 

in any way reflecting its i n t r i n s i c  function, For instance, %aH, 

a t  the end of a sentence, may have r i s ing  intonation without 

marking an echo quest im,  And the s t ress- less  pronoun %LrnH, 

unfocused in  (79), can have a rise, 

-/-.--' 
(76) 'I don't know who. 



111 
(77) I don't know him, 

It i s  possible tha t  the intonation of Q tags  can be explained 

as a var iant  of the pat tern i l l u s t r a t e d  i n  (74)-(77)@ A s  i n  those 

examples, Q tags  have a high point i n  the f i r s t  p a r t  of tihe sen- 

tence, and a rise a t  the end. 

1 1 ~  
(78) John i s n ' t  here, i s  he? - .  

-2__-1. 
(79) John's here, isn't he? 

r- ./ 
(81) *John i s n ' t  here, i s  he31 

(82) a o h n t  s here, i s n ' t  6 
The statement p a r t  may not have l eve l  intonation and may not end 

i n  a r i se ,  The only important difference between the intonation 

of Q tags  and the pa t te rns  i n  (74)- ('77) i s  t h a t  the f i n a l  r l s e  of 

the Q t ags   ma;^ terminate a t  a somewhat higher level ,  From a 

semantic point of view, it seems t o  be t rue t h a t  these sentences 

all have the same mood or a t t i tude ,  There i s  about them the same 

feel ing of p ro te s t  and lack of assertiveness t h a t  was mentiohed 

i n  connection w i t h  '"Ho he isn't",  

I have already argued (p, %) against try%ng t o  der ive tag 

questions i n  a way p a r a l l e l  t o  questions, i, e, , from structures  

l i k e  t h a t  underlying (831, 

(8)) John i s  here, i s n l t  me? 



As I pointed out, there i s  the very upseteing f a c t  t h a t  when 

disjunctions do occur with tags, they do not a l w a y s  conform t o  

what we would expect f r an  a soume l i k e  (831, 

1- (84) John's here, i s n ' t  he? Qr I S  he. 
2 -*A& 

(85) John i s n ' t  here, . i s  hef Or I S  he, 

Both the posi t ive and the negative tag may d i s jo in  nith a posi t ive 

term, Since, then, we ccmot  derive Q tags  from &sjunctions, 

t h e i r  rising intonation must be otherwise explained, The pro tes t  

intonaticm pattern provides such an explanation, Thus the rising 

cadence of Q tags i s  actually only the deferred r i s e  of a f all-rise 

B aocent on the whole sentence. These rising cadences axbe thus 

derived qui te  d i f fe rent ly  frora those on yes-no questions, a s  we 

shall  now see, 

So far we have discussed two uses  of the ri sing-falling 

distinction, It correlate  s with the topic-coment d is t inc t ion  

and 1~5th the nm-assertive-assertive distinction. A t h i r d  use 

of the risfng-fall ing dis t inct ion i s  i n  posi t ional  opposition, 

This i s  the well-known phenomenon of commsi intonation, where 

non-final clauses and terms of' con junctions g e t  B accents, and 

the  f i n a l  term ge t s  an A accent, I w i l l  use disjunction h 5 . a  

exclusive "ore as an example. These are  disjunctions where, of 

the two terms, we ms.t choose one and we cannot choose both, 

Such disjunctions generally have a B accent on the f i r s t  term 

and an A accent on the second, a s  i n  (86)-(88). 



/ 
(86) Either the but le r  did it with a h m e r  i n  the den, ----. 

or  somebody' s lying, 
./ -1 

(87) Bo the dishes or scrub the f loor ;  I don't care which, 
1 *\  

(88) Ik i t  quickly o r  not a t  all, 

Before proceeding fur ther ,  I should explain the variants of 

the B accent, The A accent, or  f a l l i n g  intonation, assumes every- 

where the same shape, a s  far a s  we need be concerned. .But the B 

accent has a t  l e a s t  ttro qui te  d i f fe rent  shapes. One is the plain 

r i s e  found a t  %he end of yesRno questionsc and the other i s  the 

f a l l - r i s e  pat tern di ssussed by Bo1Anges and Jackendoff, Zhe 

fall-rise i s  the  form t h a t  occurs more freely. The r i s e  of Wle 

f all-rise may optionally (and preferably) be deferred t o  t h e  end 

of the sentence f f  no other focus follows it, Thus we ge t  both 

(89) and (W), which a re  synoraymous, but (91) cannot become (%), 

1- 
(89) AU of the men didn't come. 
1 ----/ 

(90) A31 of t h e  men didn't  come. 'L-----" 7 
(91) Fred a t e  the beans, 

\-..--.A 
(92) Fred a t e  the beans. 

When and only when there another accent before the end 

of the sentence, the B accent may optiondlly became a p la in  r ise ,  

Thus (93) ( = (9l)) become ) but (95)  cannot become (96). - 
(93) Fred a t e  the beans, 

fl- 

d' \ (94.) Fred a t e  the b e a s ,  



v-, 
(94) Fred a t e  the beans. 

/Ilb------.lw--- 
4,' 

(96) Fred a t e  the beans, 

A second factor,  which influences the shape of the B accents 

i n  dis junct io~ss i n  par t iculzr ,  i s  that,  the more nearly t rue  

opposites che two terms ase, the more l i k e l y  it is t h a t  the B 

accent ~wXl.1 take the form of a plain rise. 

(97) I s  this dog f emse  or does i t  just  look pregrmt'l" 
-vc--- ----. 

(98) *Is t h i s  dog female or mile? 
I-----.- -----"--- --\ 

(99) I s  this dog female or malet v v  
(100) a t h e r  it was done by John or we have the wrong man, 

"V -/-\ 
(101) "It was done e i ther  by John or by someone else,  

--"---- -a 
(102) X t  was done e i the r  by 8ohn or by someone else.  

/"1 ^C1 

(1039 I want t o  know whether t h i s  dog i s  a .Pekinese or 
--- f-\- 
whether he ' s  some other weird breed; 

- 2- 
(104) *I want t o  know whether t h i s  dog i s  akekinese  or  not; 

-/- 
(105) I want t o  know whether t h i s  dog i s  a ~Gkinese  o r  not, 

Sometimes the stared sentences a r e  acceptable i f  there i s  

special  exphads on the second disjuncl,  

This leads  u s  back t o  our or ig ina l  problem, namely, why 

questions have f a l l i n g  cadences while yes-no questions have 

xi sing cadences, What I would l i k e  t o  progose i s  t h a t  it i s  

not  WH questions but yes-no questions tha t  are exceptional in 

t h i s  regard, These i s  an important d is t inc t ion  between yes-no 



questions and WH questions which has many @o,rl";quences, The 

difference i s  t h a t  "whetherN i s  binary-valued, while other WI- 

words a re  my-valued, A y e s n o  question asks u s  .to choose one 

of two answers; a WH question asks us  t o  supply one of m q  

possible NPt s, 

I w i l l  argue tha t  yes-no questions are, i n  fact ,  derived 

from disjunctions, 109u Thts i s  shown by t h e i r  intonation. 

Host y e s n o  questions have t he  underlying form "whether S o r  

no t  st' (or "whether not S or  st'), Now there are  no t m e r  opposites 

than S and not S, There i s  no t h i r d  possibi l i ty .  So yes-no 

questions, vrhen both terms survive, always have a p la in  r i s e  on 
12 

the f i r s t  term, a s  i n  ( 1 0 6 ) ~  ra ther  than a fa l l - r i se ,  a s  i n  (107). 

/-'% -d_C) 

(106) a d  he go, or not7 
a-\ * 

(107) 'bid he go, o r  not? 

Now, if yes-no questions are derived from such disjunctions, 

and if intonation i s  assigned t o  tho questions before the secmd 

kaLf i s  deleted, t hen  %he first h a l f  will have a rising cadence, 

The second ha l f ,  with i t s  bal=cing f a l l  i n  intonation, 5 s then 

deleted, Tho r e s u l t  i s  the so-called "quostion intonation". 

The f a c t  tha t  a B accent may not  take the form of a p la in  r i s e  

unless an A accent EoUows explains why a p la in  r i s e  can occur 

a t  the  end of a sentence only i f  t h e  sentence i s  a reduced 

disjunction (as i n  yes-no questions) or i f  the r i s e  i s  the 

deferred rise of an e a r l i e r  f a l l - r i s e  pat tern (as  in Q tags). 



The r u l e  which deletes  "or not* i s  an e x a q l e  of a syntactic 

deletion ru le  which nnast operate a f t e r  the phonological process 

of intonation asdgnment, Another such example i s  diLscussed i n  

flhswers t o  Yes-No Questionsn ($ope, 1 9 1 ) .  

Under t h i s  hypothesis, h;tI questions a re  i n  no way exceptiondl, 

They have f a l l i n g  cadences l i k e  any other normal BgLish sentence 

type, Nor a r e  yes-no questions exceptional, except f o r  the f a c t  

t h a t  p a r t  of the i r  intonational pattern has been deleted along 

with p a r t  of the i r  structure,  13ut t he i r  pat tern as a whole has  

a function independent of sentence type, 

There is one important piece of evidence supporting the 

disjunction hypothesis which i s  based on intonation alone, That 

i s  the f a c t  tha t ,  when the second tern! of the disjunction i s  not 
deleted, the intonation pa t te rn  of the question i s  t h a t  of a 

disjunction, not  t h a t  of a yes-no questj-on, I n  par t icular ,  the 

second term may not have a r i s i n g  cadence, 

/' ---. 
(108) Are you 2;ake .or aren t you? d 

_CICI 
(10 9) * h e  you awake or -wen1 t you? 

f ---. 
1 \ 

(110) Are you a-i&e or not? 
1 

(111) *Are you awake or not? 

This cannot be explained by saying t h a t  questions with two terms 

which a r e  opposed always have opposing intonation, because con- 

junctions do not  have the same pat tern here, even though they do 

elsewheree 



drC 
(112) E d  you laugh and cry? 

r/ > 
(113) "Md you &ugh and cry7 

/ --'. 
(114) I E u g h e d  and cried. 

The derivation of question intonation f r 02 di s junction intona- 

t i o n  explains why, i n  English and rnany other languages, yes-no 

questions have r i s i , ~  cadences, but WH questions do not. It is 

because T r l H  questions are not  derived from disjunctions, unless, 

as some have proposed, t h e  disjunctions are in f in i te ,13  But i n  

that case, the question would be derived not by deleting all but 

one term, but rather by eoUapdng them dl, so the  s i t u a t i o n ' i s  

not  a t  a l l  pa ra l l e l ,  intonationally. 

This completes our analysis of basic inlonati.cn patterns,  

The last section deals  with a remaining problem--the intonation 

of embedded ttwfietherH questions--and concludes with a m m  

and discussicin of the rules that have been postulated in the 

course of the chapter, 14 

I V o 3  &bedded =?& Questions & Concludm I n  the U g h t  of the 

generalizations we have di seavered so f a r ,  the intonation of 

embedded yes+-no quo st ions i s  somehat s t r a g e .  They never end 

in a r i s e ,  even when the second term has been deleted. Langacker 

(1969) says about t h i s  *It i s  reasonable t o  suppose t h a t  the 

declarative intonation of t h e  main clause overrides t h a t  af the 

embedded question when the former i s  truncated so t h a t  only one 

clause I Liink a more plausible solution i s  that 



(115)-(117) are related, and ( 1 1 8 ) - ( ~ 9 )  are not r e l a t ed  t o  the 

f i rs t  three, 
A 

__-.-L---- ---/ L 
(115) I wonder whether she bikes me or not, 

,f-Y 
_I__--- " -  ---. 

( ~ 6 )  I wondar whether or not she hikes me, 
,"-\ 

-2 k, 
(117) I won-ethsr she Zike me. 

-/-\ .----- ___I-'-- 2 

(118) 1 wonder whether she l i k e s  me or not. 
--------.-kX /-\ 

(119) 1 wonder whether she l i k e s  me or not, 

I have already suggested t h a t  (119) has special  emphasis on Hnottt, 

and so cannot be reduced, Tne difference between (118) and (115) 

i s  t h a t  i n  (118), "not"s p a t ,  of the f ecus, but in (11.5) f t isn1&, 

Xn embedded questions, then, unlike topmost questions, "or not" 

can be mmed or deleted only i f  i t  i s  not part of the focus, 

I can think of two ways in which Ifor nottL might come ts be! 

outside the focus. The f i r s t  method derives (115) from (116); 

the second derives (U6) from (115). I think the second i s  closer  

to the t ruth,  

The f i r s t  method works a s  f ollowsr "or not* w i l l  be unaccented 

just i n  ease the whole disjunction as a u n i t  is focused, rather 

than each term sepmately, and the f i r s t  S, instead of the second, 

deletes,  The A accent w i l l  come on the l a s t  s t r e s s  peak of the 

second S, and t h a t  w i l l  be the only accent. % not" being un- 

accented, nnay e i the r  move t o  the end of the  sentence or delete, 

This means t h a t  (120) i s  the source of (121) - ( 1 ~ 3 ) ~  



/ 
(120) I don't know Ghether I like h i a  or not  I l i k e  h i d  

--...--/----'-' 
(121) I don't know G % e l r c ~ C  not I l i k e  m. 
(122) I don t know ~ i i i f ~ r U ~ 2 ~ ~ 0 r ~ t .  

"^---A r 
- 1  ,, 

I don't know &ether 9 I l i k e  him 4. 

The second method works a s  follows: *or notw will be uno . 

accented jus t  i n  case it i s  considered an unimportant possibi l i ty ,  

i n  a manner completely parallel Lo (l24) and (125), 

A-- 
(124) l a v e  it t o  Ebnna or somebody, 

-C_ 

(125) .Why don't you complain or somethb2; 

 hen the s ~ n t e n c e  following '$or not" i s  deleted, and %os notM i s  

unaccented, "or notU m a y  e i the r  be a t t r ac t ed  t o  'whether' or my 
delete, This means t ha t  (126) i s  the s m c e  of (127)-(129)~ 

/ 
(126) I don't know [diether I like hidfocus  or not I l i k e  him, 

2 (127) I don't know &ether 1-tt' $* 4 
-- 

(128) I don't know whether 
. - 

I don 1 t know -;he the<-r~&;g-~-m' ( @. 
Both methods have the v i r tue  t h a t  they r e l a t e  (115)-(117) as 

opposed t o  (118)-(119). That t h i s  i s  a v i r tue  i s  shown by the f a c t  

t h a t  the two groups pat tern cliff ersnt ly  i n  other environments, 

For instance, the f i r s t  group but  not the second i s  u n g r m a t i c a l  

i n  adverbial clauses, as i n  (130)-(134.), 

(130) * I ' m  leaving, whether you-. 



A 
(131) * I ' m  leaving, whether or not you U k e  it. 

/I 
--J' L 

(132) YL1m leaving, you Hike it. 
CI_____ 

/---PC\ 
(133) I ' m  leaving, whether you l i k e  it or not, 

(1%) I ' m  leaving, 

I n  topmost questions, too, the first; group but not the second 

i s  only marginally acceptable i n  special  usages. Thus (135)- 

(137) could only be used i n  answer t o  something like What did 

you ask%* 

- . - - - -  
(135) ?Are you leaving or not? 

r? 

. I--, 

(136) ? 'he  or a r e n ' t  you leaving? 
~-~-/,'+-i=. - 

(137) ?Are you leaving? 
------., 

-',---------- \ 
(138) Are you leaving or  not7 

/-1.-1--\ , 
(139) '&%ee-y& leaving or not? 

But although the f i r s t  method shares t h i s  one v i r tue  with the 

second, it a lso  has many disadvantages which t h s  second does not, 

F i r s t ,  the f i r s t  method but not the second requires  us  t o  move a 

complementizer (not) rightward out of i t s  sentence. I think 

complemon.t;izors may move rightward i n t o  the i r  own sentences, The 

placement of sentent ial  negatives on the auxiliary may be such a 

rule ,  Others were discussed i n  Chapter I, And. complementizers 
* 

may move leftward and upward out of their sentences. Chomsky 

(1971) argues t h a t  WH-Movement f s such a rule ,  I n  the cases we  

are considering, where a complementAzer moves out of i t s  own 

sentence but not upward, we add less power t o  the grammar if t h i s  



movement i s  leftward than i f  i t  i s  rightward. The l e f t  s e s t r i c -  

t i m s  already allow complementd.zers t o  move out of t h e i r  own 

sentences so long a s  they do not move down, The rightward 

r e s t r i c t i o n s  do not allow complementizers t o  move out of t h e i r  

own .sentences, The two proposed movements are i l l u s t r a t e d  again 

i n  (140) and (141). 

(140) I wonder whether or  not i t t  s t r u q  ( f i r s t  method) 

(141) I wonder whether i t ' s  t rue  Ls not3  (second method) 
d@I_, -uJ 

The second problem with the f i r s t  method i s  t h a t  i t  require8 

backwards deletion i n  a conjoined structure,  A s  previously men- 

tioned (p. 218). Jorgo Htmkamer (~ankamer, 1971) argues t h a t  

backward deletion i s  never possible i n  conjoined structures, 

He explains backward gappl,ng, the best  argument for the existence 

of such deletions, a s  a r e s u l t  of node rais ing and scrambling, 

I f  Hankamer i s  right, our f i r s t  method, which allows e i the r  the 

f i r s t  or the second term of a questioned disjunction t o  be deleted, 

requires  a more powerful grammar than would otherwise be needed, 
4.6. 

The second method requires only forward deletion, which i s  qui te  

well motivated. 'Ilhe two proposed deletions a re  i l l u s t r a t e d  i n  

(142) and (143). 

(142) I wonder whether or  not i t t  s true. ( f i r s t  method) 

(143) X wonder whether i t ' s  t rue  or not ie (second method) 

For these reasons I will adopt the second method of deriving the 



i r regular  intonat ional  pa t te rns  of embedded questions. The 

conditions on the rules affecting Itor notn,  then, nust include 

the  following. "Or nottt may delete  only when it  i s  the second 

term of a disjunction t o  which 1di i s  attached, and, i n  embedded 

position, only when it i s  outside the focus, "Or notfi may be 

a t t r ac t ed  t o  tlwheLherl"nby when i t  i s  outside the focus. "Or 

notH may be outside the focus only when it i s  t h e  second term 

of a disjunction i n  a complement sentence (thus excluding top- 

most sentences and adverbials) to which WH i s  attached. 

X will now f o s m l a t s  a few of the rules most relevant t o  

intonation for questions, indicate  t h e i r  a?proximate ordering 

within a generative grammar, and make some predictions abaut 

intonat ional  poss ib iUt i e s  in othur lmguagos, Hany of t h e  rubs 

I propose have been pssvimsly fmmulated by o ~ e r h  

WH+or i s  l a t e r  real;izcd simply a s  "or", sometimes ''or whether*. 

TH+ e i ther  i s  realized as *botht" TH+or as #andn. 

(146) WHCeither S WH+or not  S -9 1 2 3 4 1 
I 2 3 4 5 

Condition* 2=5 b t i o n a i J  

(147) Assign B accents t o  focus syllables which are indepen- 
dent variables,  or non-final t e rns  of disjunctions 
(etc,). When the en t i r e  sentence i s  the focus and 
the sentence has  two s t r e s s  peaks, assign a B accent 



t o  the first stress-loss syllable a f t e r  the first 
d r e s s  peak. Otherwise, assign it  t o  the highest 
s t r e s s  peak. 

(148) Asdgn A accents t o  focus syLlables which are depen- 
dent var iables  or  f i n a l  terms of con junc"cions (etc, ) . 
Whew the en t i r e  sentence is the  focus, assign an A 
accent t o  the l a s t  s t r e s s  peak, 

(149) A accents me r e d i z e d  as f a l l s  ( s t a r t  higher than 
normal and f a l l  t o  lower than normal), 

B accernts a r e  rea lz i sd  as fall-rises ( s t a r t  higher 
than nornii ,  f a l l  t o  lower than normal, then r i s e r  
b u t  not as high as  the f i rs t  high) ,  When the B 
accent i s  non-final and no o thm focus syllable 
follows it, the f i n a l  r i s e  i s  (preferably) deferred 
t o  the end of the sentence, When the B accent i s  
non-final and another focus syllable EoUows it, 
the B accent may take the f srm of a r i s e  ( r i s ing  
higher than the normal. B accent 's  f i n a l  r i s e )  w i t h  
no preceding f a l l ,  This r u l e  i s  optional except 
t h a t  i n  disjuncbdons, t he  more nearly t rue  oppodtes  
the two terms a e ,  the more oblj.gatory this rule 
becomes, 

In embedded sentences, nor not" must be unaccented. 

(152) Whether S 1 --> $ 2 3 Fbligatory]; Applies only i n  tap== 
1 2 3 most 3's. 

(153) X b a t h e r  S o r  n o 3  Y -+ 1 2 4 3 5 b t i o n i ]  
1 2 3 4  5 

Appbies only in embedded S", "Or no%'' mst be unaccented. 

(1%) Negative Incorporation (see Klima, 19613.) 

: In tonaaan  assignment i s  ordered qui te  late i n  the syntactic 

oomponent, following most t ransf  o m t i  on s, This includes some 

roo t  transformations, such a s  AdvsrLPrepodng and Topicalization, 

Furthermore, intonatian assignment mst follow t h o  operauon 



of the Nuclear Stress  Rube, since ru le  (147) r e f e r s  t o  the s t r e s s  

peaks of a sentence, and these a re  de terdned by the Nuclear 

S t ress  Rule, 

However, there are  some syntactic ru l e s  t h a t  have t o  follow 

intonation assignment. I n  Pope, 1971, I showed t h a t  hswer 

Deletion--the rule o r  ru l e s  reducing answers from f u l l  sentences 

t o  Pragments--must follow intonaUotf assignment. Now we have 

seen that t h e  r u l e s  ((151) and (1.53)) which delete and move " o ~  

not-ust also follow intanat ion assignment. (I would l i k e  t o  

do away with the  m l e  which moves %r notn,  and claim that only 

deletion ru le s  mtiy follow intonation assignmsnt, but so far 1 

have been unable t o  do so, ) The ddff @ring conditions on doletian 

of "or not" in enbedded and main clauses explain the diff esing 

intonational pat terns of embedded and main sentence questims 

w i t h  only one term, (%bedded quesuons always have Pall ing 

cadences, while most single-term main sentence questions have 

fi sing cadence s, ) 

The f a c t  t h a t  certain aspects of intonation assignment 

depend on the p r io r  operation of the Nuclear S t ress  Rule, and 

the fact t h a t  soEe syntactic r u l e s  f o l l m  ineonation assignment, 

taken together, lend support t o  Bresnan's argument t h a t  the 

Huclear Stress  Rule marst operate within a s  syntacuc component 

(Ekeman, 1871) 

Furthermore, from the f a c t s  that Adverb-Preposing, a last- 

cyclic mile, must precede intonation assignment, while "or notn 



def st im i n  embedded questions, a cyclic rule,  must follow 

inbnat3.m assignment, we may surmise that  intonation assignment, 

bike Bremanls N S ,  applies cycliczlly,  This  a l so  means t h a t  the 

rules which follow intonation assignment on t h e  regular cycle 

w i l l  have t o  follow last-cycl ic  rules on the f i n a l  cycle. 

S.nce I am offering an andlysi s of only a very small subset of 

EngU sh in tonat i  mal phenomena, I cannot defend tani s ordedng 

hypothesis* Rather, I merely suggest k t  a s  m e  w a y  i n  h i c h  the 

phenomena I have s t u a e d  could fit within the generative frame- 

work, If the hypothesis i s  correct, i t  means t h a t  not a21 l a s t s  

cyc l ic  rubes can be ordered a f t e r  a l l  cycl ic  r u l e s  on the f i n a l  

cycle, I will Leave open the question of whether a l l  i n t o n a t i m  

assignment and rsaUzatAon r u l e s  come Logether i n  +he ordering, 

or  whet he^ other types of ru l e s  may be interspersed arnong them. 

B e  former situation, however, wauld seem t o  be the more natural ,  

i,e., t h e  l e s s  marked ox* Mexpensivefl, 

1 do not wish t o  claim t h a t  there i s  anywing uraivarsal 

about the r u l e s  or ordering I have proposed, since the amJysis 

i s  based only on a g i i  sh. It i s  possible t h a t  i n  other languages, 

no syntactic r u l e s  follow intonation assignment. However, I 

would venture t o  make some cmtingqncy predictions about the 

relat ionship between question type and intonation pat tern fo r  

language i n  general, 

Fi r s t ,  I think that i n  most, i f  no t  a l l ,  languages, y e s n o  

questions or t h e i r  equivalents w i l l  be derived from di s junctions, 



T h i s  wfU be evidenced by f a c t s  such a s  the following: 1) the  

dk sjunction, with both terms in t ac t ,  w i l l  sometimes appear on 

the surface, 2) single term questions w i l l  be in te rpre ted  t o  

mean t h e  same a s  a disjunction of t h a t  question and i t s  negation, 

3) i f  sin.gle-term questions have r i s ing  cadences, so w i l l  first 

terms or" disjuncticns of S and not  S, 4) the  question word for  

yes-no questions, i f  these i s  one, w i l l  bear some relat ionship 

t o  the word f o r  ' laith@rtt or the  word f o r  ttor", Of course, not  

a l l  of these f a c t s  ~ d b l  show up i n  every language. But a l l  of 

the languages I hsve investigated exhibi t  one or more of them, 15 

Second, I think t h a t  i n  no language will (non-whether) 

WK questions be derived frorrr c22 s junctions, This will. be ehridelfced 

by f a c t s  such as the fo l lodng :  1) such questions w i l l  not  be 

able  t o  show up a s  d is ju t~c t ions  analcgous t o  those possible f o r  

yes-no questions on the surface, 2) single-term questions dl1 

not  be interpretbsd as  meaning the same as  a disjunctiors of t h a t  

question and i t s  negation, 3) WH questions wi l l  no t  have rising 

cadences unless there I s  some intonational pat tern i n  the language, 

other than t h a t  of disjmc';ions, which appUes ta WH questions 

as a sub-case. 
16 

In sumrye we have seen t h a t  the fal l ing-r is ing intonational. 

d i s t inc t ion  semes i n  % g l i s h  t o  s e t  off opposites, whether they 

be functional opposites, semantic opposites, o r  posi t ional  

opposites, The intonations arnd their var ian ts  are assigned by 

r u l e  a t  a posit ion i n  the syntax before the operation of a t  l e a s t  



one moven~ent and at, least one deletion rule, Question intonation, 

echo and ref erencc questions, and smdry other anomalies can be 

explained by more general intonat ional  processes. 



Footnotes t o  Chapter IV 

1, I w i l l  indicate  intonation with wavy l ines ,  where '"up" 
means high pitch, and #downn means low pitch. 

2, Such examples, d o n g  with many other var ia t ions  fn question 
intonation, are discussed in Chafe, 1968. 

3. The contour of (10) suggests t h a t  there is a low-level rule 
which d i s t r ibu tes  the l a s t  functionally assigned p i tch  
rightwarcia t o  the end of the sentence o r  t o  the next assigned 
accent, 

4, Also, of coarse, the parallelism of S t ags  and shtements  
does not  always hold, a s  (i) and (ii) show. See R. Lakoffls 
discussion of these constructions i n  Lakoff, 1969a, 

(3.) '1 don't suppose h e l l 1  come, do I, 
(ii) I don't suppose h e ' l l  come, 

5. Although yes-no questions a re  technically drSH questions, 1 
have been using and w i l l  continue t o  use the tern t o  dedgnate  
quest3.ons with a W-word other than "fethern.  

60 James McGawley recent ly to ld  me that  one of his students had 
shown that pitch fa l l s  &!at corre,qonded t o  a a d c a 9 .  fourth 
served, a s  i n  music, as  non-f%nal cadences, ZndLcatAng ssme 
doubt or  leaving the conversation open, Pitch f a l l s  cerrespmcL 
ing  t o  a mudcab f i f t h  served, again as i n  mdeb a s  f inal  
cadtmces, indicating strong a s s e r t i m  and closing conversaaons. 
!his rnay be one more concrete way of regarding t h e  mild-sharp 
di st;tncta, on. 

Lieberman (6967) concerns himself with this problem. .The 
solution he proposes i s  t h a t  i f  a quesaon has  a spedab 
ques?A.cn morpheme (WH i n  English) in surface structure,  t he  
pitch f a l l s  at the end; otherwlss, it r i ses ,  I n  other words, 
there  is a trading relationship,  A question must have some 
sfgnal of its quostionhood. The signal rnay be e i the r  r i s i n g  
in'conatim or  a question morpheme appeax%n@; on the &face. 

This i s  a very a t t r a c t i v e  hypothesis. Nevertheless, there  
a r e  a few problems w i t h  it, F i r s t ,  as Kim (1968) asked i n  
h i s  veview of Ueberman' s book, why i s  inverted word order 
not  as good a signal  of questionhood as k!H i n  Ehglishr 
There are no t  many types of sentences other than yes-no 
questions t h a t  begin with tensed AiTX i n  EngU she h e  
t h a t  does inve r t  i s  exclamatory sentences, a s  in (i) 
(f) f s he ever zedLousO 

A second, ra ther  spurious so r t  of counterexample i s  repeated 



--/L---/ 
( i t )  Al. IS he annoying your 

Lclf * 
B, I s  he, annoying me? 

w 

A2. Yes. Is he annoying yo< 
(iiA2) i s  trot r ea l ly  a question, but  ra ther  a statement of 
what A ' s  previous question said, It has f a l l i ng  intonation, 
a s  does (i). 

ahere are other types of sentence? ath inverted word 
order, but, w%%h the exc@ptims mentioned above, y e s n o  
questions are the  only type that begins ~5th an indicative 
tensed AUX i n  surface stsusture. This should, than, be a 
p re t ty  s t r ~ n g  sitgnal of questionhood. Why is r i s ing  intona- 
t i on  needed i n  addition? 

Now consider the dis t r ibut ion of tH-words, WH-words are  
used not  only f o r  questions, but a l so  f o r  r e l a t ive  clauses, 
and for embedded ques'cj,ons, which a re  qui te  a f f e r e n t  in 
function from questions proper, Limiting our selves t o  
sentence-init ial  posit ion does1  t help Urnit the  scope of 
the  problem, f i r s t l y ,  because r e l a t ive  p ro raws  maiy be 
sentence-Mtiak, as in (19.1), 

( i k i )  What r ea l ly  f inished him off was the piano, 
( i i i )  i s  not a question* and so we cannot say t h a t  a sentence- 
i n i t i a l  WH-word i s  a reliable question signal. Or%@ could 
argue t h a t  the hearer knows, a f t e r  he heass "wasf5, %ahat %hatM 
i n  (iii) i s  not  imrnodiatsly dominated by the topmost S, as a 
question signal would be, but t h i s  additf onal condition makes 
f o r  a ra ther  weak and complicated signal. 

I n  the second place, R@-questions must be considered a 
special. type sf WK question, That is, although the WH-words 
i n  REF-questions occur more freely,  since they need not  move, 
they are generated in the same way a s  and have Ule same forms 
as the WH-wol*ds of WK questions, RG-questions, l i k e  bJH quo* 
tims, have f d u n g  intonation, so that the WH-xord i s  again 
the only signal of quost&onhoo& Yet the WH-word need not  be 
i n  sentence-init ial  position, as it i s  not  i n  (ivB), 

(iv) A, Roqy did it! 
"'\ 

B. Ramy d i d  what? 
For thoss txw raasons, it i s  hard t o  argue t h a t  Gmls are  eaSy 
t o  distinguish posit$.ona.lly from other WiI1 s, This weakens the 
theory t h a t  they are suf f ic ien t  signals t o  obviate the necesd ty  
for r i s ing  intonation. 

Neither do W( questions necessarily exclude rising intonaaon. 
I n  fac t ,  they often do, optionally, have r i s ing  cadences, a s  
in (v)* 



u 
(v) tJhy i s  grass  green? 

~&therm&e, echo questims, vhich are, again, a q e c i a l  
t ype  of WH question, always have r i s ing  intonation, 
En surmly, I think tile Z ; n s o ~ j  t h a t  rising intonation 

and WH-words enjoy a trading rebationship a s  question s ignals  
i s  inadequate f o r  the following reasons: I) inverted word 
order seems a s  good a quest5.cn signal, a t  1eas"cfor yes-no 
quesUons, as l f i  i s  f o r  \"H questions* but yes-no questions 
still have r i s ing  intonation, 2) WHIworcis, qua morphemes 
or  qua morphemes i n  certain, positions, do not uniquely a g n j l  
questions--rathert one lnust consider i n  addition the abs t rac t  
s t ructures  i n  which they pwticipate,  and 3) h13:-words, even 
when s igna l l ing  normal. W q u e s t i a ~ s ,  do not preclude r i s ing  
intonation, 

8, A s  I said, Ref-questions ask f o r  the re ferent  of a pronoun, 
and not just t h a t  c%f a W whose referent is not c h a r ,  thus 
( i A )  cannot give! r i s e  t o  ( fB) ,  although ( i i A )  and ( i i ~ )  are good. 

( i )  A, John wont somewhere, 
-" 

B, *John went wher& 
(ii) A, J o b  went there, 

.-', 
B, John went where7 

Notice what we g s t  in response t o  t'onett, 
( i i i )  A. John ate  one, 

4\ 
Be John a t e  one wfiatcd 

Also, REF-questions ask f o r  the ref s r en t s  of deletions, 
at least certain kinds  of deletfons, 

/ 
(iv) A, John knows. 

-, 
B, John knows what7 

(v) A, John knows, 
"'"''''''''''''''''''''''''''''''''''' 

B, *John knows what'% 
I t h b k  that ,  here again, ,it w i l l  t u n 1  out t h a t  deletion of 
material which i s  presupposed to be anaphoric c a ~  .be ques- 
tioned by a REF-question, but deletion of, e, g, , unspecified 
NP 1 s cannot be. 

9. When the i r  asser t ions a re  the e, on the other hand, ites 
be t t e r  i f  t h e i r  i n t o n a t i m s  match, Thus there i s  a difference 
i n  the intonation of answers l i k e  nThat's r ight t t  and tlYou're 
r igh tH used i n  reply t o  S tags  on the one hand, and t o  Q t ags  
and negative questions, on the other, In reply t o  Q tags 



and negative qiest ions "at's r lgh tn  i s  s t ressed on "hat", 
More accurately, the sentence has a 8 accent, (taPouere r igh tn  
f o r  some reason may not  have t h i s  intonation pattern,  and so 
it i s  not  very good a s  a s q l y  t o  Q tags  and negative questions,) 
I n  r ep l i e s  t o  S tags, t y 3 ~ a t ' s  Pfigh'cfi m y  have this pzttern,  but 
it i s  be t t e r  i f  Wrighttt i s  stresseda or, again more accurately, 
i f  the sentence has an A accent, ttYoo?z@re right" have t h i  s 
pattern,  so it i s  good as a reply t o  an. S tags 

(i) A* Havenft 1 met you somewhere7 

-\ 
B2 , ?la" a t 8  3 f ight ,  

:- 
B3, *Yougso right.  

#-------->. 
W ,  tYoubre right,  

baCY / 
(ii) A* I B v e  met yeu somewhere, havena t I? 

i 

.-----/T 
B2. ?Thata s r ight ,  
,v 

B3, "You're fight.  
----7 . ?You're n g n t ,  ---. 

(iii) A. I 've met you somewhere, haven1 t <I. 

B1. ?That8 s r ight ,  

B2, That's r ight.  v 
B3, *You're r ight ,  
A 

B4, You're right. 
In Chapter N I have sham t h a t  S tags have A accents and 
Q t a g s  have B accents, and t h a t  when such sentences receive 
disagreeing replies, the reply w i t h  the opposite accent i s  
the preferred one. Here we see t ha t  when such sentences 
receive repl ies ,  the reply with tho same accent is 
the pref orred one. 

10. This is not  a new idea. Lieberman (1967) adopts this analysis. 
KaLz and Postal (1964) recognized the connect;fm betmen yes- 
no questions and disjunctions, but consigned the association 
t o  the semantic, ra ther  than the syntactic component, Hase- 
gawa (19681, Langacker (1969 and l%'0), and Moravcdk (1971) 



derive yes-no questions from disjunctions and argue f o r  the 
derivation of yes-no question intonation I give here, 

11, The main drawback of a syntact3.c association between dis- 
junctions and yes-no questions i s  t h a t  i t  apparently doe.sntt 
work a s  weU f o r  negative ye-no questions a s  it does fcr 
posi t ive ones. I contend t h a t  it i s  always the sacolad h d f  
of the &sjmct ion  t h a t  i s  deleted t o  form yes-no cpestionse 
rather  khan sometimes t h e  f i r  s t  hab" and sometimes the 
second half. This means t ha t  we mst postulate underlying 
di s jmc t ions  of the form neg-or-pos as w e l l  a s  the more 
na tura l  and grammatical pos-or-neg, I gave some semantic 
and syntactic arguments f o r  this analysis  of negative ques- 
%ions i n  Chapter 111, 

12, If t h e  '4nottt receives special  empht;&s, so tihat the f i r s t  
term may receive a f a l l - r i s ~ ,  the fsnot.tB cane% be deleted, 
since the presence of [+emph\ w3.U not  f i t  i n t o  t h e  stsuc- 
t u r a  da scription of t h e  deli ti on trmsf ormation, 

13. Langaeker (1969) proposes t h a t  a l l  questions are  derived 
from disjunctions, but t h a t  i n  all cases other Ulan yes- 
no questionss the disjunction i s  i n f i n i t e ,  T h i s  has some 
semantic, but U t t l e  syntactic, plaudbilPty.  However, 
even i n  terms of semantics alone, the s i tua t ion  f s more 
compUcated than he has indicated, a s  I showed i n  Ghapter 
II, A t  any ra te ,  an i n f i n i t e  disjunction would cer tainly 
defy i n tona t io t~  assignment. So e i ther  intonation wmld 
simply not  be asdgned t o  i n f i A d t e  s%mc%ureso or  intona.- 
t i o n  assignment would follow the collapse of the disjunc- 
tiion. I n  e i ther  case, the in tuna t iond  pat tern of WH 
questions would s t i l l  be d i f fe rent  from t ha t  of yeslno 
que sti on so # 

14, CXle problem tha t  remains but  is rather  peripheral i s  t h a t  
of intonat ional  placeholders, John b s s  has pointed out t o  
me t h a t  ahunhM and %mfl are not mere b e s t i a l  grunts, 'They 
serve a Xnguf s t i c  function a s  intonational. placeholders, 
ra ther  like the 0 ' s  i n  the number sysfmn. Each has a 
d i s t i n c t  function, and there are ~ s t x A c t i o n s  on their use. 
(For many people, they tend t o  merge phonetically. Thus 
t h e i r  one grunt allows anything allowed by e i ther  of our 
two d i s t i n c t  grunts. ) 

nHm'"is a placeholder f o r  r i s ing  intonation, It m q y  not 
be used after statements--that i s ,  it may not  replace tags, \--' 

(i) *He1 s coming, hm? 

1 1  ( i i )  *Het s coming, hm? 



It may be used redundantly a f t e r  yes-no questlions, which 
already have r i s i n g  intonation.  B i t  because i t  i s  redundant, 
i t  sounds rather i n s i s t e n t  here. 

-. 
f t  'has' two primary uses, F i r s t ,  i t  i s  used following WH 
questionst where the  r l s i n g  in tonat ion on n h ~ U  i s  not 
redundant, 

-'% _J 
(Pv) hho's coming, hm? 

I t s  other primary use i s  as a complete reply  in i t s e l f .  I% 
m a y  be ~1seG i n  response t o  one8 s name oy some other  a t t en t ion-  
g e t t e r  t o  s igna l  recep t iv i ty ,  or i t  my be used i n  response 
t o  any sentence t o  mean "What $id ycnt say l f i , e i the r  as a 
reques t  f o r  r epe t i t i on  or, with a sharper r i s e ,  t o  r e g i s t e r  
inc redu l i ty ,  

/ 
(v) A. John? 

*A' , 
B. Hm7 

(vi) A, Aardvarks have wings. 
./ 

B1. IIm7 I Fequest f o r  r epe t i t i on )  
/, 

B2. Hrn? b n c r e d u l i t i ]  
ttHunhtt is a placeholder f o r  o ther  intonations.  It may n o t  

be u.sed after any serrtence t h a t  ends i n  a r i s e .  
1 fll\ 

(vii) "He' s coming, hunh, 

--'- .? 
(vi i i )  *Is he conzing, hunh, 

It pay  not  be used with redundant f a l l i n g  in tonat ion following 
a FM question, 

( ix)  Who a t e  all the  cookies', hurah; 
UHunh" i s  used t o  replace two s o r t s  of tags. h e  $ s t h e  

negat ivi ty-  A k h i n g  tag which i s  a request  f o r  conf f rmation 
and has  f a l l i n g  in tona t ion  ( the  tag of S tags). 

C-aq,%\ - - \ 
(x) Be1 s coming, hunh. cf. Hei s coming, isn't he. 

The other  i s  t h e  s a r ca s t i c  o r  be l l i ge r en t  tag which does no t  
switch negativity.  

' 7  of. S o I ' m  s-7 (xi) So I 'm s tup i  
These t a g s  have rising in tonat icn,  but it i s  no t  t he  question.. 
ing in tonat ion,  which starts high and r i ses .  Rather it s t a t s  
qu i t e  low and rises t o  normal speaking level .  

%nhtg i s  used i n  a s imilar  way f o l l v d n g  be l l i ge r en t  o r  
accusing questions, I t s  i n t n a t i o n  here d i f f e r s  from t h a t  



it has in (xi) only in t h a t  there i s  a sudden sharp rise a t  
the very end.  ere it i s  par t icu lar ly  common t o  use nhunhtl 
and "hmn i n t ~ r c h a n g e a b l y ~  ) Again, t h i s  usage sounds redun- 
dant a f t e r  ye s-no questions, 

J' .d 
(xii) &d you do it, hunh? 

--- d 
(xiii) What@ s the matter, hunh? 

Perhaps the  confounding of %unl~" and %hmn hsre i s  due t o  t h e  
f a c t  t ha t  t h i s  in tona t ion  i s  a co~nbina'clon of t h e  bel l igerent  
intonation of "hu&"n (xi) and the r id r ig  intonation of 
Hhmf' IP (iv), 

%x-&"ma;y a lso  be used a s  a complete rqly i n  i t s e l f ,  
usua,lly, again, t o  r eg i s t e r  iuner~dulity OP bewf lderment. 
t'Hmn ind ica tes  puzzled incredulity;  'IhunhH indicates t h a t  B 
i s  p re t ty  cer tain A i s  wrong, 

(xiv) A, Aadvarks have wing 5, 
I 

J 
B, Hm3 I thought they were some so r t  of mammal,  
.9 

B', Hunh7 You're crazy! 
We can suggest sources f o r  most of these uses of "hn;" and 

Ijhunh". The ones requesting repe t i t ion  or regi s t e r i ~ g  
incredul i ty  a re  derived, by deletion of everything but t h e  

/ 
intonation, from *What?", which i n  turn i s  derived from the 

echo question ~%<t did you sayfn Two uses of "hunhii were 
shown t o  be re la ted  t o  tags  ear l ie r ,  I n  f ac t ,  they are  
probably derived. from these  tags, Neither "hrntv nor  Dbhunhtt 
may replace the tag of a Q tag, however, This  may bo because, 
while a bel l igerent  tzg sentence without i t s  t a g  still sounds 
bel l igerent  and an S tag without i t s  tag i s  s t i l l  a statement, 
a Q tag without i t s  tag cannot stand alone as a queskion, In 
other words, sm intonat ional  placeholder can only replace 
segments and support intonations which are Ease or  l e s s  

tJ// 
redundant anytray, ("bha'c7" may seem ko be a counterexample 
to this, but I think i t  i s  not, because the s l igh tes t  gesture 
of surprise or puzzlement, such as a widening of the  eyes 
or a raising of the eyebrows, achieves exactly the sane effect, 
*What did you say?", a s  an expression of amazement, i s  a 
case of verbal uverkihl.) 

"Hm" and "huh t '  following yes-no questions are probably 
derived from tags  also, Tags and placeholders somd about 
g q u w  redundant i n  t h i s  position, h n y  people w i l l  not 
accept e i ther  me. 

(xv) Is it too 



(xxl.) Are you going t o  step w e r  the 
h l y  a f t e r  WH questions do plactholders lack fo r  a source, 

The only morphologically specified subst i tute  I can think of 
which has the same intonation i s  "do you h o w ?  

d' 

(xvii) Why did he  do that, hn7/ 
KiEihY 
@&.el he7 

*ye s% 
" " , o C  I ---.. 
*I , a i m 7  cf , .,L@ you'? 
a 6 1 1  me7 cf. t e l l  meP 
L' 

do you knoz.~'I, 

However, 1 do not think ''do you knowtt i s  a Ukel j r  source f o r  
the placeholders, because it has too much semantic contezt. 
For instance, ( m i i i )  i s  a strange sentence, semantically, 
~ u t ( x i x )  has none of t h i s  strangeness, t 

/' 

(xvi i i )  lhy do you think he did that. - know7 
'ld 

( x i x )  Why do you t h i n k  he did that ,  hm7 
What I a m  rojocting here i s  the idea t h a t  placeholder- 
formation could improve a semantically d i f f i c u l t  s& t u a t i  on, 
It i st however, qui te  possibla f o r  placeholder-fornrat~m t a  
f aqorove a grammatically d i f f i c u l t  dtu.ation, In Eae-t, "hunhw 
a s  a tag-replacer is especially popular i n  sentences where 
the f u U  tag would be awkward or u n g s m a t i c a l ,  It i s  well- 
known t h a t  the tags  ~rhich do not  have negat ivi ty  opposite t~ 
t h a t  of -&he first p a r t  of the sentence--i, e. the bel l igerent  
tags--are fully gram~natAcal only i f  both statement and t a g  
are positive,  as i n  (xx),  I f  both are negative, as i n  (xxi), 
some speakers g e t  the sentences marginally, others not a t  all. 

/ 

d 
(xx) SO I ' m  a sap, am I? 

- - T J (  ( ~ ~ 5 . 1  77% sou can't  do it, can t you? 
~ u t  (A), with %hunhn replacing the tag and t a n g  over i t s  
intonat&on, i s  fully acceptable, f 

d 
(xxii)  So you can' t do it, hunh? 

If (xxii) i s  indeed derived from (m), this d t u a t i o n  i s  
reminiscent of ru l e s  l i k e  Sluicing, which can convert ungrm- 
matical sentences i n t o  grammatical ones, 

&is suggests another source fo r  placeholders a f t e r  WH 



questions. Since there seems t o  be no good morphological 
source for these  placeholder-s(, perhaps what i s  going on i s  
t h a t  tag-formation applies t o  Mi questions, produciw, of 
covsse, some monstrosity, But if the  monstrosity were then 
immediately wiped out by placeholder-fornation, nobody would 
be the wiser, I know of no good argument f o r  such a source, 
however, so I will leave t M s  as a;a wisolved problera, 

l See 14oravesik, 191 f o r  f u r t h e r  cEiscussfm, 

16, Several problerils r e l a t e d  t o  intorlatinn asdgnmsnt s t i l l  need 
t o  be more f u l l y  explicated,  but canno'c be dealt wit&. hsre, 
For one thing, the  re&~ctio-9 poss^lbilit.ies i n  embedded %hctkc?rn 
c lauses  need f u r t h e r  study, as do the  stress and in tona t ion  
of adverbial "whether1' c lauses  (see Kaufman, l V l ) ,  Xntona- 
tional. placeholders pose some problems f o r  t h e  ana lys i s  S have 
proposed, And t h e  notion of independent and dependent 
variables needs refinement and e x p l i c i t  reformulation i n  terms 
of m. 



CHAPTER V: ANSblZilNO S S a Z S  

Jn t h i s  chapter, 1 w i l l  invest2.gate interreEationship, 

i n  answers Lo yes-no questions, betwoen the positive-negative 

ell sUnctf on and the agreement-di sagseemen% di. stfinction, I w i l l  

develcrp a notion of semantic cehfficuPty, which c m  be used in 

studying t h e  structures of systems (BP nriniraaE direct  answers t o  

questions i n  the languages of the world, 

fn sectdon V , l ,  I wHl3 show that  of the four types of 

minimal answers t o  yes-no quast;Em~;--positive agreement, negative 

agreement, positive di sagreemont, and negatdve disagreement 

(hencef ~ 4 %  PA, NA, PD, and ND, respectively)--li F s the most 

restricted i n  Ehglfsh, I n  seet4.m V.2, X ~3.11 &ow that  t h i s  

i s  because PI) i s  the most d i f f i cu l t  or marked answer, ahis f ac t  

has consequences both for  the acquisition of language and for  the 

relative possibil i ty or probability of various answering systems 

showing up i n  .the languages of the world, I n  section V, 3, I 

w i l l  t r y  to show how English determines whether an answer i s  

positive or negative, and in section Ye4, I w i l l  &ow that  the ease 

or diff iculty which languages have f n solving t h i s  problem 

(whether answers are positive or negative) influences thei r  choice 

of answering system, 

V,1 Restx4etions pn Answers Let us  consider answers to yes-no 

question+-the simple choice between saying ttyestt and saying "non. 

I n  Ehglish, the choice i s  determined by the presence or absence 



and posft2l.m of negative elements i n  the ques4xion and i n  t h e  I 

/ 
) 

answer. I n  the simple cases, tiyes" goes w i t h  a posi t ive answer, ,I 

and 'Inon goes with a negative answer, But the choice i s  infXuenced 

by whether we I&& t o  express agreement or disagreement w i t h  %ha 

questioner' s assumption. We tend t o  use "yest1 t o  agree and 

Ifnow to disagree, although the former tendency a s  the s t~onger ,  

The functional explanation f o r  this tendency i s  the d i f f i c u l t  to 

express but strongly f e l t  semantic bond between negaeon aqd 

contradiction or opposition on tho one hand, and posi t ive 

phrasing and agreement or similarity on the other. 

(I) He went, didn ' t  her 

(2) He didnt t go, did he7 

both of these tag questions may be answered I1Yes, he  didH 

or  "No, he didn'tt1. However, i n  answer t o  (1). ''Yes, he a d i t  

i s  used t o  agree, nNo, he didn'tt0 t o  disagree with the ques- 

t ioner ' s  assumption (i,e. "He wentn), while in answer t o  (2). 

where the assumption i s  "He didn't  gon, %o, he didn't" i s  used 

t o  agree, *Yes, he didH t o  disagree. Now, using "yest1 to 

disagree i s  an unnatural act ,  semantically confusing, and, a s  

we shall see, grammatically questionable. 

The answers t o  (1) may be sho~"tened t o  t t y e s t k d  ndno#, 
. . 

w i t h  the same functions a s  the longer answers. And (2j may 

be answered, i n  agreement, Ifnone But t o  answer (2) w i t h  nyesll 

i s  a t  l e a s t  par t ia l ly  ungrammatical--insufficient, somehow, 



1 

Qne of the reasons for  this is that  the habit of agreeing by 

saying 2 s  so strong that  people sometimes do so even in 

answer t o  questions like (2). 'his, everyone agreeso is ungram- 

matical, but i t  happens q u i t e  often. Consequently, &en "yesw 

i s  used correctly--to disagree w i t h  (2)--~le tag nhe did-must 

be added t o  make the disagreement clear. Reas a representaUve 

paradigm of m i n i m a l  answers t o  tag questions i s  as follows8 

( 3 )  Q. He went, &dn8 t he? 

(4) Q. We d i d n ' t  go* did he? 

The same paradigm applies t o  regular questions, Thus, even 

though negative yes-no questions usually seem to  expect a 

positive answer, the f a c t  that  they are negative i n  form takes 

precedence i n  determining the form of the possible minimal 

answer s. 

(3 )  Q. X d  he go? 

' {%. he did.) 

Compare the  German paradigm. Here, positive disagreement 



is marked not by use of a tag but by use of: tLdsch"ibnstead o f  

t h e  usual @jan, 

8' 

There are related paradigms i n  k g l i s h ,  %he words "toou 
/ 

and %eithera, used i n  disagreeing w i t h  statements, 

(9)  S, He went. 
/' 

*He dkd too,/ 
e didn't either, 

(20) S, He didn't go, 

may also be used t o  disagree d t h  tag questions which have 

fa l l ing i n t o n a e  on. However, while the #either response seems 

a b i t  excessive and a b i t  ungrammatical, the HtooH response i s  

oompletely appropriate and fully grammatical, functioning like 

the corresponding obligatory extra tag of positive disagreement. 

1 
(11) Q. He went, didn't he, 

f 
(12) Q. He didn't go, did he. 



/ J' 
The same holds true of 'knbtU an& %sot!, 

(13) Q. He went, didn't he, 

b" 
"Me did so, 

islie , did not. 

4 . Ns &dn8t go, did he* 

The necessity of using a tag i n  in&cat3..mg posi t ive disagrets 

ment creates  d i f f i c u l t i e s  i n  cer tain situations. For ins'c,mce, 

f t i s well known that f dc i s  hard t o  decide wMeh pronoun t o  use 

with gtnobodyn, as the foUowing e x q b e s  show, 

(15) Nobody came, did 2'3they7 f 
, 

(16) Nobody raised 

1~ themself 
(17) Nobody shaved 

The d i f f i cu l ty  becomes even more pronounced i n  the attempt t o  

answer the q u e s a m  %d nobody come?'t A "noa8 answer i s  

perfect ly  acceptable, meaning tfNo, nobody came". But a t'yesu 

answer requires a tag, as we have seen a.bove. And a tag requires 

a pronoun. "Someone* and flsomebody-"o not  qualify, as sham 

(18) *probo~ came, did jSomeb0*i someone r 



Meither %efl nor $'they" i s  very good, so one 19 &most f sre<sd 

t o  m a k e  a more qspes%ffc answer than such questions wormdlw 

require, avofding %he use of a b g ,  

(19) Q. E d  nobody colrie? 

A. 

A3.l of these examples have Pl lus t ra ted  the &f fbcultjies 

t h a t  a r i se  when one mst d3. $agree by s w n g  81yeglt, In ~ 0 5 8  

case 8 a mmer-..t~yesfll--i s unacceptable though grammakkcd. 

Now we- will see t h a t  it f s a l s o  possible f o r  a t"ges"as~er 

to be completely ungranmalical because of such &fficult&es, 

It has been pointed out, by Chomsky among others, t h a t  

cer ta in  sentence st involving negative polar% t y  i terns, which 

would be ungramma%Pcal if produced without e l l ips i s ,  are 

grammatical a f te r  VP l s l e t ion  applies, Thus, although (20 )  

i s  out, (29.1 is grammatical. 

(20)  "Joe didn" have very much fun, but Stere had 

very much funo 

(21) Jos didn ' t  have verg much fun, but  Steve did, 

l h i s  phenomenon ca r r i e s  over into discourse. Thus ( 2 2 ~ )  i s  out, 

but (23B) i s  grarwr~laticdl, 



(22) A, E d  you have very m.ch fun$ 

*Yes, verbT much, 
*Xees, I had very nueh ftaw, 

(23) A, E d  you have very much ftm7 

( ~ 3 )  seorns t o  me perfect ly  grammatical, but some very 

Xunti3. 5r00& 
(24) ?PI.I&lre didn't reach the tap jfcs a week), beat bma did, 

These polar i ty  items are a lso  very near ly  unacceptable i n  

ye +no questions, 

{ u n t i l  5;00t 
(25) ?adn% Mike reach the top a f ~ s  a week gY 

If (25) i s  accepkible, a "non answer i s  expected and fully 
~ t i a  5 :os " k grammatical, meaning "No, &ke chidn8t reach t h e  to? f o r  a w@ekjlsW 

(by noon 5 A '"yesH answer, however, o r  even l"es, )in three daysqt" 5.s 

pre t ty  ungrammatical. 

Certain affective elements pat tern similarly, 

(26) *It rarely r a i n s  here, but i % doesn't rarely rain 

i n  Seattle, 

(27) 7 ? I t  rarely r a ins  here, but  not i n  Seattle, 

( i t  rarely satn~)~ 
(* i t  d o e s  t rarely ra in ) ,  



W i t h  these items, however, p o d U a n  makes a great d$f£etrence, 

When "rarelyt8 fsElaws t h e  VPp the judgsrr,ents are U.ks those 

f o r  (20)- (231, rather  tatam (26)- (281, 

(29) ?Mere it ra ins  rasolys but  it doasn8t r a in  rarely 

.. in Seattle. 

(30) Here it rains sare%y, but not i n  Seattle* 

(31) Q. Does it rain rarely? 

This differens@ i n  patterning with position corre la tes  with 

t he  follod.ng differences, which were pointed out t~ me by 

H, Lasnik, 

(32) No one speaks t o  me  mymore. 

(33) 71 q e a k  t o  no one anymore, 

(34) Not &ten do X work, 

(35) *I work not  often, 

It also correlates  with a difference i n  tags  with position. 

"Rarely", t%eldomtf, etc. take positive tags when i n  pre-verbal 

position, and take negative tags when in posbverbal position, 

(36) It rarely rains, does i t 7  

(37) 'I'tXt ra re ly  rainso doesn't it? 

(38) It r a i n s  rarely, doesn't it? 

(39) *It rains rarely,  does it? 
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(36) i s  ful ly  gramat21ca1, t&ile t h e  tnecepbbi-1.it;y of (25)  

and (28) i 3 qucstf onablg, sa 636) will. be t t e r  kllasstrate our pointo 

Were again, (38), U k s  ( 3 1 ) ~  may grmnat;$c&Ey be answered ~ f i ; k e ~  

rry@sbr ianocs, (36) may be msksesesd flmzoI8, meaning ltNog it ra re ly  

r a 3 . n ~ " ~  Bd'c a "?yesu or  '%;yess it doest* answer is completely mgrm 

maZdjic&, This i s  n o t  t o  say t h a t  diszgraemsnt i s  impossible, Brrc 

can answer '#GI, it, r a i n s  often epsmgh18 or some such, Bat a plain 

Itye~(I or  ityes, it doestt f s only eonfusiaag, SQ hers  again a PD 

answer i s  d i f f i o u l t ,  

%he q u ~ s t i m  is, why i s a nyes's answer acceptable f or  (23) 

but not f o r  (36)T The mswer, I -%hi&* is t ha t  in response %a 

(231, and even (281, one may off a r  two sentences dif fer-ing by full 

negaliors, even though orme i s  w q m ~ n a t i c a l ,  For (28), these answers 

are "Yes, it rarely ra insu  and tdl(O, it doesn't rarely ra in ,  tf &1% 

for (36). where, because of the  posi t ive tag, the  negative answer 

must mean agreement, namely, "0, i t  rarely P & ~ s ' ' ~  there s i l np ly  is 

no PD opposite. Posit ive oppsdtes ,  unl ike  negative opposites, are 

not  arrived a t  by adding a ftnottdg Thus, a '"yesn c0u3l&~.t mean 

firesr it doembt rarely rainIt. Positive opposites a r e  w i v e d  a t  

by W n g  away a %otis or  other full negation, But in "No, it 

ra re ly  rains", there i s  no %otU to take away. A Igyesn ananswer 

couldm% mean HXas, it rainsfi ,  f o r  elis i s  not t h e  opposite of "It 

rarely rainsi t  and hence not a s t ra ight  answer t o  the question, A 

true opposite would be "It often rainsH$ and this would be a good 

answer, However, "rarely* and tQoftanM or  "not of ten* a r e  no t  

grammatically related, and hence, given Ule quesuon, the 



sa%a%$md~ip necessa6jP for hswer-%l.eti,~n i s  not fu l fk l led  by 

'iUt3Sa often p&n$, Looked at another way, %he rules for inter-  

preting mljl.~ers~ given the i r  quest;iows, dnpl~ s w o t  and w5_-U not 

fill. in '$1~ aften rdrtsts after  '§Yest% response Lo (361, This 

MOW Sac% US condd~ld~r a t h i rd )  more cowlJca%sd sass, bmers  

confusing, 

(40) Have you no bananas'# 

If we in fa& have no bananas, w~ may grmmt&cd3..y and truth- 

f u l l y  answer this qua stim e i ths s  Ifyes%r @nof\ If wws i n  %act 

do have some bananas, we may again grammatically a d  %rutMd.aJP 

arnmr this ques t im either teyesrf or boN. Very confusising. Let us 

sate these answers i n  terms of the positive-negative and agreement- 

(A) Yes (we have no bananas). Better than C i n  terms ~f 
agraen~nt8positiTpity match ((4) assumes you have no 
banmas). 

(B) No (we have no l a a n i n n c a ~ ] ~  Better tkm D in .terms of 
negat ivi ty  (flns'hcndi%i oned by sententi al negation 
in answw). 

(C) Yes (we have some bananas). Better than A i n  terms of 
pasi-tivity ( t'yes"cconditim~d by negationbess ansrer), 

(X)) No (we doni t have no bararias, i. e., we have son;@ 
bananas) Better than B i n  terms of disagre@men%l 
negativity match (contradicts assuxpt im &bat YOU 
have no bananas) 



The only. season (A) and (D) m e  gr,am~atisal at &9 i s  t h a t  

the negative is not  attached .$s the AUX in t he  question, Sen- 

tences i n  which t h e  negative follows t h e  AUX ( a d  in questfan%, 

where we have SubjecGAUX fnversion, all negatives no% attached 

t o  the  AUX follotq it) earn pattern &$kc gssi;i$ive sornLences x&th 

respect to some g~mmatical restr%etZ.ons, T11as (la) is az?~ igusus  

fs a positive or a negative question, M s  problaal w$U be &is- 

cussed marc ftiLly in seetion V o 3 @  

N o s W Q ,  my negation which can be is in te rpre ted  as 

sentesa%%ale and 4.n fact,  niy hmformanta pref os to in%arprc% 

aaad "nost as meaning (C) and (B), reqsctiasely, !bare is 
4 

more hedtatia in interpreting ."yesn Wan for t8notf. W i s  is 

because BD is more marked or difficult than NA, as we &all see 

in section V,2, Smilarly, although (A) and. (D) a r e  both somewhat 

unacceptable, (g) is more so because of i t s  double negation, 

llhe informants a l so  prefer t o  produce Ityes" and '#noH when 

they do and do not, respectively, have bmmas. That i ss  a e y  

prefer t o  produce (6) and ($1 rather than (I)) and (A). Mowover, 

in the former casee~then $hey do have some bananas-they mch 

prefer t o  produce "yes, tea d o v n s t e a d  of "yesn, Hero t h e  t ~ b 0  

distinctions join forces, for P3 . l~  'tag is specifically csrselalsd 

wit21 Pa For the hearer, "yes, we do" should be Just as iunbfguous 

as t"yes" meaning ei ther  'lye se xe do have some bananas'! os 

we do have, no bananastt, But this is not the ease, The former 



i n t e rp re t a t i on  i s  greatly preferrod, 'here i s  less hesiiftakion 

ab0u.f. producing or Znterpreting $$yes, we doft, meaning %e do have 

baramas", thaan f o r  any of (A)-(D). 

I n  conclu&.on, then, F T ~  have seen t h a t  when t h e  two dist5,ns- 

%ions c o d E e t ,  the positive-negative one takes precedence, Horas 

ever, Z3grseman%& sagrsement retains its idluernse,  asad the t w o  

Frr%era~t t o  produce a hisrarochy of degrees of' grmatisdiw 

acceptabili ty,  Thef answers cKscusaed fd.3, i n t o  Ithe: Eolbouing 

besLw01~~3t order: Yes, we. do: (a) : (c) ; ( A )  ; (Dl 

In this section, we have seen that when &PfLcult;ies a r i s e  

i n  mmering questionsp they are3 usually worst for the c i n m r  

expre ssfng positive di sagraement, Later on f n tlaf s chapter wa 

w i l l  condder 3.n greater detail-  several of t h e  top3.c~ t h a t  have 

been brought up a11 this seetion; i n  pas-kicular, it w i l l  be she* 

t h a t  the diff%culli.es involved i n  PD are in a sense universal, 

and influence the system of m i n i m a l ,  answers t o  questiions i n  every 

language. We w i l l  also consider fu r the r  the ~ r m . ~ a t i o a l  rules 
\ 

t h a t  produce "yesH and at the  heads of answers, m d  the fackors 

which govern the choice. 

V e 2  Possible An swerf ng Jh the l a s t  section 

I &,o~md that  of t h e  fsur types o: minLmal answerss PD raises 

the most problems in Ehglji&. 31,t i s  specially r e s t r i c t e d  in 

t h a t  i t s  tag  nay not delete, Thus the grskem of minimal answers 

t o  ye-na questions i n  Ea?glfsh may be represented as follows8 



NA and MB use t h e  same forni@ but  PA mci PD ddo not, 
- PA, PD9 %A, and ND arc the  fm basic categories in 

anmee5ng systems for yes-no ques%icsns in a l l  %mguages, a. 

ND use the same fmm, 9s &cSe-qresd im the  languages of 

world, but %L %s not tihe only poadbfa mmgefisnt,  A few 

FRENai 
&reamant M sgreement 

P o ~ ~ v s  oui -& 
Negative nm nirf~b 

SCmmPmm 
Agreement DL sagresement 

P ~ s i t i v e  3 a ju or 30 
Negative nak nei 

RUSBlBM 
Ag~eement IX sgresment  

P s ~ $ ~ & v @  &A 0 E 
* 

NegatLve n @ e t rise% 

In Rusdan, NA and ND merge, PA has a qee ia l  wordb, and PB 

requires some so r t  of emphatic circurnboeuaon, the word for PA 

alone being insufficient,  just as i n  Englishe Thus these 

systems are aU, essent%ally the $.%nee 

The reason 836) so often has t o  have a specid= word is Wat 

i t  is the most semantically dif f icul t  or markedzcf t h e  four 



categolPies, F i r s t  let me errpllai.na k51a-b E meal by semmao 

&f fL..ulty* 

Given %hat sentsncss have both m t a ~ U c ?  f ~ r m  wad selrunaa 

esnbnt ,  sernmtkc &lSfiatil%y f a  made up of 'the fsLhowing x 1) 

ssrnmuc content, 2)  %r,congneiW of mtacQ;;~c form and semw~ac 

eonatePSt, I4e will regard asgreement  as haang seman$$c e o i ~ t ~ n t ,  
3 

whi1.e agreement does not, Thus we mat assign ND aaad Pi3 sacla 

one un i t  of semd$c &ff%cult~r on a c c m t  of their   GOT$%^$, 

We ~$.U r e g a d  netgaec;8iit;y as being ea,xmsus ~5th & sg~ee rnen t~  

tend po&%i%4ty with agssemamt, whi4.s negatit4ty f 8 not ernghwms 

w i t h  agreement nor $ s  posit ivi ty wi t21  ca%sagreement, 'Thus wa 

must assign la and PD each one w&t of aewWLe, a f f i ~ d t y  on 

accom% of the i r  %aaco=rUty of- form and content, '&is l.eaves 

PD, dth tm urtnfts of &ffScult*y, the most a f f i e a t  ca$egsry, 

Let me try to dofend this def ia t i rn  sf semantic a f f i c u l t y  

says that semantic difficulty f s sPrr~pPy made up o f  semanac 

cmtea.t (a sagreemcndc) au~d ~ t a c t i c  form (negativity), 'hi o 

would make ND the most d3.fficul.P; categongt, The imme&ab 

argument for t he  defirrit;$on w~ have chosen is that it gives Uno, 

desired resulhanaunely, that Pf) 1s W16 most &f f i c u l t  category, 

which we saw be =the case in the l a s t  seetion, Btat I $hhk 

that  there i s  a deeper reason. Saying t h a t  disagreement i s  

marked i s  a f drly normal sort sf s e m t i c  mls, &ere is no 

doubt %hat the ac% of disagreeing is more marked than the act 



of agreeg,  It c o n s U t u b s  a dqas%wrs Prom what 5,s esxgectedp 

But agrwment and disagreement are the samant%a: eontent of 

positAvt? and negative, When W s  content has bee# caxtraetad out 

and marked as being difficult or not, it 9 s no% su~?pz%sing 

u t t e r a m s  me not further marked, rechu?htfgro as it were, for 

mereby bdng negaave in form, f% a quesam i s  negative i n  

Eornt, the efag answer is the ctne that is also negouve in form, 

Thus secmd deffnftAon of  &fficultg would have li%Qe semant3.e 

3u sUEhoat5 on, 

lher second component of mmantie ~ f ' fLg:Ug~- -~con~ruf ty  of 

form an& e s n t e n L i s  j93t a way sf expressing the sm19.c  link 

to poslWvity, acceptance, acquisscsmcs, andl agreement. 

ais notion of semanuc cfffficulQr has two uses. I prceact 

that 1) t h e  mre semantically difficult a category, the  Later it 

w i l l  be acquired and used by children, am3 2) scrmant&cal~v 

difficult categorhs wLU. be the last to collagm rnorpbolo&fcaiPlg 

sup~ortsd by the  fast %at children beam ta nse PA and ND 

wmer than aey  beam t o  use NA, and in particular PDc The 

data in %llugi's thesis (I%?), &ow this c1emrSo 
I 

tihen children first start using #yesfi and 'no* as anmrs, 

@yesg is umd for PA, %on for la NB is usually fmpUed rather 

thaa qi?es%ed,  and PI) i s  expressed by an af f i rmUve sentera@@, 
+ 

w i t h ~ i ~ . G  'yes@. The foUowFng examples are all from or sllghthy 

before %11uQ;i*s period B (fMcL). 



Fathers @an P have mj nrsnq baetcf 
o No, 3 rnon@Jr. 

Mo.ekner~ Oh, we don8$ have any braad, Eve, 
Wex h ~ b  bw 

$Dt  P150aes: Oh, I dhyntt ~ A I ~ I c  you U k e  the  water, 
W G ~ %  I like waters 

Mother: You don8 % haw how %a ,mius 
%r+&a 1 how mime - 

BelEugi her self poirats out  Lha$ Pf) 2s %he last  G & % B ~ Q V  

acquire6 221% say, of PB, mother says %6%1, it doesn't", 

early' per%sds, The children @+re meh more l i k e l y  to ignore, 

persist  behaviorally, or implore, than they a s  t o  disagree 

verbally, * This statement does not apply to N& which I s  

acqukresd rather ewb;r, 

Now let we ez1aborat.a an my saeand ~onten%ion--%haC s @ ~ m u c a l W  

d i f  f%cull categofie s wBBl  be t h e  las"cta collapse m ~ ~ h s l o @ c a l . l y  

or grmmtically w i t h  other catcsgol.fes, %f s mems that we can 

make some prsllfninary hypothe se s about what que sti m-mswefing 



~ s t e m s  w e  p e t ~ d b l e - ~ i , , t s ~ ,  whish ones could turn up in a hanatw 

langwqe and dl ieh  could not, %@re we f$ f%~en  posdb le  atermg& 

rnents 02 t he  four categories, as fsUcbws ( b & e s  maan %a"te 

terms &ey join ara a l l  represented by the  same farm) 8 

& PA; PD; HA; NB l~ p r ~ b a b f a ~ y  
.. 
E, PA; P& E4APiND very high probab-LU%y 

6, Mfk; b4D; FA-PD V ~ W  %OW ~ P Q ~ ~ U X ~ Y  

D. PD; ND; PlmUA very hagh probabia&"r;$ 

E, M;, NA; P&ND very Em probabBUty 

F, PA; NB; Pbldda i~apssdsfble 

G, PD; MA; EsbXB .fmposdla%e 

K, PA; P&MA-MD iqasdb3.s  

L, RD; P A - N L N D  imposdbka 

M, NA: P L P b N D  impossib~e 

N, MD; P L P L N A  iqersdbls  

0, PLPLMLMD f ~ o s d b l e  

Let  me again point  mt what the four  eatcgsfies meant 

podt ive  answim t PA 
positive question 



Now, it Es O~V%OCPS t ha t  no f mguage ~111 express ax% f o w  

c a t o g o ~ e s  in w e t l y  the same Wve for t4hAs would rob ma7~rs of 

a l l  semantic content other than saspa;rdshr same such. SQ (0) 

is s o t  a posdbXe system, Sakwly, no lailtsg~xage will express 

three of tihe ~a%egafies f n exnctxy %?I@ same way, for  tM s would 

mean $ha% ai~byah o m  type of questiea. (pos&t%~e or raegzrt~,v@) 

would have twa possible answers (agr@e%rag a d  disagreeing), %he 

other type of q.~est$on (negative o r  pos~-Uves) would have, only orme 

answer--ag&ma, a ~ w  ianpeaprd ssib%e Pass of sama1tj.c content, So (K), 

(L), (M), and (14) a re  fmpsssib2e systems. By t he  same token, 

Pf3 and 8l c m a %  merge, for  %hen negat&ve questions would have 

only one m w e ~ ,  md PA and ND oarnot anParge, %or thew pos3itiva 

q u e s ~ o n s  w o u ~  have only one mmss. SO (J), (F), and (G) &T6 

imposdbLe systems, 

$nis leavex us with seven interest ing systems--(A), (B), 

(C), (XI), (E), (H), and (I), A l l  of them are possible. Because 

PD i s  a o  most seman.t&-hcally d9ff icul t  cabgsrgf, we predict t h a t  

it w i l l  be t;ha category least l i k e l y  to merge wPth another, 

1% will be mape l i k e l y  t o  merge with a category i f  the other two 

have merged than i f  they have not. Ckrr the other hand, a system 

wit21 no mergers 3. s a bit inef f i c i sn t ,  conveying more information 

t h a ~  3. s really necessary, These Fnc.tors give roughly t h e  fo l l~ts lng 

hierarchy: (I33 and (D) are t h e  Least difficult syst~4rns~ (H) a d  

(I) are next, than (A),  and (6) and (E) are #c most difficult or 

least Likely ta occur, 



AetudePy, most sys$ems w i l l  be more csw2ex khan isa&cat@d, 

making d i f f s r en t  &senet$ons In &ff@rent ways, In English, for 

instance, the distinction mads i t1  (I) correlates with t h e  mild- 

sharp intonation &s%incti,cpn, the  distknc'clon made in (If) is mod@ 

morphcslsgie~~, and the  addi."&;ional dkat$nc%ion made i n  (B) i s  

made by the amtact ic  mle af tag d~%ebkon, 

Mebrew $ s Xk8 SbgU sh in this rsqxxt, 14~rf>holog$ca%ky, 

its system f fj. as in (a), but  %he fact %at full ra&aaUen i s  not 

possible far PD ma1ees i t s  system rnsse Lilaa (B), fan 2inswer to 

jtHa'irn ku barM, 'gIs he cofingta, on@ would say either lBK@!z* (PA) 

or  LO^ (ND) &zt in answer to ttHa~im hu $0 bal I t ,  Qfzdn8 t he  

(PD) )), gPPsss hs is corning" 231% system would be rapresented as 

follows, Where dashes indicate %ha% %entT d o n e  k s not &lei  cf en%, 4 

HlE3RW 
Agrse~mont I& sagreemeat 

PoaitLve ken --ken-- 
Negative EO 10 

This sort sf intaraetion of tgp~$ax a d  morpholoq is a l s o  

posdble with (~)-typs systems, This i s  t h o  si tuat ion in 

~ a ~ a n a s e . ~  Hare agreement, &other podtfve or  negaave, i s  

wcpressed by Uhai" &disagreement by " ~ i s " . ~  However. PD, as we 

would psedact, i s  "&e most difficult category. Tkd s is & o m  

by %he fact that, in 1-3 belw, one my use okther %he dnglo  

words '!hLs$* or nif eM, or a l~ngejr  amor. But in 4 ~ i e U o n e  

seems rather insuf f ic ien t ,  and the  longer answer "a s o h  pref erxcec$s 



(41) woo-wa atu-f des-u ne, 
ZV 8 hot  todayB isn% it, 

1, Hai (soo des-u ne) , (FA) 
Eaight ( i t p s  hot Lodqy) 

2, I i e  (atuku-wa asimasen). (HD) 
Wrong ( i t  i m ' t  hot today). 

(b2) K ~ O Q - I ~  a%Uk;u=na-I d e ~ r n  me, 
It i s n ' t  ho t  today, i s  it. 

3, H a i  ($00 des-a nc), ( NA) 
Right (it isn' t hot  today), 

4, Sie  ky~o-wa ah-i dessu, 
Wrong, it .PI i s  he% today. 

Thus Japanese i s  morpholcaglcally an (I)-type system, bdt ,  

with ale additional r e s t r i c t ions  cm deletion, it is more 

l i k e  a  type system, 

A clearer example of a   type system i s  prorided by 

Latvian, Latvian r q e a t s  the verb in all categories, but also 

adds par t i c l e s  for PD and ND* 7 

LATVIAN 
Agreement JX sagreemat 

positive V V $a 
Negative negV negV v i s  

A clemer axample of an (1)-type system i s  that of Hidatsa. 
8 

H I  DATSA 
Agregment M sag5eemen.t. 

Positive 
- 
B r9ca c 

Negative reca c 



that has changed radically, In %hirtem&-centtary Old 3eelm&c, 

the system was as  folEowsz 

QLD ICaMEG 
Agreement I.& sagreerneat 

P o ~ & ~ v s  j a  . nei 
Negative 3 a nei 

Here PA and NA have merged, as have ND and BQ, This i s  Uke t he  

s i t l~aa  on i n  Japaane se-an (~)- type system, morphoEogically. B e  

f ac t  %at PD is the most marked category 5. s reflected by tl?e 

f a c t  tiltat a special ward "amH or "3w*" came t o  be used fo r  X$ 

i n  the fifteenth century, W s  psacipitated the switch %o the  

modern system, i n  the sixbeenth ~ r n t u r y , ~  The modern system i s  

just Uke that  of the other ,5c~nc'fanaaara 1 w u a g e  se *diere NA 

and ND have merged, while PA and PD each have special words. 

%at is, it is a (B)-type system, llae change, then, was from an 

(I)-type system t o  a (@-type system t o  a  type system, so 

t h a t  each step involved a change h only one categoq?, 

Le slau (1962) gives the que stion-an wering systems of f i va  

E t h i o p i a n  languages, Dmse are interesting because they &ow that 

a great variety of different system types are possible within t p  

grmp of fairly closely related languages* 

J lmBRIC 
Agreement I;ti sagreemat 

Po .dt ive &won yaGm 
Negative awon Y ' U ~  



T I O N r n A  
Agreonont sagreomeat 

Positive f WWEL f bba 
Eagative ydllara. yal.lm 

HrnW 
Agreement IXsgseemmt 

Bod-biva i V 
Id@gal;ive i me? 

CH WM A 
Agreement DL sagrsgment 

P o d ~ v e  nk V 
Nsgaave e ba 

SQDDO 
Agreemew t Bi sqreememt 

Positive f Y U ~  
Negative aw Y a a  

(V means that  no part icle i s  used; rather, the verb f s repeated, 

without the  negative,) The tbmhsic system i s  o f  type (I) (, llke 

Japanese and Old leebandic. The Tigrinya system i s  of type (B), 

like French and German, %e Hmwi system i s  of type (D), l i k e  

Latvian. The Chaha system i s  of type  the first s;ys%em of 

this relatively improbable type t h a t  we have encountered so fa?, 

M.1 four categories are expressed differently. Another example 

of this type, as pointed out by ~ u b d s s o n  ( ~ V O ) ,  was sixteenth 

century English. 

ENGUSH (16th century) 
Agreement I& sagreement 

Podt ive  Yea . yes 
Negative n6 raw 

Thus E;hglish has changed from a relatively di f f icu l t  (~)-tY'pe 

system to a l e s s  difficult (H)-type system, A remant of the old 



system may be seen i n  the f a c t  t h a t  f lye&qfs an optionah 

variant of '@yesM in modem EhgUsh mly i n  the  case of" PA, not  

PD, and ')nah%sr "ntzwfl i s  a var ian t  sf for NDe 1% is inter-  

esting t h a t  it i s  the answers t o  questions s" and 

nnoll) t h a t  have survived, 

Tke fifth E t h i a p f  an bangpage, Soddo, has  a h igh ly  marked 

(~) - t=e  system, PD and ND a r e  merged, and FA and NA. each have 

speckdl words, Our defini t ion of semantic clifficlalty p r e a c t s  

that in %he v a s t  majority of casesb i f  any ca t sgo~f  has a spe~iit3 

word, PD w i l l  have me. It looks a s  i f  Soddo s t a t e d  wikh the  

same system as Amharic, then borrowed Harrar-iQs word for PA, 

Since I ea,moL cheek t h e  f ac t s ,  d l  I c m  do i s  suggest %hat 

this, and a l l  (E)-type systems, a re  probably highly  unstable, 

I have f m d  no examples a t  all of the  equalby %qrobable  

(C)-type system. 

W s  brief w v e y  of occurring question-answer8ng systems 

gives some inductive confirmation t o  my ranking of the system 

types i n  terms of probabiu ty .  (B), (D). (H), and (I)-types are  

all fairly common, (A)-tgpes less so, and (6) and (E)--types are 

v i r tua l ly  non-existent.'* 

1 pointed out e a r l i e r  t h a t  intonaUmal,  morphologicdb, 

and qyntactic factors i n t e r a c t  i n  cyue stion-answering systems, 

and that Engllsh, with i t s  somewhat nwked (B)-type mrpholog- 

i c a l  system, became, through interact ion w i t h  a s m b c t i c  rule, 

an unmarked (%)-type system, Now, answers are EL ra&er unique 



morpholo@cjl, zystem, in %at  wrsgars often occur as coq%ete  

sentences, i n  and of .t;2nemselvcs, This f s not  Ule  case wifh most 

other morpholsgieal sys%ems. For ina tmce ,  the system of ncrrara 

in f l ec t ions  interacts not  only w i t h  t h e  qsterns sf debrminor 

in f lec t ims  arad adjective infleatiLons, but also w i t h  facts abmt 

word order* me s y s b m  of verbal WLectisns fn$Perac$s very 

c10~31y with the system of gfonoms and Uae rubes dePst%rag them, 

We see that, while we must sometimes take one syntackie r u l e  

into accaunt i n  &terain%ng how &fff c u l t  a laabguages% qquestim- 

ai?wering system is ,  making predictions about wrgers in case 

systems i s  mch mare complfcated, This f s bc;emse there w e  many' 

nore p ~ b n t i a l  ways  of p~eserving a n e c e s w y  &s'ESxac~ob POP 

instance, noidnat&ve, a d  accusative foms may merge because word 

order preserves the  di s t i n c t i  on between the% TopicaU z a t i  on. 

permutes their order, but, as R ~ s s  pointed out (personal e o l e w -  

tion),  the~.sl,i s sometimes a special Wstpict im barring Topiealiza- 

t6.m i n  jus t  those cases where it would produce an anbigurns 

sentence. 

However, I think there aa%X might be other grammaP9cal 

systems, where word order i s  not a factor, ahere the noam of 

s e m t i e  diff iculty might apply, Let u s  develop a somewhat hypo- 

t h e t i c a l  examplo, Suppose, as seems mot unreasonable, that  we 

could justify the following two statamants8 1) speckficity has 

semantic content, tJhils nm-specificity does not, and 2 )  d ~ f i n 3 . h  

ness and specif ic i ty  are congruent, indefinibness and 



nm-specifici%y w e  congruent, and t h e  other contlb3.naUons a re  not, 

These conventions would mean that, of PTmr possible detsmpnd,ner 

types--specific ds f in i t e s  ($a), aon-qse%fic de f in i t e s  (ID), 

specAflic Indef in i tes  (4) and son-qacif ic indef inits s /a), 
S I s s  tmuld be the most m,wked, The consequence 5% t h i s c  33 qy 

predicklons are, correct, wouPd be tha"cf f l a g u q e  hha a 

tkeee-deternrkneik. system, based on weelf i c i  ty and. d&id%enass, 

one of the three daterminers would be used only f o r  as so 

As I pointed out, W s  is Just a 11ypoaphekLcal example, 1 tara 

net  sure whether, in fact, i t  i s  specif loi ty  or  definiteness that  

has  semantic content, Moreover, I h a m  little information as to 

what so r t s  of determiner systems aetualbly occur, X marely w1fi;h 

t o  suggest that nly aradysi s of question-~nswefing ,systems f s not 

totally w g m e r a U  zablo. 

As a mattm of fact, there is a d i a l e c t  of &gfi sh which 

supports ragr contention t h a t  S U s  are  t he  most d i f f i cu l t ,  and 

w i l l  tend t o  develop t h ~ L r  own detffrnbner, This dialse"c&es 

t h e  word HthisB,  whiche in i t s  normal Prse as the proximake demon- 

s t rat ive,  i s  sbessede  a s  i n  (4.3). and uses it, unstressed, a s  

t h e  ST determiner, as in (w) and (4.5). 

/ 
(43) This man reads a l o t  ~f books, 

1 
(44) This m a n  P know reads a l o t  of books. 

/ 
(45) &ere is this man bothering 

i 
(46) *There is thi. 3 man bothering mee 



%e fac t  that ThsreskaerEon can operab  on sentonoes 

uns+pessed ' % h $ s Q o w s  t h a t  i t  f s indefinite, 

For tlnis dialect, then, &gl-P& is a Lhree=deteraraes 

system, ~Lth W e a a  20s 5D8 s and NDe a, "afa fo r  KKs se iuad " th i~~ '  

for Su s, having d ~ v s l ~ p e d  f r ~ m  a t-dekerdner @UreLf1af4 astern, 

v e  3 - of I have s h m  t h a t  

%fie rules deterdnbrrg agreement and asagreement m e  sa-bhess d q b e -  

minded, strajghtf orward, f o r m a  sy l t hcEe  matching rule a, &e 

realities of the s e m k i e  AtuaUon, ~hS.ch d~ not always accord 

with thoss of the gmCac%ic situation, enter JbPb m u  a t  tho level  

of degrees of grmrna$iaaUtyQ The mlss, then, d@terMl&ng 

whether an answer i s  %seeing or  disagreeing are as Pollowso 

where %eg means sentenkial negation, 

(48) d a e g  question, 4 a e g  answer -> agreement 

The ru les  h%ieh determine whether an answer f s positive or  

negative, i.e,, whether the sentential tanswsr &mld be pseced~d 

by and reducible t o  'iyesfl or "noti, is equally skaight2orwardd but  

allows latitude in a cliff erent way. Tne straigh-bforward par t  ibat 

the ~mmr i s  negative if it has n sent3ntial  negation $n 19;s 

topmost clause, posi t ive i f  i t  does not. Tne rules  are (49) and (50). 

(49) a e g  answer -+ negaave 

(50) -%raeg (2 8)  answer -9 positive 



According Lo these srules, t h e  proper answers t o  the fslfswLng 

questions are  $ha two written b e n ~ t h  them, 

(51) &. Bo yau like nobody9 

hl, No (1 like nobody) cod (I dmg t like anybogv). 

P, ?Yesp I U k o  somebody, 

Does nobody E k e  ye/taY 

No (nsborly U k e  s me), 

?Yes, somebody l i k e s  me, 

Dong t you U.ko anybody? 

NQ (1 donD% U.hs mybo&), 

?Yes, T l i k e  somebody, 

hem8 t mybody U k a  you? 

No (nobody l i k e s  me). 

?Yes, somebody Ukes me, 

There i ss  hmvejs, a second s e t  sf rules de%errrridw p o d -  

t i v i t y  and negativity, whish often gkves results contraclicitsny 

to the  f i r s t  s e t  ((49) and (50)) ,  There are several reasons f o r  

the  existence of this second se t  of rules* One reason i s  t h a t  

the PD answeys above aqe even more uuawisldg than i s  usual, because 

they require not just the subtraction of a negative, but also tho 

operation of an 'any -+somet xwle which involves a se:wti.c 

change as well as a g n t a c t i c  one, 

A second reason is that the f i r s t  s e t  of rules treats all, 

of the  gbovs questions as negative questionso with no real 



difference between (51) and (53) or  (52)  and (91, In other words, 

my negaave t h a t  em be f a  in$oqre"t;ed as a sentsntial. negaki.on, 

and q u ~ s t i o n s  with S e g a  a r e  negative, However, it i s  well- 

known &a% m y  negatives in k g l i &  ~II'ULDOIXS PS %o scope, 

There i s  a reason far having both (51) and (53Ie The second set 

sf rules takes these fac t s  i n t o  zc?eoura'F, md says that an tibna;er 

is positive $f there i s  no &scowse serltenual negation, negative 

if there is, 

Here; $ must mpPxLn what I rcem by d i s c ~ t r s e  ssn@~n%ia3. 

negation, I n  a s o t  of rolated sentences, khe f i r s t  s@ntence i s  

an insdcLnacs of d i s ~ o w s e  sentent ial  ncga%.ion if only t h e  c~bl$ga- 

tory n ~ g a t l v e  placemen% rules h m e  applied '6.0 it;, The obliga- 

tory mles a s  t h e  one that  attaches negatives Lo t h e  AUX and tho 

one that  fneorpora-bes negakivos i n t o  fndefirzites which. preoeda 

the AUX, Since "ts sc;cond mle f ~ l l o w s  %bjoc'tpl.UX Inversion, 

%he first of the two rules is khs oiQg one t h a t  wTEU apply t o  yes- 

no questions, CsnsequenCly, ma$ negative ye s-no que &ions 

(those with a negative attached %o t h e  AWW) are fns"kinces of 

d i scau~se  senlent ial  negation, !his means that (55) but n o t  

(56) is an instance of di scow se sentent ial  negation, 

(55) I s n ' t  anybody home7 

(56) I s  nobody hornet 

Now, irr determbning whether t he  s e ~ m d  sentence (the answer) 

is an inslamce of disssu*se sontential negation, the  first  



serrknce (the p e s t l a r t )  msl be L&ert i l r t o  aeeo~mk, Auv negat3.ve 

w k b i ~ i ~  did S%Q$ count. as a C?I%SC~I%PSB sc.bs%eratkal_ negation in t h e  fi.rst 

sentence does not count as one in  tht? second, eikier, Aqy neg& 

t ivo &hch - d i d  CEOI~L C B U T ~ S  i n  the  second sentence as tre*k, a d  

i s  re-placed by the ttm 0t3UgaLory ~ " t l k c ~ ~  %is ncxns %ha% "EJobo* 

is hsrnaH is an instance of & c c ~ ' ~ s r  sen"centiaJ nt.ga@ir,n, a d  GO 

introduced by "noH, fn (574) but. not ( 5 8 ~ )  k)c 

Sf this &stinc%iiona seems a bit ephemerd, notice the marked 

m,akraEaaess of ( 6 ~ ~ 4 )  as opposed t o  ( 5 9 ~ ) ~  Bath are mppose- 

derived from (6%).  But in (66 A),  the  'bye st' f srces t11c concludan~ 

t h a t  t he  ffr st  negative (%no dogst" iis not c;tf scour se s e n t e n t i d  

and so cannot be dissociated from the cmst i tuent  to d ~ i c h  it f s 

attached, as it h a s  been in ths s s e o ~ ~ d  clause, Nowever, ( 5 9 ~ )  

and (@B), derived fron ( G Z ) ,  are e q u a u  acceptable, because 

the ~ c m d  c h u s s  i s  ambiguouss a d  t h e  negat ive can be inter- 

preted as discourse senbnt ia l .  or no%* as require& 

(59) Q. k r t  my dogs l i k e  YOU? 

A+ No, and neither d3 arly cats. 

B. No, and no eats  do either, 



(60) &, Do no dogs U k e  you$ 

A* ? q e s e ,  m d  ~msitJncr do any ea*bse 

B, Ilos, and no eats d~ ei kher, 

(61) No dogs E k e  me, and nellhos do my cats, 

(62) No dogs LLke me, a d  no cats do either, 

X have n a d ~  the d ~ P i ~ H % t i ~ m  5Of C~?$~SCO:E*S~ sente~i t ia l  n.egat5.0~~ 

dep~ndexb on the  dis%ins$i(sn between obligatory and optionnab, n e g b  

W e  placement rules* X said t h a t  i n  boLh first and s ~ c o n d  Lnstassaas 

of discmsse senterakial negation, ezly the  ob-Ugatory su lcs  

applied, When an optiana.1 rule app l ies  Lm a question, t h e  quas- 

t ion  f s still  aecephble, but it is n o t  an %nstmce  of C&SCCELP$PSB 

senten'r;ial negation, and an mmer w i t h  the  negative In $he sane 

place is not  one, @i"c.h,er, 32% 

'bdFth the  explanation of di scour se sentential negation i31a-k. 

has been given, the second set of r u l e s  d@tss&~ax%g go&ti,vi%y 

and negativity can be given as (63 )  and (&I, 

(63) D s e g  answer -+ negative 

(a) .-]Q~eg ( z  $1 answer -22 po d%%ve 

These ru les  have sonie sf t h e  sane problems w5k double 

negations as the f i r s t  s e t  of rules,  They can easily enmgh 

handle exanples l i k e  (&A), Hart? a D s ~ g  and a nm-DS3"leg coo 

& s t r  givingp by ( 6 3 ) ,  a raegati-ve ansrer, 



But c~aadder examplo U k e  (661, In (66M), the  D a e g  t h a t  has 

been add@& t o  h i i k e a t e  &scqre;eni@HIt has no way sf nno ~ n g  onto the 

AUX (perhaps because of a crossover irconstr?int), and so the re- 

duced tho" msrer is a bit stsa2ge, &on in$e~~rei,$etd i31~~0rding 

to ( 6 ~ ) ~  (6613) r q a ~ e s a n t s  E t s  meawlng, &n (6614, &he D a e g  and 

the  non-Q%eg have cmcelled eadt s thw,  bu t  %he fbnotB sreans, 

(66)  Q, Sbes nobody l i k e  you? 

P, Yes (rsabody Likes me')* 

i N, $go (nobody l ikes  i~) )? f .~N~body does"  nee 

These a : m ~ b s s  &cm %hatp since they are  generated 9.12 &f%e~-  

ent pos$tims, DSegs rnnd non-EaSegs m a y  c o ~ a i s t  in. on@ S, at 

Leaat in deep s'bmcture, before the negaizSive placement mlss s t m t  

marat&ng, and %hat the choice of ttyesthznd "noN i s  based oms 

these ew3y afxuc%ures, However, two D%egs may not c o ~ x i s t  

t h e  =me S, There PE only m e  c a s l ~ t t t  to be fPXXed, m d  it may 

only be filled once, Having two D%egs on m e  S would be squiva%- 

en% t o  having two lgthatn eorplementizers on one SI o~ two t@%heM 

determiners cm one BP, 

The way $0 "negate" sentence w i t h  a DSeg is to take  away 

the DSeg--Lo delete 5. t, T h i s  results in a posktlaa sernt;ence, 

acemdixg to (&)-a sentence which t akes  nyesRe This is &ELL 



has happened i n  (67~1, 

(67) QQ &em t wb~$g %f k~ you+? 

N, ( ~ 0 %  ( a ~ ~ ~ b ( a @  Ukes rn~))z+ lobod;f l i k e s  mi, 

M. * ( n o t  not (anybody Ukes  me)) .:$2iS(@ ( w b o d y  Ukes me) ) $3 

P, TTes, somebce Ukss re, 

fisra, a g a ,  ( 6 7 ~ )  i a just  as a t ~ ~ g ~ g e  as ( 5 3 ~ )  and ($4~) a d  

fox* t h e  sane season, The switch %ram g"~bofeti to "asmeboc%gr8 is 

nest really a annosth ,md automa@ one, That i so  a l ~ w g h  a 

double nega3;iv-e i q U @ s  a p s d u v e  and. v i ce  versa, %hey =a not  

eomplete2gP ee$sxfvafemt 3Brsg1,dsUcally. (63) seems Lo isre mch l ea s  

tnutslcgsus %h;m (691, 

(68) 9% i,s not ths case that nobody %$leas me, 31taeboQ 

U k o s  ma, 

(69) % haven" evsr seen such a mess, Never have $ 

s e n  suck a mess, 

NatwaLy, t h e  switch from double negakive to positive is 

easiest when a positive p ~ l a r i t y  item is in'irolved; hardest 

when a negative p01aYPBty item is introlb\sed, as Em ( 6%) ,  2% is 

also more d i f f i c u l t  when both negatives we, or would have been, 

DSslegs than when one or both w e  nsn-Daags. 'Thus the p~&larn 

arises 951 fewer cases with the  second se t  of rules, 

P have given ~xamples to &ow how the two sets of miss 

determd~ng p o s i t i v i t y  and negativity work, even in the  most 



&iEficul.% casos, We have seen kht, as with qssem@n$ and c&s- 

agreement, the  amcs when c o d u d m  ari,sc~; have to do t&"sh tihe 

qu8s%hasraer's bias. 'ihs two se ts  rsP rules c ~ x g X c t  only 3.n a 

slabclass of - h e  cases &ern t h e  norms2 s p p a d t s  bias of a qussL i~~h  

f s re%~ersed, Speciff sally, %hey cemffiet m u  in the aasrer s t o  

qutesbians c ~ n t d ~ r a g  negatives t$&ch m o  an:@i@ous as Lo ~&eQer 

car not they m e  sententi&. nagatives, Ira these kzl,%k%;[oc@~~ if we 

cotadder cnly que,&ims w i t h  AUXmxLbchsd negatives to bs nega- 

td.ve, it 3. s t h e  first set. 0.f ~ I B S  t h a t  ae%s Xi1:e a p~si.%iv& 

negabive system, 2 1 8  the second seZ, ac ts  Uke an agsearnefnb&~~ 

agreemen% syst@ri~, Qse~ahere, both sets act l i k e  p~.%Lt;~~s*negaLivb 

Ye@ - sf  -- m d  ,%c-i;sms -urra Navajo l a  Yiks 

EngUd~ kn vacf l l aang  between a positive-k%ega"Give mstaeriag 

system and an agreement-& sagrcament systern.12 There, harevcr , 

/ 4  / 
(70) Q. &$eelxi ish djnlya!~ 

/ /  P' t' 
A, Aoog, ch bela el~ya* 

4 /  / / 
k O h e  do0 ch%eh deyaabda, 

6 / /  
(71) 9. Doosh cli8t.%h &diniya;l&? 

A* Aoo' @ do0 ch "Lh dc;r;z;adii. 

Dooda, chle/& ddyL. 

A'. Loot, chte/& d&:. 

Dooda. doo chsd:h dLy:ada. 

Are you tired? 

Yes, I m tire& 

No, I ' m  n ~ t  tAredl, 

k e n e  ti you ti~*edT 

Yes, SQm not %%red, 

Mo, E m tired, 

Xos* X B m  t ire& 

Ms, I'm not tired, 



B e  (A) ~ S W F S  1828 ~ ~ V Q F B ~  over t h e  (A" aamsr8rs. 

f L is fnteros%%ng %ha$ %$atdzjo has  anky t.,entont&af, r%ogaUox"n, 

h e  m a p  ask ta%mt-t, mybody conrSngY8 but not ""% snobesdy con3.ngTse 

%'he same % S  true of Japaskese, which also has an %rcer~:?13nL 

&s~groamern.& system, Die salae is $rile of Eiida-tss, t&ic)% also 

h a s  an agrecn~enL&sagreernent sys%arfi, 3 khink f u u e r  PC- 

seag~ch t & X l  b e a ~  011% qr f infang %ha% la2gust:ss wit41 cnby sek^a$enLPI 

ti& nsga"G-:~on tend t o  have agreemenL&,sagscol~re~t sy's.teaa, a-td 

Pmgaxges w i t h  both sen%snt.%al and NP wagatisn Lend t o  have 

pod'6iv~nega%Bve qystcms, 'Ehe l a t te r  t~adolacy % s s%rcau~ge~ eta 

the forrier, for I h o w  5f e ~ a a t e r n x a l q l s ~ ,  such as Fim&sh, $0 

1 x i  % thwlc .the olsrse.-,% thfng t o  a wkf~8rs8b he~*r"g i s  

( ~ 2 ) ~  which may a lso  be phrased as-in c?3), 

(72) €hly $ ~ I ~ = B S  w i t h  a n u  sententjja,$. negaum can 

have areen)enL& sagrsemenJ~ que s t i ~ ~ $ - ? ~ ~ e r L n . g  afsternis, 

(73) Languages ' ~ ~ k k h  both aentential  MP negatian ea~ns9; 

have agseemernkdL sagreeinesnt que y$iaonz8.~s~~ering qsLcma, 

A roasoa for them results nrEgh"tbs suggested by ~@6ond 

set  of F U ~ B B  f o r  deterrhn.ibag pod.tivity and ~liegativkty Ikn tihe 

last section, 'here we saw t h a t  when negatives net  attae-hed ko 

the AUX not regarded as senten-cid. nega-k;ives8 %he system 

beeomes more bike an ~ r e e m e n L a s g r e e r n o n t  system, \&an a 

language has only senbratial negation, %L is always clear $hother 

a questAon is negative or positive, h, e., whetkher it does QF does 



not  ~rn~Ldla a santentiak negation, h c f  s&r td~en -khf s f a  %he 

case f a  an agreemenb& sc~<;seet.,ent gystern a pcas&.ble option. 

En UxLs chapter, we have seen that RD is t h e  mss"%asemacdly 

V,5 -&&CS We have exa~*med two S O F ~ S  01: sc~urt21",3 ZOP qua* 

t i m a ,  m d  seen %la% one is needed f o r  F ~ L B % ( P P ~  c ~ L   question^ 

( ~ h a p d n r  XI)* mCi motJiler fo r  narral, q t a s a o n s  (~knp$ers  1x2" a d  

PV). Me have explored t h o  relatP%mship between yc-no qussuons 

and the i r  c m s ~ ~ ~ s  fn terms ~2 ~ ~ ~ C a c t S b c  agreement and the  w k s d -  

nsss of answers (Chapter V), a d  5.n terms af s e m % i c  agreement 

and what nbght be called t h e  rfwke&ess o r  bias of qusa'biona 

(ekapter 1x1). In Justif3rjlng a smrce f o r  N3 rhetor5.caP ques%iona 

and in explat,~ng t h e  difference in f.uwc.f;fon of  A and B accents, 

we found it neses.sry t o  postu%ate a '~T;I m k a r  (&a13%e~ I) 1~1th 

prqxwtakes pardlab. to agld as %m-reaching ass 'kh~ase of 'EdW itgig 

negation, rd- sing questions such as f w a , t F ~ n a l  seatencc perspec- 

tive, tihe mattire sf maphsriaity, pwdbleusxi mong bass 2"~1699 

md f tleding reEaP;ksn&ips among Lransn"orm~t%ons, 



Tfds dmp!y mems %lank ;ill I,ak&ai+ges have both nogat%ve and 
]psdav@ qass"(&koi~s, md both Qypns 0.f questions have b o a  
nsgativcs and podkivo ax~~rters~ Th~ns we h a v ~  a ponit&.c~s 
a r ~ s w e ~  Ls a posi t ive questf  or^, t L 6  mswer sswresses PA; %&ten 
we have a, nagad;;$vs answer t o  a p o & W ~ o  question, ths rns~mx- 
exysresgos I'JD; when rse have a god~t.i,g;l.e mmmr to a negi'gti~f~ 
queaLion, kh@ a.nswer ayr@$~@s PD; a d  .[$Sn@n WQ have a n ~ g a a v c  
msu@;s .$s a nega%&ve qaestkon, Cle a?nstrer q % e s a e s  %AB 

ma wokLon of sem"%i.e &ff ioul ty  could ~ ~ 3 x 7 7 -  ~ C Z J ~ P Y  b~ ex- 
pressed Pn ~ ~ F C I S  02 mk@&68se  We P.FQU%~ US@ t h e  fo;klo-tdn& 
%w%, Untdng cor~vc;n.Br& oa t 

r"' - -3 
(b cu & sCqraemaratr: -2- -& wgseemnual ? B- r) 

(%i) ;U nsgativ$%y: -2% . , negatiiv-is,ty. ' ;,a sagsaeni~n.";1 
Tblis nc=r%ion of morphsla~keal nzpwkc&sss f f ' ~ ~ t  UEO S ~ E B  -33 

%hat o f  ph~nsloglot<L n~wlecaeisms,fas, 932a% %a to say, %hey have 
&f f ernc@nt eunseqiereneec, A plioname that  f s highly n n m k ~ d  
is nore Ifke%,y t o  ocmr i ~ ,  tho. plta%ewr%~ system of' a l a x g u ~ s  
'tkam a hig%Gy marked phaqeme, a ~ a - i . P a ~ X ~ r  fcbQ ,vstsms and 
s"ab-,~st@ms, As Ch~~n&y a d  HcJlc: put f $  (.,ioasky arid M+zX.Ha, 
1968, p, b11) 8 w\3e wm%d expect, ,naLwdRyB that  Z ~ Q & C ~ R I S  

whf eh ax+@ & , ~ E o F ~  i n  t h i s  senso ,k38$ M-gh%y r ~ ~ ~ ; ~ d  wIL1.. 
be mru gel%@-r*aIy found awcrng 421s lurguagos of UIC "af8rLdr 

be more l i k e l y  to daveXw - t S ~ i ~ ~ t ~ g h  hlsL~rLe;4%, ehwtgep 
es&, ti us i l l u s t r a t e  trSith a s~wJ.3. hmotheaea% syatenl, 

p b f v  
Voice ta rn u m 

Continurn% u u m m 
Here /v/ is &be most mrked segmant, Phonolsgiaab rmksbass 
tklesqr pre&e.$s that; /v/ i s  k,ho ac:gr~en$ leas.& ZikeLY, of 
4ihese fow, t o  occur En tihe phoxnendc in \?en t~ry  of a Imguags, 
That 5. so i f  a language rises only three of these ecsrasonm*cs, 
t h e  three wibl  alms% d w q q x  be Ip/, /b/, and /f/, 
Mow consider a parallel. i n s ~ p h o l o g i c d  system, 'We wi11 use 

que s'&$cinsmmerimg systt31t9,8 as a @ ~ i 3 8 ~ % 8 e  
PA NA NU PD 

Esagreesaent u u m m 
Neg, and &sags, b b h  u rn pa m 
Here PD f s the most w k a d  category, Xi' thf s were a pfasno- 
logica l  system, w k e h e s s  ~ ~ b t y  would prbdict that PD ~TO%.CL~ 
be- the  eategory %east l i k e l y  to es~cukno-~that is, some languages 
wmld &stin,nui & ;hA and ND but not PA and PLP, and saze 
languages would &stin&& PA, and NA but not,PD and NU9 &%, 
since thf  s is a morpho3.ogiea.l system, our prsacaSLctions are 
just the ~ppodte--nm?&, ,cmm@ Zanaguages dill. distdnguislh 



PA and BD but not NA 32,,.ad ED ('chis i s  -&Ilia ~ituiatk: .~n i n  E F I ? ~ L G ~  
md Ge~man], m,,d :,PFIG $ ~ B ~ U S ~ C  s F&EL c i i~Lbg~41  ski kbD m d  ICD 
bu t  w a W A  and Pa (ads L s  the case in ifa-,:~$)~ Pna1 them 
d, .ws %rpes cf" systens ~ ~ % 1 1  be Isas "8sxpcain3efeB thms t he  hrta 
previ orr s3.y mcat,icansd, 
'I%@ reas313 f o r  %$he 6lL"forenes bet~,r~c".n pkkaaologied %pmIccdsm 

ne 3s and snorpk oLeazf cak markc oLse as i a ~>r~babJg  sont%%llS ag l ike  
%be k ' o l l e d n g ~  p k o n o L o ~ e c 4  ~~u*kadaeaa ~r~ai'l,~cLa es::r: ot' 

I R a*kieta%aQ.~z 0r d@7%8t&~34^~ $ar~:% &he ue\i"f~al pudtics;~,  Jnu s 
%he netatsal p o s i t i c ~  for s p c ~ c h  i s rqI-t& zxi.sad ve'lan, and 
blasalsB where t&@ cePt.aa Lili( P G ~ ~ Q T ~ ~ ~  c"*a w3~*l,l;d %oh" L : L ~ ~ , & L L ~ ~ ~  
Msu, some de;diaki.aas e?aw mebr;i.s 63-f f.'- :It %a ~h;:*adi?es %h2& 
others $cXal~$~rcd r@d.aaoe is bwra &I.iicn", blinn wobei ., E c f  
con s01ianta) ,, ear%&ta corfibinaki o n  @kb ~ds;viatis2 s awe sox-@ 
&fe'.Lcult thsn O@I@J"S~ and c~~xarla$fve dc~5~n'kio;a,s Per@ ..rs 
&iff % c u l l  %11ar1 $knzLes de~vLatLa:?::, Er;$ ~ J I Q  ir~ox*$?x~$ p6rtnt 
f s 'bha% t h e  corr~eL3t#%on sf % ~ c ~ e a s & ,  ialt+sl.2igllrf XJJ, - wkl.11 
irrcret.,sed C%~vla$~ion %S n o t  ~uffic*r i fit t o  ove;*i%c",o -&;;!:, %np:"a;r 
o f  ease of mt1etabamkaic~n~ %:at is, i L  2 s cza:,i,sr to 1:; ss t h e  
cklffcrence kaet~ie~n IFP/ and j k /  UWJB t<hd,& k ~ ~ ~ t x e e n  axid / t/& 
BuL t h e  greater %n$6.H1ig%bid%tJy of tkr* former sy~tern i s  rsct 
&fP@Hent %O 8Vb'FrXde.? the & d ~ m $ a g ~ ~  OP k.?:!b@ Bas@ 66U ~ Y % ~ c & M  
%ation sf th6 la'ctcz* systj*9r3, 

%,la 1~10rjjholcqical sya$ems, m~.rL~c~%isss a~~f"$act,s nc 't arPP5 ctiL&= 
$0Z?y & f f % ~ ~ % , w  b ~ %  60W.n L$t2 d'~f f i ~ ~ b ~ ~ r *  6f COU??SC$ S B ~ W A ~ ~ C  
~se\ai~x*aZity 3 L exran harder $0 dcs.tesrdixe t1z;i .i;, m%icke%la'e;~~r 
neu$ra2Sty, and 1 ad&% to fravkng little b a d s  OZL138a %baa 
i n t u i t i o n  Pcr cen~-de-e'%ng third pcrscn ar,are: neutsal &2~,a$l 
first, dng~s'P,,w more net~%dL4a*L tl;i2m DY'J~:AFX~~ posi"teik"e m0i40 
neuLWa% %,an n e ~ a t ~ i v e ,  agreeing rare n>u%xyal than d i m  rroekng, 
ete, Ho~rover, i t  2~~ f o r  I~S%P;.BP&CO~ a f f i c u l t  t o  inmgJ.no a 
$mguagc fgsi k % i ~ h  %he ~ t a J ~ ~ % k y  of ~ ~ 8 d j  C S ~ % ; . ~ S  :*1>BXi- 

$kcally snegztive, and posi t ive ngsv~ows r..as% be expro: ::ad try 
addE.sg a pdsdtiviziaag tserd or  part9eJ.e $0 %he c~r~e.e~qon&nag 
neg:&ti~re p r e ~ c a l s ,  
But f $  ny aaskanq3tians about semmtci?e neu"Ea.alS_%gt u e  @QSX*F~G$,  

t3neb.a i n  t h e  morpliologlca wstem wdax* dks~ussim, %.'D is 
categcsr-y xd~i ch % s se;nm%i@.aEla: most corn$ ex, Therefore, i% 
conveys tho  mast, laafor~i i t f  ska, 'h5.s does no t  mean thhx"& we 
wilb avoid expressing i t ,  if p6)ssik)le, bw% xPafher Lhaob i% is 
the cakgolay &ich mast needs to be eqU-c l tLy  esviaessed, In 
other words, here Lke correlation o f  increased ssmabi@ oo% 
;>Lsxi'cy %!I 3.nereassd i n t a l l i  gibiqUty 8d%f eient  t o  
override t h e  dedsab i f i t y  af a l e s s  mwksd systetra, 

I have pointed as% that what I m e m  by agrssnm~.k %.a -&at t h e  
nega t tv i ty  of questlor1 and answer are t h e  sane, asd  by &Ls= 
agr~emcnt,  that they are different,  Thus an %roping mwes 
t o  a ye.s=no queskLon is phrased in the sane way as the  ques$ian, 



5 e  1 indebted $ r ~  I%T~OFU kJ&au f o r  niy Japanese &$a, 

6 ,  For a more ds%,-ieleci ,u&y&s see &mo ( L W O ~ ~  I ~ O ~ C  

10, It r d l l  be suggested in sec-e%on Vet& Qlat the  WCV a hcwgat2ge 
farms 2i1d fntomrets its ques$Lais has same b n f l u e ; ~ ~ ~  01% 

what type o f  que s%i ce~~answc.~~5~ng syst.~m. ends ap being chosen, 

9%, XfficuZties <arise shew a nt-jg3tivs is &ffors.nll ,y placed, 
by t h e  applf eat ion o r  inzppl.%cat&oz of op%%or&l rules, 491 
the cpeskion and answer, %"no result  is %at t h o  an:msurs 
are  somewhat acceptzb^&e, k ~ u t  cannot redarsace in a s  usual w&ysc, 
Any ncgaLive present in t h e  anmsr  but not the question mst 
be introduced as and come from s, ESSog, This is the ease in 
(i~) where an optional, rule has n e v e r ~ e l e s s  applied, r d h h  



a*ss~CLt tha",iA$ ec~~d-sr-rob F G ~ C C B  $8 ( ~ 8 ) ~  dt%asrrgh (iik) 
can reduca t o  (3.2 B] , 

(HI 8, Ih yax like z ~ y k ~ ~ c \ y %  
A, t>Ja, X LiEio nebo* $-:3 
B, Ifo, E do* 

(%i) Q, Ib you l2ko n o b ~ : ~ ~ T  
^ -6 A, Yes, I li,lce uobcdy, - . 

B, Yes, f do, 
Etecjtrctia~ f x no.$ q u i t e  as Lcr~*it?%e~ but  s t i l l  badB tA1el2 

a raoa~r-DS%~g t s d i  f f c u ~ ~ n t l y  p3 aead Ltn the yt~es-k~ior?~ ay:4 %I: t he  
arns:~vs, ac  An (fkki), 

("a,,%%.f Q* Ea grou l i l rc  I % O : J Q ~ ~ ' ~  I 
r '-*- A, tYas8 % don@$ U k e  ?d~yb~@, 

Re  Yes( % dm@%* k 

$2@ I am incr?b%$%. $0 Kci~ Hale a d  Paul, Eslater,.o f o r  inPort~aakiwfi 
on, Itava;) ca, 
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