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Abstract

Polycyclic aromatic hydrocarbons (PAHs), large molecules comprised of multiple aromatic
rings like anthracene or pyrene, are a notable intermediate and byproduct in combustion or
pyrolysis of hydrocarbon fuels. On their own, they have been shown to pose a significant
health risk, with certain PAHs being linked to increased cancer risk in humans. In addition,
PAHs are known to play an important role as building blocks towards larger particles, known
as soot or black carbon, which contribute a significant fraction of atmospheric PM2.5 pollution
(particulate matter with diameters under 2.5 µm). These particulates pose additional health
risks and can also contribute to global climate change via radiative forcing. This motivates
interest in understanding the chemical pathways leading to the formation of these PAHs,
which could inform better models to predict PAH emissions and optimize methods to reduce
their formation.

This thesis presents methods to improve the capabilities of automatic mechanism genera-
tion software in modeling the complex chemistry involved in PAH formation. In particular,
it focuses on the Reaction Mechanism Generator (RMG) software, an open-source package
developed primarily in Python. RMG automatically identifies species and reactions which
are relevant at conditions of interest to aid construction of detailed mechanisms, but it has
not been previously applied for PAH chemistry. To do so, new algorithms were developed
to improve treatment of aromaticity and chemical resonance to better reflect the true be-
havior of molecules within the limitations of programmatic representations. The effect of
polycyclic ring strain on parameter estimation was also investigated, highlighting challenges
in capturing 3D conformational effects using the existing estimation frameworks and methods
to address them. These improvements to fundamental algorithms play an important role in
how thermochemical and kinetic parameters are estimated. The combined utility of these
developments is demonstrated by the generation of a detailed mechanism for modeling PAH
formation up to pyrene in acetylene pyrolysis, which represents an important milestone in
RMG capabilities. Analysis of the model provides insight into the relative contributions of
various PAH formation pathways, revealing that hydrogen abstraction, acetylene addition
pathways are the key contributors to PAH formation in this system.
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Chapter 1

Introduction

There has been growing interest in recent years towards investigating formation of polycyclic

aromatic hydrocarbons (PAHs) in hydrocarbon systems. This is in part due to the increasing

immediacy of concerns like air pollution and global climate change. PAHs are known to

have harmful effects on human health,[1] which was a primary motivator in the U.S. EPA’s

definition of 16 priority PAHs in 1976.[2] PAHs are also known to be an important building

block towards the formation of black carbon, or more generally soot, which contributes to

climate change via radiative forcing and is also harmful to human health.[3, 4] Total U.S.

emissions of PM2.5 (particulate matter with diameters ≤ 2.5 um) in 2014 are estimated at

over 6 million tons, of which over 0.44 million tons was black carbon (Figure 1-1).[5]

Black carbon emissions can be largely attributed to combustion processes, whether in

the form of fires, engines, power generation, waste incineration, or residential heating. An

aspect which is not fully understood is the mechanism by which the initial PAHs are formed,

which ultimately lead to the formation of black carbon. Thus, one major focus of this work

is investigating the chemical mechanisms of PAH formation in systems such as pyrolysis or

combustion. A major challenge with this objective is the inherent size and complexity of these

chemical systems in terms of the number of chemical species and reactions involved. This

motivates the application of automatic mechanism generation software, which can streamline

the process of building these complex chemical mechanisms.

17



Figure 1-1: U.S. black carbon emissions in 2014, broken down by source. Adapted from 2014
National Emissions Inventory Version 1.0 profile.[5]

1.1 Automatic mechanism generation

Numerous automatic chemical mechanism generation software have been developed over

the years to aid in the construction of detailed chemical mechanisms, including Genesys,[6]

MAMOX+,[7] EXGAS,[8] and REACTION.[9] The software developed in our group is the

Reaction Mechanism Generator (RMG),[10] which is the largest and most actively-developed

open-source program in this category.

RMG employs an iterative model generation scheme built around a core/edge reaction

model. The core contains the current model, which includes species and reactions which have

been identified to be important at the user-defined conditions. The edge contains potential

species and reactions which are obtained by reacting core species. Each iteration is comprised

of a core expansion step where the mechanism is simulated and the species selection criteria

is used to move an edge species into the core, and an edge expansion step where reactions

are generated between core species to create new edge species. When no more edge species

meet the species selection criteria, model generation is complete. This general cycle is shown

in Figure 1-2.

Automatic mechanism generation tools have a clear advantage over manual mechanism

creation in their ability to screen a more comprehensive set of potential reactions and
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Figure 1-2: Scheme showing the iterative nature of mechanism generation in RMG. User
specifies temperature, pressure, and composition, which are used to initiate the process.

automatically identify the important pathways. However, their accuracy is dependent on two

key aspects which must work together: the fundamental algorithms for representing chemical

concepts, and the data available for characterizing specific types of chemistry.

The software must be able to accurately represent molecules, determine potential reaction

sites, and generate possible reactions. RMG uses resonance structures to capture the important

chemical features of molecules and account for the effects of electron delocalization. Reaction

generation depends on a set of pre-determined reaction families with associated reaction

templates.

In addition, mechanism generation in generally is heavily dependent on the quality of the

model parameters, primarily species thermochemistry and reaction rate constants. While

RMG has the capability of estimating these parameters, the accuracy of these estimates

depends strongly on the training data which is provided to the estimation algorithms.
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1.2 Polycyclic aromatic hydrocarbons

Interest in uncovering the formation mechanisms of PAHs goes back many decades. A notable

early work was done by Bittner and Howard, where they investigated species profiles in a

benzene flame using molecular beam mass spectrometry.[11] They proposed a few reaction

paths to explain the formation of species including naphthalene and pyrene, including acetylene

and vinylacetylene addition. Acetylene addition in particular has received substantial attention

as possibly the most important route for PAH growth, beginning with the work of Frenklach

et al. in developing the hydrogen abstraction, C2H2 addition (HACA) pathway.[12] HACA

pathways from benzene to larger PAHs have been thoroughly explored since.[13–15]

Aside from the HACA mechanism, many other notable pathways have been explored.

Propargyl recombination has been shown to be an important pathway to formation of

benzene, especially when considering chemically activated pathways.[16, 17] Cyclopentadienyl

recombination has been shown to provide a route to naphthalene without needing to first

form benzene.[18–20] Phenyl addition and cyclization has been proposed as a much more

efficient pathway to quickly grow PAHs.[21, 22] Benzyne addition and fragmentation has also

been explored as a efficient method of adding another aromatic ring.[23, 24]

Even though many pathways have been explored until now, either experimentally or

using quantum chemistry methods, there is still too much data missing to build a complete

picture of PAH formation. Many detailed chemical mechanisms have been published which

include PAH formation pathways (e.g. [25–27]) but they commonly include “global reactions”

which may include many elementary steps in reality, with estimated or fitted rate constants.

The intrinsic complexity of PAH chemistry and sparsity of available data pose significant

challenges to building an accurate mechanism. In this area, automatic mechanism generation

has the potential to improve understanding by synthesizing and extrapolating from available

knowledge.
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1.3 Thesis overview

The overall goal of my work has been to improve the ability of RMG to accurately model PAH

chemistry, in order to study how they form during hydrocarbon pyrolysis. Towards this end,

I have made several contributions to improving the methods in RMG for handling aromatic

and polycyclic species. Additionally, I have worked on expanding the RMG database with

thermochemical and kinetic data relevant to PAH formation.

Chapter 2 describes major improvement in RMG for treatment of aromaticity and aromatic

molecules. These improvements include new algorithms for generating resonance structures for

aromatics, including the introduction of Clar structures as a better approach for representing

aromaticity in PAHs. A new kekulization algorithm was also developed to enable reaction

generation for aromatic bonds, which has significant implications on kinetics estimation for

aromatic species.

Chapter 3 dives into more detail about chemical resonance in general, describing improve-

ments which were made to the overall resonance structure generation algorithm in RMG.

In particular, new resonance transformations were implemented for lone pairs, which are

important when considering heteroatoms such as nitrogen and sulfur. Filtration of resonance

structures was also implemented to identify only the most representative structures, therefore

minimizing the total number of structure needed.

Chapter 4 discusses improvements to how polycyclic species are treated in RMG and how

thermochemistry and kinetics estimation is affected by ring strain. Ring perception in graph

theory is discussed briefly, motivating the implementation of new algorithms for determining

the smallest set of smallest rings and the set of relevant cyles. For thermochemistry estimation,

new ring strain corrections for strained polycyclic molecules have been calculated and added

to the RMG group additivity database. For kinetics estimation, a ring membership attribute

was implemented to encode 3D structure information in atom attributes to improve kinetics

estimates in intramolecular addition families.

Chapter 5 highlights major developments which are available in the most recent RMG

v3.0 release. One important change is the transition to Python 3, which was a necessary step

for future-proofing RMG given the official end-of-life for Python 2 on January 1, 2020. RMG
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3 also brings many new features, including surface mechanism generation, isotopic mechanism

generation, uncertainty analysis, and a neural network thermochemistry estimator. There

have also been many improvements to molecular representation, including new atom types

and the resonance improvements discussed in Chapters 2 and 3. New kinetics families also

enable RMG to generate models for a wider variety of chemical systems.

Chapter 6 brings together the developments discussed in the previous chapters in the

automatic generation of a mechanism for PAH formation in acetylene pyrolysis. New

thermochemistry and kinetics data for key PAH formation pathways were calculated and

added to the RMG database. Using the new algorithms and data, a model was generated to

capture pathways from acetylene up to pyrene. The model is validated against experimental

data across a range of temperatures and compared to other acetylene pyrolysis models. The

performance of this model demonstrates the success of the prior developments in advancing

aromatic chemistry in RMG.

Finally, Chapter 7 discusses some ideas for future work in improving RMG’s capabilities

and further understanding of PAH formation chemistry. These ideas include improvements

to 3D geometry considerations in RMG, promising quantum chemistry methods for studying

PAH chemistry, and general ideas for improving RMG as a reliable software package.
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Chapter 2

Capturing aromaticity in automatic

mechanism generation software

2.1 Introduction

Aromatic species are highly relevant in many processes related to petroleum fuels. In both

combustion and refining, polycyclic aromatic hydrocarbons (PAHs) are the primary stepping

stone towards carbon-rich aggregates such as soot or coke. In working towards understanding

the chemical mechanisms involved in these processes, automatic mechanism generation has

become an invaluable tool. However, the complexity of modeling chemical aromaticity has

limited the extent to which these automatic algorithms can properly simulate PAH chemistry.

In this paper, we discuss improvements made to Reaction Mechanism Generator (RMG)

that have improved the accuracy, stability, and efficiency of the algorithm when handling

aromatic species. A brief overview of the existing aromaticity infrastructure in RMG is

given, followed by details of the improvements made, including a novel application of Clar

structure theory to cheminformatics. Finally, a test model for pyrolysis of iodonaphthalene

and acetylene is presented to demonstrate the new capability of RMG to model PAHs.
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2.2 Current treatment of aromaticity

The overall RMG algorithm has previously been described in detail,[1] so only specifics

relating to aromaticity will be discussed here. The native molecular representation in RMG

is through graph objects where the vertices are atoms and the edges are bonds. or aromatics,

RMG uses a benzene bond type and two aromatic atom types: Cb for a standard benzene

carbon with two benzene bonds, and Cbf for a fused benzene carbon with three benzene

bonds, e.g., the shared carbons in naphthalene. RMG currently does not perceive aromaticity

for five-membered rings or rings containing heteroatoms, although it is being considered for

future development.

In RMG, a chemical species is defined not by a single graph representation, but rather a

collection of graphs corresponding to different resonance structures. Resonance structures

are generally accepted as a way to represent the true structure of a species while being

limited to discrete bond orders and fixed electron locations. As such, this is a vital step

that enables proper enumeration of the possible reactions for a particular species as well as

proper recognition of different structures as being the same species. For aromatic species,

RMG currently uses two types of resonance structures: Kekulé structures and "Aromatic"

structures. Kekulé structures are a standard representation of aromatics using single and

double bonds (Fig. 2-1a). The other common representation where aromatic rings are denoted

by an inscribed circle is referred to as the Aromatic structure in RMG, where all ring bonds

are represented using the benzene bond type (Fig. 2-1b).

(a) (b)

Figure 2-1: (a) One of three possible Kekulé structures for naphthalene. (b) The Aromatic
structure for naphthalene, representing an average of the Kekulé structures.

To generate an Aromatic structure from a Kekulé structure, RMG uses RDKit[2] to

identify aromatic bonds when RMG then converts to the benzene bond type. To generate

Kekulé structures from an Aromatic structure, RMG currently uses RDKit to perform the

kekulization, which is only able to generate a single, non-deterministic Kekulé structure.
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Therefore, for a typical stable aromatic species, RMG will have two resonance structures:

the Aromatic structure and a single Kekulé structure. For radical aromatic species, RMG

currently attempts to delocalize the radical based on what it perceives to be allyl shifts. As

a result, many incorrect resonance structures may be generated in cases where the radical

cannot actually be delocalized, such as in the case of naphthyl, shown in Figure 2-2.

Figure 2-2: Aryl radicals such as the 1-naphthyl radical are essentially localized and are
not conjugated with the aromatic 𝜋 system. However, the current version of RMG will still
attempt to delocalize it due to lack of 3D structure understanding.

As previously alluded to, RMG depends on resonance structures in order to generate

proper reactions. However, RMG is currently unable to react a benzene bond. Instead, it

uses the Kekulé structure to generate reactions for aromatic species when the aromatic bonds

are affected. The most common reaction types where this is applicable for aromatics are inter-

and intra-molecular radical addition to an aromatic ring. Because RMG uses the Kekulé

structure to generate the reaction, the rate estimation is also done using that structure, which

often results in the application of a rate rule originally intended for an alkene. This leads to

frequent overestimation of the rates for these kinds of reactions.

For thermochemistry, RMG relies primarily on group additivity which works well with

the existing Aromatic structures. Since base group additivity does not account for polycyclic

ring strain, RMG applies additional corrections using a bicyclic decomposition method where

bicyclic corrections are combined using a heuristic to get corrections for larger polycyclics.[3]

Since group contributions for aromatic carbons were fitted using molecular representations

where all aromatic atoms are identified as such, using the Aromatic structure will give the

best prediction, which is currently done. Therefore, the improvements discussed hereafter
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will focus on kinetics.

2.3 Algorithm improvements

2.3.1 Resonance structures

The search for a more representative and concise alternative to using Kekulé structures for

PAHs led to the idea of using Clar structures. To more accurately represent the aromatic

character of multi-ring aromatics, Clar formulated a method that has become known as the

𝜋-sextet rule.[4] Essentially, this rule states that the structure with the largest number of

disjoint aromatic 𝜋-sextets is the most important in characterizing the properties of the

compound. Figure 2-3 shows two possible 𝜋-sextets assignments for phenanthrene: a single

sextet in the center ring, or two sextets in the outer rings. According to the the heuristic,

the structure with two sextets is the Clar structure, which is most representative of the true

aromatic character. This structure indicates that the two outer rings are more aromatic than

the center ring, which has been observed computationally.[5]

Figure 2-3: Two possible 𝜋-sextet assignments for phenanthrene. The boxed structure with
two 𝜋-sextets is the Clar structure.

The Clar structure for a species can also give a good indication of its reactivity. A

notable example is Clar’s work on the difference in reactivity between two isomers of

tribenzoperylene.[6] While five sextets could be assigned in one of the isomers with no

double bonds remaining, only four could be assigned to the other isomer. Experimentally,

Clar observed the isomer with only four sextets to be much more reactive to addition by

maleic anhydride. Compounds which do not have any double bond assignments after assigning

sextets are known as fully benzenoid or fully aromatic, and are generally more stable and

unreactive than compounds which have additional double bonds.

The three rules prescribed by Clar for drawing these structures are as follows:
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1. Sextets cannot be placed in adjacent rings.

2. Any 𝜋-electrons remaining after sextet assignment should be assigned as double bonds.

3. The structure with the most 𝜋-sextets is most representative of aromatic character and

reactivity.

The first two rules are simply to satisfy the valence of each atom, while the last rule is a

key point which limits the number of Clar structures and distinguishes them from Kekulé

structures.

To automatically generate Clar structures, an integer linear programming (ILP) approach

described by Hansen and Zheng was implemented.[7] Their algorithm is an intuitive adaptation

of the rules for drawing Clar structures, formulated as follows:

maximize 𝑧 =
∑︁
𝑟∈𝑀

𝑦𝑟 (2.1)

s.t.
∑︁

𝑏∈𝑁(𝑎)

𝑥𝑏 +
∑︁

𝑟∈𝑅(𝑎)

𝑦𝑟 = 1 ∀ 𝑎 ∈ 𝐴(𝑀)

𝑥𝑏, 𝑦𝑟 ∈ {0, 1} ∀ 𝑏 ∈ 𝐵(𝑀), 𝑟 ∈𝑀

where 𝑀 is the full molecule, 𝐴(𝑀) is the set of atoms in the molecule, 𝐵(𝑀) is the set of

bonds, 𝑁(𝑎) is the set of bonds involving atom 𝑎, 𝑅(𝑎) is the set of rings involving atom 𝑎,

𝑏 is any bond, and 𝑟 is any ring. The variable 𝑦𝑟 is 1 if the ring contains a 𝜋-sextet and 0

otherwise, and the variable 𝑥𝑏 is 1 if the bond is a double bond and 0 otherwise. Essentially,

the algorithm maximizes the number of 𝜋-sextet assignments subject to the constraint of

satisfying atom valencies.

The algorithm was implemented in RMG by extracting connectivity information from the

native Molecule object into the appropriate vectors and matrices, then solving the ILP using

the open source mixed-integer linear programming solver, lpsolve.[8] Additionally, a recursive

strategy was used to enumerate all Clar structures for molecules which have more than one.

After the addition of this new resonance structure type, the resonance algorithm in RMG

was rewritten to give special treatment to aromatic species, summarized in Table 2.1. While

Kekulé structure are still being generated for monocyclic aromatics for back-compatibility,
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they have been replaced by Clar structures for polycyclic aromatics. The Aromatic structure

is still kept for accurate thermo estimation using Benson group additivity. Additionally, aryl

radicals are no longer erroneously delocalized into the aromatic system.

Table 2.1: Resonance structures generated for various molecule categories.

All Species Aromatic Species Only

Radical species (except aryl radicals) Monocyclic aromatic species
electron delocalized structures Aromatic structure

Lone pair containing species Kekulé structures
lone pair/radical resonance Polycyclic aromatic species

Nitrogen containing species Aromatic structure
single/triple bond to double/double bond resonance Clar structures

This process also uncovered issues in RDKit’s aromaticity perception algorithm, which

uses an atom-centered 𝜋-electron counting method based on Hückel’s Rule. However, the

algorithm fails in two important cases: rings with exocyclic double bonds and rings with

delocalized radicals. Rings which have two double bonds which are connected to, but are not

part of the ring are considered aromatic by 𝜋-electron counting despite the fact that they do

not have the cyclic electron delocalization characteristic of aromaticity. In the other case, if a

radical is delocalized into an aromatic ring, the 𝜋-electron counting method in RDKit fails to

identify the radical as being in a 𝜋 orbital and participating in aromatic stabilization.

(a) (b)

Figure 2-4: (a) Molecule which RDKit incorrectly identifies as aromatic. (b) Molecule which
RDKit incorrectly identifies as non-aromatic.

In the first case, as in Figure 2-4a, RMG can identify the false positive because the bonds

in the ring cannot be converted to aromatic bonds because the carbons with exocyclic double

bonds would be hypervalent. In the second case, Figure 2-4b being an example, there was

not a simple fix, but the aromatic resonance structure method was rewritten to maximize the

number of aromatic rings identified by shifting delocalized radicals around the molecule. That

enabled proper identification of radical aromatics and resulted in much more deterministic
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output from that method, which was important in making the overall resonance algorithm

more robust.

To summarize, the implementation of Clar structures as a replacement for Kekulé struc-

tures allows

• capturing differences in aromaticity

• reducing the total number of structures

and the subsequent changes to the resonance algorithm enabled

• preventing incorrect delocalization of aryl radicals

• catching errors in aromaticity detection by RDKit

2.3.2 Reaction generation

As mentioned before, benzene bonds were previously non-reactive in RMG and were only

relevant for thermochemistry generation and for describing the environment around a re-

acting bond. To provide more flexibility and precision in defining rate rules, changes were

implemented to enable benzene bonds to react.

The difficulty with benzene bond reactivity is that changing an aromatic bond requires

changes to other bonds in the ring as well, making it difficult to do with the reaction recipe

approach used in RMG, which can only implement fixed, local changes.

OH OH

OH

Figure 2-5: Addition of hydrogen radical to benzene with aromatic bonds. A second step is
necessary to convert the aromatic bonds to single/double bonds.

To solve this problem, a new kekulization method that can reconcile the bonds in the

intermediate structure is implemented in RMG. The new algorithm builds on concepts from

both RDKit and OpenBabel’s [9] kekulization algorithms with the addition of degree of

freedom (DOF) analysis. The strategy is to analyze each aromatic bond in the molecule and
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try to determine its proper bond order, either single or double. The determination is made

based on atom valency and the number of available electrons for bonding. Simultaneously,

DOF analysis is used to count the number of DOFs associated with a ring or bond, which

indicates whether or not an assumption can be made about the bond order. As bonds are

fixed, the DOFs are reduced, allowing more bonds to be determined. This approach reduces

the amount of trial-and-error as compared to path-exploration type methods such as in

RDKit. Having this algorithm lets RMG treat aromatic bonds like normal bonds while

applying the reaction recipe and then reconcile the bond orders later in the post-processing

step (Fig. 2-5).

Enabling benzene bond reactivity highlighted an issue with how RMG calculates reaction

degeneracy. Previously, the degeneracy of any reaction in RMG was set equal to the number of

subgraph isomorphic matches between top level groups in reaction family trees and the reactant

species. Most notably, if a reaction results in products which are resonantly equivalent, such

as in Figure 2-6, the degeneracy will be overestimated. This issue is particularly pronounced

with aromatics, since they have more resonance structures on average.

H2C C CH2 + H

H

H
1 2 3

1
2
3

1
2
3

Figure 2-6: Addition of an H atom to the center carbon in allene, which gives two resonantly
equivalent products. Current RMG counts these as separate reactions, so it assigns an
incorrect degeneracy of 2 when calculating the rate coefficient. Using atom IDs enables RMG
to identify both reactions as being identical, giving a degeneracy of 1.

To address this, a new method of distinguishing atoms in molecules by using unique IDs

is implemented. With atom IDs, it is now possible to track the movement of atoms as a

result of a reaction. By comparing the atom IDs in the product structures, it is possible to

determine if they were formed via the same atom movements or not. Molecules which match

and have the same IDs do not contribute to degeneracy, while molecules which match but

have different IDs do contribute, such as in Figure 2-7. This change prevents programming
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artifacts from affecting the computed reaction degeneracy.
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Figure 2-7: Hydrogen abstraction from ethane. Each hydrogen which could be abstracted
would result in the same product but with different labeling, and therefore increase the
degeneracy. This gives the correct degeneracy of 6, which is unchanged from the current
method.

2.4 Model construction and results

To demonstrate that with these modifications, RMG can now be used to model aromatic

compounds, an exploratory modeling study was done for co-pyrolysis of iodonaphthalene and

acetylene. This system is of interest for investigating PAH formation, and many experimental

and computational studies exist as a result. The model presented here was generated directly

using RMG with minimal system-specific adjustments, described presently. Shock-tube data

by Lifshitz et al. is used for comparison.[10]

The RMG input conditions were a temperature range of 800-1200 K, pressure of 1 atm,

and initial composition of 20% naphthalene and 80% acetylene, without pressure dependence.

The mechanism construction was run for four days, giving a final mechanism with 349

species and 3721 reactions. The RMG input file and final mechanism can be found in the

supplemental materials. The large size of this mechanism compared to the one used by

Lifshitz et al. is due to exploration of other secondary chemistry by RMG, which improves

the range of applicability of this mechanism.

In the shock-tube experiment, 1-iodonaphthalene was used as a precursor to generate

naphthyl radicals. Because RMG does not yet have the capability of modeling iodine

compounds, a few reactions were manually added to model the decomposition routes for

iodonaphthalene, shown in Table 2.2. The rate for iodonaphthalene bond scission to form

naphthyl and iodine was taken to be the same as the analagous reaction for iodobenzene,

measured by Tranter et al.[11] Rate estimates made by Lifshitz et al. were used for the other
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two reactions with a hydrogen atom.[10]

Table 2.2: Iodonaphthalene reactions added to RMG mechanism. Rate parameters are in
units of kJ, mol, cm, and s.

Reaction A n Ea Reference

1-C10H7I = 1-C10H7
∙ + I∙ 1.052e19 -0.98 285.02 Tranter et al.[11]

1-C10H7I + H∙ = 1-C10H7
∙ + HI 6.00e13 0 26 Lifshitz et al.[10]

1-C10H7I + H∙ = C10H8 + I∙ 3.00e13 0 39 Lifshitz et al.[10]

Reactor simulations were done using Cantera 2.3.0 [12] across the experimental temperature

range of 900-1200 K, pressure of 2 atm, and initial composition of 5% acetylene and 0.05%

iodonaphthalene in argon. An adiabatic, constant volume reactor was used, with a reaction

time of 2 microseconds. As seen in Figure 2-8, the iodonaphthalene reactions are able to

fairly accurately capture its consumption. Following iodonaphthalene decomposition, the

RMG mechanism is also able to accurately predict the formation of the main product,

acenaphthalene, shown in Figure 2-9, although the formation of the side product naphthalene

was underpredicted by about a factor of five.
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Figure 2-8: Remaining iodonaphthalene content as percent yield relative to initial mole
fraction.

In addition to the main products, the RMG mechanism also predicted the formation of

side products from acetylene self-reaction, most notably vinylacetylene, benzene, and ethene,

shown in Figure 2-10. While none of these products were reported in the experiment, they

are all feasible predictions. Experimental work by Rokstad et al. on pure acetylene pyrolysis

has shown that vinylacetylene and benzene are the major products at low conversion.[13]

Ethene formation is a result of the hydrogen atoms generated by acenaphthylene formation.
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Figure 2-9: Percent molar yields of acenaphthylene and naphthalene relative to initial moles
of iodonaphthalene.
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Figure 2-10: Predicted percent molar yields of vinylacetylene, benzene, and ethene relative
to initial moles of iodonaphthalene. Although these are side products formed from acetylene,
they are presented relative to iodonaphthalene to allow comparison to Figure 2-9.
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Interestingly, RMG did not predict any ethynylnaphthalene formation, which was also not

observed by Lifshitz et al. but has been observed at similar temperatures but lower pressure

by Parker et al.[14]

It is important to note that no additional model refinement was done. These results

demonstrate that RMG can now successfully build a mechanism for an aromatic system

as a result of the improvements made to the algorithm itself. Local uncertainty analysis

was performed at 1200 K using the uncertainty module in RMG, which does uncertainty

propagation based on estimated uncertainties of the data sources. The total variance and most

significant contributors are shown in Table 2.3, which reveals much greater uncertainty in the

prediction for naphthalene compared to acenaphthalene. The total variance of naphthalene

corresponds to an uncertainty of a factor of 2.36 in concentration, while the the total variance

of acenaphthalene corresponds to an uncertainty of a factor of 1.15. For both species, kinetics

has a greater contribution than thermochemistry, suggesting that future work should be done

on refining these reaction rates.

Table 2.3: Reaction rates and species thermo with highest contributions to uncertainty in
naphthalene and acenaphthalene concentration at 1200 K and 0.002 s.

C10H8 C12H8

Total Variance (𝑑 ln(𝑐))2 0.7375 .01925

Kinetics Contributions (%)

1-C10H7 + C2H2 = 1-C2H2C10H7
∙ 31 14

C2H3
∙ + C2H3

∙ = C2H4 + C2H2 13 0.95
1-C10H7 + H∙ = C10H8 12 0.87
1-C10H7I + H∙ = C10H8 + I∙ 7.8 0.56
1-C10H7 = 2-C10H7 0.047 72

Thermochemistry Contributions (%)

C10H8 9.5 –
C2H2 4.4 0.058
H∙ 2.5 0.12
1-C10H7 0.10 2.9
2-C10H7 0.044 1.6
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2.5 Conclusions

Many changes have been made to RMG to accurately and robustly represent and react

aromatic species. Most notable is the introduction of Clar structures to capture aromaticity

and reactivity in PAHs in replacement of Kekulé structures. Clar structures have been

used in many applications as a simple descriptor that matches well with experimental and

computational observations regarding aromaticity. This work represents the first application

of Clar structures in automatic mechanism generation.

A new kekulization algorithm was also implemented that enables RMG to seamlessly react

benzene bonds and allows for more flexible and intuitive group definitions for rate rules. This

leads to more accurate rate predictions by robustly differentiating rates for aromatics and

non-aromatic alkenes. To further improve rate predictions, a chemically motivated method

for calculating reaction degeneracy was implemented, eliminating overestimation in cases

where duplicate reactions are found due to resonance.

These changes provide a more solid foundation for many of RMG’s core functions and

greatly improves their robustness. As a result, RMG was able to build a model for iodon-

aphthalene and acetylene co-pyrolysis with decent agreement with experiment. Uncertainty

analysis provides guidance for future work to refine the rate coefficients and thermochemistry

which control the chemistry in these PAH systems.
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Chapter 3

Automated chemical resonance

generation and structure filtration for

kinetic modeling

3.1 Introduction

Predictive kinetic models are often relatively large, and may consist of thousands of inter-

reacting chemical species.[1] While handcrafting such models is error-prone,[2] automated

model generation, as implemented in various forms (e.g., EXGAS,[3] Genesys,[4] RMG[5]),

provides a systematic, reliable approach to this challenge.

The main open-source software project in this area is the Reaction Mechanism Generator

(RMG) suite.[5] RMG automatically generates comprehensive kinetic models consisting

of elementary as well as pressure-dependent well-skipping reactions for a given reacting

mixture at pre-defined physical conditions. The software uses kinetics and thermodynamic

libraries containing experimental and calculated data, and estimates the remaining necessary

parameters using reaction templates[5] and the group additivity method,[6] respectively. The

underlying algorithm was previously thoroughly described elsewhere.[5] Briefly, a flux-based

algorithm determines which species to incorporate into the final model using a core–edge

framework, while the user-set tolerance controls the final model size and therefore the model
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truncation error, which arises from the inability of a model to include all possible species and

reactions.

Automating the process of model generation requires a convenient and efficient method for

representing species along with all potentially reactive sites such as 𝜋-bonds, radical electrons,

and lone electron pairs, as well as partial charge distribution. These representations must be

consistent with the reaction templates so the computer can discover all the viable reactions.

These computerized representations should describe the desired molecular properties as closely

as possible to the physical reality. Lewis structures[7, 8] are attractive candidates for this

end; in addition to describing reactive sites, they are intuitive for the human chemist and are

relatively easily implemented in computer software. Nevertheless, they have two significant

drawbacks: (1) being two-dimensional models of physical objects, they fail to represent

three-dimensional molecular properties such as intra-molecular interactions (e.g., hydrogen

bonds) and steric effects; (2) Lewis structures describe localized electronic configurations

only, hence if some atoms have partial valences,[9, 10] i.e., as in chemical resonance, the

species cannot be represented by a single Lewis structure due to electron delocalization. The

present work describes efforts to overcome the second hurdle.

Species with delocalized electrons in organic chemistry are commonly represented using

several Lewis structures (also commonly referred to as resonance, localized, canonical, or

contributing structures). These structures differ from one another by the arrangement of

electrons, while the relative nuclei positions remain fixed. A Lewis diagram can represent a

single structure with an integer number of electrons ascribed to each atom. The physical

species, referred to as the resonance hybrid, can be described by some combination of the

respective contributing structures, though not necessarily with equal weights.

For instance, abstracting a hydrogen atom from the primary carbon in acetaldehyde (3.1)

and abstracting the hydroxyl group hydrogen from ethenol (3.2) both form vinoxy radical

(Eq. 3.1), an important species in combustion and atmospheric chemistry. However, each

reaction ostensibly produces a different localized structure. The model generation software

has to recognize this allyl radical shift resonance type (Eq. 3.1) to identify the two generated

localized structures as belonging to the same species. The software also has to be able to

generate all representative localized structures for any arbitrary species to further apply
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relevant reaction templates during model enlargement, e.g., so that the computer would know

that the reverse reactions of 3.1 and 3.2 both exist.

CH3CHO + H∙ −−⇀↽−− ∙CH2CHO + H2 (R3.1)

CH2CHOH + H∙ −−⇀↽−− CH2CHO∙ + H2 (R3.2)

[∙CH2CHO←−→ CH2CHO∙] (3.1)

Chemical resonance is known to have a significant effect on thermochemical stability

and kinetic rates.[11] An example of resonance stability is the thermochemical effect of the

radical position in buteneyl. While but-2-ene-1-yl (a conjugated system) has a standard

heat of formation of 31.40 kcal mol−1, but-3-ene-1yl (a non-conjugated similar system) has

a significantly higher value of 48.57 kcal mol−1;[12] hence, the latter is less stable and more

reactive. The kinetic effect is demonstrated here for the vinoxy radical case (Eq. 3.1): The

localized structure with the radical on the carbon site has a larger relative contribution to

the resonance hybrid than the structure with the radical on the oxygen site (a qualitative

explanation for the unequal weights is the electronegativity ratio of oxygen and carbon atoms;

a quantitative basis for this determination is given in Section 4). Consequently, the rate of

hydrogen abstraction by the oxygen atom radical site in vinoxy is several orders of magnitude

lower than the respective non-resonating saturated case, ethoxy radical, in which the radical

is localized on the oxygen atom (Fig. 3-1).

In many cases, the number of localized structures describing the resonance hybrid may

become relatively large due to the combinatorial effect of the different resonance pathway

types. In some cases, tens or even hundreds of structures could be assigned to a single species.

Fortunately, often only a few localized structures are significant for describing the species

reactivity (e.g., the software principally requires one structure to signify a radical site while

others might not always bear new information), while most are non-representative of the

resonance hybrid. To feasibly identify representative resonance structures during large-scale

automated kinetic model generation and to avoid spending computational resources on
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Figure 3-1: Rate coefficients for hydrogen abstraction from molecular hydrogen by ethoxy[13]
and vinoxy[14] radicals. The rate coefficient for vinoxy was determined from the reverse
reaction using appropriate thermodynamic data.[15, 16]

unimportant reactions, an efficient and accurate filtration method must be implemented.

The main objective of the present work is to describe and demonstrate an automated

and efficient approach for localized structure reactive site discovery of arbitrary species,

starting from a single localized structure. Knowledge of localized reactive sites is critical

for automated reaction identification and classification using reaction templates. This work

focuses on chemical systems consisting of H/C/N/O/S elements, for which RMG has been

relatively well trained.[17–19] The resonance generation and filtration algorithms discussed

herein were recently implemented in RMG, and are available starting from version 2.3.0.[20]

These features are also freely accessible from the RMG website[21] without any required

installation to support researchers and educators.

3.2 Resonance generation

Resonance pathways (Table 3.1) represent series of actions applied to localized electronic

structure, yielding additional localized structures of the same species. These actions may

include modifications to bond orders, lone electron pairs, and radicals, keeping the total

number of electrons fixed. A set of resonance pathways is considered fundamental if no

pathway within the set can be reconstructed using any combination of the others. When

creating new species, RMG generates localized resonance structures by applying all relevant

pathways, starting from a given localized structure. If additional localized structures are
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found, the resonance generation continues recursively by applying the pathways to all non-

isomorphic structures generated during this process (the definition of isomorphism is adopted

from graph theory[22]). Currently, the software implements a fundamental set of seven

resonance pathway types, shown in Table 3.1, and three global representations specific to

aromatic species, as described below.

Table 3.1: Fundamental delocalization types defined in RMG

Pathway type Template Example

1 Adjacent lone pair/
radical shift

2 Adjacent radical lone
pair/multiple bond
shift

3 Adjacent lone pair/
multiple bond shift

4 Allyl radical shift

5 Lone pair/multiple
bond shift

6 Lone pair/radical
shift mediated by N5

7 Aryne bond shift

Electron delocalization in a two-atom moiety is only possible if at least one participating

atom is able to possess a lone electron pair (i.e., a carbene or a heteroatom). If the group

has a radical electron, there could principally be four resonance pathways, forming a non-

fundamental set (Fig. 3-2A). Two of these pathways were implemented in RMG (Table

3.1, pathways 1, 2), which is suffice to describe resonance pathways within such group.

The interplay of these two pathways alone may form a variety of localized structures (Fig.

3-2B). It is noted that the final structure list is independent of the starting structure since

each resonance pathway is reversible. An additional two-atom group resonance pathway was
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implemented, describing a non-radical case where two delocalized electrons have characteristics

of both a lone pair as well as a 𝜋-bond in the resonance hybrid (Table 3.1, pathway 3).

Figure 3-2: (A) Resonance pathway types of a radical two-atom system. Gray arrows represent
redundant pathways which were not implemented in RMG. (B) All resonance structures
found by RMG for the HSO radical. Numbers on arrows correspond to pathways in Table
3.1.

The ally radical shift resonance pathway (Table 3.1, pathway 4) is relatively ubiquitous

and well-described in organic chemistry textbooks.[23] A sibling three-atom pathway involves

a similar lone electron pair shift with a multiple bond (Table 3.1, pathway 5), and is important,

for example, when describing pathways in some of the localized structures relevant for azide

groups (RNNN), nitrous oxide (N2O), or aniline (C6H5NH2).

A unique three-atom pathway mediated by hyper-valence nitrogen is also considered

(Table 3.1, pathway 6). This pathway is important for correctly describing localized structures

in systems such as NO3 radical if some of the oxygen atoms are tracked isotopes. Each of the

three-atom group resonance pathways is concerted, and cannot be described by consecutively

applying any combination of several two-atom resonance types. For example, the lone electron

pair / multiple bond shift resonance pathway (Table 3.1, pathway 5) resembles the pattern of

the adjacent electron lone pair / multiple bond shift resonance pathway (Table 3.1, pathway

3). Nevertheless, implementing the two-atom pathway consecutively will result in an infeasible

intermediate localized structure with an unphysical atom valance, e.g., for the middle nitrogen
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in N2O (Fig. 3-3). Allowing such infeasible electronic configurations would indeed alleviate

the need to include some of the three-atom resonance pathways in the software, but it would

also result in many undesired and unphysical localized structures.

Figure 3-3: Illustrating the lone pair / multiple bond shift type (Table 3.1, pathway 3) applied
successively in resonance structure generation of N2O, passing through an infeasible structure
(marked with an asterisk), which is not allowed in RMG.

Several adjacent resonance pathways may form a conjugated system of connected p

orbitals, if allowed by stereo-effects. The CH2CNO system is an example of a conjugated

system, where several of the pathways in Table 3.1 apply. The spin density of CH2CNO is

indeed shared across all the atoms in the molecule (Fig. 3-4). A special case of conjugated

p orbitals arises in aromatic molecules, leading to unusual thermodynamic stability and

substantially different reactivity. As such, it is important that the representations which

RMG uses for these molecules indicate their aromaticity in order to model them properly.

Figure 3-4: Spin density of CH2CNO calculated using the NBO 6.0 population analysis
software[24] implemented in Q-Chem 4.4[25] at uB3LYP/6-311G++(3df,3pf), and visualized
using IQmol[26] using a 1% iso-value.

For aromatic species, RMG relies on global resonance pathways instead of the fundamental

pathways shown in Table 3.1. While the fundamental pathways search for specific patterns

of bonds, radicals, and lone pairs, global pathways use guidelines to completely rearrange

bonds in the molecule. One reason for implementing this approach is that pattern searches

may become intractable with the variety of bond patterns that can occur in relatively large
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aromatic species. Another reason is that delocalized structures which can indicate the

aromaticity of the molecule are more useful than standard Lewis structures. This is typically

demonstrated using benzene, which has two possible localized structures with alternating

single and double bond assignments, referred to as Kekulé structures. Commonly, benzene is

instead depicted with a single inscribed circle indicating that the 𝜋 electrons are delocalized

and shared by all six atoms in the ring. While this is no longer a Lewis structure, it becomes

more useful to RMG by correctly indicating that the bonds in the ring are all equivalent and

aromatic. Generation of this resonance form is done by the Aromatic resonance structure

method (Fig. 3-5).

Figure 3-5: Global representations for aromatic species shown for phenanthrene. RMG can
readily convert between the three types of structures.

For radical aromatic species, it is also necessary to capture the ability of the radical to

delocalize into the aromatic ring. Here, the localized Kekulé structure is necessary in order to

evaluate potential delocalization paths using successive allyl radical shifts. Therefore, RMG

is able to generate Kekulé structures as well (Fig. 5). The current version of RMG uses an

algorithm which generates a single Kekulé structure for each molecule. Of course, polycyclic

aromatic hydrocarbons can have numerous different Kekulé structures; enumerating them is

very computationally challenging[27] and unnecessary in RMG because of the use of Aromatic

structures.

RMG is also capable of generating Clar structures (Fig. 3-5), which are a more detailed
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approach to depicting aromaticity.[28] Instead of generally indicating delocalization of 𝜋

electrons, it assigns sets of 6 𝜋 electrons to certain rings in the molecule, subject to atom

valence constraints, and the remaining 𝜋 electrons are then assigned to double bonds. The

structure with the most 𝜋 sextets is proposed to be most representative of the molecule’s

true behavior. This was implemented in RMG as an improved way to indicate aromaticity

for polycyclic aromatic hydrocarbons, which can have an effect on reactivity in different parts

of the molecule.[29]

Finally, there is a specialized resonance pathway for considering arynes (Table 3.1, pathway

7), of which benzyne is the most well-known representative, but also includes polycyclic

aromatic hydrocarbons. Such species have two resonance forms, either with three adjacent

double bonds (cumulene form) or a single triple bond (aryne form).

Of course, aromaticity is not limited to benzenoid molecules and also includes heterocyclic

aromatics such as furan or pyridine, to name just a few. Currently, RMG does not have

special resonance treatment for heterocyclic aromatics, and instead it uses Lewis structures.

Part of the challenge in this area is determining whether the aromatic bonds in such molecules

can be accurately represented with a single bond type, or whether more detailed aromatic

bond descriptors are necessary. While this area is still unexplored, it is of interest for future

development.

Accounting for resonance pathways is also important for reaction degeneracy calculation,

defined as the number of different elementary routes generating the same products from a

particular reactant set via a similar transition state.[30] For example, Reactions 3.3 and 3.4

have degeneracies of one and two, respectively, since NO2 has only one possible nitrogen

radical site, yet two equivalent oxygen radical sites. RMG uses an atom labeling approach

proposed by Bishop and Laider to accurately count the number of degenerate reactions which

form the same product.[29, 31] Each atom is assigned a unique integer ID for tracking. The

main idea is that for a given reactant labeling, isomorphic products with identical atom IDs

will not contribute towards reaction degeneracy (Fig. 3-6A, B), while isomorphic products

with different atom IDs will (Fig. 3-6A, B). Here, isomorphic refers to graph isomorphism,

meaning that a one-to-one correspondence between atoms and bonds exists between the

two molecules. If two structures can be made to coincide by a rigid bond rotation, they are

47



isomorphic. If the atom IDs also match, then the two molecules are considered identical,

using RMG’s terminology.

∙NO2 + ∙∙NH −−⇀↽−− ∙NHNO2 degeneracy = 1 (R3.3)

∙NO2 + ∙∙NH −−⇀↽−− ∙NHONO degeneracy = 2 (R3.4)

Figure 3-6: An example of the degeneracy determination algorithm based on resonance
structures and atom ID labeling for NO2 + NH −−⇀↽−− NHNO2 (reaction 3.3) and NO2 +
NH −−⇀↽−− NHONO (reaction 3.4).

3.3 Attaining representative localized structures

In many cases, the combinatorial effect of applying resonance pathways (Table 3.1) could

result in a relatively large number of localized structures. Many of these structures are

not representative of the resonance hybrid (i.e., have a relatively low contribution to the

resonance hybrid). It is undesirable to use such non-representative, low-contributing structures

in reactive species objects: while the extra memory required for storing the excess localized

structures is arguably manageable, substantial time and computational resources are required

for keeping track of all possible cross-reactions between all localized structures of any pair of

species in the model core. Consequently, considering unrepresentative localized structures

as reactive could lead to significant computational challenges even for medium-size systems,
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spending valuable computational resources on unimportant tasks. In some cases, and

depending on hardware, if all localized structures were considered reactive RMG would not

be able to terminate successfully.

Two approaches were adopted to identify the representative localized structures (i.e., the

important resonance forms). First, the localized electronic configuration search space for

structure generation was constrained; additionally, a quantitative heuristic-based run-time

filtration procedure was developed. The two approaches are thoroughly described below.

Constraining the localized electronic structure search space was achieved by carefully for-

mulating atom types, which describe feasible configuration of bond orders, lone electron pairs,

and formal charges of elements. Each reactive element in RMG (currently H/C/N/O/Si/S/-

Cl/F/I) is represented by such atom types. For example, ‘O2s’ is an atom type describing an

oxygen atom with two bonding (or radical) electrons and only single bonds, as in H2O or
∙OH, while ‘O4tc’ describes an oxygen atom with four bonding electrons, a triple bond, and

a formal charge, as in CO.[32] Atom types cumulatively define the broad configuration space

in which new structures could be generated. A thorough description of all atom types is

available online in RMG’s documentation.[21] If any of the elements in a generated localized

structure does not have a respective atom type representation, i.e., has an invalid electronic

configuration, the structure is ignored (e.g., see Fig. 3-3 above and respective discussion). If

such structures are generated while applying the various resonance pathways, they will not

be considered for representing the respective species, and the software will not attempt to

apply additional resonance pathways to them.

To further reduce the feasible structure list into a succinct list of representative structures,

run-time localized structure filtration heuristics were implemented in RMG in the following

order of importance: (a) minimization of deviation from an octet; (b) minimization of formal

charges; (c) charge stabilization by electronegativity consistency; (d) charge stabilization by

proximity considerations; (e) aromaticity considerations. These heuristics were previously

mentioned elsewhere in different variations,[33–35] yet to the best of our knowledge were

never before automated. The specific implementation in RMG, along with various exceptions,

are thoroughly described below.

The purpose of the “octet rule" is to avoid assigning empty atomic orbitals to stable
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species. Minimal absolute deviation from an octet is given priority in the heuristics: all

additional filtration procedures are applied to the already octet-conforming, or near-octet,

list of structures. It is worth noting at this point in the discussion that there is extensive

disagreement in the literature regarding the correct representative Lewis structures of third

row elements (such as sulfur). A review of chemistry textbooks showed that Lewis structures,

formal charges, and expanded octets are among the most inconsistently treated chemical

properties.[36] While some advocate expanding the octet rule for these elements (where

molecular orbital hybrids of atomic d orbitals are occupied, accounting for dectet and even

duodectet) to reduce formal charges[33, 34, 36, 37] (Fig. 3-7A), others support strictly

adhering to the octet rule on the expense of adding formal charges[38] (Fig. 3-7B). Papers by

Weinhold et al. and by Purser[36, 38, 39] provide more details on this disagreement.

Figure 3-7: Two opposing approaches for representative Lewis structures of SO2, a common
textbook example species. (A) An expanded octet (dectet) structure. (B) Isomorphic
octet-conforming structures with formal charge separation.

It is an unresolved question whether one could get by with not enforcing the octet rule

in the context of kinetic model generation. RMG is currently set to allow expanded octet

structures, such as in Fig. 3-7A; this choice is not set in stone, and was made primarily since

the present reaction estimation templates as well as the group additivity thermodynamic

estimation method in RMG were not designed for partially charged groups. However, since

octet-conforming localized structures were found to describe the electronic structure better

than expanded octet structures,[38] future versions of RMG should consider third row elements

as adhering to the octet rule. New methods underway to improve thermodynamic data

estimation using a neural network approach and to improve and automate kinetics family tree

generation will allow transitioning to using octet-conforming structure representations. The

octet-conforming structure representation approach would also be advantageous once RMG

supports ionic interactions to better represent charge dispersion in species containing third
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row elements. Still, the current implementation in RMG is expected to perform reasonably

well for sulfur species since both the training sets for reaction rate estimations and the rates

to be estimated have consistent representations.

Additional heuristics are mainly concerned with partial charges, and result in increased

localized structure stabilization. The first of these heuristics is minimization of formal charge

separation. Although structures with the least formal charges are preferred, an additional

charge separation is allowed if such structures introduce reactive sites (i.e., radicals or

𝜋-bonds) not present in all octet-conforming structures with lower charge separation. A

prominent example of such case is the partially charged localized structure of NO2 (Table 3.1,

pathway 1). It is noted that some species may only be represented by structures containing

formal charges, e.g., N2O, HNO3, HCNO, HON, azide, NSN, and singlet H2NN.

The electronegativity heuristic is used to confirm that negative charges are attributed

to more electronegative atoms where possible. For example, the CH––– [N+][O– ] structure is

preferred over [CH– ] –– [N+] ––O as representative of the CHNO species. Since this heuristic is

applied after the octet rule heuristic, some species are ultimately represented by structures vio-

lating the electronegativity heuristic; examples include CO ([C– ] ––– [O+]), HNC ([C– ] ––– [NH+]),

and HON ([OH+] –– [N– ]). The stabilization by charge proximity heuristic is applied to give

priority to structures in which same-sign charges are as far apart as possible, and vice versa.

Finally, for aromatic species, representations which capture the aromaticity are prioritized

over those that do not, while balancing with the inclusion of potential radical sites. For stable

monocyclic aromatic species, the Aromatic resonance structure is sufficient to characterize the

reactivity. On the other hand, representations of radical aromatics such as benzyl radical need

to consider delocalization of the radical into the aromatic ring, which disrupts the aromaticity

of that ring in the resonance structure. For polycyclic aromatics, radical delocalization is

limited to locations where at least one aromatic ring is maintained. For example, in the

case of 1-methylphenanthrene radical (Fig. 3-8), RMG keeps the structures with the radical

on the methylene group or carbons 2, 4, 9, and 10a (IUPAC numbering) (Fig. 3-8B), but

discards the structures with the radical on carbons 4b, 6, and 8 because they disrupt the

aromaticity of all three rings (see Fig. S1 for all non-representative structures). Note that all

Kekulé structures are also considered non-representative, and Aromatic and Clar structures
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are kept instead. This simple heuristic matches well with the observed spin density in that

molecule (Fig. 3-8A), which indicates that the ring farthest from the methylene group indeed

does not have significant spin density.

Figure 3-8: (A) Spin-density of 1-methylphenanthrene calculated using the NBO 6.0 popula-
tion analysis software[24] implemented in Q-Chem 4.4[25] at the uB3LYP/6-311G(2d,d,p)
level of theory, and visualized using IQmol[26] using a 1% iso-value. (B) Representative
localized structures for 1-methylphenanthrene radical as determined by RMG.

Two species were selected to demonstrate in detail the above filtration heuristics (Fig.

3-9). Formaldiminoxy radical, CH2NO, is an important intermediate generated by methylene

reburning of nitric oxide in combustion processes,[40] and it is also important in nitromethane
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decomposition. Within the localized electronic structure search space defined by atom types

and using the resonance pathways in Table 3.1, RMG discovered twelve resonance structures

of this species (Fig. 3-9A). Applying the octet rule heuristic resulted in five structures with

minimal octet deviations, as noted in Fig. 3-9A. The formal charge minimization heuristic

rules-out structure (4) in the figure; note that both structures (3) and (5) introduce a radical

site on the nitrogen atom, hence they are not filtered at this stage. However, since structure

(3) violates the electronegativity charge stabilization heuristic, the final localized structures

representative of CH2NO are (1), (2), and (5) only.

Hydroxysulfonyl radical, HSO3, is an important intermediate in one of the atmospheric

H2SO4 formation pathways via SO2 + OH −−⇀↽−− HSO3 and subsequently HSO3 + OH −−⇀↽−−
H2SO4,[41] as well as in combustion of fuel-air-H2S systems.[42] RMG discovered 25 resonance

structures for this species. There are only three octet-conforming structures, one of which

has an additional charge separation and is filtered out. Consequently, the two representative

octet-conforming structures are (1) and (2) in Fig. 3-9B. If expanded octet structures are

considered, structures (7) and (8), with no charge separation, are preferred as representatives

of the resonance hybrid. Generating and filtering the resonance structures in Fig. 3-9 on

a conventional computer (Intel Core i7-4790 CPU) took ∼ 5 ms (𝜎 = 1.5 ms, 𝑛 = 1000)

and ∼ 20 ms (𝜎 = 4.7 ms, 𝑛 = 1000) for CH2NO and HSO3, respectively. This approach is

therefore fast enough for implementation in large-scale automated model generation.

To expedite structure filtration, an on-the-fly filtration procedure was implemented. During

localized structure exploration using the relevant pathways to each species (Table 3.1), the

algorithm identifies structures which significantly deviate from an octet or have a relatively

large charge separation (both with respect to the already generated pool of structures).

Although these identified structures are kept, they are not explored further. Using on-the-fly

filtration can result in a significant reduction of resonance generation time. For example, 224

localized structures were generated for CH2CC(O)OO(T) without implementing on-the-fly

filtration vs. 147 structures when this procedure is implemented. This ∼ 35% decrease in

number of structures translates to a 77% reduction in execution time relative to the values

reported above when running on the same machine: ∼ 400 ms (𝜎 = 22 ms, 𝑛 = 1000) vs.

only ∼ 90 ms (𝜎 = 12 ms, 𝑛 = 1000).
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Figure 3-9: Unfiltered non-isomorphic localized structures generated for (A) CH2NO and
(B) HSO3 radicals. Structures with the lowest octet deviation (or lowest dectet deviation if
expanded octet is considered) are highlighted.
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Automated localized structure filtration still has challenges to overcome. For example,

species with several resonating moieties, particularly if those are conjugated, result in more

than a handful of representative localized structures.

3.4 Validation

Two methods were used to validate the representative resonance structures proposed by RMG,

both yielding relative structure contributions to the overall resonance hybrid wavefunction.

The Hückel-Lewis configuration interaction (HL-CI) method[35] is based on the Hückel theory,

one of the simplest quantum methodologies, using a very simple basis set of carbon atom

𝑝𝑍 orbitals with corrections for heteroatom. For a hydrocarbon, this method approximates

all off-diagonal terms of the secular determinant |𝐻 − 𝐸𝑆| to be equal (𝐻, 𝐸, 𝑆 are the

Hamiltonian matrix, the total energy, and the atomic orbital overlap matrix, respectively).

The HL-CI algorithm, elaborated with heteroatom correction parameters,[43] was recently

implemented as a standalone code as part of this work.[44] HL-CI can be used to identify

which resonance structures contribute significantly to the lowest energy wavefunction for a

given spin multiplicity. This method has to be initialized with the desired localized structures

to be studied, and our current implementation utilizes RMG for this end. Therefore it only

serves in this work to determine structure weights and particularly to identify cases where

RMG’s proposed representative structures actually have relatively low contributions. It is a

simple, fast, and convenient method, but cannot be used to identify structures not proposed

by the user (or, in our implementation, by RMG).

Subsequent to a Natural Bond Orbital (NBO)[45] calculation, the Natural Resonance

Theory (NRT)[46–48] analysis method expresses Schrödinger’s wave equation solutions in the

chemically intuitive language of Lewis-like bonding patterns and associated resonance-type

interactions. The electronic structure calculation has to be performed using a host software.

Here, NBO 6.0[24] implemented in Q-Chem 4.4[25] was used. For the present purpose, we

employed routine DFT with expanded polarization functions, B3LYP/6-311++G(3df,3pd);

doublets and triplets were treated with an unrestricted method. The NRT delocalization

threshold was set to 0.1 kcal mol−1. For singlets, we report the weighting of resonance
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structures given by NRT. The NRT approach has known practical difficulties with open-shell

species, since the 𝛼 and 𝛽 electrons experience different exchange forces and may hence lead

to different spatial distributions and localization patterns. Therefore, for radical and triplet

resonance hybrids we instead report NBO bond orders (BOs).

The HL-CI and NBO/NRT methods were used to test the reliability of RMG’s heuristic

methods for deciding which resonance structures are representative of the true bonding. The

species in Table 3.2 were selected to demonstrate the resonance pathways discussed in Table

3.1 (except for pathway 6 which is mainly relevant for degeneracy determination) and in Fig.

3-5, and include the various examples discussed above in the context of filtration heuristics.

Table 3.2: Comparison of RMG’s representative localized structures to weight contributions
calculated by the HL-CI method and to representative structures determined by the NBO/NRT
method.

Species RMG HL-CI NBO/NRT

NH2CHO 66.2% 62.6%

33.8% 29.5%

HNO3 N/A 68.5%

10.4%

CH3N(O)NH 59.4% 50.5%

40.6% 50.5%

19.4%

N2O N/A 57.41%

(Continued)
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Species RMG HL-CI NBO/NRT

30.63%

5.10%

NH3 N/A 50.12%

20.69%

18.54%

H2NN N/A 89.12%

SO3 N/A 66.9%

9.9%

H2SO4 N/A 40.7%

21.7%

15.0%

DMSO2 N/A 48.2%

26.5%

HNC N/A 98.9%

(Continued)
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Species RMG HL-CI NBO/NRT

HON N/A 96.2%

Benzyne 56.7% 40.5%

43.3% 32.5%

Benzene 50.0% 37.1%

50.0% 37.1%

Naphthalene 33.3% 23.0%

33.3% 23.0%

33.3% 19.4%

Phenanthrene 33.3% 14.1%

33.3% 14.1%

33.3% 11.0%

(Continued)
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Species RMG HL-CI NBO/NRT

Benzyl radical 28.1%

28.1%

15.3%

15.3%

13.1%

HSO N/A

HSO3 N/A

NO2 N/A

CH3CHNO 74.3%

19.8%

5.9%

NHCHO 58.6%

41.4%

(Continued)
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Species RMG HL-CI NBO/NRT

CH2CC(O)OO(T) 66.4%

33.6%

OCNCO 37.5%

33.2%

29.4%

CH2CHO 67.8%

32.2%

A benchmark species, NH2CHO, for which literature data is available,[49] was selected for

an initial assessment of all methods (Table 3.2). The two representative structures proposed

by RMG were also the major structures according to NBO/NRT, and the weights determined

by HL-CI and NBO/NRT were similar. The values reported by NBO/NRT do not sum to

unity since other minor structures are also present (structures contributing less than 5%

are not shown). Normalizing the NBO/NRT values of major structures resulted in an even

closer agreement between HL-CI and NBO/NRT (within few percent), which is encouraging

considering that the former method is not based on a modern electronic structure software.

The NBO/NRT calculated contributions were found to be in satisfying agreement with the

previously published data.[49]

The structures proposed by RMG for the species in Table 3.2 were also those identified by

NBO/NRT as the major contributors, with three exceptions: (a) Cyclic resonance structures

were suggested by NBO/NRT to be important for HNO3, CH3N(O)NH, HN3, N2O, and NO2.

These cyclic resonance structures are a way of showing there is some interaction between

electrons on non-bonded atoms. To our knowledge, this weak interaction does not materially

affect which reactions are possible, so RMG ignores these structures. (b) Since RMG currently

allows expanded octet structures, hypervalance sulfur species have different representative
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structures than those determined by NBO/NRT. (c) For aromatic species, RMG’s use of

global structures to represent delocalization differs from the localized structures determined

by NBO/NRT. While the HL-CI method often failed to converge when solving the non-linear

equation system, it was nevertheless valuable in assessing relative structure contributions of

radical species, for which only total NRT BOs are available.

The resonance hybrid BOs calculated by NBO/NRT are in reasonable agreement with

RMG’s predictions. Both HSO and HSO3, which demonstrate the adjacent radical lone pair /

multiple bond shift pathway (Table 3.1), have bond orders of about 1.5 between the relevant

S and O atoms. This supports RMG’s proposed structures with an alternating single/double

S–O bond. Further support comes from visualizing the spin density of HSO, showing radical

characteristic on both S and O atoms (Fig. 3-10A). Likewise, the CH3CHNO analysis is in

agreement with a BO of ∼ 1 for the C–C bond and intermediate BOs for C–N and N–O.

Both NHCHO and CH2CC(O)OO(T) have higher BOs next to the more electronegative O

rather than C–N or C–C bonds, in agreement with the higher HL-CI weight ascribed to

the structures with the C=O bond. However, NBO/NRT ascribed a BO of 1.473 for the

O–O bond in CH2CC(O)OO(T), which is not reflected in the other methods. Moreover,

the OCNCO resonance hybrid shows a BO close to 1 for the C–N bond, in contrast to the

relatively high HL-CI weight ascribed to the respective structure with the localized C=N

bond (33.2%). Last, the vinoxy radical was previously reported to have BOs of 1.74 and 1.31

C–C and C–O, respectively, using NBO/NRT calculated at B3LYP/6-311++G(d,p).[50] The

present analysis, using an updated NRT algorithm implemented in NBO 6.0 and calculated at

B3LYP/6-311++G(3df,3pd) level, determined these BOs to be quite different: 1.02 and 2.02,

respectively. This discrepancy stems from an inaccurate analysis of an older NBO version

used in Ref [50] implementing a preliminary NRT algorithm. The soon-to-be-released NBO

7.0 software[51] determined these values to be 1.18 and 1.97, respectively, using B3LYP/6-

311++G(d,p).[52] The NBO 7.0 results support our NBO 6.0 analysis, both suggesting that

the localized C=O bond has a higher contribution to the resonance hybrid than the localized

C=C bond, in agreement with the HL-CI weights and experimental measurements.[53, 54]

The updated NBO 7.0 data also suggests a higher degree of delocalization.

The analysis in Table 3.2 supports the filtration heuristics discussed above. The NH2CHO,
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Figure 3-10: Spin densities of (A) HSO and (B) NO2 calculated using the NBO 6.0 population
analysis software[24] implemented in Q-Chem 4.4[25] at uB3LYP/6-311G++(3df,3pf), and
visualized using IQmol[26] using a 1% iso-value. Representative structures for these molecules
must account for the fact that the unpaired electron resonates over several atoms.

62



NO2 (Fig. 3-10B), OCNCO, and CH3CHNO species demonstrate the importance of including

structures with a higher charge separation degree. The importance of accounting for an

additional radical site by allowing a structure with larger charge separation is demonstrated

by visualizing the spin density of NO2 (Fig. 3-10B), where the radical density is clearly seen

on the N atom in addition to the O atoms. The electronegativity heuristic is also reflected in

the selection of the representative CH3CHNO structure with formal charges. The octet rule is

very important in selecting representative structures (including expanded octet for third-row

elements), as can be seen, for example, in the singlet H2NN case; octet-violating localized

structures such as NH2 –N are much less important than the double bonded structure with

formal charges, [NH2
+] –– [N– ].

The HL-CI method ascribed a low weight (∼ 5%) to the C––NO moiety of the resonance

structure with the radical localized on the O atom, which is predicted by RMG to be present

in contributing structures of CH3CHNO (Table 3.2) and CH2NO (not shown), for example.

In this sense, RMG might be considered conservative.

For aromatic species, we see a decent level of agreement, taking into account RMG’s

use of global structures. Benzene is a relatively trivial example, since the global structure

is simply the average of two potential assignments of double bonds. For naphthalene and

phenanthrene, while the exact localized structures predicted by NBO/NRT are not generated

by RMG, the Clar structures are essentially an average of those structures. For benzyl radical,

averaging the bond orders across all of the RMG-predicted structures gives BOs which are

reasonably close to those predicted by NBO/NRT. Accounting for the fact that the resonance

structures are not all equal contributors, it is possible to get even closer to the NBO/NRT

BOs. Finally, for benzyne, RMG includes both of the structures identified by NBO/NRT.

RMG is unaware of resonance structure weights. Ideally, knowledge of the relative struc-

ture weights is unnecessary during automated model generation, since the database is trained

(if enough relevant data is available) with experimental or calculated thermodynamic data and

reaction rates that already consider the physical electron delocalization. However, discrimi-

nating between "representative" structures and ignorable "non-representative" structures is

imperative for automatic model generation and is completely independent of being able to

estimate relative structure weights.
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If a species has no thermodynamic data from respective libraries, RMG will using the

group additivity approach[6] to estimate the thermodynamic properties. This procedure is

applied for all representative resonance structures of a species, and the dataset belonging

to the structure with the lowest ∆𝐻𝑜
𝑓 will be used for the species, as discussed elsewhere.[5]

Reaction rate estimates depend on matching templates of radicals, lone electron pairs, and

bonding patterns in the reacting structures. Since such localized electronic configurations are

affected by delocalization, it is crucial that RMG considers all major resonance structures

representing the resonance hybrid to capture important reactions. The algorithms presented

and validated herein successfully identified the representative resonance structures for a

variety of chemical systems of interest to gas phase kinetics, and therefore have an important

role in automated reaction mechanism generation.

3.5 Conclusions

This work presents an efficient and automated method for discovery of representative resonance

structures of arbitrary chemical species in the C/H/O/N/S system, recently implemented in

the Reaction Mechanism Generator (RMG) software.

Localized structures are generated using a fundamental set of resonance pathway types,

accounting for two- and three-atom systems as well as global approaches for aromatic species.

These pathways are applied to discover new localized chemical structures within a pre-defined

electronic search space based on atom types ascribed to elements. Since the number of

generated resonance structures is often relatively large, leading to an impractical algorithm

and the inclusion of unrealistic reactions, the structure list is filtered using the octet rule

(allowing dectet for third-row elements) along with formal-charge-related heuristics.

The representative structures identified by RMG were validated against two methods,

the Hückel-Lewis configuration interaction (HL-CI) and the Natural Resonance Theory

implemented in the Natural Bond Orbital software (NBO/NRT). These existing methods are

not convenient for automated mechanism generation for large kinetic models. The discussed

algorithm and both literature methods were found to be in satisfying agreement. With only

three exceptions (out of two dozen), the structures proposed by RMG were also the major
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contributors in the NBO/NRT analysis. For some non-cyclic species, a cyclic structure (i.e., a

structure with a significant bond-order between nominally non-bonded atoms) was identified

by NBO/NRT as having a significant contribution. Furthermore, currently RMG allows

expanded octet for third-row elements, in contrast to the suggested NBO/NRT structures.

The HL-CI method suggested that a the moiety C––NO with the radical site on the oxygen

atom, predicted as representative by RMG, has a relatively low (∼ 5%) contribution to the

resonance hybrid. Finally, the global structures used for aromatics contrasts with the basic

design of NBO/NRT. The above discrepancies are all acceptable, and the heuristic-based

predictions proved to be efficient and accurate enough for large scale automated model

generation.

The approach presented herein and implemented in RMG is essential for identification

of reactive sites and consequently reaction templates. Automatically discovering potential

localized structures along with filtration to identify the representative structures was shown

to be robust and relatively fast. This algorithm has also been made accessible online from

the RMG website (https://rmg.mit.edu/)[21] without any required installation to support

researchers and educators.
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Chapter 4

Improving parameter estimation for

polycylic species in RMG

4.1 Introduction

In modeling the chemistry of polycyclic aromatic hydrocarbons, there are two main aspects

which can significantly affect parameter estimation: aromaticity and ring strain. Correctly

capturing these effects is essential to accurately simulating these systems in automatic mech-

anism generation. Representation and handling of aromaticity in the Reaction Mechanism

Generator (RMG) software has been discussed previously in the context of resonance struc-

tures.[1, 2] However, ring strain is even more challenging to model given the limitations of

the 2D molecule representations which are common in cheminformatics and used almost

exclusively in RMG. As a result, there is no concept of 3D geometry or ring strain effects

aside from what might be implicitly encoded in thermochemistry or kinetics groups and data.

This lack of ring strain knowledge is often made readily apparent by the types of molecules

which may be generated by RMG. A sample of some infeasible polycyclic structures which

have been generated in the past is shown in Figure 4-1. The creation of these species and their

inclusion in the model can be attributed to failures in both thermochemistry and kinetics

estimation; the algorithm thinks that the reaction is sufficiently fast and the product is

sufficiently stable.

It’s not particularly surprising that this is an issue, given the enormous number of possible
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Figure 4-1: A selection of some infeasible polycyclic species which RMG generates.

cyclic structures and the generally greater complexity associated with them compared to

acyclic structures. Figure 4-2 compares the number of possible trees (i.e., acyclic graphs)[3]

to the number of possible connected graphs[4] as a function of the number of nodes. This

provides a useful illustration to give an order of magnitude approximation of the number of

linear vs. cyclic molecules. From this we can see the number of possible cyclic structures

quickly surpasses the number of acyclic ones.
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Figure 4-2: Total number of trees (i.e., acyclic graphs) compared to all connected graphs as
a function of the number of nodes. The difference between the two represents the number of
graphs with at least one cycle.

However, only a small fraction of all possible cyclic molecules will be chemically significant.

If a naïve computer program were used to generate molecular structures, limited only by basic

understanding of bonding and valence limits (e.g.„ RMG without good data), generation of

unstable structures like those shown in Figure 4-1 would quickly overwhelm computational

capacity. In order to properly identify only important species, RMG must have accurate
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thermochemistry and kinetics estimation. Thus, improvements in both areas are needed to

reduce the number of infeasible polycyclics predicted by RMG.

4.2 Ring perception

Before actually reaching the parameter estimation stage, one of the first considerations when

working with cyclic molecules is how to identify cycles or rings. This ring perception task is a

well explored problem in graph theory. Although the definition of a ring is very clear (a set of

connected vertices/atoms which form a closed loop), there are many ways to define a list of

rings in a given graph. Previously, the only ring perception algorithm implemented in RMG

was a method for finding the smallest set of smallest rings (SSSR), also called the minimal

cycle basis set. The idea of this particular ring set is to find the minimal set (i.e., involving

the fewest atoms/bonds) of linearly independent rings which can span the entire graph. In

other words, all possible rings in the graph can be constructed by some linear combination of

rings in the SSSR.

The SSSR is very commonly used in cheminformatics for identifying rings in molecules

and is also implemented in RDKit[5], OpenBabel[6], and the CDK[7] in addition to RMG.

However, one major problem with the SSSR is that it can be non-deterministic in cases

where there are multiple candidate rings which are the same size. A common example here

is cubane, shown in Figure 4-3. The correct SSSR for cubane includes only five of the six

potential rings, since the last ring can be obtained from a linear combination of the other

five. The SSSR implmentation in RMG was actually an incomplete implementation of an

algorithm proposed by Fan et al.[8] As a result, RMG would only return four of the six rings.

Figure 4-3: Six smallest rings of cubane. The SSSR is comprised of five out of the six. The
SSSR algorithm in RMG only returns four of the expected five.

The main issue with a non-deterministic ring set like the SSSR is that the seemingly

simple question of “How many rings is this atom a part of?” can have different answers
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depending on the exact set of rings which are returned. Here, there were two goals: first to

fix or replace the existing SSSR algorithm in RMG to return the correct result for species

like cubane, second to find a different cycle set which would be deterministic and give a more

representative result. For the second goal, the set of relevant cycles (RC), also known as the

set of K-cycles was identified as a better option.[9] The set of relevant cycles is comprised of

the union of all possible SSSR, meaning that it eliminates the non-determinism of the SSSR.

In the case of cubane, the RC includes all six possible rings. It is also implemented as the

largest set of smallest rings (LSSR) in OpenBabel.

A newer algorithm for enumerating the SSSR was proposed by Figueras,[10] shown to

be faster than the older algorithm by Fan et al.[8] by using a breadth-first search algorithm.

An initial implementation of the new algorithm was completed, before discovering that the

algorithm itself would return incorrect results in certain cases, as noted by Berger et al.[11]

Berger also reviewed a number of other algorithms for generating a various types of cycle sets

in the context of chemical structures, including known cases for which each algorithm would

produce incorrect results. For generating the set of relevant cycles, an algorithm by Vismara

[12] has been well-received for its speed and accuracy. An extension of Vismara’s algorithm

had already been implemented as part of the RingDecomposerLib (RDL) package.[13]

Specifically, RDL is based on a slightly different concept called the Unique Ring Families

(URFs) proposed by Kolodzik et al.[14] The basic idea is to identify at a higher level “families”

of rings which align more closely with chemically intuitive understanding of the rings present

in a molecule. Each URF is comprised of RCs which have the same size, share some number of

bonds, and can be inter-converted via XOR operations with smaller RCs. From these URFs,

both the SSSR and set of RC can be readily identified. As such, the RDL package provided

the exact functionality which was needed by RMG. The code is written in C with a Python

wrapper, which made integration into RMG very straightforward. Currently, RMG only uses

RDL for calculating SSSR and RC; however, future integration of more URF features would

be straightforward to implement and potentially valuable.

In addition to improved accuracy and reliability over the old SSSR implementation, RDL

also provides improved performance and scaling. Figures 4-4–4-7 compare the performance of

the old SSSR method and the new SSSR and RC methods which call RDL. In general, RDL
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is much faster at computing these cycle sets, and scales almost linearly with the number of

rings in the molecule, while the original SSSR implementation scales roughly exponentially.

However, Figure 4-7 shows how performance changes for a set of cases where the RC behaves

poorly. Figure 4-8 shows a sample molecule in the series used for the test. While the SSSR

for this molecule includes all eight cyclohexane rings and one of the 24-membered rings going

around the entire molecule, the RC includes all 256 potential paths for the 24-membered ring.

This results in the much worse scaling for enumerating the RC compared to the SSSR.
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Figure 4-4: Performance comparison of ring enumeration methods for linearly fused cy-
clohexane rings (e.g., cyclohexane, decalin, etc.). Vertical axis shows total run time for
100 consecutive calls. Each data point is also averaged over 10 trials. The previous SSSR
algorithm is denoted get_smallest_set_of_smallest_rings_old, while the other two use
RDL.

4.3 Thermochemistry estimation

For thermochemistry, others have worked on improving estimation of ring strain for group

additivity estimates as well as completely new approaches using convolutional neural networks.

In standard group additivity (GAV), ring strain corrections can be applied by matching

the full molecule to a single group. The most specific correction matching the molecule will

be applied, but if there are no matching groups, zero correction is applied. As an extension of

this base GAV method, RMG now uses heuristic methods shown in Figure 4-9(a) to estimate
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Figure 4-5: Performance comparison of ring enumeration methods for connected cyclohexane
rings (e.g., cyclohexane, bicyclohexyl, etc.). Vertical axis shows total run time for 10
consecutive calls. Each data point is also averaged over 10 trials. The previous SSSR
algorithm is denoted get_smallest_set_of_smallest_rings_old, while the other two use
RDL.
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Figure 4-6: Performance comparison of ring enumeration methods for spiro fused cyclohexane
rings (e.g., cyclohexane, spiro[5.5]undecane, etc.). Vertical axis shows total run time for
10 consecutive calls. Each data point is also averaged over 10 trials. The previous SSSR
algorithm is denoted get_smallest_set_of_smallest_rings_old, while the other two use
RDL.
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Figure 4-7: Performance comparison of ring enumeration methods for spiro fused cyclohexane
rings where the rings form a larger ring (e.g., Figure 4-8). Vertical axis shows total run
time for 10 consecutive calls. Each data point is also averaged over 10 trials. The previous
SSSR algorithm is denoted get_smallest_set_of_smallest_rings_old, while the other two
use RDL.

Figure 4-8: Example of a worst case molecule for enumerating relevant cycles. Adapted from
Kolodzik et al.[14]
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ring strain in polycyclic molecules if there is not a group which matches the full molecule.[15]

The method uses a database of calculated ring strain values for selected bicyclics. In cases

where there is no exact match for a bicyclic structure, RMG uses a separate heuristic to

estimate it, shown in Figure 4-9(b). The key benefit of this approach is that a polycyclic

molecule is guaranteed to get a ring strain correction, although its accuracy may vary.

= + –

= – – + +

(a)

(b)

Figure 4-9: (a) Bicyclic decomposition method to predict ring strain of large polycyclics. (b)
Heuristic to estimate bicyclic ring strain for unknown bicyclics.

This heuristic approach assumes that ring strain contributions from bicyclic substructures

are independent, which is a decent approximation in most cases of linear polycyclics like the

one in Figure 4-9. However, the majority of polycyclic species are fused polycyclics which

are poorly captured by bicyclic decomposition because of the extra strain experienced by

the central atom which is part of all three rings. Additionally, modeling polycyclic aromatic

hydrocarbon formation generally leads to the formation of unsaturated polycyclics, which

have unique ring strain which is often poorly captured by the second heuristic.

A completely different approach using machine learning has also been implemented

in RMG.[16] The machine learning estimator (MLE) uses graph convolution to convert

molecular graphs into a fingerprint, which is then used in a standard feed-forward neural

network to estimate thermochemistry. The neural network was first trained on a database of

thermochemistry calculated at DFT levels, and transfer learning was then used to learn from

a smaller dataset calculated using CCSD(T)-F12.

One benefit of group additivity and the polycyclic heuristic is that improving the estimate

for a specific polycyclic structure is very straightfoward. Throughout the course of building

various models, many polycyclic structures were discovered to be consistently generated by

RMG despite seeming unstable. In almost all cases, the primary reason was poor thermo

estimates resulting in excessively low enthalpies of formation, which let RMG to believe that

76



the molecules were more stable than in reality. The solution was to calculate thermochemistry

for these species and create new polycyclic corrections. These species are summarized in

Table 4.1 along with a comparison of ∆𝐻𝑓,298 values estimated by GAV and the machine

learning estimator and calculated using CBS-QB3.

GAV estimates generally underestimate the enthalpy of these species as expected, although

it does overestimate the enthalpy by a substantial amount for species 7. MLE performs

similarly and tends to underestimate enthalpy, but its performance relative to GAV is

unpredictable. For some species, it does better, and for others, it does worse. This illustrates

one downside of the MLE, namely that the estimation method is very non-transparent, and it

is unclear exactly what contributes to a particular estimate. Additionally, the poor estimates

for these particular species can likely be attributed to the absence of similar species from

the training set. Compared to GAV, it seems that MLE could be worse at extrapolating

to species outside of the training set. However, the MLE can be continuously improved by

adding new data to the training set (such as these calculations) and re-training the model,

which will improve future estimates.

The new polycyclic group additivity corrections fitted from these calculations are provided

in Table 4.2. The labels are simply identifiers used when adding these entries to the RMG-

database. Roughly speaking, the ‘s’ numbers indicate number of shared atoms between

rings, the plain numbers indicate sizes of those rings, and the remaining descriptors identify

unsaturated bonds. With the addition of these corrections to the database, GAV estimates

for the molecules shown in Table 4.1 are now identical to the calculated values. Additionally,

species with the exact same cyclic core structure (e.g., molecules with radicals or side chains)

also benefit from the corrections.

However, while this approach of adding new ring strain corrections works well on a case

by case basis, it does not significantly improve the prediction accuracy for polycyclics in

general. It would be theoretically possible to implement a tricyclic decomposition method,

but complexity of such a method would increase substantially. Determining how to decompose

a complex polycyclic structure into tricyclic components would be non-trivial, and would

have the complicating factor that two tricyclic components could overlap by either one or

two rings. Enumerating and calculating data for potential tricyclic substructures would also
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Table 4.1: Comparison of GAV, MLE, and CBS-QB3 values for ∆𝐻𝑓,298 of selected strained
polycyclic species.

∆𝐻𝑓,298 (kcal/mol)
Species GAV MLE CBS-QB3

1 61.9 69.9 143.8

2 60.6 71.8 71.4

3 64.6 61.3 83.0

4 92.2 106.1 123.5

5 97.4 103.3 97.3

6 91.6 102.1 132.4

7 210.3 151.8 168.8

8 66.2 57.1 80.3

9 65.5 69.7 87.8

10 66.7 66.6 79.4

11 48.0 59.6 74.9

12 61.0 52.4 74.8

13 40.6 41.0 161.9

14 69.8 61.1 176.2

15 95.0 64.4 177.9

78



Ta
bl

e
4.

2:
F
it

te
d

gr
ou

p
ad

di
ti

vi
ty

ri
ng

st
ra

in
co

rr
ec

ti
on

s
fo

r
se

le
ct

ed
st

ra
in

ed
po

ly
cy

cl
ic

sp
ec

ie
s.

∆
𝐻

𝑓
,2
9
8

∆
𝑆
2
9
8

𝐶
𝑝

(c
al
/m

ol
K

)
La

be
l

(k
ca

l/
m

ol
)

(c
al
/m

ol
K

)
50

0
K

60
0

K
70

0
K

80
0

K
90

0
K

10
00

K
15

00

1
s3

_
5_

5_
tr

ie
ne

10
3.

17
0

67
.3

92
-7

.6
43

-8
.9

11
-8

.9
48

-8
.3

25
-6

.7
10

-5
.4

27
-4

.1
53

2
s4

_
6_

6_
ba

rr
el

en
e

19
.0

66
49

.6
25

-6
.5

25
-4

.6
19

-3
.4

37
-2

.5
96

-1
.8

14
-1

.7
08

-1
.9

04
3

s2
_

4_
4_

en
e_

2
80

.0
45

60
.5

55
-5

.4
63

-5
.5

77
-5

.4
48

-4
.7

96
-4

.0
53

-3
.6

93
-2

.8
50

4
s2

_
4_

4_
di

en
e_

1_
3

96
.5

67
67

.3
09

-6
.3

87
-6

.4
61

-6
.2

18
-5

.5
81

-4
.5

92
-4

.1
93

-3
.4

43
5

s2
_

4_
4_

di
en

e_
1_

4
65

.1
33

65
.0

27
-6

.4
90

-5
.3

14
-4

.6
53

-4
.0

48
-3

.3
23

-3
.2

48
-2

.9
34

6
s2

_
4_

4_
di

en
e_

2_
5

10
6.

08
5

65
.3

91
-4

.9
42

-6
.1

78
-6

.3
29

-5
.7

79
-4

.8
91

-4
.5

28
-3

.4
55

7
s2

_
4_

4_
tr

ie
ne

_
1_

4_
m

11
8.

45
3

76
.0

77
-1

.3
80

-3
.1

76
-4

.0
85

-4
.3

86
-4

.6
85

-4
.7

12
-5

.9
13

8
s2

_
s2

_
6_

6_
3_

be
n_

en
e

49
.8

58
57

.2
09

-6
.0

78
-6

.6
36

-6
.7

74
-6

.1
70

-4
.8

69
-3

.6
77

-2
.5

20
9

s2
_

s2
_

s2
_

6_
5_

5_
be

n_
di

en
e1

31
.6

13
54

.9
52

-7
.0

94
-6

.4
39

-6
.0

29
-5

.4
10

-4
.4

01
-3

.2
68

-1
.8

04
10

s2
_

s2
_

s2
_

6_
5_

5_
be

n_
di

en
e2

27
.6

06
67

.1
24

-7
.7

26
-7

.7
42

-7
.5

68
-7

.1
71

-6
.0

48
-4

.9
88

-3
.8

87
11

s2
_

s2
_

s2
_

6_
5_

5_
di

en
e_

en
e_

en
e1

15
.0

48
90

.4
57

-1
3.

88
0

-1
3.

48
4

-1
2.

67
3

-1
1.

40
4

-8
.8

98
-6

.8
38

-4
.9

17
12

s2
_

s2
_

s2
_

6_
5_

5_
di

en
e_

en
e_

en
e2

20
.0

95
90

.8
93

-1
4.

11
7

-1
4.

90
0

-1
4.

46
7

-1
3.

11
3

-1
0.

29
2

-7
.8

92
-5

.4
81

13
s2

_
s2

_
s3

_
6_

6_
5_

be
n_

en
e

13
2.

10
5

58
.7

08
-6

.4
50

-5
.7

45
-5

.4
24

-5
.1

74
-4

.4
23

-3
.6

07
-2

.5
36

14
s2

_
s2

_
s3

_
6_

6_
5_

di
en

e_
di

en
e

11
7.

33
2

83
.4

03
-1

1.
16

6
-1

2.
16

8
-1

1.
64

2
-1

0.
22

3
-7

.5
67

-5
.8

20
-4

.4
12

15
s2

_
s2

_
s3

_
6_

6_
6_

be
n_

tr
ie

ne
10

5.
47

5
58

.7
25

-7
.2

45
-7

.0
52

-6
.4

42
-5

.6
61

-4
.2

96
-3

.1
90

-3
.0

03

79



be much more difficult than it was for bicyclics simply due to the larger number of possible

structures.

4.4 Kinetics estimation

4.4.1 Ring membership

Kinetics estimation in RMG uses rate rules which are associated with group definitions,

typically focused on describing the reacting site in the molecule. As such, structural informa-

tion contained in kinetics groups is often limited to descriptions of the local environment,

unlike the polycyclic group additivity corrections which are matched to the global structure

of the molecule. Therefore, it can be challenging to distinguish rate rules for linear and

cyclic molecules without writing elaborate groups which effectively define the entire molecule.

For example, the two reactions in Figure 4-10 share the same substructure relevant to the

intramolecular cyclization reaction. Although they would be expected to have very different

reaction rates in reality, they would most likely match the same group in the kinetics tree

and be assigned the same rate.

(a)

(b)

Figure 4-10: Two reactions with identical sub-structures but very different rates.

Therefore, a method to introducing information about global structure to the local group

definitions has the potential to substantially improve rate estimates in such cases. There are

numerous directions in which this could be taken, with varying levels of complexity in how

much information is stored and how it is used. As an initial step, a simple attribute indicating

whether each atom is part of a ring was implemented to provide more global context at an

atom level. In the example above, such an attribute would enable straightforward distinction

between the substructures of the two reactants.
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In terms of implementation, the ring membership attribute was attached to the Atom and

GroupAtom classes, such that each atom in a molecule would be associated with a value for

whether or not it was part of any ring. The second necessary step was adding support for

reading and writing the attribute in group adjacency lists, which enables defining groups with

specific ring membership requirements. This was accomplished by extending the existing

adjacency list syntax with a new optional parameter, prefaced by the ‘r’ key, as shown in

Figure 4-11. This increases the amount of information which can be encoded in a group

definition, thereby improving their flexibility and specificity.

# No ring specification, equivalent to wildcard
1 C u0 p0 c0 {2,S} {3,S} {4,S}
# Carbon not in any rings
1 C u0 p0 c0 r0 {2,S} {3,S} {4,S}
# Carbon in at least 1 ring
1 C u0 p0 c0 r1 {2,S} {3,S} {4,S}

Figure 4-11: Examples of the new ring attribute in the RMG’s adjacency list format.

The current implementation was specifically designed to be easily extensible in the future.

The potential next step may be to convert the attribute from a boolean value to an integer

indicating the number of rings which an atom is a member of. Additionally, size information

about the ring(s) which the atom is in could be encoded as well.

4.4.2 Intramolecular addition

With the implementation of the new ring perception algorithms and the ring attribute

based on membership in the set of RC, the next step was to apply it to reaction fami-

lies. In this case, the reactions of interest were the intramolecular cycloaddition families,

Intra_R_Add_Endocyclic and Intra_R_Add_Exocyclic, shown in Figure 4-12. These

two families differ by which side of the double bond the radical attaches to, which is very

important for linear compounds. In cases where the double bond is on a ring, the template

can match in either direction around the ring, leading to duplicate reactions between the two

families.
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Intra_R_Add_Endocyclic

Intra_R_Add_Exocyclic

Figure 4-12: Reaction templates for Intra_R_Add_Endocyclic (top) and
Intra_R_Add_Exocyclic (bottom).

Initially, the primary focus was to reduce the number of duplicate reactions generated

for cyclic species by manually restructuring the group trees using the ring attribute. To do

so, more groups were designed specifically for differentiating linear and cyclic structures. A

portion of the original backbone tree for Intra_R_Add_Endocyclic is shown in Figure 4-13.

This tree describes the main templates which are used to generate the reactions. The first

level of the tree defines the distance between the radical site and the multiple bond, and

deeper levels define the types of bond along that chain. For example, R4_S_D is a template

where the radical atom is two single bonds away from the double bond which it will attach to.
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Figure 4-13: Selected portion of the original group tree for Intra_R_Add_Endocyclic.
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Figure 4-14: Selected portion of the new group tree for Intra_R_Add_Endocyclic.
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First, to ensure that Intra_R_Add_Endocyclic and Intra_R_Add_Exocyclic would

be mutually exclusive when generating reactions for cyclic species, forbidden structures were

added to Intra_R_Add_Exocyclic in order to force all species with the multiple bond on a

ring to react in Intra_R_Add_Endocyclic. The ring attribute greatly simplified this task,

requiring only three forbidden structures (as a result of different labeling options) to cover all

possible cyclics. An early attempt without the ring attribute required manual enumeration

of all possible ring sizes and labeling possibilities.

In Intra_R_Add_Endocyclic, more groups were added for cyclic structures o improve

differentiation between rates for linear and cyclic species. For each backbone length, the

previous linear groups were placed under a new node called Rn_linear, where n corresponds

to the backbone length. A sibling node was then created called Rn_cyclic containing

templates for cyclic cases. One of the challenges in creating these templates was that none

of the cyclic templates could be subgraph isomorphic to each other since they involved

different ring sizes or labeling. Thus, the Rn_cyclic group itself had to be a pseudo-template

consisting of the union of all of its children (in RMG syntax, an OR group). To briefly explain

the naming syntax for one of these cyclic groups, Rn2c4_beta is has a four membered ring

(c4) with the radical site two atoms away (n2) attacking the second atom in the ring (beta,

counting from the ipso site). Groups were created for ring sizes from 3 to 8, with side chain

lengths from 0 (radical on the ring) to 5.

Leave-one-out cross-validation was performed on the Intra_R_Add_Endocyclic family

to compare performance before and after restructuring. In short, an estimate for each training

rate was obtained by removing the training point from the tree, re-averaging the tree, and

estimating the rate for the training reaction. Figure 4-15 shows the performance before and

after this restructuring, with the same set of training data. We see that prediction accuracy

was actually slightly reduced by the restructuring, with the mean absolute error (MAE) in

log10(𝑘) increasing from 0.992 to 1.056. A possible explanation for this is that almost all of

the training reactions at this point were for linear species. Therefore, the original tree, which

was designed specifically for linear species, performed slightly better.

Following the restructuring, efforts were put into adding more training data to the

Intra_R_Add_Endocyclic family, with a focus on reactions relevant to polycyclic aromatic
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Figure 4-15: Leave-one-out performance for Intra_R_Add_Endocyclic before (left) and
after (right) tree restructuring using ring attribute.

hydrocarbon formation. The left plot in Figure 4-16 shows the prediction accuracy for the

newly added training reactions, i.e., how well the old tree estimated rates of the new reactions.

The right plot shows the leave-one-out performance after adding the new reactions into the

training set. With the additional training, the MAE is reduced from 2.596 to 2.090. There is

a clear improvement in the prediction accuracy when the new cyclic reactions are used to

train the tree.
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Figure 4-16: Prediction accuracy for new cyclic training reactions before training (left) and
leave-one-out performance after training (right) in Intra_R_Add_Endocyclic.

However, the overall error in predictions is substantially worse when compared to the

performance for linear reactions as shown in Figure 4-15. This suggests that the a priori

design of the tree based on molecular structure considerations was not well-suited for the

actual data for cyclic species. Another contributing factor is that the spread in the distribution

of rates was greatly increased with the addition of new training reactions, which covered a
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wider chemical space. The distributions of the old and new training reactions are shown in

Figure 4-17, where we can see that the new training reactions span many more orders of

magnitude. Thus, training an estimator to cover the expanded data set is inherently more

challenging.
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Figure 4-17: Distribution of reaction rates for original set of training reactions (left) and
newly added training reactions (right).

One comparison which is not shown here is the performance of the original tree in

estimating the rates of all of the new training reactions. The primary reason is that the old

tree was not able to estimate a large portion of the new training reactions due to the group

definitions being too specific and not including the species involved in the new templates.

Thus, without modifications, the reactions which could be estimated by the old tree would be

more chemically similar to the original training set. On the other hand, if the tree were to be

modified to enable estimation of the new training reactions, the required modifications would

be substantial enough for the comparison to be a poor representation of the original tree.

A new feature which has been added to RMG is the capability of automatically generating

kinetics trees. The basic idea to create a decision tree based on a pool of training data in the

form of reactions and their associated rates. Starting with a generic reaction template, the

algorithm can gradually increase the specificity of the template by creating extensions such

as adding an atom or a bond. It then chooses which extension to use at each level of the tree

based on how well it splits the set of training data. The algorithm then fits a Blowers-Masel

interpolant to the reactions at each node in the tree, which incorporates the enthalpy of

reaction as another parameter for estimating the rate coefficient.

In some ways, this approach can be seen as being in between manually generated kinetics
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trees and non-transparent machine learning approaches like neural networks. The types

of allowable extensions are predefined and based on chemical structure changes which are

very intuitive to understand, but the actual process of building the tree relies on unbiased,

numerical algorithms which can optimally design the tree for the available training data.

Using this feature, the Intra_R_Add_Endocyclic tree was completely regenerated, using

all of the training reactions. Figure 4-18 shows the leave-one-out cross-validation performance

of the automatically generated tree, with and without use of the ring attribute. An important

note here is that this validation method is slightly different from that used for the old-style

trees. With the old-style trees, the rate rule generated from a given training reaction is

first removed, the tree is re-averaged, and then an estimate is generated for the reaction.

With auto-generated trees, the Blowers-Masel fitting replaces tree averaging. Thus, for the

leave-one-out test, only the Blowers-Masel function at the matched node is re-fitted after

removing the rule corresponding to the training reaction.
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Figure 4-18: Leave-one-out performance for Intra_R_Add_Endocyclic with new cyclic
training reactions and new automatically generated tree with ring attribute (left) and without
ring attribute (right).

We see that the MAE with the ring attribute is 1.823, and the MAE without is only

slightly higher at 1.853. Compared to Figure 4-16, this demonstrates that the automatic

tree generation algorithm is more effective than manual tree generation. However, the MAE

is still much larger than the base case with fewer training reactions in Figure 4-15. When

using the ring attribute, the first split which the algorithm identified was specifying the ring

attribute. This implies that after evaluating all of the potential ways to extend the base

reaction template, the ring attribute performed the best in reducing the variance in the
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resulting child nodes. This confirms the intuition that the presence of an existing ring has a

substantial effect on the rate of ring closure. When the algorithm was not allowed to use the

ring attribute, the first split was to add a new atom to the template.

4.5 Conclusions

This work highlights some challenges and solutions to modeling polycyclic species in RMG.

The primary contributor to these challenges in both thermochemistry and kinetics estimation

is the lack of knowledge about ring strain and 3D geometry in general. One fundamental task

necessary to working with cyclic species is being able to properly identify the rings in the

molecule. While there are many possibilities for defining cycle sets, two of the most common

are the SSSR and RC. New algorithms were implemented for both by interfacing RMG with

the RingDecomposerLib, which enumerate both cycle sets faster and with better scaling than

the previous SSSR method in RMG.

For thermochemistry estimation, both group additivity with the polycyclic heuristic and

new machine learning estimator were shown to perform poorly for highly strained polycyclic

species which are substantially different from molecules used in the training set. In general,

both methods tend to under-predict enthalpy, which results in the over-representation of such

species in RMG molecules. As a solution, new polycyclic group additivity values were fitted

to calculated thermochemistry data for these species, at the CBS-QB3 level of theory. These

calculations can also be incorporated into the training set for the machine learning estimator

to improve future predictions.

For kinetics estimation, a new ring membership attribute was implemented in order to

encode global structural information at an atom level. Using the new attribute allowed the

Intra_R_Add_Endocyclic family tree to be redesigned to reduce generation of duplicate

reactions and improve differentiation of linear and cyclic groups. However, leave-one-out

cross-validation showed that the new tree performed slightly worse than the previous tree

for the original set of mostly linear training reactions, indicating the limitations of manually

designing a tree based on chemical intuition. Addition of more training reactions for cyclic

molecules further reduced the performance of the family, most likely due to the wider chemical
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space being considered. Automatic tree generation out-performed the manually designed

tree, providing the best accuracy for the full set of training reactions. Additionally, the first

split identified by the algorithm was defining the ring membership attribute, confirming its

importance in determining the rate.
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Chapter 5

Reaction Mechanism Generator v3.0:

Advances in automatic mechanism

generation

5.1 Introduction

Detailed chemical kinetic modeling is continuing to gain interest as an approach to study

reactive chemical systems, ranging in application from combustion and pyrolysis of fuels to

degradation of active pharmaceutical ingredients. This growth can be attributed to a combi-

nation of demand for studying increasingly complex chemistries and supply of computational

power and quantum chemistry capabilities. By taking advantage of these computational

resources, automatic mechanism generation tools are able to systematically enumerate and

evaluate potential chemical pathways, reducing the chance of human error or bias. This is

largely a data-driven task, requiring good estimation algorithms for thermochemical and

rate parameters, which in turn rely on accurate training data from experiments or quantum

chemistry calculations.

The Reaction Mechanism Generator (RMG) software has been in development for over

a decade, with the current Python version (RMG-Py) having begun development in 2008.

RMG-Py v1.0 was previous described in 2016 [1], and development has continued rapidly since.
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Here, we are excited to present RMG-Py v3.0, which brings many new features including

Python 3 compatibility, heterogeneous catalysis modeling, and new parameter estimation

algorithms. With these and other improvements, the codebase has doubled to over 120,000

lines of Python code. Many new developments have been focused on improving heteroatom

chemistry, including nitrogen and sulfur, and aromatic chemistry, to study formation of

soot and coke. RMG has recently been used successfully to model ethylamine pyrolysis,[2]

di-tert-butyl sulfide pyrolysis,[3] hexylbenzene pyrolysis,[4] effect of substituted phenols on

ignition delay,[5] and PAH formation in methane oxidation.[6]

The structure and concept behind RMG has been described previously,[1] so only a brief

overview will be given here. RMG is a tool for automatically constructing detailed chemical

mechanisms which is largely comprised of three components:

1. a cheminformatics framework for representing molecules, reactions, and various data

classes for thermochemistry and kinetics

2. a database and parameter estimation framework for predicting thermochemistry and

kinetics parameters

3. a mechanism construction framework, primarily using a flux-based species selection

algorithm, including functionality for automatic construction of pressure-dependent

networks.

RMG uses a core/edge reaction model, where the core contains species and reactions which

have already been identified as being important and the edge contains species and reactions

which are under consideration. In each iteration, RMG will identify one or more species to

move from the edge to the core based on a homogeneous batch reactor simulation, and then

generate new reactions between the new species and other species in the core. The model

is considered converged when no edge species exceed the tolerance for selection. The latest

release of RMG includes updates across all three components to expand modeling capabilities

and improve accuracy, robustness, and performance.
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5.2 New features

5.2.1 Python 3 compatibility

Until this release, RMG-Py has always been only Python 2 compatible. Python 3 was

first released at the end of 2008, around the same time as RMG-Py development started.

Despite that, Python 2 remained more widely-used until the last few years.[7] The official

end-of-life for Python 2 is January 1, 2020, which strongly motivated the transition to Python

3. In addition, many software packages have ended Python 2 support in their latest releases,

including RMG dependencies such as RDKit[8] and Cantera[9]. As such, we chose to also

transition to Python 3 with this release of RMG-Py.

The transition for RMG-Py included many steps. The first step was ensuring that Python

3 versions of all of our dependencies were available. This was straightforward for widely-used

packages since all of them already supported Python 3. However, some packages developed by

our group also had to be updated with Python 3 support, namely PyDAS and PyDQED.[10,

11] The second step was making the necessary changes in RMG-Py to enable Python 3

compatibility. This was relatively straightforward with the aid of packages to automate this

transition, like python-future. In the final step, we took this opportunity to standardize

function names throughout our API to comply with PEP-8 recommendations, effectively the

official Python style guide. In total, transition tasks took approximately 500 developer hours

to complete.

With the v3.0 release, RMG-Py is now fully compatible with Python 3.7. The Python

2 version of RMG-Py will no longer be actively supported, although a legacy version will

be made available for users. Of course, installation of the newest Python 3 version is

recommended.

5.2.2 Heterogeneous catalysis

RMG v3.0 also introduces support for generating heterogeneous catalysis models, which

was previously developed independently as the RMG-cat project.[12] This feature involved

additions to all aspects of the model generation process.
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Molecule representations have been extended to include catalyst sites, which are repre-

sented as a generic “X” element. New bond types have been implemented to represent the

metal-adsorbate bond, including Van der Waals bonds (internally represented with a bond

order of 0) and quadruple bonds (e.g., for adsorption of a carbon atom). These extend the

existing single, double, triple, and benzene bond orders.

Thermochemistry estimation has been expanded to estimate parameters for surface species

by applying adsorption corrections. For a given surface species, the metal first removed to

obtain an estimate for the gas-phase species using existing methods (e.g., group additivity

or libraries), then an adsorption correction is determined from a group additivity tree and

added to the gas-phase value. Thermo libraries are also supported for surface species. By

default, RMG uses binding energies for Pt(111), but energies for an arbitrary catalyst can be

specified in the input file (Figure 5-1). Adsorption corrections are then scaled appropriately

based on the specified binding energies.

catalystProperties(
bindingEnergies={

'H': (-2.479, 'eV/molecule'),
'O': (-3.586, 'eV/molecule'),
'C': (-6.750, 'eV/molecule'),
'N': (-4.352, 'eV/molecule'),

},
surfaceSiteDensity=(2.72e-9, 'mol/cm^2'),

)

Figure 5-1: Example input file block for specifying catalyst properties.

Kinetics estimation has been expanded with new families (detailed in Section 5.4.2) for

estimating various types of surface reactions, such as adsorption and dissociation. To support

these surface reactions, new data classes have also been added for surface rate constants

(SurfaceArrhenius and SurfaceArrheniusBEP for Bronsted-Evans-Polanyi relationships)

and sticking coefficients (StickingCoefficient and StickingCoefficientBEP).

Surface simulations require use of the new SurfaceReactor which has been added. This

module performs the reactor simulations necessary for the flux-based algorithm for model

growth. It is modeled as a zero-dimensional, isothermal, isochoric batch reactor which tracks
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surface coverage in addition to gas-phase mole fractions. User specification of surface area to

volume ratio and surface site density are required.

For surface jobs, RMG will output separate gas- and surface-phase Chemkin mechanism

files along with a single Cantera mechanism file.

5.2.3 Uncertainty analysis

Beyond generating chemical mechanisms, RMG also provides some features for model analysis.

Previously, local first-order sensitivity analysis was available to calculate sensitivities of species

concentrations to thermochemistry and rate constants. New methods for both local and global

uncertainty analysis have been implemented in RMG.[13] Local uncertainty analysis builds on

those first-order sensitivity by incorporating estimated uncertainties for thermochemical and

rate parameters to obtain uncertainties for species concentrations. Global uncertainty analysis

uses the MIT Uncertainty Quantification Library (MUQ 2)[14] to construct polynomial chaos

expansions (PCEs) based on reactor simulations at random points within the uncertainty

space of the input thermochemical and rate parameters. Reactor simulations are performed

using Cantera.[9] A key feature of the RMG uncertainty module is the ability to track

correlated uncertainties in model input parameters, such as correlations arising from group

additivity estimates for thermochemistry and rate rule estimates for rate coefficients. This

can have significant effects on uncertainty propagation and the resulting uncertainties on

output parameters.

Uncertainty analysis can be requested via the RMG input file, which will lead to it

being performed upon completion of model generation. Using uncertainty analysis does

require that sensitivity analysis settings also be provided, since sensitivity analysis is required

part of local uncertainty analysis. Local uncertainty analysis is also used to determine the

parameters to vary for global uncertainty analysis, in order to minimize computational cost.

For global analysis, PCE fitting can be controlled by specifying either a maximum runtime,

error tolerance, or maximum number of model evaluations. Jupyter notebooks are also

available for interactive use of these features. These new tools can provide insights beyond

first-order sensitivity analysis to aid in the model development process.
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uncertainty(
localAnalysis=True,
globalAnalysis=True,
uncorrelated=True,
correlated=True,
localNumber=10,
globalNumber=5,
pceRunTime=1800,
pceErrorTol=None,
pceMaxEvals=None,

)

Figure 5-2: Example input file block for requesting uncertainty analysis.

5.2.4 Ranged reactors

In RMG, the reaction conditions of interest (i.e., temperature (T), pressure (P), composition

(X)) are provided by defining reactors in the input file. RMG supports three reactor types for

mechanism generation, distinguished by the phases involved: SimpleReactor for gas phase,

LiquidReactor for liquid phase, and the new SurfaceReactor.

Ranged reactors are a new feature in RMG v3.0 to simplify the task of specifying a range

of initial conditions. Because RMG uses a flux-based algorithm for identifying important

species and reactions, the reactor conditions used to generate a model directly affect the

conditions at which the model is applicable. Previously, the recommended approach for

building a model applicable at a range of conditions was to define multiple reactors spanning

the space of conditions of interest. For example, if the goal was to develop a model valid for

temperatures from 1000 K to 200K and pressures from 1 bar to 10 bar, the user may need to

define 10 reactors with all combinations of 𝑇 = {1000, 1200, 1400, 1600, 1800, 2000} K and

𝑃 = {1, 10} bar. This can be annoying to the user, and risks missing important chemistry

which may occur in between the chosen points.

With the new feature, ranges for TPX can be directly specified for a single reactor block.

Internally, RMG will automatically select points within the space of conditions for each

iteration, using a weighted stochastic grid sampling algorithm. On each iteration, a coarse

grid with 20 points in each dimension is constructed, and the desirability of each point is

96



evaluated based on the number of iterations since it was last chosen. The desirability values

are normalized to form probabilities, and a random point is chosen using those probabilities.

The algorithm then takes a random step from the chosen point, with a maximum distance of
√

2/2 times the distance between grid points. A simplified example of the algorithm for two

dimensions is shown in Figure 5-3.

T

P

··
·

· · ·

· · ·

Figure 5-3: Schematic representation of how RMG selects conditions for a given simulation
when using ranged reactors. The blue point indicates the initial point chosen from the coarse
grid. A random step is then taken within the bounds of the dotted line, which results in the
final set of conditions represented by the red point.

5.2.5 Isotopic mechanisms

RMG can now generate isotopically labeled reaction mechanisms via a post-processing

algorithm.[15] After a normal RMG job is completed, the isotopes module can generate

all combinations of isotopically labeled species and reactions. Importantly, RMG modifies

species’ entropy based on changes to molecular symmetry and modifies kinetic Arrhenius

factors based on reaction path degeneracy and basic kinetic isotope effects (KIE). Given the

information available to RMG and the requirement for automatic calculation, only classical,

mass-dependent KIE has been implemented.

One challenge with this approach is that the mechanism size increases substantially with

the inclusion of all isotopologues. However, it is still very useful for generating detailed isotopic
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Figure 5-4: Algorithm for constructing isotopic reaction mechanisms.

mechanisms, and has been shown to provide good agreement and insight into position-specific

isotope analysis experiments.[15] Currently, the algorithm is limited to generation of isotopic

mechanisms for 13C, though the framework is easily extensible to other isotopes.

5.3 Molecular representation

5.3.1 Atom types

RMG uses atom types as a way to describe the local environment around an atom when defining

group structures. They enable definition of highly specific groups which can accelerate graph

isomorphism or more generic groups which improve flexibility. The set of available atom types

has been revised and expanded to improve representation of heteroatoms. Particular focus

has been placed on expanding atom type descriptors for the various bonding configurations

of nitrogen and sulfur, for which the full list of updated atom types has been recently

reported.[16] New carbon and oxygen atom types for representing formal charges and varying

numbers of lone pairs have been added, along with additional halogen atom types. For

surface chemistry, atom types representing generic surface sites have been added, along with

quadruple bonds for carbon and silicon. A list of these new atom types is shown in Table 5.1.
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Table 5.1: New atom types available in RMG v3.0.

Atom Type Description

New carbon atom types

Ca Carbon atom with two lone pairs
Csc Carbon with all single bonds and formal charge of +1
Cdc Carbon with one double bond and formal charge of +1
Cq Carbon with quadruple bond (for surface adsorption)
C2s Carbon with one lone pair and single bonds
C2sc Carbon with one lone pair, single bonds, and formal charge of -1
C2d Carbon with one lone pair and one double bond
C2dc Carbon with one lone pair, one double bond, and formal charge of -1
C2tc Carbon with one lone pair, one triple bond, and formal charge of -1

New oxygen atom types

O0sc Oxygen with three lone pairs, single bonds, and formal charge of -1
O2s Oxygen with two lone pairs and single bonds
O2sc Oxygen with two lone pairs, single bonds, and formal charge of +1
O2d Oxygen with two lone pairs and one double bond
O4sc Oxygen with one lone pair, single bonds, and formal charge of +1
O4dc Oxygen with one lone pair, one double bond, and formal charge of +1
O4tc Oxygen with one lone pair, one triple bond, and formal charge of +1
O4b Oxygen with one lone pair and two benzene bonds

New halogen atom types

F Fluorine with any local bonding structure
F1s Fluorine with three lone pairs and one single bond
Cl Chlorine with any local bonding structure
Cl1s Chlorine with three lone pairs and one single bond
I Iodine with any local bonding structure
I1s Iodine with three lone pairs and one single bond

New silicon atom types

Siq Silicon with quadruple bond (for surface adsorption)

New surface site types

X Generic surface site
Xv Vacant surface site
Xo Occupied surface site
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5.3.2 Resonance structures

Resonance structures are an important aspect of molecule representation in RMG. Given that

RMG uses localized representations of molecules (i.e., Lewis structures), it is important that

the algorithm can generate and identify the structures which are most representative of the

true behavior of a molecule. Thus, significant improvements have been made to resonance

structure generation algorithms, in particular for aromatic species and heteroatoms.[16, 17]

For aromatic species, RMG can now generate Clar structures[18, 19] in replacement of Kekulé

structures which are now considered unrepresentative. For heteroatom molecules with lone

pairs, more delocalization pathways are now recognized by RMG. To address the increase in

computational requirements for handling additional resonance pathways and structures, a

heuristic-based filtration algorithm will identify representative resonance structures on-the-fly.

5.4 Parameter estimation

Parameter estimation is possibly the most important step in mechanism generation, especially

for flux-based algorithms like the one used in RMG. Because the criteria for selecting species to

add into the model depends on the calculated reaction flux to those species, thermochemistry

and rate constant predictions must not only be accurate for important species, but they must

be reasonably correct for unimportant species, so that they can be properly neglected.

5.4.1 Thermochemistry

For thermochemistry estimation, RMG relies primarily on group additivity, where the

thermochemistry for a molecule is derived from the sum of contributions from each heavy

atom.[20, 21] However, a major limitation of base group additivity is that only local features

are captured and longer range effects such as steric interactions and ring strain must be

treated separately.

For polycyclic species, ring strain can substantially affect the thermochemistry of a species.

A previous limitation of the group additivity algorithm was that ring strain corrections would

only be applied if there was an exact match to the molecule. To address this, a new estimation
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algorithm was developed to provide an estimate for the ring strain of any molecule based on a

heuristic algorithm which decomposes the molecule into mono- and bicyclic substructures.[22]

RMG v3.0 also includes an updated neural network based thermochemistry estimator,

developed using the chemprop package for molecular property prediction.[23] This is a new

version of the previously reported thermochemistry estimator which was first introduced in

RMG v2.3.[24] Many molecular property prediction models are based on DFT data, including

the previous version of the RMG thermochemistry estimator,[24] because they are readily

available in large databases or can be calculated with low computational cost. However,

RMG strongly benefits from more accurate predictions. Therefore, the new thermochemistry

estimator was designed using a transfer learning approach that is able to learn accurate

models from small high-quality data sets composed of experimental and coupled cluster

calculations. [25] As described in the chemprop publication, the deep learning models use a

message passing neural network (MPNN) to encode molecular graphs into fixed-length feature

vectors which are passed through additional fully-connected neural network layers to make

the thermochemistry predictions. Instead of using the featurization for atoms and bonds

implemented by chemprop, we removed features that depend on resonance structure and

added ring membership features, which we have shown to be beneficial. [24, 25] Two separate

models were trained, one to predict enthalpies of formation and one to predict entropy and

heat capacities simultaneously.

5.4.2 Kinetics

Kinetics families

New kinetics families have been implemented in RMG to allow automatic enumeration of

new reaction pathways. All of the new families which have been added since RMG v1.0 are

shown in Table 5.2. These new kinetics families include reactions involved in the propargyl

recombination pathway to benzene formation,[6] peroxide reactions relevant in liquid phase

oxidation chemistry, surface reaction types for heterogeneous catalysis simulations,[12] and a

few other reactions types which have been found to be important for various systems.
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Table 5.2: New kinetics families available in RMG v3.0.

Propargyl recombination reaction families

6_membered_central_C-C_shift

Concerted_Intra_Diels_alder_monocyclic_1,2_shiftH

Cyclopentadiene_scission

Intra_2+2_cycloaddition_Cd

Intra_5_membered_conjugated_C=C_C=C_addition

Intra_Diels_alder_monocyclic

Intra_ene_reaction (Previously H_shift_cyclopentadiene)

(Continued)
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Singlet_Carbene_Intra_Disproportionation

Liquid phase peroxide oxidation reaction families

Baeyer-Villiger_step1_cat

Baeyer-Villiger_step2

Baeyer-Villiger_step2_cat

Bimolec_Hydroperoxide_Decomposition

(Continued)
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Korcek_step1_cat

Peroxyl_Disproportionation

Peroxyl_Termination

Surface reaction families

Surface_Abstraction

Surface_Adsorption_Bidentate

Surface_Adsorption_Dissociative

Surface_Adsorption_Double

Surface_Adsorption_Single

Surface_Adsorption_vdW

(Continued)
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Surface_Bidentate_Dissociation

Surface_Dissociation

Surface_Dissociation_vdW

Surface_Recombination

Other new reaction families

1,2_NH3_elimination

1,2_shiftC

1,3_NH3_elimination

2+2_cycloaddition_CS

Birad_R_Recombination (Previously Oa_R_Recombination)

(Continued)
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CO_Disproportionation

Cyclic_Thioether_Formation

Intra_R_Add_Exo_scission

Intra_Retro_Diels_alder_bicyclic (Previously Intra_Diels_alder)

Singlet_Val6_to_triplet

Automated tree generation

One major challenge with the original kinetics family format was the need to manually

maintain and design the tree structure for each family. When adding new training reactions,

it is often necessary to extend the tree with new group structures in order to optimize the

utilization of training reactions in generating new rate rules.

The solution which has been implemented in RMG v3.0 is the capability of automatically

generating the tree. The new method uses machine learning approaches to automatically

generate a decision tree based on the available training reactions. Starting with a generic

reaction template, new groups are generated based on pre-defined types of extensions, e.g.,

adding an atom, adding a bond, specifying an element, etc. An optimal extension is chosen

at each level of the tree by determining information gain based on the reduction in reaction

rate variance. More details of the algorithm will be described in a separate publication.

In the v3.0 release, the R_Recombination family has been updated with an automatically

generated tree. Updates to other reaction families can be expected in upcoming releases.
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5.5 Performance improvement

5.5.1 Parallelization

One general approach which can be used to improve the performance of a computer program

is parallelization, which allows running simultaneously on multiple processes. In the case

of RMG, parallelization is challenging to implement overall since the core algorithm is very

serial in nature, i.e., tasks must be performed in order because they rely on the results or

prior tasks. However, there are certain portions of the algorithm which are more amenable

to parallelization. RMG v2.0 implemented an initial approach for parallelizing reaction

generation and thermochemistry estimation, but encountered numerous challenges which

made it difficult to use. In RMG v3.0, parallelization has been completely revamped using

the built-in multiprocessing module in Python, providing parallel processing support

for reaction generation and quantum calculations for the QMTP (Quantum Mechanics for

Thermochemical Properties).[26]

5.5.2 Molecule comparison

One task which often requires substantial computing time in RMG is molecule comparison,

which is typically done to identify whether two molecules in RMG are or are not the same

chemical species. Part of the challenge is because RMG uses localized resonance structures to

represent molecules, so simply comparing two structures may not be sufficient to determine

whether or not they are the same. Instead, all of the resonance structures must be compared.

Therefore, the original approach to comparing molecules was to generate all resonance

structures for the two species and comparing them to each other using graph isomorphism.

To confirm that two molecules are the same, the comparison can quit as soon as a matching

pair of resonance structures is found. However, to confirm that two molecules are different,

all combinations of resonance structures must be checked.

The previous approach was very time consuming, especially when considering resonance

structure generation. A timing comparison of various methods for comparing molecules

is shown in Figure 5-5. Two test cases are shown, Case A is for two molecules which are
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the same, while Case B is for two molecules which are slightly different. The first (blue)

bar indicates the time required for generating resonance structures and then performing

isomorphism comparison, which takes a substantial amount of time. The second (orange)

bar shows the time for isomorphism if resonance structure generation is excluded from the

timing. In Case B, we see that isomorphism itself takes longer because all pairs of resonance

structures must be compared to confirm that the two molecules are different.

A B
Test Case

10 5

10 4

10 3

10 2

10 1

Ru
n 

Ti
m

e 
x1

0 
(s

)

resonance + strict isomorphism
strict isomorphism
loose isomorphism
inchi generation + comparison
inchi comparison

Figure 5-5: Performance comparison for various methods for comparing molecules.

A newly implemented approach to isomorphism, referred to here as “loose isomorphism,”

relies on ignoring electron related features, such as radicals, lone pairs, and bond orders. The

purpose here is to have an isomorphism approach which is independent of resonance structures

and only focuses on the actual molecular structure. This eliminates the need to generate

resonance structures. The timing for this method is shown by the third (green) bar in Figure

5-5. We see that this method is comparable in performance to normal isomorphism. However,

there is a guaranteed performance improvement because resonance structure generation is

avoided.

A third option which also has significant potential is InChI (International Chemical

Identifier) comparison. An InChI is a string identifier for a molecule which is also designed to
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be independent of resonance structures and would therefore give the same result as the loose

isomorphism method. Additionally, string comparison is extremely fast. Unfortunately, InChI

generation time is non-trivial. The fourth (red) bar in Figure 5-5 shows the time required

for generating InChI strings for two molecules and comparing them, and the fifth (purple)

bar shows the time for the string comparison only. Though the string comparison is fast as

expected, InChI generation makes the overall process take longer than graph isomorphism.

It is important to note that these timings are not completely representative of actual

operation. Importantly, resonance structures and InChI strings can be stored, such that they

only need to be generated once. Then subsequent comparisons would require much less time.

However, a large portion of comparisons in RMG are with newly generated molecules, where

the data would always need to be generated. As a result, the true cost of these comparisons

would be in between the total time and just the comparison time.

In RMG v3.0, most molecule comparisons have been changed to use loose isomorphism

because it can be considered an absolute improvement over resonance structure generation

plus isomorphism. However, InChI comparison could be considered in the future if InChI

generation speed is improved.

5.6 Development practices

With continued growth of the RMG development team and user-base, good software develop-

ment practices have become increasingly important. In recent years, additional emphasis has

been placed on implementing best-practices for open-source software development. All RMG

source code is publicly available on GitHub.[27] Code review and continuous integration

testing are emphasized as part of the development workflow, which has been formalized via

official contributor guidelines.[28] Elements of git-flow [29] and semantic versioning [30] have

also been implemented into the development workflow to improve version release planning.
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5.7 Conclusions

RMG v3.0 is now available, and we recommend existing users to update their installations to

take advantage of new features. Compared to RMG v1.0, there are many new features and

substantial improvements across all aspects of the software. Python 3 support ensures that

RMG is up to date with the latest scientific packages and will be for the foreseeable future.

New chemistry features like surface mechanism generation and isotopic mechanism generation

enable application of RMG to more systems than ever before. Uncertainty analysis provides

new ways to analyze models to quantify the overall uncertainty in a model and identify

the parameters which contribute most to that uncertainty. Fundamental improvements to

molecular representation in the form of new atom types and resonance transformations work

together to improve the the accuracy of the localized molecular representations. Parameter

estimation, as the key to generating good models, has been improved via expansion of the

database as well as addition of new algorithms like the neural network thermochemistry

estimator. Finally, performance improvement is always an ongoing focus, and the recent

implementation of parallelization and improved molecule isomorphism comparison are steps

towards faster model generation. Of course, there are countless other developments which

have not been mentioned here, but detailed release notes for all RMG releases can be found

in the documentation.[31]
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Chapter 6

Predicting polycyclic aromatic

hydrocarbon formation with an

automatically generated mechanism for

acetylene pyrolysis

6.1 Introduction

Polycyclic aromatic hydrocarbon (PAH) formation occurs in a wide range of systems, from

combustion and pyrolysis of conventional fuels[1] to carbon-rich circumstellar envelopes.[2, 3]

PAHs are known to be harmful to human health [4] and are also precursors to soot, which

lead to additional health and environmental hazards.[1, 5] There has been ongoing interest in

understanding the chemical mechanisms involved in PAH formation for many decades, yet

there is still much which is unclear.

Numerous PAH formation pathways have been proposed and studied to date. Broadly

speaking, possible routes to forming the first aromatic ring (i.e., benzene) include C2 + C4

pathways,[6–8], C3 + C3 pathways,[9, 10] and C5 + C pathways.[11–13] Even more pathways

have been studied for formation of the second aromatic ring (i.e., indene and naphthalene),

most of which were summarized thoroughly by Mebel et al.[14] Many pathways to forming the
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second ring are also extensible to formation of larger PAHs. Most notable is the well-known

hydrogen abstraction, C2H2 addition (HACA) pathway, which was proposed by Frenklach et

al.,[6] and a closely related route proposed by Bittner and Howard.[15] HACA pathways have

been studied starting from phenyl,[16] naphthyl,[17–19] biphenylyl,[20] and phenanthryl.[21]

Vinylacetylene addition also provides a route to adding another aromatic ring, which has

been calculated for phenyl [22] and naphthyl.[23] Finally, addition of phenyl [24, 25] and

benzyne [25, 26] have also been studied as a direct pathway to an additional aromatic ring.

The initiation mechanism for acetylene pyrolysis is also interesting. There has been much

discussion regarding the relative importance of radical initiation pathways (e.g. addition and

H-loss to C4H3 or disproportionation to C2H3 and C2H) or isomerization to vinylidene.[27–29]

It is also possible that acetone impurities which are typically present in acetylene may

contribute to initiation,[30] although there has also been work suggesting that there is

negligible effect.[31] More recently, there have been a few computational studies of acetylene

initiation steps,[32–34] and in particular, Zador et al. concluded that the vinylidene formation

and addition to acetylene is the primary initiation pathway.

There have been a number of previously published mechanisms specifically for acetylene

pyrolysis including PAH formation, including early work by Frenklach et al.,[6] and more

recent ones by Norinaga et al.,[35] Slavinskaya et al.,[36] and Tao et al.[37] Norinaga et al.

compiled elementary reactions reported in literature to obtain a mechanism predicting up to

the formation of coronene. Slavinskaya et al. focused on optimizing model parameters using

numerous experimental works from literature, focusing on C1-C4 chemistry, with the final

mechanism including species up to benzo[a]pyrene. Tao et al. combined previously published

acetylene mechanisms to construct an improved mechanism for predicting the formation of 7

EPA targeted PAHs up to coronene.

Developing detailed kinetic models for PAH formation is challenging because the variety

of products and inclination to form soot make experimental investigations difficult, the size of

PAHs make accurate quantum calculations difficult, and the number of species and reactions

can make the mechanism generation process itself difficult. Automatic mechanism generation

provides a useful tool to aid the latter by keeping track of all of the species and reactions,

and automatically identifying ones which are relevant to the system of interest. Additionally,
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parameter estimation methods (e.g., thermochemical group additivity and kinetics rate rules)

enable straightforward prediction of unknown parameters. One such software is the Reaction

Mechanism Generator (RMG), an open-source mechanism generation package written in

Python.[38]

Previously, we have described efforts towards expanding the RMG-database with the

necessary pathways and data to predict formation of one- and two-ring aromatic species.[39]

Those efforts included the addition of new kinetics families for propargyl recombination

and rate calculations for pathways forming naphthalene and acenaphthylene, which were

combined to generate a pressure-dependent mechanism for methane oxidation using RMG.

In this work, we focus on further improving the RMG database with key thermochemical

and rate parameters for modeling PAH formation in acetylene pyrolysis. While the focus of

these additions was on PAH formation pathways, initiation reactions for acetylene pyrolysis

were also considered.

6.2 Methods

6.2.1 Kinetics libraries

High-pressure-limit rate coefficients have been calculated for a number of PAH formation

pathways. In some cases, electronic structure results were obtained from literature, and in

others, electronic structure calculations were performed using Gaussian 16 [40] (for CBS-QB3

and B3LYP calculations) and Molpro [41] (for CCSD(T) calculations). Rate coefficients were

calculated using Arkane, a TST and master equation solver packaged with RMG-Py.[42]

Table 6.1 summarizes the reaction pathways for which rate coefficients were calculated.

The phenyl + benzene and benzyne + benzene surfaces have been previously reported by

Comandini et al. at the uCCSD(T)/cc-pVDZ//uB3LYP/6-311+G(d,p) level of theory.[26]

Here, we recalculated the addition and H-loss reactions using CBS-QB3 to obtain more

accurate energies.

The naphthyl + acetylene surfaces have been previously reported by Kislov et al.[17] and

Frenklach et al.[18] For the C14H11 surface, 1D hindered-rotor scans were performed, and for
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Table 6.1: Potential energy surfaces for which high-pressure limit rate constants were
calculated using Arkane. Reference column refers to source of electronic structure data.

PES Reactants Level of Theory Reference

C12H11 phenyl + benzene CBS-QB3 this work
C12H10 benzyne + benzene CBS-QB3 this work
C12H9 naphthyl + acetylene G3(MP2,CC)//B3LYP/6-311G(d,p) this work
C14H11 vinylnaphthyl + acetylene G3(MP2,CC)//B3LYP/6-311G(d,p) this work
C14H11 naphthyl + vinylacetylene G3(MP2,CC)//B3LYP/6-311G(d,p) [23]
C14H11 biphenylyl + acetylene G3(MP2,CC)//B3LYP/6-311G(d,p) [20]
C16H11 phenanthryl + acetylene G3(MP2,CC)//B3LYP/6-311G(d,p) [21]

the C12H9 surface, hindered-rotor scans were obtained from Frenklach et al.

A kinetics library was also created for reactions on the C14H9 surface (i.e., ethenylnaphthyl

+ acetylene) with high-pressure limit rate coefficients reported by Liu et al.[19] They performed

calculations at the B3LYP//6-311+G(d,p) level of theory, and applied a correction calculated

from the difference between CBS-QB3 and B3LYP//6-311+G(d,p) energies for the analogous

benzene system.

To accurately capture acetylene initiation reactions, a kinetics library was created with

reactions on the C4H4 potential energy surface using pressure-dependent rate coefficients

calculated by Zádor et al.[34] Their calculations were performed at the CCSD(T)-F12b/cc-

pVQZ-F12//M06-2X/MG3S level of theory, and master equation calculations were done

using MESS.[43]

6.2.2 Thermochemistry libraries

Separate from the rate calculations, thermochemistry calculations were performed for all

species from the PAH formation pathways which have been added to the RMG database.

Electronic structure calculations using CBS-QB3 were performed using Gaussian 09 [44]

and Gaussian 16, including 1D hindered-rotor calculations using B3LYP/CBSB7. Hindered

rotor scans were performed automatically using ARC (Automatic Rate Calculator), a new

Python package developed in our group for automating quantum chemistry calculations.

Thermochemistry calculations were also performed automatically by ARC using Arkane, with

bond-additivity corrections from Petersson et al.[45]
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6.2.3 Model generation

RMG v2.4.1 was used to generate the acetylene pyrolysis model. An initial composition of

98% acetylene, 1.8% acetone, and 0.2% methane was used, based on the composition reported

by Norinaga et al.[35] Reactor conditions were set with a temperature range of 1000-1500 K

and a pressure of 0.2 atm. The pressure dependence feature of RMG was enabled, so that

pressure dependent networks would be automatically constructed for species with up to 16

atoms. Species constraints were set, limiting the maximum number of carbon atoms in any

molecule to 20, and the maximum number of radicals to 1.

The kinetics library for the C4H4 surface was included as a seed mechanism. The other

kinetics libraries containing high-pressure limit reaction rates for PAH formation pathways

were included and appended to the final mechanism. In post-processing, a few highly-strained

polycyclic species which were identified as being unreasonable were manually removed from

the model. In general, these species were identified by RMG as being important due to

inaccurate thermochemistry estimation. In the end, the final model contains 1594 species

and 8924 reactions.

6.2.4 Model simulation and analysis

In this work, we chose to validate the model predictions using data from Norinaga et al. for

acetylene pyrolysis in a flow reactor.[46] The primary reason for this choice was that they

reported mole fractions of both small molecules and PAH species up to coronene as well as

measured temperature profiles for their reactor.

To simplify the simulation, we chose to simulate a single fluid element flowing through

the reactor as a homogeneous batch reactor. Using the provided reactor geometry and

temperature profiles as a function of position, we calculated temperature profiles as a function

of residence time, assuming ideal plug flow. The resulting temperature profiles are shown

in Figure 6-1. Reactor simulations were performed using Cantera.[47] Rate-of-production

(ROP) analyses were performed with Chemkin-Pro,[48] using the same reactor idealization

and temperature profiles for the 1073 K and 1373 K set points.
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Figure 6-1: Temperature profiles for each set point temperature as a function of residence
time.

6.3 Results and discussion

The RMG model predictions are shown in Figures 6-2–6-4, in comparison with the experimental

measurements of Norinaga et al.[46] and predictions from published mechanisms by Norinaga

et al.,[35] Slavinskaya et al.,[36] and Tao et al.[37] It is important to note that while the RMG

and Norinaga mechanisms include acetone and related reactions, neither the Slavinskaya

mechanism nor the Tao mechanism include acetone. As a result, the initial composition

described by Norinaga et al.[35] including methane and acetone was used to simulate the

RMG and Norinaga mechanisms, while pure acetylene was used as the initial composition to

simulate the Slavinskaya and Tao mechanisms. The RMG mechanism was also simulated

using pure acetylene for comparison. By comparing the two RMG simulations, we see that

inclusion of acetone affects both acetylene conversion and product distributions. These

differences will be discussed in more detail shortly.

6.3.1 Acetylene consumption

In Figure 6-2, we see that at higher temperatures, the RMG model predicts larger final mole

fractions of acetylene than was observed in the experiment. A major contributing factor is

the lack of large PAHs in the RMG model. In the experiment, PAHs with three or more
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Figure 6-2: Final mole fractions as a function of reactor temperature. Points are the
experimental data from ref. [46], lines are the RMG model (R), Norinaga model (N), RMG
model with pure acetylene (P), Slavinskaya model (S), and Tao model (T). Dashed lines are
model simulations where the initial composition is pure acetylene.
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Figure 6-3: Final mole fractions as a function of reactor temperature. Points are the
experimental data from ref. [46], lines are the RMG model (R), Norinaga model (N), RMG
model with pure acetylene (P), Slavinskaya model (S), and Tao model (T). Dashed lines are
model simulations where the initial composition is pure acetylene.
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Figure 6-4: Final mole fractions as a function of reactor temperature. Points are the
experimental data from ref. [46], lines are the RMG model (R), Norinaga model (N), RMG
model with pure acetylene (P), Slavinskaya model (S), and Tao model (T). Dashed lines are
model simulations where the initial composition is pure acetylene.
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rings accounted for 28% of product carbons at 1373 K, with 12% in PAHs not included in

the RMG model. Additionally, the C/H ratio of the experimental product composition at

1373 K is approximately 1:2.78, which suggests that some carbon-rich products (i.e., soot or

coke) were formed which were not quantified. At 1073 K, large PAHs only make up 2.7%

of the product carbons, and the experimental C/H ratio is 1:1.03, suggesting minimal soot

formation. Since the RMG model stops at pyrene, there are no further consumption channels

for acetylene, leading to the over-prediction.

Figures 6-5 and 6-6 show the top 10 pathways for acetylene consumption at 1373 K and

1073 K, respectively. An overall observation is that acetylene consumption is not highly

dominated by a single channel, but is instead relatively spread out. At 1373 K, the top 10

pathways only account for 69% of total acetylene consumption, and the top 58 pathways

have to be considered before reaching 99%. We see that almost all of the top pathways

involve radical addition to acetylene, the exceptions being isomerization to vinylidene and

vinylidene addition. Additionally, most of these pathways are well-skipping pathways in

pressure dependent networks, indicating the importance of considering pressure-dependence

for this system.

Notably, acetylene dimerization to either vinylacetylene (R6.1) or diacetylene (R6.2) do

not appear in the top acetylene consumption pathways according to the RMG model. This is

in stark contrast to the other models which were evaluated.

C−−−C + C−−−C −−⇀↽−− C−−−C−C−−C (R6.1)

C−−−C + C−−−C −−⇀↽−− C−−−C−C−−−C + H2 (R6.2)

The vinylacetylene formation reaction is present in all four models, with vast differences in

the rate constant, as shown in Figure 6-7. The RMG model uses the pressure dependent

rate calculated by Zádor et al. for the C4H4 potential energy surface.[34] The Slavinskaya

model cites Melius et al.,[49] although there is approximately a factor of 2 difference in the

activation energy. The Norinaga and Tao models have very similar rates, for which Norinaga

cited Dúran et al.[50] and Tao cited Saggase et al.[51]

The diacetylene formation reaction was intentionally removed from the Slavinskaya model,

122



+

+

18%

16%

9.6%

5.4%

4.6%

3.8%

3.3%

3.0%

3.0%

2.6%

+

Figure 6-5: Top 10 consumption pathways of acetylene at conditions of ref. [46], 1373 K set
point. Values indicate integrated molar flux through each pathway as a percentage of total
acetylene flux.
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point. Values indicate integrated molar flux through each pathway as a percentage of total
acetylene flux.
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because the authors noted that it was the sum of two reactions proceeding via H2CCCCH+H.

The reaction is included in the other models, with the RMG model again using the pressure-

dependent rate computed by Zádor et al. The Norinaga and Tao models have identical rates

for this reaction, taken from Fournet et al.[52] There is also a notable difference between the

two rates for this reaction.
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Figure 6-7: Comparison of reaction rates for formation of vinylacetylene (left) and diacetylene
(right) via acetylene dimerization.

With the updated rates by Zádor et al., it seems that direct formation of vinylacetylene

or diacetylene (realistically through a chemically-activated reaction) is not a particularly

significant pathway at these conditions.

6.3.2 Role of acetone

As mentioned previously, the inclusion of acetone in the model affected both acetylene

conversion and product distributions. Acetone primarily decomposes into ketene or carbon

monoxide, releasing up to two methyl radicals in the process, as shown in Figure 6-8. Ketene

is favored at lower temperatures, while carbon monoxide is favored at higher temperatures,

leading to increased formation of methyl radicals. The methyl radicals then contribute

significantly to the formation of odd-carbon species. Methyl addition to acetylene can proceed

through a well-skipping pathway to form propyne or allene. These C3 species can then form

propargyl radicals, which greatly simplify the process of reaching C5 (e.g., cyclopentadiene),

C7 (e.g., toluene), and C9 (e.g., indene). Simulating the RMG model using pure acetylene

as the initial composition results in substantial under-prediction of all of these odd-carbon
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Figure 6-8: Acetone decomposition pathways. Values indicate integrated molar flux through
each pathway as a percentage of total acetone flux. First value in red indicates flux at 1373
K and second value in blue indicates flux at 1073 K.

6.3.3 Small molecule products

Low molecular weight products which were reported in the experiment include H2, CH4,

C2H4, allene, and propyne. Overall, the RMG model predictions match the experimental

data very well for these species. The most significant deviation is for hydrogen, which is

under-predicted by about a factor of two at low temperatures and a factor of three at higher

temperatures. This discrepancy is likely also related to the under-prediction of large PAH

formation in the RMG model, since conversion of acetylene to carbon-rich PAHs results in

elimination of hydrogen.

Hydrogen, methane, and ethylene are all formed via hydrogen abstraction reactions, with

the top pathways being formation of resonance-stabilized radicals (RSRs) like propargyl,

i-C4H3, cyclopentadienyl, indenyl, and 1-methylvinoxy. These reactions are key chain-

propagation steps to formation of larger compounds, as the RSRs will then add to acetylene

or vinylacetylene to continue molecular weight growth, with the exception of 1-methylvinoxy

which primarily breaks apart into ketene and a methyl radical as mentioned above.

Propyne and allene, on the other hand, are primarily formed via chemically-activated

pathways, as shown in Figure 6-9. The most significant pathway is direct formation of

propyne via methyl addition to acetylene, which can then isomerize to form allene.
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Figure 6-9: Main pathways to C3 species. Values indicate integrated molar flux through each
pathway as a percentage of total acetylene flux. First value in red indicates flux at 1373 K
and second value in blue indicates flux at 1073 K set point conditions of ref. [46]. Pathways
with values less than 0.1% are omitted.

Vinylacetylene is primarily formed via chemically activated pathways, the primary pathway

being vinyl addition to acetylene, and the secondary pathway being vinylidene addition to

acetylene, as shown in Figure 6-10. The vinylidene pathway becomes more significant at

higher temperatures, due to higher flux of acetylene isomerization to vinylidene. The vinyl

addition pathway can also proceed via C4H5 radical intermediates, which play important roles

in aromatic ring formation. At lower temperatures, formation of both C4H5 radicals increases,

and the net flux of H-elimination from i-C4H5 goes in the reverse direction, consuming

vinylacetylene instead. Diacetylene is formed via H-elimination or disproportionation from

C4H3 radicals, which are mostly formed via hydrogen abstraction from vinylacetylene, with a

small contribution from C2H addition to acetylene. As mentioned previously, dimerization of

acetylene was not found to contribute significantly to either vinylacetylene or diacetylene at

these conditions.
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Figure 6-10: Main pathways to C4 species. Values indicate integrated molar flux through
each pathway as a percentage of total acetylene flux. First value in red indicates flux at 1373
K and second value in blue indicates flux at 1073 K set point conditions of ref. [46]. Pathways
with values less than 0.1% are omitted. −H can include H-elimination, H-abstraction, or
disproportionation.

6.3.4 One- and two-ring aromatic species

Looking at single ring aromatics, benzene and toluene are reasonably predicted, but styrene

diverges from experiment at low temperatures and phenylacetylene diverges at high tempera-

tures. From the reaction path analysis for benzene, shown in Figure 6-11, we see that the

primary pathway for benzene formation is via methylcyclopentadienyl, which is generated

through multiple C4 + C2H2 pathways, all involving many isomerization and H-shift steps. A

secondary pathway is via cyclohexadienyl radical, which is formed by 1-butadienyl addition

to acetylene. From benzene, phenyl addition is the only pathway to biphenyl which was

captured by the RMG model.

The RMG model predicts styrene well at high temperatures, but begins to under-predict

its formation below 1273 K. Interestingly, this is in contrast with the other literature models

which tend to over-predict styrene formation. For phenylacetylene, the RMG model over-

predicts formation at high temperatures, which is similar in behavior to both the Tao

and Slavinskaya models. In the RMG model, the fulvenyl and phenylvinyl radical are the

primary precursors to both phenylacetylene and styrene. From phenylvinyl, H-elimination to

128



phenylacetylene is much more favored than H-abstraction to form styrene. An alternative

pathway to styrene is via vinyl addition to benzene, which has fairly low flux since it breaks

the aromaticity of the benzene ring.
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Figure 6-11: Main pathways to mono-aromatic species and biphenyl. Values indicate inte-
grated molar flux through each pathway as a percentage of total acetylene flux at 1373 K
conditions of ref. [46]. Dashed lines represent a combination of multiple reactions. ±H can
include H-elimination, H-abstraction, disproportionation, or recombination.

Both toluene and indene are well predicted by the RMG model. Since these are both

odd-carbon species, propargyl plays a major role in their formation. The primary route

to toluene is via propargyl addition to vinylacetylene, which proceeds via a well-skipping

route to directly form benzyl radical, as shown in Figure 6-12. Alternatively, benzyl can

also be formed by cyclopentadienyl (CPDyl) radical addition to acetylene followed by a few

isomerization steps. However, toluene is actually a very small consumption pathway of benzyl,

which at the conditions of ref. [46] instead prefers to add another acetylene and ring-close to

form indene. The importance of propargyl in these pathways to toluene and indene offers a

clear explanation for the low prediction of these species when acetone is not included in the

initial composition.
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Naphthalene is also predicted reasonably well by the RMG model, although it is over-

predicted by about an order of magnitude at 1073 K. Naphthalene can be formed by many

different paths, which are shown in Figure 6-13. The most significant pathway is via

cyclopentadienyl recombination, which involves multiple isomerizations and two H-loss steps.

HACA growth also contributes to naphthalene formation, starting from three different styrene

radicals. The most significant route starts from the 1-phenylvinyl radical, which can ring-close

to form methylindenyl radical, which can then isomerize and undergo H-loss to naphthalene.

The other two routes follow the Bittner-Howard and Modified-Frenklach pathways. The

final pathway is via vinyl addition to phenylacetylene, which proceeds through many of the

same intermediates as the other two pathways before the final H-elimination step to form

naphthalene.

6.3.5 Three- and four-ring aromatic species

While the acenaphthylene prediction by the RMG model matches reasonably with experiment,

once we get to three ring aromatics, we see significant under-prediction by the model. In

short, this is due to the limited number of PAH formation pathways which are included

in this RMG model. As previously mentioned, a number of pathways for which accurate

quantum chemistry data were available were included as kinetics libraries for this model. The

RMG simulation was not able to fully explore additional reaction pathways beyond those

due to computational limitations of the RMG algorithm in handling such complex chemistry.

At 1373 K, the amount of these three- and four-ring PAHs predicted by the RMG model

comes fairly close to matching the experimental measurements, within about a factor of five

or better. All of the pathways to these large PAHs fall under the HACA scheme (Figure

6-14). The main precursor to three-ring aromatics is the naphthalen-1-yl radical, formed

either via H-abstraction from naphthalene or the Frenklach pathway for HACA growth from

phenylacetylene, which directly forms naphthalen-1-yl without passing through naphthalene.

Following addition of acetylene, the most favorable route to acenaphthylene involves an

H-shift from the 8-position on the ring to the vinyl group. The ring-closing pathway following

the H-shift goes through a stable benzylic intermediate and accounts for about 80% of

acenaphthylene formation. The remainder is mostly from the slower, direct ring-closing route

131



+C2H3

1.7%

.49%

.16% −H
−H

1.0%

.75% .85%

−H

.50%

−H3.7%
1.5%

.72%

+C2H3

.28%
.21%

+C2H2

1.2%

1.3%

.43%

1.4%

.62%

.15% .19%

.08%

−H.88%

.27%

.04%

+C2H2

.23%

+C2H2

.06%
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132



which involves disrupting the aromaticity of the ring.

The other major precursor to three-ring aromatics is the naphthalen-2-yl radical, which

exclusively forms via H-abstraction. A small fraction undergoes H-shift to naphthalen-1-yl,

while the majority adds to acetylene. The 2-naphthalen-2-ylvinyl radical can then go through

one of four pathways. The highest-flux pathway involves an H-shift from the 1-position on

the ring to the vinyl side-chain forming 2-vinylnaphthalen-1-yl, followed interestingly by

isomerization to the 2-naphthalen-1-ylvinyl radical via a three-member ring intermediate,

which proceeds to form acenaphthylene. A small fraction of the 2-vinylnaphthalen-1-yl

radical continues along the Modified-Frenklach pathway via a second acetylene addition to

form phenanthrene. The second most significant pathway involves H-elimination to form

2-ethynylnaphthalene, following the Frenklach pathway to form anthracene or phenanthrene

in about a 2:1 ratio. The third pathway follows the Bittner-Howard HACA scheme with a

second acetylene addition, followed by ring-closing and H-elimination to phenanthrene or

anthracene in about a 3:1 ratio. The final pathway is H-shift to the 3-position on the ring,

following the Modified-Frenklach pathway to form anthracene. Although reactions for the

naphthalenyl + vinylacetylene pathway to phenanthrene and anthracene were included in

the model, almost no flux passed through the pathway despite the relative abundance of

vinylacetylene.

Finally, biphenyl provides a minor route to phenanthrene, via a single HACA step

which closes one of the bay sites in biphenyl. An analogous pathway closes the bay site

in phenanthrene to form pyrene. Even though this is the only reaction path to pyrene

included in the RMG model, it does account for a substantial amount of pyrene formation.

If phenanthrene formation were to increase (e.g., by adding more pathways or improving

precursor concentrations), it is likely that this pathway would be sufficient to explain pyrene

formation at the high end of the temperature range.

6.4 Conclusions

In this work, we have demonstrated the ability of RMG to automatically generate a mechanism

to predict PAH formation in acetylene pyrolysis. Kinetics and thermochemistry data for
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key PAH formation pathways and acetylene initiation pathways have been calculated using

Arkane and added to the RMG database. Using the newly added data, a detailed chemical

mechanism with 1594 species and 8924 reactions was generated using RMG. Importantly, no

manual adjustment or optimization of thermochemical and kinetic parameters was performed

following model generation. The model predictions agree well with experimental flow reactor

data, particularly for small molecule products and one- to two-ring aromatics. Acetylene

consumption is under-predicted, which is most likely linked to the under-prediction of three-

and four-ring aromatic species.

Acetylene consumption was found to be relatively spread out across many different

pathways, in contrast to dominance of direct dimerization to vinylacetylene or diacetylene

which was characteristic of other literature models. The impurity acetone present in the

experiments was found to play an important role in the formation of odd-carbon species,

from methane up to indene, despite its low initial concentration. Because the Slavinskaya

and Tao models did not include acetone, they tended to under-predict the formation of these

species.

For PAHs, the majority of formation pathways captured by the RMG model can be classi-

fied as part of the HACA mechanism. The main exception is cyclopentadienyl recombination,

which contributed significantly to the formation of naphthalene. The three main types of

HACA pathways (Bittner-Howard, Modified-Frenklach, and Frenklach) were all observed to

contribute to formation of naphthalene from benzene and phenanthrene/anthracene from

naphthalene. The under-prediction of these large PAHs suggests that the included pathways

are not sufficient to explain their formation and that other pathways may be missing.

This work represents an important milestone for the RMG software in automatically

generating a mechanism predicting up to pyrene. However, there are still improvements

which can be made to both the software and the chemical mechanism. Notably, generation

of PAH formation models is still computationally challenging due to the sheer number of

potential species and reactions which RMG evaluates. Additionally, highly-strained species

tend to be over-represented in the RMG model due to poor thermochemistry estimates. On

the chemistry side, accurate thermochemical and kinetic data for more pathways is important

for improving the accuracy of these ab initio models.
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Chapter 7

Recommendations for Future Work

In this thesis, I have focused on improving the fundamental infrastructure for modeling

polycyclic aromatic hydrocarbons in RMG. In particular, significant effort has been placed

on redesigning the entire resonance structure generation algorithm to provide more accurate

representations of molecules. Contributions have also been made towards improving perception

and handling of polycyclic structures where 3D geometry is important to consider, although

there are still much to be explored in this area. Additionally, thermochemical and kinetic

parameters for important PAH formation pathways have been added to the RMG database

to allow RMG to find these pathways and estimate reasonable parameters. All of this work

has culminated in the generation of an acetylene pyrolysis model which can predict formation

of three- and four-ring PAHs such as phenanthrene and pyrene. Throughout this work, many

challenges have been identified, related to automatic mechanisms generation in general as

well as understanding PAH formation. While some of these challenges have been addressed,

there still remains many which require attention. This chapter discusses several possibilities

for further improving RMG and PAH formation models.

7.1 3D geometry considerations in RMG

One of the challenges which I encountered during this work was the lack of 3D geometry

perception in RMG. In Chapter 4, I described work to encode information about ring

membership into atom-level attributes. This provided a basic way to inform RMG about
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global structural properties at an atomic level. However, there is still much which can be

done to improve and expand on this representation. With the ring attribute itself, the

current implementation is easily extensible, so it would be interesting to explore whether

more encoding more specific information such as the number and size of the rings could

further aid in improving kinetics estimation.

However, I think that more substantial changes are also needed to address this challenge.

One limitation of the ring attribute is that it still depends heavily on the existence of suitable

training data. Even if RMG knows that a ring is involved in a particular reaction, it doesn’t

help if there isn’t a data point for a similar reaction with a ring. Instead, there needs to be

a heuristic method to evaluate the physical feasibility of an intramolecular reaction. With

reactions like intramolecular addition or hydrogen migration, the transition state must bring

the two reacting sites close to each other. If the two sites are sterically hindered and unable

to reach each other, then the reaction should not be generated. One approach could be to

use force-fields to estimate the energetic barrier to bringing the reacting sites close to each

other. However, while force-field calculations are relatively cheap, they are still not on the

desired order-of-magnitude for on-the-fly calculations during mechanism generation.

An alternative could be to implement a method to calculate geometric distances using

VSEPR (valence shell electron pair repulsion) theory. Since RMG already has detailed atom

and types, it could be possible to associate bond angles with each atom type and bond

lengths with each bond type. This would enable a rough calculation of the minimum and

maximum possible distance between any two atoms in the molecule. Heuristics could then

be implemented to prevent reaction generation between atoms which are too far from each

other. Depending on the implementation details, such an algorithm has the potential to be

very fast. It could then be used to filter reaction generation for intramolecular reactions and

potentially speed-up reaction generation by limiting it to only reasonable reactions.

Another 3D consideration which is currently completely neglected is stereochemistry,

including cis-trans isomerism, conformational isomerism, and enantiomerism. In pyrolysis and

combustion systems, cis-trans isomerism and conformational isomerism can significantly affect

whether a reaction is possible. For example, some cyclization reactions in PAH formation

pathways are only possible from the cis conformer, and hydrogen migration reactions in cyclic

140



molecules may be impossible if the sites are in opposite axial positions. Enantiomers are

generally disregarded in combustion chemistry, but are very important in pharmaceuticals,

which are an active area of work in RMG. Implementation of these considerations in RMG

would require infrastructure to represent them and perceive them for molecules, and methods

for identifying when stereoisomerism is gained or lost as a result of a reaction.

7.2 Limiting reactivity by region within PAHs

When generating mechanisms for PAH formation, or mechanisms for large molecules in

general, reaction generation often becomes the dominating factor in terms of computational

cost.[1] This can be explained easily by the increase in number of possible reaction sites and

resonance structures, given a rough scaling for the number of reaction generation calls as

𝑛reaction generation calls ∼ (𝑛species · �̄�resonance structures · �̄�reaction sites)
2 (7.1)

where �̄� represents average values per species. The dependence on the number of resonance

structures was the primary motivation for the implementation of resonance structure filtering,

which was discussed in Chapter 3. The number of possible reaction sites is directly related

to size of the reacting molecules, and to a slightly lesser extent, number of reactive features

such as multiple bonds, radicals, or lone pairs.

For PAHs, the number of resonance structures has already been reduced with the imple-

mentation of Clar structures and resonance structure filtering, but the number of reaction

sites is still very large. Thus, to improve performance when modeling PAH formation, one

avenue may be to reduce the number of reaction sites being considered. PAHs are generally

very stable, and are most reactive along their edges. This fact is used in work by Kraft et al.

where they use a Monte Carlo approach to simulate PAH growth, focusing on reactions of

various types of edge sites.[2] Doing so limits the number of possible reactions and improves

performance, enabling simulation up to very large molecules.

In the case of RMG, this particular approach of limiting reactivity to edges has not been

particularly applicable until now, given that it has not be able to simulate the formation of
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sufficiently large PAHs. However, in order to further extend RMG’s capabilities to even larger

PAHs, such considerations will definitely be necessary to maintain feasible computational

costs. Implementing such an approach would be challenging, but could perhaps be done by

adding an atom-level "reactive" flag to allow marking certain atoms as non-reactive, causing

them to be ignored when matching reaction templates.

7.3 DLPNO-CCSD(T) calculations for PAHs

One major challenge of studying PAH chemistry is the general lack of accurate thermo-

chemical and kinetic data. The most common way to obtain these parameters is to use

quantum chemistry methods to obtain the electronic structure of a molecule, from which

its thermochemistry can be calculated. If transition state geometries can be found, then

rate coefficients can also be calculated. However, the accuracy of these calculations depends

heavily on the method and basis sets used, and the large size of PAH molecules limits the

methods which are computationally feasible. One of the best methods for obtaining accurate

energies is CCSD(T)-F12, which is only feasible for very small molecules, up to around 8

heavy atoms, due to poor 𝑂(𝑁7) scaling with molecule size. CBS-QB3, a composite method

which is very popular due to its good accuracy/cost ratio, is feasible for up to around 16

heavy atoms. This means that calculations could be performed for species up to pyrene,

though the calculations will take a significant amount of time which would be undesireable

for exploring a large potential energy surface.

A promising solution to these challenges is the set of DLPNO (domain-based local

pair natural orbital) methods,[3, 4] which are implemented in the ORCA software for

quantum calculations.[5] The basic idea behind DLPNO methods is to reduce the total

number of electron orbitals under consideration by localizing them to parts of the molecule.

Available methods include DLPNO-CCSD(T) and DLPNO-CCSD(T)-F12, which can achieve

similar results to conventional CCSD(T) while providing near-linear scaling.[4] Paulechka

et al. evaluated DLPNO-CCSD(T), showing that DLPNO-CCSD(T)/def2-QZVP//B3LYP-

D3(BJ)/def2-TZVP has an uncertainty of about 3 kJ/mol for their test set of molecules up

to biphenyl.[6]
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Up to now, there have been many detailed studies of potential energy surfaces up to

C16 using methods like CBS-QB3 or G3(MP2,CC). For molecules larger than that, most

available studies have been performed using B3LYP or comparable DFT methods, which are

computationally reasonable, but are not sufficiently accurate to provide good thermochemistry

and rate constants. DLPNO-CCSD(T) has the potential to be a powerful and accurate tool

for investigating this next range of PAH chemistry, going from three- and four-ring molecules

to six- and seven-ring molecules.

7.4 Code organization and optimization

RMG has experienced very rapid growth in the last few years. RMG-Py development began

in 2008, and in 2016, RMG v1.0 was released with 60,000 lines of code. In 2019, RMG v3.0

was released with 120,000 lines of code. As the code base and user base continues to grow, it

becomes more and more important that the code is clean and maintainable. This is necessary

to streamline future code development and can also have performance implications.

Broadly, there are three kinds of general code organization issues which exist within RMG.

One issue is code which is completely unused, left over from features which were updated

or refactored. A second issue is unnecessary code which is executed (thereby contributing

to computation time) but not for useful purpose. This can easily happen when changes or

additions are made without cleanly removing old code. A third issue is convoluted code

which can result from ad hoc addition of code or be left over from refactoring. The challenge

is that all these issues can be difficult to detect, and while the first two issues can be easily

resolved by removing code, the third issue requires additional refactoring. For identifying the

first issue, code coverage reports can be useful, as they will indicate exactly which lines of

code are executed or not. Of course, the coverage report will depend on the particular task

being performed. Identifying the second and third issues will generally require reading the

code and understanding the broader context of what is being done.

The second and third issues are also related to code optimization. One of the early

weaknesses of RMG-Py was that it was much slower than RMG-Java. Since then, RMG-Py

has become even slower, as a trade-off with improved accuracy. Historically, performance has
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not been a key concern with each individual change. Instead, minor performance losses build

up until they become very noticeable, at which point effort is placed in searching for ways

to improve performance. An alternative workflow would be to increase the importance of

performance evaluation when implementing changes. With any change that has potentially has

performance effects, performance tests should be run on a relevant test case before approving

the change. While this should become the standard workflow for future development, it does

not account for existing inefficiencies in the code. First, profiling should be used to identify

parts of the code which contribute significantly to runtime. Generally, reaction generation

and reactor simulation tend to be the two most expensive tasks. One potential avenue for

optimizing these tasks is using Cython. While many parts of RMG are already cythonized,

the speed-up factor which can be attained by converting Python to Cython ranges from 2x to

over 100x depending on how C-like the code is. Unfortunately this means that very pythonic

idioms (such as list comprehensions) actually hurt Cython performance. The majority of

cythonized code in RMG is essentially pure Python, which generally results in 2x speed-up.

Therefore, there is substantial room for improvement by improving the efficiency of cythonized

code.

7.5 RMG input/output improvements

Input and output files are an important aspect of using RMG, but there are a number of

deficiencies with the current system. Currently, input files and database files are all Python

syntax files which are loaded by executing the file using the Python interpreter. This was

an attractive option because Python syntax is very human-readable and this provided an

easy way to read the files. However, executing Python files can pose significant security risks,

especially in the case of the RMG-website, which was previously subject to code-injection

attacks. Additionally, this approach directly links input file syntax with code structure, which

can cause issues with backward compatibility of input files when updating code. Reaction

mechanisms are primarily output as Chemkin files, with metadata stored as comments. This

has lead to many issues with recovering the metadata by parsing the comments, which also

has many backward compatibility issues.
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With that said, there is an opportunity to implement a new file format which can unify

the existing files for RMG input files, database files, and output mechanisms. Such a file

could use YAML, which is a markup language useful for storing data in a human-readable

way. YAML files can be easily loaded into RMG without the security concerns of executing

Python files. It has already been implemented in RMG for storing data in Arkane jobs.

The next step would be to implement it as a format for mechanisms, which could easily

be adapted to store database data, and input files. Cantera has already developed a new

YAML format for chemical mechanisms, so it would be ideal if RMG could adopt the same

syntax. Making this transition to YAML would provide a number of notable benefits: 1)

a consistent, universal format across databases and mechanisms, 2) more robust metadata

storage, 3) code-independent file formats, and 4) improved security.
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