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ABSTRACT

An important hypothesis of generative grammatical theory in
recent years has been that grammatical transformations are meaning-
preserving. This thesis is an attempt to show that if certain other
common theoretical assumptions are held constant, that hypothesis
is untenable. Rules of word-derivation--suffixation, prefixation,
compounding--frequently yield results whose meaning is not predictable
from their component parts. It is argued that some of these must be
in the transformational component of the grammar of English.

Some derivational patterns of English are analyzed in detail.
Arguments are given that the derivation of adjectives in -able must
be transformational. Nominalizations in -ity are shown to be seman-
tically erratic. It is then sargued that the formation of these must
be subsequent in the grammar to the formation of -able derivatives.
On the acsumption that the components of the grammar are homogeneous,
it follows that -ity formation must be in the transformational com-
ponent.

If rules of derivation are in the transformational component,
they mustc participate in its ordering. Some facts of derivation
are examined in the light of this consequence. Ordering of deriva-
tioral rules is ghown to offer a simple explanation of some otherwise
puzziing phenomena. It is then demonstrated that derivational rules
canuot be lineaziy crdered. An hypothesis is proposed as to their
ordering.

Thesis Supervisor: Noam A. Chomsky
Title: Ward Professor of Modern Languages and Linguistics
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I. OF LEVELS AND COMPONZNTS

As linguistics matured as a science, abandaiing the Neo-grammarian
preoccupation with sound change for the Saussurean view of language as
a structured and describable system, conceptual innovations were inevi-
table. New distinctions were made, domains of inquiry were subdivided

in new ways: langue-parole, synchrony-diachrony. And linquists began

to investigate in depth the abstract structures of which language is
composed. Sound sequences were meaningful only as they formed groups,
called morphemes. Morphemes, moreover, had descriptive as well as
semantic significance: they fell into natural classes, 'parts of speech",
in terms of which larger grammatical structures could be described.
Within morphemes, sounds alternated with each other in clearly discern-

ible classes. The concept of linguistic level was developed. Accord-

ing to this concept, language was hierarchically organized into morphemic
and phonemic levels, with a fairly small inventory of elements on the
latter combining into a hug variety of elements on the former.

In this framework a whole set of new questions about language became
apparent. How precisely could the levels be defined, cross-linguistically?
What was the relationship between them? What, if any, was the psycholo-
gical reality to them? Hypotheses were propsed in response. It was
proposed that at the phonemic level only the distinctive sounds of a
language appeared, bﬁt every word which sounded different had a unique
representation. It was argued that information from the morphemic level

played no role at the phonemic level.



In Syntactic Structures (Chomsky 1957) Chomsky extended the notion

of linguistic level in two ways. He demonstrated that in an adequate
grammar of a natural language, more than two levels were needed, and that

the additional levels were more complex in structure than the phonemic

and morphemic levels. A phrase-structure level, at which "each sentence
of the language is represented by a set of strings, not by a single

string" (op. cit., p. 31), and a transformational level, at which "an

utterance is represented even more abstractly in terms of a sequence
of transformations by which it is derived" (op. cit., p. 47). were both
needed.

Associated with the phrase-structure level and the transformational
level were sets of rules of generation and transformation respectively.
Jointly these sets of rules comprised the syntactic portion of the grammar.

Another, formally distinct set of rules, the morphophonemics, related

representations at the morphemic and phonemic levels. These sets of
rules, which came to be called components (of a grammar), were seen to
have significant properties. The precise definition of these properties
became the important and challenging theoretical task undertaken by
generative grammarians.

The new approach suggestedrsome rather different answers to the
theoretical questions about levels. In particular, it suggested that
many of the hypotheses which had been offcred were too strong. Infor-
mation from higher levels was crucial in determining the application of
rules at lower levels. The best grammars shown not to include any

"paxonomic phonemic" level. But many new questions arose, as well. From
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increasingly detailed linguistic analysis, some assumptions and hypotheses
emerged which became widely accepted.

One assumption which was implicit in descriptive practice from the
earliest work in generative grammar on, and unchallenged theoretically,
was that the components are logically discrete, that rules from one com-
ponent are not interspersed among tlmse from another. This assumption

(we shall refer to it as the assumption of homogeneity of components)

remained constant through the various developments in the conception of
what the comporents are, how many there are, what their rules are like,
and so on. Some such developments made it a stronger assumption. For
example, in the earliest grammars written in a transformational framework
(Chomsky 1957, 1964; Lees 1960) it was assumed that lexical items were
introduced by rewriting rules of the phrase structure grammar which was
the base component. This grammar was sequential, and the lexical items
. were part of its terminal vocabulary, but there was no constraint that
no rule which introduced terminal vocabulary could precede any rule which
introduced non-terminal vocabulary. Thus it was possible to order rules
introducing lexical items anywhere in the base. This possibility allowed
extra power in the constraints which could be placed on lexical selection.
It would be possible to order the rules in such a way, for example, that
nouns introduced into object noun phrases were on a different lexical cate-
gory than nouns introduced into subject noun phrases, or as the objects
of prepostions.

Later developments (discussed most fully in Chomsky (1965))led to
the conclusion that lexical items could not be introduced by rewriting

rules, but rather had to be represented as bundles of syntactic features
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to be inserted at certain specified points in a completed Phrase-marker,
according to appropriate non-distinctness conventions. Thus lexical
items jointly comprised a separate component, the lexicon. On the assump-
tion of homogeneity of components, the possibility of introducing lexical
items at various points in the generation of a base phrase-marker was
no longer available. Thus it was no longer possible to make the categor-
ization distinctions mentioned above at no extra cost to the grammar.
This limitation of possibilities was a strengthening of the theory of
grammar to be credited entirely to the assumption of homogeneity of com-
ponents.

An important hypothesis emerged after several years of work which
was first presented and worked out in detail by Katz and Postal (1964).
This was that transformations are meaning-preserving. In the earlier
grammars referred to above, it had been postulated that some transformations
were optional and had semantic effect, e.g., question, negative, and that
others were obligatory and had none, e.g., number agreement.. Katz and
Postal argued that in every case of the former kind, there was independent
syntactic evidence for an element in the underlying structures to which
the rules applied which triggered the application of the rule, making
it obligatory. These new elements could carry the semantic load presumed
to have been carried by the rule. There were still some optional trans-
formations, but they were limited to stylistic variants like particle
movement, with no semantic effects. Their arguments were sufficiently
convincing that subsequent descriptions and theoretical discussions have
taken as an assumption that transformations are meaning-preserving, and

that semantic interpretation is entirely of base structures.
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A third assumption, which in generative grammar is an outgrowth of
the development of the notion '"lexicon", but actually harks back to tra-
ditional grammar, is that the lexicon is the repository of the idio-
syncracies of the individual formatives of a language. This assumption
has a strong and a weak form. The weak form is that the lexicon contains
all the idiosyncracies; the strong form, that it contains all and only
the idiosyncracies, that all regularities among formatives are expressed
by rules in some component of the grammar outside the lexicon.

It is in an attempt to maintain the strong form of the assumption
of a strictly idiosyncratic lexicon that many generative grammarians have
assumed that rules of derivational morphology, or more precisely rules for the
generation of words with internal st:ructure,1 are in the transformational
component:.2 Many partial regularities, of varying degrees of generality,
exist among the relations between stems and their derivatives, and among
derivatives of a particular class. Moreover, it is frequently intuitively
clear which is stem, and which derivative; that is, there is an intuition
of "underlying form", analogous to the intuition of deep structure. These
facts have led to the assumption that the underlying forms‘are the con-
tents of the lexicon, as deep structures are products of the base grammar,
and that the derivatives are formed from them by transformational rules,
just as surface structures are formed from deep structures.

However, as Chomsky has correctly pointed out (in M. I. T. class
lectures and private conversations) this move is incompatible with the
assumption that transformations are meaning-preserving. A common char-

acteristic of derivatives is that their meanings are not predictable from
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the meaning of their stems plus the particular derivational affix. We
shall see numerous examples of this in the pages to follow. A couple

of examples should be sufficient illustration for the present. To call

a book readable may be a tribute to its lucidity, or may indicate that
although it was inundated by the Arno, it is now sufficiently dried out

to be read. Other -able forms seem not to have this property. Although
calling a hat wearable predicts that it can be worn, it does not predict
any particular pleasure to be derived thereform. The derivatives insanity,

urity, vanity mean the states of being insane, pure and vain respectively;

but nationality does not mean the state of being national. Chomsky has
proposed to maintain the assumptions of meaning-preserving transformations
and homogeneous components and account for derivational relationships
by an enriched theory of the lexicon (thus giving up the strong assumption
of the idiosyncratic lexicon).

This thesis is an attempt to show that this proposal (which I shall
call the lexicalist hypothesis) is untenable. It is an attempt, based
on the facts of word-derivation in English, to show that the assumptions
of meaning-preserving transformations and homogeneous components are
mutually incompatible. The strategy will be to hold the assumption of
homogeneity of components constant and show that on that assumption, some
non-meaning-preserving derivational rules must be located in the trans-
formational component. Other assumptions made in the course of the work
will be in accord with the lexicalist position, insofar as that position
has been worked out. Where more than one alternative assumption seems

reasonable, I shall explore the consequences of each.
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Two general assumptions I shall make should be made explicit at this
point. The first is an assumption as to what constitutes syntactic evi-
dence, and may be viewed as a constraint on the semantic component. I
assume that the semantic component is interpretive, and that the '"pro-
jection rules" which accomplish the interpretation are sufficiently
constrained in their power that they cannot duplicate known functions
of the transformational component. This means that when a systemtic
relationship of co-occurrence restrictions between two sentence or phrase
patterns is found, that is evidence for a syntactic relationship between
the patterns. Thus for example it will be asserted that the subject noun
phrases of which derivative adjectives in -able may be predicted are
selectionally restricted as the objects of their stem verbs. This type
of subject-obiect inversion is known on independent grounds to occur in
the transformational component (in the passive transformation, for example);
therfore it is taken as evidence that a sentence in which an adjective
in -able is predicated of some noun phrase is syntactically related to
some sentence‘in which that noun phrase, or one identical t it, appears
as the object of the stem of that derivative adjective. A logically
possible alternative is an interpretive semantic rule which marks as
anomalous any instance of -able predication of a noun phrase where the
verb phrase with that noun phrase as object and the -able stem as main
verb is anomalous. It is this alternative which is ruled out by this
assumption.

The second assumption is a constraint on the richness of the lexicon.
Even if the arguments that I shall give are accepted, it is logically

possible to maintain all of the assumptions under study, including the



strong assumption of an idiosyncratic lexicon, if the lexicon contains
sufficiently powerful theoretical apparatus. I have given some examples
of derivatives with unpredictable meanings. Let us return to the ambig-
uous word readable. One way of explaining its ambiguity is to assume

that the lexical item read has two readings, similar in many respects,

one of which has exactly the semantic characteristics necessary for
predicting the deviant meaning of readable. Since this verb never appears
except as the stem of -able, it is marked as obligatorily undergoing the
-able rule. By repeating this process a sufficient number of times it
is possible to render all of the transformations meaning-preserving,
maintain homogeneous components, and have a lexicon which contains all
and only the idiosyncracies of the language. With appropriate Boolean
combinations of lexical features, the lexicon could express the general-
izations implicit in the phrase "similar in many respects'" and the
relationship of material implication between a particular reading and

a "rule feature". What makes all of this possible is the notion of
marking a lexical item as obligatorily undergoing a rule.3 To render
my argument cogent, I assume that this is not possible, or at most that
it is possible only under conditions restricted so as to eliminate the
consequences just discussed.

The study of derivation in a generative grammar is at a very early
stage. The tentative nature of the proposals to be presented here can
scarcely be overemphasized. They will serve their purpose, however, if
they prove useful in organizing data and provoking counterexamples; in
this way they can serve to further our understanding of derivation, hence,

of language.
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II. OF DERIVATIONS AND TRANSFORMATIONS

A. Introductory

Two independent problems must be distinguished in considering the inter-
play between derivational rulesl and the transformational component. One
problem is whether the derivational rules are transformational. This is a
question about the formal structure necessary to describe the empirically
observable regularity. If the regularity is expressible only in terms of
operations on constituent structure, then the rules are transformational.
If it is expressible entirely in terms of the inherent characteristics of
the formatives involved, say their systematic phonemic representations,
context~-free rewriting rules w§u1d suffice. Or perhaps some regularity is
involved which can't be expressed in either of these ways; for example,
that affixation rules apply only to forms with orthographic properties

shared by at least three entries in the Shorter Oxford Dictionary.2 Fur-

thermore, even if it is determined that transformational power is required,
it may be possible to specify constraints on the amount of power. Perhaps
only local, or only strictly local transformations (Chomsky 1965, p. 215)
are necessary; a finding of this sort would strengthen the theory. I will
argue, in fact, that full transformational power is required to formulate
some derivational rules.

The problem with which we are more concerned, however, is whether
there are derivational rules in the transformational component. This
question is logically completely independent from the first. The deriva-
tional rules might be transformational in form, but located in the base

component or in some special component of their own; or they might be
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context-free rewrite rules located in the transformational component. The
evidence which has bearing on this problem is necessarily indirect, depend-
ing on other assumptions about the formulation of the grammar. There are
no inherent characteristics of a grammatical rule which tell us what com-
ponent of a grammar it must be placed in. It is here that we make crucial
use of the assumption of homogeneity of components. On this assumption,

to show that a rule is not ordered before a component, it is sufficient to
show that it depends in séme way on the prior application of some rule
known on independent grounds to be in that component. There are two kinds
of such dependence which we shall use in our arguments. A rule depends

on the prior application of another rule if it makes essential use of some
- element which is only introduced by the earlier rule, or if some constraint
on its applicability depends crucially on the prior application of the
earlier rule.

The notion of constraints on applicability deserves special attention
in the field of derivation. Derivational processes have been aptly
described as "typically sporadic and only quasi=-productive' (Chomsky 1965,
P. 184). 1In general it is not possible to predict that a given stem can
undergo a particular derivational rule, but only that it cannot. That is,
we can hope to specify (to some extent) the necessary conditions for (i.e.,
constraints on) the applicability of a rule, which distinguish possible
from impossible forms, but not the sufficient conditions, which distinguish
occurring from non-occurring forms. This is a weaker goal, but not without
empirical import. The occurring forms should be a proper subset of the

possible forms; if a tentative rule labels an occurring form as impossible,
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then either the rule is wrong or the form is exceptional. The possible-
impossible distinction should correctly predict the intuitions of a native
speaker, just as the grammatical-ungrammatical distinction between sentences
should. One would expect dialect variation and neologism to be constrained
by the bounds on possible forms. An example may help to make the distinc~-
tion clearer. A derivational pattern of some productivity in English is

verb, derivative adjective in -ant, nominalization in -ance. Some exam-

ples are ignore, ignorant, ignorance; exult, exultant, exultance; resonate,

resonant, resonance; nesitate, hesitant, hesitance. Now one verb which

nominalizes in -ance is resemble, but in my dialect there is no adjective

?resemblant. Nonetheless, on the basis of the pattern one would predict
?resemblant as a possible form, whose non-occurrence is accidental. On the
other hand, consider the suffix -hood. One of the necessary conditions for
=hood stemhood is nounhood. Thus the -hood rule would exclude resemble as
a stem; *regemblehood is an impossible form. The predicted difference
between ?resemblant and *resemblehood corresponds closely to my intuitions
regarding the two forms. I would be much more surprised to encounter
*resemblehood as coinage or vocabulary from another dialect than
7resemblant.

A complete grammar of an idiolect would of course have to differentiate
the occurring from the non-occurring forms, and to the extent that the
rules we shall propose fail to make this distinction, they are incomplete.
Evidence of their incompleteness, however, i.e., adducing forms which
they permit but which do not occur, is not counterzvidence to the rules

unless some better generalization can be found which accommodates the
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extra facts in a principled way. True counterexamples to the rules are
rather occurring forms which they do not permit (assuming of course that
the occurring forms are not merely homonymous with derivatives of the

class under consideration).
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B. Self-ing adjectives

Bl. Facts.

We shall begin our study with an examination of derivatives of the

type exemplified by self-indulging, self-lubricating, taken as adjectivals

rather than nominals. That is, we are concerned with sentences of the
form

(1) Self-indulging boys become sybaritic old men.

(2) He took a self-lubricating drill from the shelf.
rather than

(3) Self-indulging is a sin.

(4) All the self-lubricating that machine can do is not enough.

A number of considerations argue for the transformational derivation of
these compounds, which we shall call gelf-ing adjecctives.

Observe first of all that the verbs on which gelf-ing adjectives are
based, which appear as present. participles in the derivatives, are always
verbs which can take reflexiv: objects. Thus

(5) The boy indulged himself once too often.

(6) The pump lubricates itself every hour on the hour.

Many transitive verbs cannot take reflexive objects:

(7) John dropped 2;:m§:i§e on the floor.
Ali

(8) Alexander avoids troﬁgle .
*himsel

None of these verbs, and of course no intransitive verbs, can enter into
self-ing adjective formation:
(9) *A self-dropping boy is likely to get hurt.

(10) *Alexander is self-avoiding to a fault.
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(11) *A self-swimming actress is needed for this part.

This correlation already implies the iuvolvement of the reflexive trans-
formation in the derivation of self-ing adjectives. Further credibility
is attached to that involvement by the presence of the formative self,
whose most common occurrence in English is as a result of the reflexive
transformation. The only other occurrences of self are in the so-called
emphatic reflexive:

(12) Einstein himself didn't know the answer.
and, rarely, as a reference to the ego, or soul:

(13) Theology and depth psychology concur in their concern for the self.
This last, limited form is the only use of self which is not of transforma-
tional origin, and it is clearly ruled out as an element of gelf-ing ad-
jectives by examples such as (2).3

(2) He took a self-lubricating drill from the shelf.

Finally, the paraphrastic relationship characteristic of transformational
relatedness exists between sentence pairs such as

(14) a.Allen deludes himself.

b.Allen is self-deluding.
and
(15) a. This press inks itself.
b. This press is self-inking.
The meanings of (l4a) and (15a) must be determined by the semantic compo-
nent in any case. The meanings of their respective paraphrases can be
predicted with no additional semantic interpretation if the sentences are

transformationally related. The absence or drastic modification of such
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a relationship betw:zen supposed bases and derivatives is the chief moti-
vation for the lexicalist hypothesis.
This semantic relationship does not hold for all self-ing forms.

Some counterexamples are self-seeking, self-serving, self-acting. It is

to be found in the large majority of cases, however. Appendix I presents
in detail the intuitions of one informant regarding this and other gen-
eralizations pertinent to self-ing forms.

All of this evidence indicates that the self-ing rule is (a) in the
transformational component, since it depends in various ways on the
reflexive transformation, and (b) transformational, since it rearranges
constituent structure. These facts are not particularly surprising or
interesting on their own account, but it is important to establish them
clearly, since they are important to the arguments to follow.

Not every reflexive construction can be transformed into a self-i..g
adjective. The constraints, however, are for the most part straight-
forward and based cn independently motivated classifications of re-
flexives. First of all, only generic coustructions like (14a) and (15a)
may be transformed (see below, Section II B 3, for discussion of the
notion generic). Verbs which can appear reflexively but never gener-
ically (in the reflexive) cannot serve as gself-ing stems:

(16) Max [ﬁ‘fﬁecﬂhimself.
cut

(17) *Max [shoots\himself.
kills
cuts

shootin
(18) *Max is selftkilling.
cutting
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It should be noted that sentences like (17) can generally be rendered

grammatical by the addition of an adverbial of frequency or the phrase

"for a living". With kill these additions make the sentence semantically

anomalous, but not, I think, ungrammatical. However, in the strictly

isolated form (17) generic constructions with this class of verbs are

ungrammatical.

Further constraints exclude two classes of generic reflexives. The

first class contains the "middle" reflexives, those verbs which appear

with the same reflexive force with or without the reflexive pronoun, like

shave, wash, dress. Thus:

(19)
(20)
(21)
(22)
(23)
(24)

Morton shaves himself.
Morton shaves.

#Morton is self-shaving.
Minnie dressed herself.
Minnie dressed.

*Minnie was self-dressing.

The second class contains absolute reflexives like behave herself, enjoy

himsgelf:

(25)
(26)
(27)
(28)

Sibyl behaves herself.
*Sibyl is self-behaving.
Charles enjoys himself wherever he goes.

*Charles is self-enjoying wherever he goes.

All of the facts so far presented can be summarized a- a rule:
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SELFING
X - NP - v - N - SELF - Y
[+generic/ /+PRO/
/-middle /
/-absolute/
1 2 3 4 5 6 =
1 2 BE+5+3+ING ¢ ¢ 6

This rule is not very satisfactory for several reasons. The derived constitu-
ent st ture is unclear, formatives are introduced, and the restrictions
on the verb, segment 3, are rather ad hoc. These problems interrelate in

interesting ways.

B2. Problems

There are two problems with the derived constituent structure. The
lesser is that the derived sequence BE+5+3+ING 18 under-structured. A
constant use of the plus symbol implies that the same adjunction opera-
tion, whatever its precise details, is used in adjoining BE to 5 as in
adjoining 5 and ING to 3. This is surely wrong; the sequence 5+3+ING has
an independent status as a constituent, as shown by the fact that it can
prepose (see (1) and (2)) and delete, leaving the BE behind:

(29) Ronald is as self-sacrificing as Mary is (self-sacrificing).
BE must therefore be fit into the derived constituent structure in some
other way. Exactly how, in terms of the present formulation of SELFING,
is unclear.

The greater problem is the status of the derived constituent 5+3+ING.

We know that it is an adjective from its behavior in comparative and
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equative constructions, such as (29), and from the fact that it conjoins
with adjectives:
(30) His mother was old and self-pitying.
Notice that one cannot conjoin verbs in the present participle with
adjectives:
(31) *The child was small and running.
But what is the source of this information? Nothing in the structural
description of SELFING is an adjective or implies the presence of one.
Seemingly the adjective node must be introduced by the rule in some way.
This problem was noticed very early in the study of transformational

grammar. In Syntactic Structures (Chomsky 1957, pp. 72-75), Chomsky

observes that sleeping and interesting can both be preposed:

(32) The child is sleeping = The sleeping child

(33) The book is interesting = The interesting book
Only interesting, however, can be modified by very or appear as the
complement of seem:

(34) The very interesting book

(35) *The very sleeping child

(36) The book seems interesting

(37) *The child seems sleeping
A grammar that accomplishes pre-positions (32) and (33) by the same
rule will be simpler, i.e., more highly valued, than one that requires
separate rules. It is therefore proposed that the adjective preposing
rule is responsible for both (32) and (33). Examples (34)-(37),

however, show that sleeping fails to behave like an adjective in other
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ways. Chomsky suggests that constructions (34) and (36) are derived in
the base by rules which include the following:

(38) VP — Aux + seem + Adj

(39) Adj—> very + Adj

Since interesting is an adjective in the base, the argument goes,
it can appear in the adjective position on the right-hand side of rules
(38) and (39), while sleeping, which is not in the base at all but
formed by an affix movement transformation, cannot. The adjective
preposing rule, on the other hand, is a transformation, and on the
assumption that it can apply after affix movement, sleeping can undergo
it if it can be made to satisfy the structural description, that is, if
it is an adjective at the time of adjective preposing. But it is easy to
see that interesting and sleeping have a significant common property:
they both have the form V + ing. Chomsky therefore proposes the follow-
ing principle of derived constituent structure:

If X is a Z in the phrase structure grammar, and a string Y formed

by a transformation is of the same structural form as X, then Y is

also a Z. (op. cit., p.73)
According to this principle, as soon as the word sleeping is formed by
the affix movement rule, it becomes an adjective because of having the
same structural form as interesting, and is therefore subject to the
adjective preposing rule.

Many criticisms of detail could be made of this analysis, but they
are unimportant. What is important is the proposed principle of derived
constituent structure. If it or some modification of it is right, it

will resolve the problem of the adjective status of the derived constituent
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in SELFING., If it is wrong we are no closer to the solution than we were.
Unfortunately the principle does not work, at least not in anything
like the way it is stated. The most telling argument that this is so is
based on conjunction reduction.
It is well known that most sentences with coordinated substructures
are formed by reduction of coordinated full sentcnces. Thus
(40) John is young and John is happy.
goes to
(41) John is young and happy.
and
(42) John is a doctor and John 18 a politician.
goes to
(43) John is a doctor and a politician.
Broadly speaking, the similar parts of the conjoined sentences are reduced
and the parts which are different are compounded. Conjunction reduction
is not unconstrained, however. Although
(44) John is happy and John is a politician.
is grammatical,
(45) *John is happy and a politician.
is not. Adjectives and nouns cannot be conjoined. More generally,

"If S, and S, are grammatical sentences, and S, differs from S, only
in that X apfiears in S, where Y appears in S, (i.e.. Sl= ...X... and
5,= ...Y...), and X and Y are constituents o% the same type in S1
and S,, respectively, then 33 is a sentence, where S, is the resilt
of replacing X by X+AND+Y in"S, (i.e., 83- .o X+ANDHY...) "

(op. cit., p. 36; emphasis added)
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Chomsky remarks, in fact, that "the possibility of conjunction offers one
of the best criteria for the initial determination of phrase structure"
(ibid.). But on these grounds ungrammatical examples like (31)

(31) *The child was small and running.
show that small and running are not constituents of the same type. Since
small is unquestionably an adjective, running is not, and the principle of
derived constituent structure fails.

It might still be argued that the affix movement rule applies after
the conjunction reduction rule, and that at the time of conjunction
reduction running is not a constituent at all and the rule therefore
doesn't apply to it. This argument is shown to be false by

(46) The child is running and laughing.

Sentence (46) is derived from

(47) The child is running and the child is laughing.
Before affix movement applies, sentence (4?) is

(48) The child BE ING run and the child BE ING laugh.

In (48) ING run and ING laugh are not constituents. Rather BE ING is a

constituent, the auxiliary, and run and laugh are constituents, verbs.
According to the rule of conjunction reduction the reduced form of (48)
should te

(49) The child BE ING run and laugh.
After affix movement this becomes the ungrammatical.

(50) *The child is running and laugh.
Thus affix movement must apply to (48) and conjunction reduction to the

result, (47); which is to say, affix movement must apply before
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conjunction reduction. Thus at the time conjunction reduction applies the
constituents running, sleeping, etc. have already been formed. If the
principle of derived constituent structure has been applied they are
adjectives and should conjoin with adjectives. Since they do not so con-
Join, they are not adjectives, and the principle of derived constituent
structure is wrong.

It is important to note that this argument is within the terms of

Syntactic Structures alone and is not based on some subsequent analysis

of English grammar. Rules (38) and (39), the affix movement rulc_ and
the given formulation of the rule of conjunction reduction would all be
considered questionable by generative grammarians of English today, and
are not necessarily advocated by their inclusion here. Their »nurpose is
simply to show that the proposed principle of derived constituent struc-
ture does not work within the system in which it was proposed. Whether it
can be reformulated within a new system so that it works properly is of
course an open question; I know of no attempt to do so. We shall inves-
tigate an alternative approach to the problem of derivative constituency
which involves no appeal to special principles of derived constituent

structure. 4

B3. The notion generic
To understand that approach it is necessary to consider for a while
the grammatical notion generic. A variety of grammatical pheonomena

have been referred to by this term, most notably by Jespersen in his
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Modern English Grammar (henceforth MEG; Jespersen 1954, 1958, 1961).
Thus in MEG II (§5.4) Jespersen discusses '"The Generic Singular and

Plural" as an aspect of number:

An assertion about a whole species or class--equally applicable
to each member of the class--may be made in various ways:

(1) the sg without any article: Man is mortal;

(2) the sg with the indefinite article: a cat is not as vigilant
as a dog;

(3) the sg with the definite article; the dog is vigilant;

(4) the pl without any article: dogs are vigilant;

(5) the pl with the definite article: the English are a nation

of shopkeepers.

In MEG (§5.11 ff.) he speaks of a generic sense of restrictive
relative clauses after personal and demonstrative pronouns, as in "He that
fights and runs away may live to fight another day", or "Those who live by
the sword shall perish by the sword".

In his discussion of present tense in MEG IV (§2.1) Jespersen is
somewhat more equivocal about the applicability of the term generic:

« « . he 1s 111/ ...I love her/ he runs several businesses/she plays
wonderfully well (cp. she is playing wonderfully well...).../our
children eat very little meat.../the sun rises in the east.../Dryden:
None but the brave deserves the fair.

These examples show a gradual transition from what is more or
less momentary to "eternal truths" or what are supposed to be such--
one might feel tempted here to speak of an "omnipresent" time or
tense or better of generic time, but no special term is needed, and
it is wrong, as is often done, to speak of such sentences as time-
less. If the present tense is used, it is because they are valid
now; the linguistic tense-expression says nothing about the length
of duration before or after the zero-point.

He goes on, however, to say
The difference between the ordinary and the generic present--gradual

as the transitions between them are-~is seen in the shifting and non-
shifting in indirect speech...
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That is, the sequence of tenses constraint that backshifts the tense of an
indirect quotation when the tense of the matrix sentence is past is
obligatory when the indirect quotation is non-generic, but optional or
sometimes impossible when the indirect quotation is generic. For example:

(51) He told us that Ellen was writing a letter.

(32) *He told us that Ellen is writing a letter.

(53) He told us that Ellen writes books.

(54) ?He told us that Ellen wrote books. (not in sense of "used to')

Thus, by Jespersen's oim observation, it is necessary on syntactic
grounds to distinguish between ordinary and generic present, and the
earlier remark that "no special term is needed" for the generic present
is simply wrong.

Finally, Jespersen discusses in MEG V (§§10.13, 24.31) and MEG VII
(§4.7) the generic person. This is his term for that impersonal subject
which in English is usually rendered as one or Yyou, in French as on, in
German as man, and so on. Jespersen takes this to be the underlying or
"latent" subject of the infinitive in sentences like

(55) To sing is a pleasure. (='one takes pleasure in singing')
and of what he calls the "pseudo-imperative" of

(56) Take it all together, the talk was hardly a success.

(57) I expect him to arrive in, say, five days.

The take of (56) and the say of (57) are imperatives "addressed to an imagin-
ary indefinite second person (a generic person, as it were), rather than to

anybody present" (MEG V, p. 474).
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Thus, by Jespersen's own observation, it is necessary on syntactic
grounds to distinguish between ordinary and generic present, and the
earlier remark that '"no special term is needed" for the generic present
is simply wrong.

Finally, Jespersen discusses in MEG V (§§10.13, 24.31) and MEG VII
(84.7) the generic person. This is his term for that impersonal subject
which in English is usually rendered as one or you, in French as on, in
German as man, and so on. Jespersen takes this to be the underlying or
"latent" subject of the infinitive in sentences like

(55) To sing is a pleasure. (='one takes pleasure in singing')
and of what he calls the 'pseudo-imperative" of

(56) Take it all together, the talk was hardly a success.

(57) I expect him to arrive in, say, five days.

The take of (56) and the say of (57) are imperatives '"addressed to an
imaginary indefinite second person (a generic person, as it were),
rather than to anybody present' (MEG V, p. 474).

The evidence for this last claim seems rather weak. Certainly
the verbs in question are not addressed to anybody present, but why they
should be called imperatives at all is not clear, since they share no
properties with imperatives beyond appearing without overt grammatical
subject. For example, a second person object can appear without
reflexivizing: |

(58) Any one could do it; take you, for example.
and tags are not permitted:

(59) *I expect him to arrive in, say, five days, won't you.

Moreover the number of verbs with this property is exceedingly small.



!

i

i

it
o

Jespersen mentions only take, say, never mind, and fancy. It is more
proper to conclude, I think, that these verbs are simply idiomatic in
this respect.5

As for the '"generic person' as subject of the infinitive in (55),
whether or not the analysis is correct, the terminology is unfortunate,
since this sort of pro-form has nothing to do either with generic noun
phrases or the generic tense in the senses just discussed. We shall
therefore ignore this use of the term in what follows.

Jespersen's consistent use of a single term generic to describe
features of noun phrases, verb phrases, and relative clauses is not, with
the exclusions just mentioned, accidental. I shall try to show that there
are intimate relationships among the phenomena so described.

Notice first of all that the 'generic tense' is mandatory after a
subject with "generic number." This is perhaps not evident in Jespersen's
examples because he uses only the verb "be", but it is quite clear in the
following related examples:

(60) Man worships many gods/*Man is worshiping many gods.

(61) A cat sleeps more than a dog/*A cat is sleeping more than a dog.

(62) The dog eats meat/*The dog is eating meat.(means a particular

dog) .
(63) Dogs obey their masters/*Dogs are obeying their masters.
(64) The English tend their garden carefully/*The English are tend-
ing their gardens carefully.
The starred progressive forms of sentences (60), (63) and (64) are possible
only under the interpretation equivalent to saying the same sentence with

the phrase ". . . these days' appended. This interpretation is quite dif-

ferent from the generic.



"Generic tense'" is also mandatory in generic relative clauses.
Consider (65) *He that is fighting and running away ...

Many transitive verbs may not appear in the '"generic tense" if
their subject and object noun phrases are both non-generic:

(66) Students read books.

(67) Students read Moby Dick.

(68) John reads books.

(69) *John reads Moby Dick.

(69) is acceptable only if an adverb such as often or whenever it is

assigned follows the object.6

The converse relation also holds, although somewhat more weakly.
A non-'""generic-tense' verb (i.e., a progressive) is not possible, or
receives the interpretation "...these days,' when the subject and object
are not both non-generic:

(70) John is reading Moby Dick.

(71) *John is reading books.

Intransitive verbs can appear in the ''generic tense' only if their
subject is generic, or if an adverbial of frequency follows:

(72) A horse neighs.

(73) *Dobbin neighs.

(74) Dobbin neighs a lot.

These facts illustrate some of the important ties between ''generic
tense" and "generic number." A further point to establish is the inde-
pendence of these notions from other grammatical elements.

First, verbs are never inherently generic or non-generic. That is,
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no verb must, or must not, appear in the 'generic tense,' except where
this is predicted by some other syntactic property. Thus stative verbs
always appear in the generic, never in the progressive:

(75) John likes books.

(76) John likes Bill.

(77) *John is liking Bill.

But this class of verbs is also distinguished by the fact that they
never appear in the imperative:

(78) *Like Bill!
or in a cleft construction:

(79) *What John did was like Bill.

Similarly, some classes of nouns, e.g. proper nouns, behave as a
class with respect to their tolerance or intolerance of ''generic number"
(proper nouns are always non-generic), but no noun is inherently generic
or non-generic where this is not so predicted.

This much is equivalent to saying that generic is not a feature of
nouns or of verbs. It is also incorrect to refer to '"generic number"
and "generic tense." Examples (60) = (64) suffice to show that the gen-
eric quality of noun phrases is independent of their grammatical number.
Demonstrating the independence of generic verb phrases from tense is a
little more difficult, since the preterite and past generic formg of
verbs are the same. Still the distinction can Le seen from the accepta-
bility of adverbial phrases introduced by throughout:

(80) John read books throughout his life.

(81) John read _}m Dick (*throughout his life).

But if generic is not a feature of nouns or verbs, and is not a
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kind of number or tense, how are the various observed constraints and
selections imposed? The conclusion seems inescapable that genericness
is actually a characteristic of sentences, a '"mood" like imperative,
in the presence of which only certain base structures are admissible.
This meshes with Jespersen's reference to generic clauses, and is
very important to the study of adjective derivation, as shall soon be
apparent.

The exact locus in a base structure of the generic morpheme, feature,
or whatever is an interesting question. In the examples discussed so far
a complementéry distribution with the progressive (BE + ING) has been
evident (examples (60) to (65)). Thus generic might be taken as an alter-
nate choice of this element of the auxiliary. This approach cannot work
as it stands, since with the addition of the perfect element of the
auxiliary (HAVE + EN) the progressive element can be used in a generic
sense, as in

(82) John has been reading books for years.

Thus we cannot be obliged to choose between progressive and generic sen-
tences, which would be entailed by alternating generic with (BE + ING).

The analogy with the imperative points to the possibility of hand-
ling the generic marker as an element of the pre-sentence, as is argued
for the imperative in Katz and Postal (1964), or as a kind of higher
level "performative" sentence as Lakoff and Ross have suggested for the
imperative (class lectures, 1966-67). In what follows I shall make the
conservative pre-sentence assumption, but without any particular evi-

dence for doing so.




Obviously this short exploration of the notion generic barely
scratches the surface. The distinctions we have been discussing between
generic and non-generic noun phrases, for example, are at this stage of
investigation largely intuitive and would be difficult to explain to a
non-native speaker of English. Much the same is true of the '"timeless"
interpretation of verbs in the generic present. These distinctions are
nevertheless real, and must surely be mirrored in many ways in English
gyntax. Their exploration is a fertile field for research in English

grammar.

B4. Generic in adjective derivation

What is particularly relevant to our present purposes is the impor-
tance of the generic distinction in the derivation of adjectives. Not
only SELFING, but many other rules which derive adjectives from verbs have
the restriction that the verb must appear in the ''generic tense.'" This is
especially true of the participial adjectives, those ending in -ing. Thus
for example French-speaking Canadians refers not to Canadians who are
speaking French at the time of the utterance, but to Canadians who speak
French, in the generic sense. A gum-chewing secretary chews gum (perhaps
excessively), but need not be chewing it at the time she is so described.
The tautological nature of (83), as -opposed to the informative nature of
(84), demonstrates this more clearly:

(83) That gum-chewing secretary of mine chews gum.

(84) That gum-chewing secretary of mine is chewing gum again.

The distinction discussed above between participial verbs as nominal



modifiers and participial adjectives must be maintained here. A sleeping
child is a child who is sleeping at the time of the utterance, not one
who sleeps in the generic sense (although it is interesting to note that
unsleeping does have this generic interpretation). Sometimes ambiguities
are possible; the classical structurally ambiguous sentence

(85) Flying planes can be dangerous.
is in fact three ways ambiguous, where the third reading takes flying
as a deverbal adjective, rather than as a present participial verb, thus
distinguishing flying planes from, say, plywood mockups, rather than
from planes which do fly but which are presently on the ground. That is,
the three source sentences of (85) are

(86) To fly planes can be dangerous.

(87) Planes that are flying can be dangerous.

(88) Planes that fly can be dangerous.

There are limitations on the role of genericness in adjective
derivation which I do not know how to characterize properly. Some com-
pounds such as epoch-making and record-breaking, and simple derivatives
like tying, as in "the tying run," are neither participial verbs nor
related semantically to generic sentences when used to modify nouns.

G. H. Matthews has pointed out (private conversation) that in the plural
these modifiers too can be semantically generic:

(89) Epoch-making discoveries cause social upheavals.

Adjectives in attributive (preposed) position are normally interpreted
generically. Adjectives which can be used in the progressive, however,

such as noisy, are ambiguous between generic and progressive when used



predicatively:

(90) 7That boy is noisy.
can mean that he is being noisy at the moment or that he is always noisy.
This ambiguity carries over to the attributive:

(91) That noisy boy will disrupt the class.

This indicates that genericness is not a condition on the relative reduc-
tion or adjective preposing rules.

The close relationship between participial adjectives and generic
underlying forms suggests the possibility of a rule in the base component
which establishes it:

Adjective — S + ING
The ING is the characteristic terminal -ing of participial adjectives.

It also functions to restrict the pre-sentence of the embedded sentence
to the expansion generic. Such context restrictions on expansions of
embedded pre-sentences are needed elsewhere in the grammar, for example
to prohibit the imperative marker in embedded position, and to permit the
question marker in embedded position only when the embedded sentence is
the complement of certain verbs such as know, in which case it is spelled

whether (for the arguments on this point, see Katz and Postal (1964)).

B5. Analysis of self-ing adjectives

Now a possible base tree (with irrelevant details suppressed) might be
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(92)

John

If the embedded sentence of (92) were to stand alone, the syntactic
effect of making it generic would be that in the present tense it would
come out as '"John deceives himself", whereas in the present tense without
the generic marker it would necessarily be progressive, "John is deceiving

himself."

Applying the reflexive transformation to the embedded tree yields
(93)




Now it is possible to formulate a revised version of SELFING which
applies to tree (93).
SELFINC

V - N - SELWF - ING ~ Y

X -« NP - BE - N -
/-middle/ /+°RO/

/-absolute/
1 2 3 4 5 6 7 8 9 =
1 2 3 [} 745 [} [} 8 9

Where: 2 = &

The application of the rule is as follows. First the subject of
the embedded sentence, identical to the subject of the matrix sentence,
18 deleted. By Ross' principle of tree pruning (Ross 1966) the embedded
S node is automatically deleted, since it no longer branches. The reflex-
ive morpheme self is adjoined as left sister to the verb. Finally the
pronoun which forms the first element of the reflexive pronoun is deleted,
and by a general principle of derived constituent structure according to
which non-terminal nodes which dominate nothing are eliminated, the noun

phrase which dominated it goes. The following structure results:

(94)

[ PRED
John A

SE

o deceive

This is the correct structure at the level of detail of the present

f@{ ;_" discussion for the sentence "John is self-deceiving."
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Observe what has been accomplished by the revisions which have pro-
duced the new rule SELFING. The correct derived constituent structure
of the predicate is arrived at in a straightforward'way, using only prin-
cipies of derived structure which are independently motivated. Impor-
tation of a non-terminal adjective node is unnecessary. No formatives
are introduced by the transformation. And the restriction to generic
bases is handled in a principled way. The only ad hoc features remain-
ing are the restrictions on the verb, segment 5, that it is /-middle/
and /-absolute/, and the latter one of these is probably unnecessary,
since to behave oneself, etc., are probably single lexical entries
and a sentence containing them would not meet the structural description

of SELFING in any case.

B6. Limitations of the analysis

The facts about self-ing derivatives that we have discussed are
accommodated rather nicely by SELFING. There are other facts which can
only be handled by extensions or revisions of SELFING.

A very general and interesting phenomenon is the use of self-ing
adjectives to modify nouns which ere not themselves the antecedents of
the reflexive pronoun but are connected in some way with the antecedent.
Thus

(95) The witness' testimony was self-incriminating.

In (95) it 18 not the testimony which incriminates itself, but the wit-
ness who incrimimates himself with the testimony. Other examples:

(96) She has written a seif-revealing book.
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(97) Throckmorton always behaves in that self-aggrandizing manner.

(98) He made a few self-restraining gestures.

An extension of SELFING to handle these cases must follow an analysis of
reflexivization sophisticated enough to explain their reflexive proper-
ties.

Another class of exceptional cases are self-ing adjectives whose
stem verbs cannot appear in reflexive expressions, although there is a
certain reflexive force to them. Examples are self-reproducing, self-
generating, self-prooagating. One can say

(99) Ghetto riots are self-generating.
but not

(100) *Ghetto riots generate themselvee.

What (99) means is

(101) Ghetto riots generate ghetto riots.

(101) differs from a reflexivizable sentence in that the subject and
object noun phrases do not have identical referents. The noun phrases
are, however, linguistically identical. Moreover, they are generic.
These two conditions apparently make possible the derivation of a self-
ing adjective but not a straight reflexive.

An unexplained limitation on the productivity of SELFING excludes
from derivation certain generic reflexive constructions:

(102) a. John frightens himself.

b. *John is self-frightening.

(103) a. Jerry amuses himself.

b. *Jerry is self-amusing.
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(103a) is to be understood not in the sense of the absolute reflexive

to amuse onself, meaning "to while away the time,' but in the sense in
which amuse can take a non-reflexive direct object, and alternates with-
out change of meaning with '"to be amused at."

An apparently similar limitation is

(104) a. Billy sees himself.

b. Billy is self-seeirg.
The actual source of the exciusion of (104b), however, is that (104a) is
not understood generically. Rather it means that Billy is looking in a
reflective surface at the time of the utterance. Thus the import of (104)
is that our definition of generic must be refined. A first approxima-
tion to the appropriate refinement is to say that perceptual statives
(see, hear, feel, etc.) in the simple present tense are non-generic unless
- specified generic by some additional context.

Finally, insofar as it is relevant, the comparative evidence from
other languages suggests that the self- of the compounds we are investi-
gating is actually the self of the emphatic reflexive, which in most
languages is different in form from the ordinary reflexive. Consider the
following sentences:

(105) He wounded himself.

(106) Er hat sich verwundet. (German)

(107) él se hirio. (Spanish)
(108) On ranilsya. (Russian)

Sentences (105) - (108) all mean the same thing, and are all ordinary



reflexive constructions in their respective languages. In (106) the
reflexive morpheme, corresponding to gelf is gich: in (107), ge, and
in (108) -sya. The same morpheme, varied phonologically in Spanish
and Russian, appears as the object of a preposition:

(109) He wants the eggs for himself.

(110) Er will die Eier fur sich.

(111) él quiere los huevos para sf.

(112) On xochet yajtsa dlya sebya.
And all of these languages have a construction with this morpheme
analogous to English beside himself:

(113) nicht bei sich

(114) fuera de si

(115) vme sebya

In emphatic reflexive constructions, however, only English has the
same morpheme:

(116) Der General selbst fuhrte die Kompanie.
The general himself led the company.

(117) E1 presidente mismo fué al centro.
' The president himself went downtown.

(118) 1Ivan sam kupil etot podarok.
John himself bought that present.

The emphatic reflexive morphemes are selbst, mismo, sam, which are all
also used in their respective languages to mean the gsame. (It should be
noted that English has a slightly archaic construction in which the same
is used as emphatic reflexive: "Is that your girlfrierd?" '"The very

sama'!') But the phrases for self-confidence are as follows:
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(119) Selbst-vertrauen

(120) confianza en s{ mismo

(121) samouverennost,

It will be noted that in Spanish, both the ordinary and emphatic reflex-
ive morphemes are used, and in German and Russian, only the emphatic
reflexive. The other languages do not have direct cognates for selfish,
but in German the closest translation is selbstsﬁchtig, "self-seeking, "
and in Russian samol,ubivyj,''self-loving." (In Spanish it is interesado,
“interested," as in "interested party.") Again the emphatic reflexive
forms are used.

With the 'mechanical reflexives'" like self-lubricating the situation

is the same in German and Russian. For example, the German word for
self-ignition is Selbstentzundung; the Russian word is samovosplamenenie.
This corresponds, interestingly enough, to the intuition conveyed to me
by two informants, unaware of these facts or of each other, that to them
these mechanical reflexives do not really mean that the mechanical sub-
ject is acting on itself, in the transitive reflexive sense, but by itself,
i. e., unassisted. How these intuitions can be captured in a reasonable
syntactic analysis is not clear.

If the proposed rule SELFING and the base form which undergoes it
are essentially correct, two things have been established. SELFING is
in the transformational component, since it depends on the prior applica-
tion of the reflexive transformation, and it is non-local, since its
structural description must be defined across an embedded sentence. We
have thus in a sense already demonstrated that there are derivational

rules in the transformational component. It is the weakest and least
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surprising sense, however, because self-ing compounds contain internal
word boundaries, being more 'derivative" than, say, noun-noun compounds
only because they contain non-free elements (self and -ing). Also,
although there are some discrepancies, in the majority of cases SELFING
is productive and meaning-preserving. It is thus somewhat removed from
the actual grounds of debate. 7Tts importance lies rather as a link in
the chain of evidence for locating in the transformational component
some rules which produce derivatives containing no internal word bound-
aries, and in which the vemantic relations between various input=-output

pairs are highly irregular.



C. Other adjectives in self-

Cl. Facts

The next class of derivatives to be examined is closely related to
the self-ing class. These are the compound adjectives of the form self
plus deverbal adjective not ending in-ing. A wide variety of deverbal

adjectives may be used as stems:

self-accusatory self-expressive
self-assertive self-forgetful?
self-communicative self-inclusive
self-congratulatory self-indulgent
self-contradictory self-laudatory
self-deceptive self-neglectfu17
self-defensive self-perceptive
self-dependent self-protective
self-destructive self-reliant
self-disciplinary self-revelatory
self-effacive self-reverent
self-explanatory self-sacrificial

Several of the most common adjectivalizing suffixes appear in this

e
list: -(at)ory, -ive, -(a)nt, -ial, -ful (but see footnote 7), -ary.

They alternate with the -ing forms, as in gself-sacrificing, self-revering,

self-revealing, self-relying, self-protecting, self-perceiving, self-

neglecting, and so on. In most cases the suffixed alternant, when it
exists, is felt to be more natural than the corresponding -ing form.
Whether this is a fact about grammar or about performance is an open

question.
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C2. Derivation by lexical characterization

How are these words to be derived? That is, how are the regularities
observable among them to be stated? Three possible ways suggest them-
selves. The weakest, outside of an outright list (i.e., a denial that
there are any regularities), would be a lexical characterization something

like the following:

A = self + [ [/+refl /] + aff ],

In words, "A possible adjective consists of the morpheme self followed
by a derivative adjective composed of a verb stem, where the verb may be
reflexivized, plus a derivational suffix.'" This characterization is not
to be viewed as a rewrite rule, but rather as a sort of template of word-
structure, a condition of lexical well-formedness. The restrictions
mentioned earlier on self-ing verb stems would presumably hold here also,
but the question does not arise, since middle verbs and idiomatic reflexives
have no suffixational adjectival deriv<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>