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Abstract

Crowdsourcing has become an indispensable tool in the behavioral sciences. Often, the “crowd” is considered a black box for
gathering impersonal but generalizable data. Researchers sometimes seem to forget that crowdworkers are people with social
contexts, unique personalities, and lives. To test this possibility, we measure how crowdworkers (N¼ 2,337, preregistered) share
a monetary endowment in a Dictator Game with another Mechanical Turk (MTurk) worker, a worker from another crowd-
working platform, or a randomly selected stranger. Results indicate preferential in-group treatment for MTurk workers in
particular and for crowdworkers in general. Cooperation levels from typical anonymous economic games on MTurk are not a
good proxy for anonymous interactions and may generalize most readily only to the intragroup context.
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Amazon Mechanical Turk (MTurk) is an online platform for
crowdsourced labor used extensively by behavioral and com-
puter scientists to conduct scientific experiments and test prod-
ucts. Requesters on MTurk design “microtasks” called human
intelligence tasks (HITs) and post requests for crowdworkers
to complete them for prespecified wages. Amazon presents
MTurk as a kind of impersonal black box for microtask labor,
and requesters therefore naturally conceive of the platform as
such. Consequently, it is easy to assume that MTurk is a kind
of idealized “frictionless” world of “spherical chickens” (Stell-
man, 1973), where the responses are free from any effects of
the social contexts.

The Use of Online Labor Markets

The availability of a large and cheap labor market has had a
large impact on human subjects’ research. Crowdsourced labor
from MTurk is now widely used for obtaining large-scale train-
ing data for machine learning systems (e.g., image labeling:
Gebru, Krause, Deng, & Fei-Fei, 2017; Russakovsky et al.,
2015; text analysis: Wang, Can, Kazemzadeh, Bar, & Naraya-
nan, 2012) and to elicit “human evaluations” as baselines for
automated algorithms (Morris, Inkpen, & Venolia, 2014; Zhou,
Cummins, Lalmas, & Jose, 2013). It is also increasingly popu-
lar for conducting behavioral studies. For example, there have
been efforts to systematically replicate classic results from the
social sciences (Arechar, Gächter, & Molleman, 2017;

Berinsky, Huber, & Lenz, 2012; Chesney, Chuah, & Hoff-
mann, 2009; Hergueux & Jacquemet, 2015; Horton, Rand, &
Zeckhauser, 2011), which in many cases appear to be as reli-
able as data obtained via traditional methods.

MTurk has also been widely adopted within social psychol-
ogy. The use of crowdworkers has had a profound influence on
the nature and pace of data collection and has opened new ave-
nues to cost-effective replication and extension of familiar
research paradigms. This shift has had special impact in areas
such as studies of cooperation and conflict, person perception,
intergroup attitudes and stereotypes, and group behavior, where
cumbersome interactive multiparticipant experiment can be
conducted much more easily via online platforms (Hawkins,
2015). At the same time, academics have also engaged in some
hand-wringing about this major shift in data collection strate-
gies, and academic studies of the MTurk community itself have
increased in quantity and scope. Some of this work has begun
to peer behind the veil of crowdworking platforms, highlight-
ing the social context of the people engaged in this form of
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labor and emphasizing that Turkers are not cogs in a distributed
human computer or a psychological data simulator. For exam-
ple, there is evidence that learning over time affects results
across behavioral experiments conducted on MTurk (Chandler,
Paolacci, Peer, Mueller, & Ratliff, 2015; Rand et al., 2014) and
that Turkers sometimes collaborate on tasks that are assumed to
be independent (Gray, Suri, Ali, & Kulkarni, 2016; Yin, Gray,
Suri, & Vaughan, 2016).

In the present work, we explore the possibility that another
central aspect of human behavior “intrudes” on the setting
within which MTurk studies occur, namely social identification
as a crowdworker. That is, MTurk crowdworkers’ sense of
community and the “Turker” identity may affect the results
of social psychological studies conducted on MTurk involving,
for example, cooperation, collaboration, or group dynamics.
Why should we suspect that many crowdworkers on MTurk
have a sense of community identity associated with their work?
First and foremost, as demonstrated by a long history of work
in the social identity tradition (Hewstone, Rubin, & Willis,
2002; Hogg, 2016), human psychology is powerfully oriented
toward the pursuit of group identity. In addition to the familiar
social identities springing up around culturally salient social
groups such as ethnicity and nationality, humans are predis-
posed to attach themselves to newly encountered an otherwise
meaningless groups, including groups based on unfamiliar
properties such as over- or underestimating dot arrays (Tajfel,
1970) or even groups that are randomly assigned (Billig &
Tajfel, 1973). This favoritism occurs along many dimensions
and goes far beyond explicit judgments, in that membership in
such groups can also affect more subtle implicit attitudes as
well as a wide range of behavioral outcomes, including those
associated with cooperation and generosity (for a recent review,
see Dunham, 2018). What’s more, these forms of in-group
favoritism can occur even outside an explicit intergroup con-
text, apparently engendered by the mere sense that one is colla-
borating with or otherwise aligned with others (L. Gaertner,
Iuzzini, Witt, & Oriña, 2006). Returning the MTurk context,
while it is often assumed that MTurk workers are performing
as isolated and self-interested cogs, there is actually a direct rea-
son to think that things are not so simple. Most directly, MTurk
workers actively engage in communication and information
sharing that might be thought to foster precisely these forms
of emergent social identities.

Many online forums exist for MTurk crowdworkers, such as
Turker Nation, the /r/mturk subreddit, or MTurkGrind, and
interaction on such forums could foster a sense of shared pur-
pose and social identity. A hint of such a collective identity
comes from ethnographic analysis of publicly available content
on Turker Nation, a forum for MTurk users (Martin, Hanrahan,
O’Neill, & Gupta, 2014). This study revealed that crowdwor-
kers use such forums to share well-paying work, discuss
employers, educate newcomers, collaborate in doing tasks, pro-
vide social support, and consult with employers. Similar results
were also revealed by an ethnographic study lasting 19 months
involving over 100 crowdworkers (Gray et al., 2016). Their key
finding was that crowdworkers do indeed collaborate with each

other, often to make up for technical or social shortcomings in
the platform. Their work inspired further inquiry by (Yin et al.,
2016) to quantitatively investigate the structure and scale of the
overall communication network on MTurk. Data from more
than 10,000 crowdworkers showed that forums, in particular,
play a key role in allowing crowdworkers to communicate. The
presence of rich network structure within a single crowdworker
platform undercuts claims to independence, as workers clearly
are engaged in active communication and sometimes colla-
boration with one another, forces that are plausibly sufficient
to induce collective identity, at least of the minimal extent nec-
essary to foster in-group biases.

There have also been significant efforts specifically aimed
at fostering collective action by organizing the labor force of
MTurk. For example, Turkopticon is a platform created by
researchers (Irani & Silberman, 2013) that provides a way for
crowdworkers to rate requesters, empowering crowdworkers
to reject low-paying or otherwise exploitative work. Dynamo
(Salehi, Irani, Bernstein, & Alkhatib, 2015) is another platform
developed by researchers to improve Turkers’ capacity for col-
lective action.

Of course, this evidence is indirect; it is possible that only a
small selection of the crowdworkers on MTurk use such ser-
vices and that most Turkers use the platform in isolation. Fur-
ther, the fact that many crowdworkers rely on MTurk for
income might impede the emergence of collective identity.
However, even if this is the case, the psychology of social iden-
tity provides ample reason to think that even quite minimal
associations—such as the most basic shared sense of being a
Turker—could induce a motivation toward social affiliation.
Groups consist of sets of individuals who share some aspect
of their identities, that is, some aspect of their sense of self.
Shared identity, in turn, elicits in-group bias, that is, a tendency
to favor fellow group members, and is one of the most consis-
tent and reliable findings in the social sciences (Hewstone
et al., 2002). For example, it is widely observed with respect
to salient real-world social groupings such as ethnicity (Whitt
& Wilson, 2007), religiosity (Tan & Vogel, 2008), and political
affiliation (Rand et al., 2009). Critically, however, in-group
bias also readily emerges based on trivial real-world social
groupings (e.g., caused by Pokémon Go teams; Peysakhovich
& Rand, 2017) and can be artificially constructed in the labora-
tory (Brewer, 1979; Dunham, 2018), including when group
assignments are explicitly random (Diehl, 1990; Dunham,
2013). Given that in-group bias can emerge under such mini-
mal conditions, it seems plausible that it might occur between
workers on the same crowdworker platform or even between
anyone who identifies—even in a minimal way—as a crowd-
worker. If such bias does occur, it would raise important con-
straints on the generalizability of findings from MTurk,
especially in contexts in which in-group bias might operate.
We expect bias from these effects to be most severe in one
of the areas where MTurk has been disproportionately conveni-
ent. In such contexts, where participants are embedded with
each other into a shared environment, we expect their behavior
to be most affected by their sense of shared identity since their
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actions, attitudes, or presence will be directly visible to each
other. In our study, we directly tested this possibility.

The Present Study

We conducted a behavioral experiment on MTurk in order to
assess the degree of in-group bias among the crowdworkers
there. The premise of our experimental design is to use the Dic-
tator Game (DG) to compare how willing crowdworkers on
MTurk are to cooperate with each other, with crowdworkers
from a different platform, or with random strangers. We elected
to use a DG because it reflects consequential real-world beha-
vior (i.e., giving money), and while it is frequently conceptua-
lized as a measure of generosity, in intergroup contexts it
directly relates to social identification (Misch, Fergusson, &
Dunham, 2018; Peysakhovich & Rand, 2017) and so can serve
as a behavioral indicator of group alignment. To determine a
realistic floor in giving, we also include an additional condition
in which “donated” money is destroyed, that is, lost to all par-
ties including the donating participant. Participants decided
how to share a sum of money—a US$1 bonus—between them-
selves and an anonymous counterparty. We refer to the amount
shared as the “donation” of the active participant and examine
donation rates across our four conditions (other MTurk worker,
nonMTurk crowdworker, stranger, and the condition in which
donated money is destroyed). We also elicited verbal explana-
tions for decisions, giving us a qualitative window into the fac-
tors motivating allocations.

To further amplify the logic of our inquiry, in many MTurk
studies, workers are paired with another worker as a proxy for
an anonymous interaction with a stranger. If that assumption
holds, then our first three conditions should result in similar
levels of donation. On the other hand, if crowdworkers hold
a tacit social identity favoring other MTurk workers in partic-
ular, or other crowdworkers in general, then we would expect
those conditions to result in larger donations than donations
to strangers. To forecast our results, we find robust evidence
of in-group bias by MTurk crowdworkers. Donations to other
crowdworkers on MTurk were 15% higher than those given
to crowdworkers from another platform (i.e., CrowdFlower)
and 35% higher than those given to a randomly selected person
from around the world. Our results thus confirm that being a
“Turker” is a strong enough identity to have a sizable impact
on experiments conducted on MTurk.

Method

Participants

We recruited 2,500 participants (our preregistered sample size)
on MTurk by posting a HIT for the experiment, entitled “Make
a decision and complete a short survey,” a neutral title that was
accurate without disclosing the purpose of the experiment. We
excluded 163 participants (i.e., 6.5%) from the study due to
failing a comprehension check question, described below.
Descriptive statistics providing basic demographic characteris-
tics of the 2,337 valid participants are shown in Figure 1.

Procedure

Each MTurk crowdworker was randomly assigned to one of the
four experimental conditions, described below. Each partici-
pant was paired with only one recipient (depending on treat-
ment condition) and did not know that other conditions
existed. This design minimizes the possibility of an experimen-
ter demand effect for in-group bias.

Consistent with standard payment rates on MTurk, partici-
pants received a show-up fee of US$0.20 (for an approximately
two-min HIT duration) and then had the opportunity to earn an
additional bonus of up to US$1 based on their decision in the
study. After making their decision, participants completed a sur-
vey with a comprehension check question and a set of measures
and demographic questions that might be relevant to their deci-
sion including gender, age, education level, income level, mem-
bership in other crowdwork platforms (i.e., how many other
crowdwork platform they use), prior experience on MTurk
(i.e., number of years), the reason for making their decision, and
the expected decision made by other participants in this study.
The comprehension check asked the participants to enter how
much money they would receive as their bonus for this HIT,
based on their decision (where the correct answer is: US$1
minus amount donated, see below). In the interest of brevity,
we present the postsurvey questions in Online Appendix A.

The crux of our design involves comparing giving in the DG
across four randomly assigned treatment conditions involving
slightly different messages to participants:

MTurk partner (hereafter MTurk): “In this HIT, you can
receive a bonus of up to US$1, or you can choose to split
part of that money off, with the remainder going to a ran-
domly selected Mechanical Turk crowdworker. How
much of the US$1.00 bonus would you like to give to this
other Mechanical Turk crowdworker?”

Crowdworker from another platform partner (hereafter
Crowdworker): “In this HIT, you can receive a bonus of
up to US$1, or you can choose to split part of that money
off, with the remainder going to a randomly chosen
crowdworker from the CrowdFlower microwork plat-
form. How much of the US$1.00 bonus would you like
to give to this CrowdFlower crowdworker?”

Non-crowdworker partner (hereafter Random): “In this
HIT, you can receive a bonus of up to US$1, or you can
choose to split part of that money off, with the remainder
going to a randomly chosen person in the world (selected
based on a randomly chosen postal address). How much
of the US$1.00 bonus would you like to give to this ran-
domly selected person?”

Destroying the bonus (hereafter Destroyed): “In this HIT, you
can receive a bonus, or you can choose to split part of that
money off, with the remainder to be destroyed. How much
of the US$1.00 bonus would you like to be destroyed?”

We predicted that donations to MTurk partners would be
greater than donations to other crowdworker partners and to
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anonymous partners (and greater than destroyed “donations”).
This would indicate the preferential treatment of MTurk
crowdworkers over other identity categories. Moreover, if a
more general crowdworker identity is present, it would imply
that Crowdworker > Random in terms of the amount donated.
Finally, Random > Destroyed means that participants would
rather share the bonus with a complete stranger than destroy it.

We use nonparametric Mann–Whitney tests for our main
analysis rather than t tests following standard practice for eco-
nomic games in the experimental economics literature, as the
distribution of behavior in these games is typically strongly
non-normal (see Online Appendix B). Our main hypotheses,
experimental design, and analyses were preregistered before
the collection of the data.1 We, therefore, report one-tailed
tests for preregistered directional hypotheses. In this work,
we report all measures, manipulations, and exclusions. In
Online Appendix C, we also perform one-tailed parametric t
tests for our main results as a robustness check and report sen-
sitivity power analyses that describe the minimum effect size
that could be obtained given our study’s design.

Measures

Our measure of interest was a DG, a one-person decision process
in which the player, “the dictator,” determines (or “dictates”)
how much, if any, of an endowment (US$1 bonus) to donate

to a counterpart. The counterpart, “the recipient,” simply
receives the donation from the dictator. Based on pure self-
interest, the dictator should keep all the bonus, donating nothing
to the recipient. However, considerable research finds that par-
ticipants generally donate a nontrivial amount in a wide variety
of experimental conditions (Engel, 2011) and that DG giving is
related to other measures of cooperation in both economic game
and nongame contexts (Peysakhovich, Nowak, & Rand, 2014).
Therefore, giving anything in the DG is considered prosocial
(sometimes referred to as behavioral “altruism”). The DG has
been widely used in behavioral economics and psychological
studies on cooperation, altruism, and in-group bias (Johnson &
Mislin, 2011; Lane, 2016), making it an appropriate test case
to explore our primary research question.

Results and Discussion

Quantitative Analysis

As predicted, one-tailed Mann–Whitney indicates that MTurk
crowdworkers donated significantly more as a percentage of
their endowment to other MTurk crowdworkers (MMTurk ¼
16%) compared to crowdworkers from another platform
(MCrowdworker ¼ 14%), U ¼ 235,887.0, p ¼ .027. They also
donated more to both types of crowdworkers (MMturk ¼
16%, MCrowdworker ¼ 14%) than to random persons (MRandom

¼ 12%), likely noncrowdworkers, U ¼ 220,531.5, p < 10"4,

Figure 1. Breakdowns for the age, gender, and memberships in other crowdwork platforms for our recruited participants. The inset figure
shows the number of participants that reported being workers on other platforms, where 1 refers to “only being on MTurk.”
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and U ¼ 238,020.0, p ¼ .019, respectively (see
Figure 2). Relatively, the donation to crowdworkers from the
same platform was 15% higher on average than the donation
given to crowdworkers from another platform and 35% higher
than the donation given to a random (likely) noncrowdworker.
Also, MTurk crowdworkers significantly preferred to donate
to a random person (MRandom ¼ 12%) over destroying part
of the bonus (MDestroyed ¼ 1%), U ¼ 55,559.0, p < 10"10. The
amount of donations destroyed was close to zero, indicating
that participants were taking the study seriously and not
responding randomly.

Although we observed greater than zero average donation
across conditions, most participants did not donate anything
(i.e., median donation ¼ 0). Therefore, we further investigate
the in-group/out-group differences by computing the propor-
tion of participants that gave anything as a donation (i.e., dona-
tion > 0), made an equal split (i.e., donation ¼ 0.5), or made a
hypergenerous split (i.e., donation > 0.5; Figure 3). Using one-
tailed proportion z test, we found that the proportion of partici-
pants who donated anything is significantly greater when the
recipient is another MTurk crowdworker (45.5%) compared
to when the recipient is a crowdworker from another platform
(41.5%), z ¼ 2.1, p ¼ .017, or a random person (36%), z ¼ 5.0,
p < .001. And again, when the recipient is a crowdworker from
another platform, the proportion of participants that donated
anything is higher (45.5%) compared to when the recipient is
a random stranger (36%), z ¼ 3, p ¼ .001. The effect of in-
group bias is even larger when we look at the proportion of par-
ticipants who made an equal split. In particular, the proportion
of participants who made an equal split is much greater when
the recipient is another MTurk crowdworker (20.6%) compared
to a crowdworker from another platform (14.7%), z ¼ 3.8,

p < .001, or a random stranger (13.3%), z ¼ 4.8, p < .001. The
difference in equal splits between crowdworker from another
platform (14.7%) and a random stranger (13.3%) is not signif-
icant, z¼ 1.1, p¼ .14. There were no equal splits in Destroyed
(i.e., destroying the bonus). We explore potential moderators
of donation patterns (i.e., heterogeneity in treatment effects)
in Online Appendix D. We found that less experienced MTurk
crowdworkers donated more overall. These trends are also
confirmed when the variables are represented as continuous
rather than discretized in our regression results in Online
Appendix E. This is consistent with prior work (Capraro, Jor-
dan, & Rand, 2014; Rand et al., 2014), which has consistently
shown that more experienced MTurkers are less cooperative.

Qualitative Analysis

Our quantitative results show that MTurk crowdworkers were
more generous to other MTurk crowdworkers than to crowd-
workers from another platform (CrowdFlower) or to random
strangers. While we hypothesized that this resulted from an
emergent if a subtle sense of collective identity, in order to
explore this possibility in more detail, we conducted a qualita-
tive analysis of the responses from our postexperiment surveys
in which participants indicated the reason they made their
donation decision.

To conduct our qualitative analysis systematically, we
tagged approximately 40% of the reasons that participants pro-
vided for giving and approximately 25% of the reasons for not
giving. We use this sample from the population of all survey
responses to assess the proportions of participants that provided
each of the common reasons associated with our codes. Rea-
sons for giving included (i) altruism (i.e., feelings of generosity

Figure 2. Significant in-group bias exists among Amazon’s mechanical
Turk crowdworkers (MTurk > Crowdworker; p ¼ .027). Also, a
significant in-group bias exists for crowdworkers in general (Crowd-
worker > Random; p¼ .019). Finally, there is a preference to donate the
bonus to a random person over destroying it (Random > Destroyed; p <
10"10). p Values reported and displayed in the figure were determined
by one-tailed Mann–Whitney U tests (our preregistered test) as
donation amounts are not normally distributed. Error bars indicate
standard error of the mean.

Figure 3. The proportion of participants who donated anything
(donation > 0) or made an equal split (donation¼ 0.5) is greater when
the recipient is another Amazon’s Mechanical Turk crowdworker
compared to when the recipient is a crowdworker from another
platform or a random person (likely noncrowdworker). The differ-
ence between conditions in hypergenerous donations (donation > 0.5)
was not significant (not shown in the figure). p Values reported were
determined by one-tailed proportions z tests. The number at the top
of each bar represents the percentage of participants in each condition
that made such a decision.
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or empathy), (ii) reciprocity (i.e., expectation that it will be
reciprocated either by the same interaction partner or a differ-
ent individual), and (iii) fairness (i.e., citing fairness directly as
a reason to give without mentioning an expectation of recipro-
city). On the other hand, reasons for not giving included (i) self-
interest (i.e., the need for extra income), (ii) out-group (i.e.,
mentioning out-group as a reason not to give), (iii) fairness
(i.e., since they were the ones actually doing the work of the
task and not the recipient), and (iv) reciprocity (i.e., citing an
expectation that the other would not give). We provide direct
quotes from the workers in Online Appendix F.

Counting the frequency of these reasons across experimen-
tal conditions provides some insight into the mechanisms
behind our quantitative results (see Table 1). We find that par-
ticipants were slightly more prone to considerations of recipro-
city as both a reason to give and a reason not to give to other
MTurk workers. Altruism did not vary much between condi-
tions (besides Destroyed), but participants may have been
slightly less altruistic with CrowdFlower workers. Participants
tended to try to be fair with any type of crowdworker but didn’t
consider fairness so much with random strangers. Levels of
self-interested considerations also did not vary much between
conditions (again, besides Destroyed). The most interesting
source of variance we observe is in the proportion of partici-
pants citing out-group considerations as a reason not to give.
Many more participants mentioned not knowing what the reci-
pient was like or similar reasons in the random stranger and
CrowdFlower conditions than when giving to fellow MTurk
workers. This prominent difference between conditions in our
count of out-group reasoning further supports our argument
that cooperation levels may be inflated by in-group bias.

General Discussion

The main contribution of this work is showing that even if
crowdworkers do not communicate directly, the fact that they
belong to a coherent community of MTurk crowdworkers pro-
duces in-group bias that can affect the results of experiments

conducted on the platform. Our findings are meant to draw
attention to the inevitable contextual factors at play in the
social contexts of online labor markets. Keeping these contex-
tual factors in mind can aid in the interpretation of scientific
experiments and user studies conducted on such platforms and
especially in interpreting the generalizability of findings from
these enterprises.

Interestingly, the pattern of data we observe suggests that
crowdworkers adopt both a superordinate identity as crowd-
workers (hence the greater donations to crowdworkers than
strangers) and a subordinate identity as an MTurk worker
(hence the greater donations to MTurk workers than Crowd-
Flower workers). These dynamics are familiar to studies
focusing on other intergroup domains, in which superordinate
identities can serve as a means of creating group cohesion and
reducing in-group bias (S. L. Gaertner, Dovidio, Nier, Ward,
& Banker, 1999), but we know of little past work demonstrat-
ing how readily they spring up even in an online labor market
like MTurk.

One puzzling observation we made was experienced work-
ers show a smaller rather than larger in-group effect. One pos-
sibility is that workers could be more excited about the MTurk
community when they first join but later become either disillu-
sioned or treat it as more a part of their daily grind. Another
possibility, supported by our qualitative analysis, is that expe-
rienced workers have played similar games in the past and been
burned. For example, two respondents stated, “past experiences
where people didn’t share” and “in my experience, most people
keep the bonus for themselves so if I were another player I
wouldn’t get anything either.” In these cases, workers may be
learning to specifically not share with other workers on the
platform, whereas their identity as humans and willingness to
share with other people (random strangers) still could remain.

We acknowledge that many effect sizes we observed were
generally small, including the difference in mean donation
between conditions; however, other effects were larger. The
probability of participants donating anything at all was 20 per-
centage points higher with fellow MTurk workers than with
random strangers, which is a substantial fraction. These vary-
ing effect sizes suggest that the reliability of MTurk as a plat-
form for experiments that generate generalizable conclusions
depends on the research question being asked. For example,
if a researcher is interested in the overall proportion of individ-
uals who engage in prosocial giving with anonymous others in
a task like the DG, our results suggest that a standard MTurk
study in which participants are paired with other MTurk crowd-
workers will substantially overestimate the rate of truly anon-
ymous giving. Other designs, even the stranger condition we
employed here, might provide a better estimate. Of course, this
insight may also generalize beyond crowdwork platforms.
Another common participant recruitment strategy is undergrad-
uate pools, generally students in an undergraduate psychology
course. If participants drawn from such a pool are paired
with one another, our findings again suggest that social identi-
fication with other students will affect results even if no iden-
tity contrast is explicitly present.

Table 1. Percentage of Participants Reporting Each Commonly
Provided Reason for Their Decision.

Reasons
Reported

Treatments

MTurk
(%)

CrowdFlower
(%)

Random
Stranger (%)

Destroying
the Bonus (%)

To give
Altruism 22 18 20 0
Reciprocity 3 1 0 0
Fairness 14 13 8 0

Not to Give
Self-interest 45 48 44 87
Out-group 6 11 20 0
Fairness 5 5 5 0
Reciprocity 6 5 2 0

Note. We omit the counts of misunderstandings from our tables for clarity–they
generally did not vary across conditions. MTurk ¼ Amazon Mechanical Turk
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Another consideration is that the key comparison between
MTurk partner and random partner may depend on operational
characteristics of these conditions. For example, different pro-
cedures to select and donate to strangers might lead to different
cooperation levels. If it was possible to bonus nonMTurk stran-
gers in the same way as MTurk participants, would we observe
similar cooperation levels? While we find it somewhat
unlikely, we cannot rule out the possibility that a different sys-
tem of administering payments underlies the difference
between the MTurk and random condition. Most critically
though, even if one thought the difference between MTurk and
random conditions depended on method of disbursement, we
also show a difference between MTurk and CrowdFlower,
meaning that in a more tightly controlled case with two very
similar platforms we still show that tacit assumptions about the
identity of the recipient affect rates of generosity. Some parti-
cipants were confused about our treatments. At least a handful
of participants did not recognize that CrowdFlower was a
crowdwork platform, thinking instead that it was a crowdfund-
ing organization or represented some type of charitable cause.
Other participants thought we were deceiving them and did not
believe we would actually bonus random workers or send
money to random people in the world. However, our estimates
indicate that the rates of these misunderstandings did not vary
substantially across conditions, with only about 4–5% of parti-
cipants expressing some such misunderstanding, with these
proportions being statistically indistinguishable across experi-
mental conditions (for further details see Online Appendix F).

On the flip side, a reader may also be concerned that the sig-
nificant in-group bias effects we observe may be an artifact of
the fact that our manipulations make shared identity highly
salient. The primary purpose of our study is to understand how
to interpret existing work in areas such as cooperation research
that conducts many of their behavioral experiments using
MTurk as a platform. Our main methodological need to accom-
plish this goal is to have the degree to which identity is made to
be a salient characteristic match the degree in existing studies.
Accordingly, examining the first 15 papers presenting MTurk
DG paper returned by a Google Scholar search for “amazon
mechanical turk dictator game” reveals that the vast majority
(13 of the 15) papers explicitly stated that the game partner was
an MTurker, as in our setup.

A related concern regards MTurk as a source of convenience
samples. By definition, studies of convenience samples cannot
provide generalizable evidence about the prevalence of a cer-
tain phenomenon (e.g., cooperation; Horton et al., 2011). The
ability of MTurk to provide generalizable evidence about psy-
chological phenomena is therefore an empirical question, and
one that has received considerable empirical attention of late,
with the evidence suggesting that data from MTurk in fact usu-
ally do approximate in-lab data collection (Casler, Bickel, &
Hackett, 2013) as well as data from other online sources
(Buhrmester, Kwang, & Gosling, 2011); further, in the area
most centrally at interest here, research on cooperation, results
from MTurk also appear similar to those collected from more
traditional sources (Amir, Rand, & Gal, 2012). That said, the

point of our paper is to identify a specific threat to generaliz-
ability that is endemic to common uses of the platform and per-
haps is shared in alternative participant pools. In other words,
we would remind the reader that a large share of current
research in social psychology uses MTurk as the basis for gen-
eral inferences about human psychology, and in our paper, we
call attention to a way in which such inferences can systemati-
cally go awry.

Conclusion

We have demonstrated that in-group bias exists in MTurk
crowdworkers, both toward other crowdworkers in general,
but even more powerfully when the recipient is also from
MTurk. The critical implication is that levels of cooperation
may be higher between participants interacting with each
other on MTurk than between random strangers. Thus, more
caution should be taken when interpreting, and most impor-
tantly generalizing from, studies conducted on MTurk, espe-
cially in domains in which in-group bias might most
plausibly occur, including studies of cooperation and conflict,
person perception, and intergroup attitudes and stereotypes.
Our results also indicate that, although the standard way in
which cooperation research is conducted on MTurk inflates
cooperation, there are simple ways to rephrase instructions
that decrease in-group bias.
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