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Abstract: 

Electrochemical carbon dioxide reduction (CO2R) is increasingly recognized as a viable 
technology for the generation of chemicals using carbon dioxide (CO2) recovered from industrial 
exhaust streams or directly captured from air. If powered with low-carbon electricity, CO2R 
processes have the potential to reduce emissions from chemicals production. Historically, three-
electrode analytical cells have been used to study catalyst activity, selectivity, and stability with a 
goal of incorporating proven materials into larger devices. However, it has been recognized that 
the limited CO2 flux through bulk volumes of liquid electrolyte limit the effective reaction rate of 
CO2 when using promising catalyst systems. Gas-fed electrolyzers adapted from commercial water 
electrolyzer and fuel cell technologies have motivated researchers to explore combinations of 
porous electrodes, catalyst layers, and electrolytes to achieve higher areal productivity and 
favorable product selectivities. Present art demonstrates that high current density production (> 
200 mA cm‒2) of valuable chemicals at moderate cell voltages (ca. 3–4 V) is achievable at ambient 
conditions using electrolysis devices with catalyst-coated gas diffusion electrodes (GDEs). 
However, beyond short durations (1‒10 h) stable performance outcomes for flowing electrolyte 
systems remain elusive as electrolyte often floods electrode pores, blocking diffusion pathways 
for CO2, diminishing CO2R selectivity, and constraining productivity. Systematic study of the 
driving forces that induce electrode flooding is needed to infer reasonable operational envelopes 
for gas-fed electrolyzers as full-scale industrial devices are developed. 

In this thesis, I investigate GDE wettability as a prominent determinant of gas-fed flowing 
electrolyte CO2 electrolyzer durability. To do this, I combine experimental and computational 
approaches. First, I use a flow cell platform to study transient evolution of activity, selectivity, and 
saturation to identify failure modes, including liquid pressurization, salt precipitation, 
electrowetting, and liquid product enrichment. Next, I use material wettability properties and 
reactor mass balances to estimate how enriched liquid product streams might defy non-wetting 
characteristics of current GDE material sets. Finally, I construct computational electrode models 
and vary surface chemistry descriptors to predict transport properties in partially saturated 
electrodes. Specifically, I consider how saturation evolves in response to relevant scenarios (i.e., 
electrowetting and liquid products) that challenge CO2 electrolyzer durability.  

Thesis Supervisor: Fikile R. Brushett 
Title: Cecil and Ida Green Career Development Chair, Associate Professor of Chemical Engineering 
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I. Introduction  

Energy is of central importance to society and the abundance, availability, and affordability of 

liquid fossil fuels has been a key driver of the past century’s progress. However, with global energy 

demand projected to increase by 28% by 2040, the world urgently needs to dramatically reduce 

greenhouse gas emissions while developing and deploying clean, reliable energy solutions1. 

Electrochemical processes are poised to play a pivotal role in the evolving global power system as 

the efficient interconversion of electrical and chemical energy can enable the deployment of 

renewable energy technologies (e.g., solar PV, wind) that support the decarbonization of the 

electric grid, power the automotive fleet, and offer new opportunities for chemical manufacturing. 

While considerable focus has been given to advancing electrochemical technologies such as 

batteries, fuel cells, and water electrolyzers for transforming electric and transportation sectors, 

there has been less focus on the role of electrochemistry in carbon dioxide (CO2) utilization for 

sustainable hydrocarbon fuel production.  

1. Carbon Dioxide as a Feedstock for Chemicals Manufacturing 

Presently, CO2 is widely considered an inconvenient waste stream, or not even considered at all. 

This perception could be challenged if we were to consider the potential utility for CO2 as an 

alternative feedstock to petroleum for the purpose of industrial hydrocarbon production. Whether 

the CO2 for this new industrial process should be captured at the emission source or if it can be 

extracted from air depends on the efficiency and feasibility of the capture technology used for 

either scenario. Direct air capture and utilization of CO2, if achievable, might help to alleviate the 

climate changing effects causes by anthropogenic greenhouse emissions. However, the extremely 
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low atmospheric concentration of CO2 in the air (ca. 409 ppm in 2018) poses a significant technical 

challenge, especially for carbon negative schemes that rely on removal of CO2 from the air.2  

What can be achieved through electrochemical CO2 upgrading depends on the scale of the 

emissions themselves and how much power electrified mitigation schemes will consume. In a 2015 

perspective, Pletcher discusses the scale of the power inputs that would be required to 

electrochemically convert global CO2 emissions in a given year.3 He estimated that to offset annual 

emissions with a 2-electron CO2 electrolysis process operating in a 3-V cell with 100% current 

efficiency would require power at a rate of ~1017 Wh/year, easily exceeding the current global 

electricity generating capacity that is ~1016 Wh/year. What is clear from this analysis is that 

technology alone cannot fix the CO2 emissions problem and that changes in human behavior are 

necessary to reduce or prevent emissions at their sources. 

Even at the scale of a single manufacturing plant, deploying CO2 upgrading processes to replace 

thermochemical processes will require massive installations of capital in terms of footprint and 

cost. Smith et al. recently estimated that to replace one 10,000 tons/day methanol production plant 

with a “air-to-barrel” process would require nearly 0.22 km2 of direct air capture surface area and 

243 km2 of dedicated solar photovoltaic area.4 From this assessment it would appear that coupling 

direct air capture schemes with CO2R upgrading technologies may not be the most viable approach 

for closing the global carbon balance. However, these technologies may provide flexibility for 

chemicals producers that have access to high concentration point sources of CO2 emissions already 

present in industry. By closing the carbon recycling loop, electrochemical CO2 upgrading might 

help to prevent atmospheric emissions and reduce reliance on newly extracted petroleum as the 

only economically viable source of hydrocarbons. Techno-economic analyses such as these can 

provide a lens through which to understand which electrocatalytic pathways might be best to 
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prioritize when scaling up CO2R technologies. In the next section, I present a techno-economic 

approach that can be helpful for understanding the economic viability of different target products 

as a function of the price of electricity. 

2. Techno-economic Analysis of Electrochemical CO2 Upgrading  

As the world’s largest economy with one of the largest per capita CO2 emissions contributions, the 

U.S. with its relatively affordable electricity is a reasonable market in which to deploy CO2 

upgrading technologies.5 Potential success for such schemes in a U.S. market will be driven by the 

marginal profitability of each CO2 reduction pathway, which is a function of commodity market 

prices for chemicals and electricity. We initially use an optimistic scenario for electrochemical 

CO2 upgrading to define the profit metric shown in Equation (I.1). 

 market e cellProfit P P E zF= −  (I.1) 

Revenue is represented by a market price, Pmarket, in $/metric ton for a CO2R product. Chemical 

prices are taken from a previous techno-economic analysis that focused on cell-level performance 

metrics.6 The price of industrial electricity in the U.S., Pe, reported in $/kWh,7 is used, although 

overall electricity prices may decrease as increasingly affordable renewable power generation 

capacity is added to the grid.8 Ecell is the full cell potential for CO2R paired with the oxygen 

evolution reaction (OER). The stoichiometric constant, z, is the number of moles of electrons 

transferred per mole of product formed, dictated by the limiting half reaction. F is the Faraday 

constant (96485 C/mol e‒). Electron transfer is assumed to be 100% efficient towards each product. 

For this generous scenario, Equation (I.1) omits the prices of other necessary reactants, including 

CO2 and water. Ecell is taken as the sum of the equilibrium cell voltage, Eeq, and the cell 

overpotential, ηcell, as shown in Equation (I.2).  
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 cell eq cellE E η= +  (I.2) 

In general, Eeq is a function of the standard cell potential, E0, temperature, T, pressure, P, chemical 

species activities, ai, and electrons transferred, z, and can be calculated according to the Nernst 

equation shown in Equation (I.3).9 It should be noted that standard conditions (T and P) and unit 

activities are assumed in this analysis. 

 ox,0
eq

red,

ln i

i i

aRTE E
zF a

 
= +   

 
∏  (I.3) 

E0 defined as the difference between the standard reduction potentials of the cathode and anode 

half reactions as shown in Equation (I.4). In an electrolytic cell (i.e., CO2R paired with OER), E0 

< 0, while for a galvanic process E0 > 0.  

 0 0 0
cathode anodeE E E= −  (I.4) 

For an electrolytic process, cell overpotential, ηcell, represents the extra voltage that must be applied 

across the full cell, in excess of the thermodynamic minimum voltage, to reach a given current. 

This term includes the compounded cell inefficiencies that can be further deconvoluted into 

contributions from charge-transfer kinetics, chemical species mass-transport, and ohmic 

resistance.9 

A representative selection of CO2R products was chosen for the economic analysis summarized 

in Figure I-1. Formic acid (HCOOH), carbon monoxide (CO), methanol (CH3OH), methane 

(CH4), ethylene (C2H4), and ethanol (C2H5OH) are well studied and being pursued for commercial 

scale production. The cathode half-reaction for each of these CO2R is listed in Table I-1. OER 

(E0 = 1.23 V),10 shown in Equation (I.5), is often the most convenient oxidation reaction to 

complement CO2R.  
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 2 24 OH O 2 H O 4 e− −→ + +  (I.5) 

Additionally, OER’s high overpotential in near-neutral to alkaline electrolytes common to CO2R 

makes it conservative input for process economics.11,12 Other reactions, such as the partial 

oxidation of glycerol, have been proposed to reduce cell voltage and electricity costs, but these 

alternative scenarios were not a focus of this thesis.13  

Table I-1: Electrochemical CO2R reactions used for techno-economic analysis 

Product Chemical Formula z Half-reaction (alkaline) 
Formic 
acid/formate HCOOH/HCOO‒ 2 2 2CO 2 e H O HCOO OH− − −+ + → +  

Carbon monoxide CO 2 2 2CO 2 e H O CO 2OH− −+ + → +  

Methanol CH3OH 6 32 2CO 6 e 5 H O CH OH 6 OH− −+ + → +  

Methane CH4 8 2 42CO 8 e 6 H O CH 8 OH− −+ + → +  

Ethylene C2H4 12 22 2 42 CO 12 e 8 H O C H 12 OH− −+ + → +  

Ethanol C2H5OH 12 2 2 522 CO 12 e 9 H O C H OH 12 OH− −+ + → +  

 

In Figure I-1, revenue and cost are reported as clusters of 5 bars for each CO2R product. The 

leftmost (blue) bar is the revenue (i.e., market price) while the remaining cluster of 4 bars (shades 

of orange) to the right represent the increasing production costs associated with each percentage 

increase in Ecell. The cell potential is increased by 10%,  50%, and 100%, respectively, to identify 

scenarios where combinations of voltage-electricity price are profitable. The error bars for each 

production cost bar define the upper and lower limits of industrial electricity in each region (i.e., 

Alaska and Washington, respectively). In all cases shown here, methane is unprofitable because 

the U.S. market has been saturated with abundant, cheap natural gas extracted from the fracking 

boom in past decade.14 Some chemicals like methanol and ethylene might be profitable, but they 

only approach feasibility near the thermodynamic potential. Formic acid and carbon monoxide are 
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relatively profitable across all combinations of Ecell and Pe shown here. If electricity prices 

decrease below the lower bound reported here ($0.046/kWh), some of the marginal products such 

as methanol, ethanol, and ethylene may become more economically attractive. 

 

Figure I-1: Techno-economic model results for electrochemical CO2 upgrading to select products. We 
report each products commodity market price along with the production cost per metric ton to generate it 
electrochemically. Production cost is calculated using standard reduction potentials for each pair of full 
cell reactions, including various CO2 reduction reactions paired with OER as the counter reaction for all 
cases. The upper and lower bounds for production cost show the range scenarios in the U.S. industrial 
electricity market. Increasing cell voltage demonstrates the production cost scales for deeper reduction 
products. Market prices are based on data from 2016 and earlier and electricity prices are taken from 
2016. 

Reactions with fewer electron transfers could feasibly be pursued depending on market conditions 

according to this high-level economic analysis. Products like formic acid and carbon monoxide 

with lower z require lower energy inputs, which increases their profit margins. Deeper reduction 

products could still be reasonable to pursue if supply and demand shift in the future to either 

increase Pmarket or decrease Pe. It should be noted that this analysis implicitly assumes that 

introducing CO2R schemes at industrial scales would not detrimentally distort commodity markets 
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for chemicals. However, the magnitude of this impact is presently difficult to determine since the 

future scale of these technologies and their potential to displace petroleum-centered chemicals 

production is still unknown. 

Subsequent techno-economic modeling efforts must move beyond the simple profitability metric 

defined in this initial analysis to explore how reactor operating conditions, capital expenditures, 

and additional costs associated with operation and maintenance scale with process output. Inverted 

cost modeling, as recently demonstrated by Orella et al. for electrochemical CO2R,15 is a 

reasonable extension of the coarse thermodynamics-centered approach highlighted in this work. 

By extending the scope of this techno-economic analysis to include cell-level details (e.g., 

operating conditions, geometric dimensions, and efficiencies), the sensitivity of process cost to 

various parameters can be articulated.    

Installing economical electrochemical processes at a scale commensurate with the size of the 

chemicals sector will require significant advances in electrolyzer performance. Cells must be able 

to sustain high current densities to minimize capital expenditures and to generate output favorable 

distributions of products that can be utilized by existing chemical manufacturing schemes. 

Adopting operating strategies and components from adjacent and more mature electrochemical 

technologies such as chlor-alkali electrolyzers16 and polymer electrolyte membrane fuel cells 

(PEFCs)17 can provide insight into how to engineer porous electrodes for use at industrial scales.  

3. Engineering Gas Diffusion Electrodes for Electrochemical CO2 Upgrading 

Establishing electrochemical CO2 upgrading as a cornerstone technology within the chemicals 

industry will require us to engineer GDEs that are suited to the work of each unique reaction 

environment and production objective. To do this we would benefit from seeking to understand 
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where porous electrodes have been used in the past, why they were (or why they were not) purpose-

built for each application, and how we can apply to the effective utilization of CO2. Approaches 

to this technological challenge are numerous, but in this thesis work I have taken the course 

described in Figure I-2. To start, I needed to identify which electrochemical platforms are effective 

models for representing the reaction environments that porous electrodes face once implemented 

within full-scale electrolyzers. In the second phase, I focused on electrode wettability as a key 

predictor of GDE durability. Wettability governs the extent to which a GDE can effectively 

manage multi-phase flow and, ultimately, determines overall device productivity, selectivity, and 

durability. In the final phase of this thesis, I used insights gathered from reactor studies and ex situ 

investigations of electrode wettability to begin constructing computational representations of 

GDEs to better understand relationships between wettability and functionality. 
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Figure I-2: Conceptual thesis overview of Engineering Gas Diffusion Electrodes for Electrochemical CO2 
Upgrading. The work includes topics areas such as electrochemical reactor studies, electrode wettability 
characterization, and computational modeling of electrodes and cells. 

 Gas Diffusion Electrodes 

Carbon dioxide (CO2) electrolyzers increasingly use gas diffusion electrodes (GDEs) to augment 

productivity and selectivity. GDEs separate gaseous and electrolyte phases while facilitating 

reactants/products/electrons transport to/from electrocatalytically active sites within the catalyst 

layer (CL). A material set that can manage diverse (e.g., electrical conductivity and electrocatalytic 

activity/selectivity) and contradictory (e.g., permeability and flooding resistance) functionalities is 

paramount for ensuring robust performance while targeting high product yields and efficiencies.  

This thesis discusses how both experiments and modeling efforts are required to understand how 

components that were originally engineered for fuel cell applications might be translated to and 
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adapted for use in CO2 electrolyzers. As will be discussed in subsequent chapters, we should seek 

to understand the history of the development GDEs, primarily within the context of fuel cells, to 

determine which microstructural and compositional features of these advanced components are 

helping or hindering performance when applied to electrochemical CO2 reduction. 

 Reactor Studies 

Flow cell reactor platforms have largely been used to translate promising CO2R electrocatalysts 

to gas-fed configurations that resembled scaled-up electrolyzers. In this thesis, I used bulk 

electrolyte analytical reactors to characterize the mass transport limitations that emerge during 

CO2R. For most of the experimental work, I used a flow cells platform to systematically study the 

productivity afforded by using gas-fed reactor configurations for electrochemical CO2 conversion 

and I characterized the dynamics of how these complex components fail when interfacing with 

liquid electrolytes. Extensive work to characterize gas diffusion electrode behaviors in small scale 

flow cell platform motivated later experimental and computational studies of how electrodes 

withstand challenging operating scenarios. 

 Electrode Wettability 

Gas-fed CO2 reduction schemes using gas diffusion electrodes must deal with the coexistence of 

both liquid and gaseous phases within porous materials. GDE wettability is a function of both 

porous media microstructure and surface chemistry, so contemplation of both aspects is necessary 

for predicting the interactions between the solid, liquid, gas phases and determining transport 

outcomes within cells. Ultimately, these microscopic interactions determine whether one phase 

(i.e., liquid) will occupy more of the pore volume than expected and constrain maximum 
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achievable device performance. In this thesis, wettability is approached both with fundamental 

surface science studies as well as computational estimates of capillarity in porous media. 

 Computational Models 

Taking empirical observations and constructing suitable models to capture real trends is at the 

heart of the acceleration of technology deployment at scale. We can use prior learnings from 

analogous electrochemical devices such as PEFCs to construct computational models of the gas 

diffusion electrodes and then evaluate them both ex situ (filling curves and “closure equations” for 

transport properties) and in situ (1D multiphysics transport models in COMSOL). 

4. Outline of Thesis Document 

The contents of Chapter I serve to contextualize the scale of the CO2 problem and why CO2 

conversion technologies are not the only solution for anthropogenic emissions. I explain how CO2 

upgrading technologies could help to displace the need for petroleum inputs to industry because 

there are several hydrocarbon product pathways that could become economically viable according 

to techno-economic analysis. In Chapter II I present the progression of my CO2R studies from 

dissolved CO2 cells to gas fed GDE flow cells that are the focus of my doctoral work. I discuss 

how the transition to gas-fed systems immediately results in high current densities and faradaic 

efficiencies but is challenged in flowing electrolyte systems. Borrowing technology and electrodes 

from PEFCs fuel cells and water electrolyzers can accelerate CO2R technology development, but 

their direct implementation into CO2 electrolyzer environments can result in unanticipated failure 

modes. In Chapter III I present the result of a study in which I attempted to isolate the driving 

forces that cause premature GDE flooding. I explain how galvanostatic electrolysis reveal current-

associated flooding and discuss further how a combination of electrochemical and chemical 
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reactions result in diminished component durability and limited recoverability due to the intrusion 

of salt precipitation within the pore spaces of the electrode layers. In Chapter IV I investigate a 

hypothetical operating scenario in which pursuing high concentration liquid CO2R effluents will 

increase GDE wettability to the point of excessive electrode flooding. I study how the constituent 

materials of GDEs respond to different mixtures of water and organic CO2R products using 

contact angle goniometry on model surfaces. I couple this insight with simple mass balance models 

of electrolyzer and simple models for pore scale wettability to propose high level operational 

envelopes for CO2 electrolyzers. In Chapter V I explore the implications of GDE wettability 

scenarios by using macro-homogeneous porous electrode models that originally developed for use 

in the study of water saturation in PEFC cathodes. I start with baseline models and modify the 

surface chemistry of the materials to understand how electrowetting and liquid CO2R products 

might challenge the assumptions of “hydrophobicity” that are often made about GDEs for CO2R. 

Finally, I integrate the computational GDE models into a 1D water transport model that is solved 

in COMSOL Multiphysics. I use the model to discuss how porous material saturation evolves as a 

function of wettability and operating pressure. In Chapter VI, I conclude by providing some 

perspective on why understanding the physical mechanisms at play within the GDE is necessary 

for enabling durable, reliable operation of gas-fed CO2 systems. I also discuss how the 

experimental and modeling thrusts of this doctoral work might be continued in the future and why 

these new ways of using electrode wettability models should be validated by conducting new ex 

situ and in situ measurements of GDE saturation in challenging liquid environments. 
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II. Reactors for Electrochemical Carbon Dioxide Reduction 

The choice of reactor configuration depends greatly upon the research objective. Three categories 

of electrochemical cells that are relevant to the work in this thesis are shown in Figure II-1. Kinetic 

studies of metallic electrocatalysts for electrochemical carbon dioxide reduction (CO2R) are often 

carried out in analytical cells that are represented by the leftmost icon in Figure II-1. For CO2R 

studies, the working electrode (WE) contains the catalytic surface to be evaluated, while the 

counter electrode (CE) facilitates a complementary oxidation reaction to complete the 

electrochemical circuit. Carbon dioxide (CO2) is introduced is bubbled through the solution to 

reach a saturated state. In a three-electrode cell setup, a potentiostat is capable of precisely 

controlling the WE potential against the potential of a reference electrode (RE), which is a high 

impedance circuit element that undergoes a known reaction chemistry. All the electrodes are 

immersed in common bulk electrolyte solution. This cell type is well suited for reactions that take 

place completely in the liquid phase. However, depending on the catalyst CO2R can produce a 

mixture of both gas- and liquid-phase products. Gaseous products can be quantified using gas 

chromatography (GC) while liquid products can be identified by a variety of methods such as 

NMR and high-pressure liquid chromatography (HPLC), among others. 

The two-chamber analytical cell, as shown in the rightmost icon in Figure II-1, was developed by 

Kuhl et al. to quantify gas and liquid phase CO2R products generated on metallic 

electrocatalysts.18,19 A key feature of their device is the small liquid electrolyte volume relative to 

the WE surface area, which helps to enrich the concentration of liquid products for analysis. The 

cell design also includes headspace above the electrolyte that is continuously purged by gas 

introduced at the bottom of the cell as well as isolated cathode and anode chambers to prevent 

crossover and re-oxidation of species in the liquid phase.  
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The final reactor type, which is primary focus of this thesis, is the gas diffusion electrode (GDE) 

flow cell highlighted in the rightmost icon in Figure II-1. Flow cells can reach high geometric 

current densities because reactants (CO2 and water) can be continuously fed in the gas phase 

through catalytically inactive electrode layers to dissolve in a thin electrolyte film within the 

catalyst layer, rather than through a bulk electrolyte solution. Therefore, GDEs are designed to 

simultaneously facilitate electrochemical CO2 conversion while passively managing the 

interactions between the gas and liquid phases, as will be discussed at length in subsequent 

chapters.  

 

Figure II-1: Electrochemical cell configurations for studying CO2 reduction evolve to address emergent 
research questions. 

1. Bubble-Fed Two-Chamber Analytical Cell 

Electroanalytical cells have been used extensively to study electrochemical CO2 reduction (CO2R) 

in aqueous electrolytes. Devices like the one conceptualized in the leftmost icon of Figure II-1 

are ubiquitous in laboratories and are most often used to characterize catalyst activity and 

selectivity as a function of electrode potential. Because the typical electrode sizes are small, 

minimal catalyst loadings are required and the cell can be operated at low absolute currents, which 
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reduces ohmic resistive losses (V = IR) between the WE-RE and WE-CE. Such cells are often 

suitable for studying catalysts in the kinetically-limited current-potential regime, assuming that 

mass transport limitations have been avoided or well characterized a priori. To properly 

characterize catalyst activity and selectivity, a cell should be operated at low currents and low 

reactant (i.e., CO2) conversion. For the case of liquid CO2R products, it is also advantageous to 

maintain dilute species concentrations to maintain an aqueous electrolyte environment.  

The initial cell studies in this thesis work were conducted in a two-chamber analytical cell 

fashioned after the device constructed by Kuhl et al.,18,19 represented by the middle icon in Figure 

II-1. I designed, constructed, and operated my own version of the two-chamber analytical cell to 

be able to characterize CO2R selectivity and activity changes as a function of potential, prior to 

studying high-surface area electrocatalysts in a GDE flow cell. A digital representation of the cell 

was rendered in Solidworks is shown in Figure II-2. Using this type of cell, Kuhl et al. elucidated 

accurate product distributions for dilute reduction products generated on the same metal 

electrocatalysts as those identified in previous decades. In their pioneering work, Hori et al. first 

grouped metallic electrocatalysts into categories based on the dominant reduction products.20 

Intending to eventually transition to a flow cell platform to study GDEs, I chose to focus on silver 

(Ag), tin (Sn), and copper (Cu) as model electrocatalysts because they reliably produce carbon 

monoxide (CO), formate/formic acid (FA),  and a mixture of hydrocarbons (HC), respectively.20,21  
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Figure II-2: Solidworks rendering of the analytical two-chamber electrolysis cell for CO2R, including an 
(a) assembled view and an (b) exploded view of the components. Scale bars are provided for each panel 
and important components are labeled in panel (b). The reference electrode is not shown in this image.  
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Figure II-3: Photo of the analytical two-chamber cell, showing how CO2 flows in through the bottom of 
the device and product gases exit at the top. The effluent gas mixture from the WE chamber (cathode) flows 
to a GC for compositional analysis, while O2 and CO2 from the CE chamber are vented to atmosphere in a 
fume hood. The RE pictured here is a glass bodied Ag/AgCl electrode. In this photo, the copper current 
collector tabs for the WE and CE are not yet connected to the potentiostat.  

 Faradaic Efficiency Determination 

Only short experiments (< 1 h) are necessary for each current-voltage set point to characterize a 

material’s electrocatalytic activity and selectivity. Activity is defined as the current density, often 

measured in units of mA/cm2 on a geometric area basis. If the roughness factor, or actual 

electrocatalyst surface area per geometric area, is known then the current density can be reported 

as the intrinsic activity of a material. Selectivity is represented by the faradaic efficiency, FE, or 

the fractional portion of the total current that is directed towards generating each reaction product. 

For practical purposes, the faradaic efficiency for each product, FEi, must be defined both for a 

batch and continuous processes, as shown by Equations (II.1) and (II.2), respectively. 
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The batch equation is most convenient for liquid CO2R products since they are quantified as part 

of small aliquots of the cathode chamber electrolyte. This batch equation can also be used if manual 

syringe injection into a GC device is the method of choice. Batch FEi can be calculated from the 

concentration of species i, ci, the sample volume, V, the charge number, zi, and the total charge 

passed, Q, are known. The Faraday constant, F, is needed to convert from units of moles to C.   

The continuous embodiment of the equation is convenient for experiments in which the cell 

headspace is periodically sampled by a GC device through an inline valve. Continuous FEi can be 

determined once the mole fraction of species i, xi, the molar flow rate, Ṅ, charge number, zi, and 

the total current at the time of the sampling, are known. Ṅ can readily be determined from the ideal 

gas law (PV̇ = ṄRT) using information from a mass flow meter, which reports volumetric flow 

rate, V̇, pressure, P, and temperature, T, for a preset carrier gas. If product concentrations are 

sufficiently low, the properties of the carrier gas (i.e., CO2) should not vary enough to significantly 

affect the calculation of Ṅ. 

 Experimental Material and Methods 

Silver (Ag) electrodes with 1 cm2 active geometric area were prepared from stock polycrystalline 

silver foil (0.1 mm thick, annealed, Premion®, 99.998% (metals basis)) that was first polished 

with sandpaper (3M, 400 grit) and then cut into ca. 1.2 cm x 1.2 cm squares. The additional 

geometric area is needed to hold the WE in place and the active area becomes ca. 1 cm2 once 

compressed by a rubber gasket. Platinum counter electrodes with 3 cm2 active geometric area were 
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cut from platinum foil (0.025 mm thick, 99.9% (metals basis)). The Ag/AgCl reference electrode 

was filled with a saturated KCl fill solution (BASi, MF-2052). Prior to assembling the cell for each 

experiment, the Ag/AgCl RE potential was checked against a saturated calomel electrode (SCE, 

Fisher Scientific, nominally +242 mV vs SHE) that is dedicated for RE calibration and is stored 

in a saturated KCl solution. A commercial anion-exchange membrane (Selemion® AMV) was 

used to separate cathode and anode chambers while still allowing hydroxide (OH‒), bicarbonate 

(HCO3‒), and carbonate (CO32‒) to move from cathode to anode during electrolysis. The anion-

exchange membrane was soaked in a 0.1 M KHCO3 electrolyte bath prior to use in electrolysis 

experiments. The 0.1 M KHCO3 electrolyte used for each experiment was prepared by saturating 

a 0.05 M K2CO3 electrolyte (99.995% (metals basis), Sigma-Aldrich) solution with CO2.  All 

electrolyte solutions were prepared with deionized (DI) water (Millipore, 18.2 MΩ). 

The analytical two-chamber cell was operated at ambient laboratory temperature and low 

backpressure (1‒2 psig). CO2 (Airgas, Research Grade 5.0) was fed to each side of the two-

chamber cell by two independent mass flow controllers to set to their maximum-rated flow rates 

of 20 sccm (Brooks GF40 Series). The temperature, pressure, and volumetric flow rate of the gas 

stream exiting the cathode chamber was continuously monitored by a mass flow meter (Cole-

Parmer, EW-17080-10, 50 sccm maximum). The gas stream exiting the anode chamber was 

submerged under an ca. 1 m water column to balance the backpressure of the cathode side caused 

by the narrow tubing running to the flowmeter and GC unit. 

A VSP-300 (Bio-Logic) potentiostat was used for electrochemical measurements with a channel 

that is limited to current/voltage of ±500 mA/±12V. Data were collected and exported via EC-Lab 

software (Bio-Logic) to a text format (.csv) for processing. High-frequency resistance (HFR) 

between the WE and RE was measured using constant voltage electrochemical impedance 
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spectroscopy with an amplitude of 20 mV and frequency of 10 kHz centered on the open-circuit 

voltage (OCV). Resistance between the WE and RE was compensated at 85% based on the HFR 

value measured prior to each constant potential experiment. The remaining 15% of compensation 

was applied while processing the electrochemical data in MATLAB using Equation (II.3). 

 WE WE,applied ΩE E IZ= −  (II.3) 

The composition of the product gas mixture was measured using a gas chromatography (GC) 

system (Agilent 7890B) with HP-PLOT Q PT and HP-PLOT Molesieve columns (Agilent) and 

Argon carrier gas (Airgas, UHP Grade 5.0). Gas samples from a 1-mL sample loop were 

periodically injected at ca. 12 min intervals into the GC by a software-controlled 8-way valve 

driven by compressed air. A thermal conductivity detector (TCD) was used to quantify the 

concentrations of CO and H2. 

After cell assembly, gas lines are attached to the bottom ports of both the cathode and anode 

chambers. Once CO2 is flowing through each chamber at 20 sccm, several mL of 0.1 M KHCO3 

electrolyte is injected through the top ports into each chamber of the cell with a syringe. If gas is 

not flowing at a sufficiently high mass flow rate at this point, the electrolyte will drain into the 

inlet gas lines. Next, CO2 is bubbled through the electrolyte for at least 30 min to ensure that the 

electrolyte is saturated with CO2. After the saturation step, the outlet gas lines are connected to the 

top ports of each chamber and the system is left to pressurize and equilibrate. At the end of each 

experiment, the gas flow rate is set to zero to depressurize the system. Once depressurized, the 

bottom gas inlet tubes are detached to let the electrolyte drain from both chambers into a common 

waste container since no liquid products were analyzed in this study.  
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Each electrolysis experiment was conducted for around 60 min, which is the time needed for 5 GC 

injections. Continuous FE for CO and H2 is calculated using Equation (II.2) for each sampling 

time by taking an average of all relevant data (i.e., electrochemical, gas composition, and gas flow 

properties) ca. 1 min prior to each GC injection. The partial current density for each product is 

calculated by multiplying the FE by the total current density. To arrive at overall FE and partial 

current density data for each cathode potential set point, FE and partial current density were 

averaged over the entirety of the 60-minute experiment. 

 Results and Discussion 

Constant potential (chronoamperometric) CO2R electrolysis experiments using roughened silver 

foil electrodes were conducted at set points ranging between ‒1.3 and ‒2.0 V versus the Ag/AgCl 

RE after compensating for ohmic resistance using Equation (II.3). FE and partial current density 

data are reported as a function of cathode potential in Figure II-4 and Figure II-5, respectively. 

In addition to the FE data, quadratic functions are included for both CO and H2 in Figure II-4 to 

draw attention to the selectivity trends. Partial current density is reported on a logarithmic-scale in 

Figure II-5,  as is typical for a Tafel analysis of kinetic behavior.9 
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Figure II-4: Faradaic efficiency data for CO2 reduction to CO on a silver foil. The curves for CO and H2 
are fit with quadratic functions to demonstrate that CO efficiency reaches a peak before decreasing at 
higher applied cathodic potentials. 

 

Figure II-5: Partial current density data for CO2 reduction to CO on a silver foil. The lower cathode 
potential region for CO qualitatively takes on a linear shape, but at higher cathode potentials the curve 
flattens, which can be reasonably attributed to mass transport limitations of CO2 through the aqueous 
bicarbonate electrolyte. 
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At low potentials, H2 is the majority product, indicating that CO2R is the more kinetically limited 

reaction in this regime. However, CO FE increases at more negative potentials until peaking near 

a maximum of ca. 90% near ‒1.7 V vs Ag/AgCl. At more cathodic (negative) potentials the CO 

selectivity decreases and H2 generation dominates again. Based on the reasonable initial 

assumption that many electrocatalytic reactions follow Butler-Volmer kinetics,22 we might expect 

to observe a continual increase in CO partial current density as a function of cathode potential. If 

the reaction were kinetically-controlled and followed such a rate law, the data should appear linear 

when plotted on a logarithmic scale. In the absence of significant mass-transport limitations, the 

data could then be fit to forward reaction rate expression like the one shown in Equation (II.4) in 

order to extract useful empirical kinetic rate constants like exchange current density, i0, and 

cathodic symmetry coefficient, αc. 

 c
CO expo

α Fj i η
RT

 = − − 
 

 (II.4) 

However, the plateauing of the CO partial current density data in Figure II-5 demonstrate that the 

limiting current density for CO2R to CO approaches ca. 10 mA/cm2 in this reaction environment, 

which is consistent with results obtained using similar experimental cells and protocols.19,23 In 

contrast, HER only requires water as a reactant, so its activity continues to increase at greater 

applied potentials. The most likely explanation for the diminishing CO FE at high cathodic 

potentials is that CO2R becomes mass transport limited in dissolved CO2 even at seemingly mild 

current densities. Limited solubility and poor gas-electrolyte phase transfer contribute together to 

limit the rate of CO2R to CO. CO2 solubility in water is already limited to around ca. 30 mM at 

standard conditions, but it decreases even further in electrolyte solutions as a function of increasing 

ionic strength according to “salting out” principles.24 Additionally, insufficient mass transfer from 
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gas bubbles to the electrolyte can result in undersaturation of CO2 in the electrolyte. Lobaccaro et 

al. studied the effects of CO2 depletion in analytical CO2R reactors with high electrode surface 

area to electrolyte volume ratios (> 0.5 cm‒1) by measuring chamber pH and product FE as a 

function of current density and CO2 bubble size (as a proxy for gas-electrolyte mass transport rate). 

They concluded that by using glass frits to introduce small CO2 bubbles into solution and by 

operating the cell at current densities beneath an upper limit of 10 mA cm‒2 they could ensure that 

the cell was operating in a kinetically-controlled region for CO2R.25 Despite these constraints, 

analytical cells are still useful for understanding how electrocatalysts respond to polarization in 

different electrolyte environments at low current densities, but their limitations should be 

acknowledged by researchers prior to use and adequately communicated when reporting 

experimental results.  

2. Gas-Fed Electrochemical Flow Cell 

Facile CO2 transport from gas to catalyst surface is necessary to overcome the intrinsic activity 

and selectivity constraints of CO2R in aqueous electrolytes. Gas-fed electrochemical cells utilizing 

gas diffusion electrodes (GDEs) are suited to this task because their porous microstructures allow 

gaseous reactants/products to be introduced/removed to/from the catalyst layer primarily in the gas 

phase rather than through a bulk volume of electrolyte. The schematic in Figure II-6 shows major 

components of the cathode GDE (diffusion layer and catalyst layer) along with representative 

material flows for CO2R to CO. In this configuration, CO2 is introduced in the gas phase and 

moves through diffusion layer before dissolving in the electrolyte of the catalyst layer. Water 

(H2O) necessary for CO2R can be fed in the gas phase (not shown), extracted from the aqueous 

electrolyte, or both. Reaction products (e.g., CO) are removed from the GDE either in the gas 

phase as shown here or in the liquid phase (not shown). Electrons current move through the 
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conductive solid matrix of the diffusion layer before reaching the catalyst layer. The catalyst layer 

contacts and wets the electrolyte phase to facilitate ion transport. From these specified design 

requirements, it becomes evident that an effective GDE for CO2R must be engineered to 

simultaneously facilitate gas phase transport of reactants/products through the pore volume while 

allowing electronic current and heat to move through the solid matrix. Additionally, the wetting 

requirements of the solid components differ markedly between the layers: the catalyst layer must 

wet the electrolyte phase to conduct ions while the diffusion layer should be sufficiently non-

wetting to prevent flooding of the pore space with liquid. 

 

Figure II-6: Cathode GDE schematic highlighting the core functionalities and material flows. In this device 
configuration, CO2 is introduced in the gas phase and moves through diffusion layer before dissolving in 
the electrolyte of the catalyst layer. Water (H2O) is either fed in the gas phase (not shown) or through the 
electrolyte as shown here. Electrons move through the conductive solid matrix of the diffusion layer before 
reaching the catalyst layer. The catalyst layer wets the electrolyte phase to facilitate ion transport. The 
diffusion layer should be sufficiently non-wetting of the liquids in the system to prevent flooding of the pore 
volume. Reaction products (e.g., CO) are removed from the GDE either in the gas phase as shown here or 
in the liquid phase (not shown). 

 Developing a Flowing Electrolyte, Gas-Fed Carbon Dioxide Electrolyzer  

The flow cell used in this thesis mimics design concepts from Kenis Research Group reactor while 

adopting the general architecture of Gen2 reactor platform developed in the Brushett Research 
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Group for redox flow battery studies. As shown in Figure II-7, a key feature of the cell is an added 

center channel that includes a reference electrode (RE) port, which enables 3-electrode GDE 

studies with flowing electrolyte. To date, several reactor embodiments of this GDE flow cell 

platform have been used to characterize the CO2R activity and selectivity of metallic 

nanoparticles, including Ag,26 Sn/SnOx,27 and Cu.28 

The reactor platform is modular, so components are chosen according to specifications of each 

compartment’s reaction chemistries. In configurations where sufficiently non-wetting GDEs are 

included, independent control of gas/liquid stream flows through the cathode/electrolyte/anode 

compartments can be achieved. When using porous electrodes, reactant streams are typically 

moved in and out of the cell through the end plates/diffusers. To ensure a tight seal near the inlet 

and outlet, O-rings are compressed between the end plates and the polymer impregnated graphite 

current collectors, which also serve as flow fields. The components shown in Figure II-7 are a 

version of “flow through” flow fields because they direct fluid to move in-plane through the porous 

electrode. Different current collector plates, such as graphite ones with a serpentine channel or 

titanium current collectors without channels, can easily be introduced depending on the 

experiment, as demonstrated in Chapter III. GDEs coated with catalyst are sealed against the 

current collector/flow field by planar rubber gaskets. As shown in Figure II-7, the cell is often 

constructed symmetrically, with GDEs on both sides, apart from changing the catalyst layers 

deposited on each electrode. However, different combinations of flow fields and electrodes can be 

combined to create hybrid gas-feed/liquid-feed cells. The RE shown in the graphic is a glass-

bodied Ag/AgCl electrode. The full cell is kept in alignment during assembly using pins. Once 

fully assembled, the component stack is compressed with stainless steel bolts and nuts. 
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Figure II-7: Solidworks rendering of the flow cell architecture used for GDE studies. This figure was 
originally reported in the article by Sen et al. and is reused here with permission.27 

GDEs provide a substantial activity advantage over planar electrodes as shown by the cathode 

polarization data in Figure II-8. The two order of magnitude increase in CO partial current density 

is immediately evident from a comparison of the Ag-foil results from Section II.1.3 against the 

Ag-GDE results to be contextualized in Chapter III. The data for each material were collected in 

different electrolytes, 0.1 M KHCO3 and 1 M KOH, respectively. One immediate impact of 

switching to 1 M KOH is lower ohmic resistance, but this effect on polarization data is removed 

here by IR-correction of the cathode potential. A secondary effect of using an alkaline electrolyte 

is the slight positive shift in the onset potential for the CO2R activity in > 1 M KOH electrolyte, 

as discussed in more detail by Gabardo et al.29  
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Figure II-8: Comparison of CO2R activities achieved using a Ag-foil versus a Ag-GDE. The partial current 
density of the Ag-foil plateaus near ca. 10 mA/cm2 while the Ag-GDE reaches an activity of ca. 100 mA/cm2. 
The Ag-foil data were collected in 0.1 M KHCO3 saturated with CO2 and the Ag-GDE data were collected 
in 1 M KOH.26 Although the polarization curves were measured in different electrolytes, the two sets of 
conditions are typical of those that have been used to evaluate electrocatalysts in each reactor platform. 

 High Current Density Operating is Stifled by Electrolyte Flooding 

Although the use of GDE flow cells leads to substantial increases in CO2R geometric current 

densities as compared to bulk electrolyte cells with foil electrodes, liquid flooding and blockage 

of gas transport poses a significant challenge to extended operation. Much of the motivation for 

the studies in later chapters of this thesis stems from the consistent observation of flooding while 

studying several catalysts, including Ag, Sn/SnOx, and Cu nanoparticles, that had been deposited 

onto carbon-based gas diffusion layers (GDLs).  

In one representative study, electrolysis experiments were conducted using the flow cell pictured 

in Figure II-7 to determine whether there were significant CO2R FE and partial current density 

differences between Cu-GDEs prepared using different catalyst deposition protocols. Optical 
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images of the different Cu-GDEs can be seen at the top of Figure II-9. The set of electrodes 

includes (from left to right) spray-coated commercial nanoparticles (SP), electroplated 

nanoparticles on a plasma-treated GDL substrate (EC-P); electroplated nanoparticles on an 

ionomer-treated GDE substrate (EC-I), and electroplated nanoparticles on ionomer-treated GDL 

substrate with post-deposition plasma treatment (EC-I-P). The anode GDE was a Pt/C electrolyst 

deposited on a carbon GDE. A detailed description of catalyst deposition protocols for this study 

in our group are reported by Sen et al.28  

During the experiments, dry CO2 gas was fed at 20 sccm to the cathode compartment, while dry 

H2 gas was fed at less than 10 sccm to the anode. The hydrogen oxidation reaction (HOR) was 

chosen as the anode reaction to reduce the overall cell potential. A Nafion 117 membrane was 

pressed against the Pt/C anode GDE to prevent penetration of H2 gas bubbles into the center flow 

channel. 1 M KOH electrolyte was recirculated at 2 mL min‒1 using a peristaltic pump. Cathode 

potential was held at ‒1.8 V against a Hg/HgO reference electrode (+140 mV versus SHE, CH 

Instruments Inc., Austin, TX) for all experiments. 85% IR-correction of the cathode potential was 

applied during the experiment and the remaining 15% was compensated during data processing. 

Gaseous products from the cathode chamber were analyzed with GC for CO, CH4, C2H4, and H2 

using the method described for the two-chamber analytical cell. 

Selectivity and activity results for the Cu-GDEs are reported in Figure II-9a and b. Partial current 

densities for each product are calculated by multiplying the species FE by the total current density 

at each time point. Species partial current densities at the 12 min and 60 min time points are stacked 

in Figure II-9a to show both activity and selectivity in the same plot. What is notable from these 

data is that total current densities decrease by up to ca. 50% for all samples over the course of the 

60-minute electrolysis runs. Additionally, the FE of C2H4, often a target product when using Cu-
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GDEs, decreased over the experiment as well, as shown in Figure II-9b. The diminishing CO2R 

selectivity at a constant potential indicates that CO2 transport through the GDE. In most 

experiments, liquid electrolyte or salt precipitates were found to have penetrated through the GDE 

and into the CO2 stream, leading to the development of the hypothesis that electrolyte flooding is 

a primary cause of CO2R activity loss, as opposed to catalyst deactivation. 

 

Figure II-9: Cu-GDE activity and selectivity towards CO2R declines rapidly in the flow cell. The contents 
of this figure were originally reported in the article by Sen et al. and have been adapted for use here with 
permission.28 

The results of this study provoke deeper considerations of GDE properties and how we might 

engineer them to better withstand the reaction environments inherent to CO2R. Understanding 

whether GDEs placed in contact with flowing electrolytes are durable enough to reach high current 

densities (> 100 mA/cm2) for extended durations, especially as they increase in scale, will dictate, 

in part, if this flow cell configuration can be used successfully for industrial CO2R. The answer to 

this question depends heavily on the nature and magnitude of the fundamental forces that underly 
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flooding and how they tend to emerge because of operating conditions, materials properties, or 

both. Thus, there is need for deliberate studies of flooding dynamics in GDEs and determination 

as to whether its impacts on CO2R activity and selectivity are reversible.  
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III. Investigating Electrode Flooding in a Flowing Electrolyte, Gas-Fed 

Carbon Dioxide Electrolyzer 

Managing the gas-liquid interface within gas diffusion electrodes (GDEs) is key to maintaining 

high product selectivities in carbon dioxide electroreduction. By screening silver-catalyzed GDEs 

over a range of applied current densities, we observe an inverse correlation between carbon 

monoxide selectivity and the electrochemical double-layer capacitance, a proxy for wetted 

electrode area. We find that plotting current-dependent performance as a function of cumulative 

charge leads to data collapse onto a single sigmoidal curve indicating that the passage of faradaic 

current accelerates flooding. We hypothesize that high cathode alkalinity, driven by both initial 

electrolyte conditions and cathode half-reactions, promotes carbonate formation and precipitation 

which, in turn, facilitates electrolyte permeation. This mechanism is reinforced by the observations 

that post-test GDEs retain less hydrophobicity than pristine materials and that water rinsing and 

drying electrodes temporarily recovers peak selectivity. This knowledge offers an opportunity to 

design electrodes with greater carbonation tolerance to improve device longevity. 

1. Background 

Developing efficient carbon dioxide (CO2) electroreduction processes, which leverage renewable 

electrons, can provide sustainable pathways to a range of fuels, chemicals, and plastics while also 

displacing anthropogenic greenhouse gas emissions.30 Aqueous-phase CO2 delivery has been the 

preferred method for evaluating electrocatalytic materials at ambient conditions (298 K, 1 atm).18–

20 However, electrochemical performance in such configurations is constrained by low CO2 

solubility (33 mM)31 and diffusivity (1.9 × 10‒5 cm2·s‒1),10 which, in turn, lead to mass transport 

limitations that set an upper limit on current density of ca. 20 mA·cm‒2.25 Gas-phase delivery is an 
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alternative approach whereby CO2 is fed into an electrolysis cell through a gas diffusion electrode 

(GDE) whose catalyst layer (CL) interfaces with an electrolyte layer. In this configuration, the 

higher diffusivity of gaseous CO2 (~10‒1 cm2·s‒1)10 and the reduced diffusion lengths within the 

CL enable increased current densities, typically an order of magnitude or greater over atmospheric 

aqueous-phase cell designs.32–34 Indeed, gas-fed devices have demonstrated high geometric-area-

specific current densities with a variety of carbon monoxide (CO) and hydrocarbon-selective metal 

electrocatalysts.34–39 However, most emerging gas-fed CO2 electrolyzers often exhibit limited 

durability, with performance decay after only a few hours of operation,40,41 in part because these 

cell formats employ GDEs based on repurposed polymer electrolyte fuel cell (PEFC) materials 

that are not tailored to electrolysis applications. 

Gas diffusion layers (GDLs) in PEFCs are responsible for facilitating gas, liquid, electron, and 

heat transport in the presence of the reactant gases and water, so material composition and 

microstructures have been optimized accordingly. For example, removing water from the cathode 

CL is crucial to device operation, especially at high currents when generated liquid water inhibits 

oxygen flux. To this end, densely-packed partially-hydrophobized microporous layers (MPLs) 

coated onto carbon-fiber substrates (CFSs) serve both as high-surface-area, electronically-

conductive contacts to the CL and as effective media for water management.42–44 Studies focused 

on water transport in PEFCs, enhanced by advanced operando imaging techniques, have motivated 

engineering both GDL microstructure and surface chemistry to achieve high power operation 

under water-saturated conditions.45–52 

Recently, the need to understand electrolyte wetting phenomena at the gas-liquid interface within 

the GDE has been identified as an important area of investigation towards improving electrode 

durability for CO2 reduction.53 While PEFC GDLs embody desirable properties for CO2 
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electrolyzers (e.g., geometry, permeability, electrical conductivity), these materials are not 

designed to meet all requirements for device longevity (e.g., resistance to liquid electrolyte 

percolation, stability in alkaline pH, durability under deeply cathodic potentials). Specifically, the 

efficacy of the MPL as a barrier to liquid electrolyte permeation, as is the case in liquid-electrolyte-

based CO2 electrolyzers, is limited by increasing apparent hydrophilicity over time.36 Often, 

hydrophobicity/-philicity is measured via sessile drop contact angles (θ) between a surface (e.g., 

graphite) and a test fluid (e.g., water). High contact angles (θ > 90°) are indicative of 

hydrophobicity, whereas low contact angles (θ < 90°) describe hydrophilicity. Because water can 

exhibit a range of solid-liquid contact angles, 65° < θ < 95°, across an assortment of graphitic and 

carbon-fiber surfaces,54–57 wet-proofing material, e.g., polytetrafluoroethylene (PTFE), is coated 

onto the carbon components to ensure that GDLs are hydrophobic.57,58 Translating this concept to 

alkaline CO2 electrolysis, a previous study by Kim et al. showed that tuning MPL PTFE loading 

to control electrolyte wetting improved CO selectivity over the parasitic hydrogen (H2) evolution 

reaction (HER).59 Although this work demonstrated promising CO2 reduction activity with Ag-

coated GDEs (Ag-GDEs), the short runs typical of catalyst screening experiments (i.e., several 

minutes to an hour) may not allow enough time for the detrimental effects of electrode flooding to 

become apparent. Longer-term operation in the gas-fed, flowing electrolyte format is sometimes 

explored, but stable performance remains elusive. In these cases, electrode flooding along with a 

changeover from CO to H2 in the product gas stream are consistently reported.35,40 

Pursuant to the goal of better understanding the dynamics of GDE flooding in a flowing electrolyte 

CO2 electrolyzer, we conducted a systematic study of electrode stability across a range of current 

densities in an alkaline electrolyte. In addition to voltage-current and product composition 

measurements, we quantify the electrochemical double-layer capacitance (EDLC) to track 
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electrolyte ingress into the GDE during electrolysis. We hypothesized that EDLC, proportional to 

wetted electrode area, is inversely correlated with cell performance and that measurable deviations 

from the desired steady state, specifically the transition from CO to H2 production, may be captured 

by this metric. Recently, EDLC measurements have been used to quantify the wetted surface area 

of macroporous, fibrous carbon GDLs when subjected to a range of capillary pressures with 

electrolyte on one side and air at ambient conditions on the other.60 While direct measurement of 

wetted surface areas is desirable, it is best suited for homogenous materials with a defined specific 

capacitance (in units of F/unit area) extracted from a representative sample of a known geometric 

area and minimal roughness. In contrast, catalyst-coated GDEs are composite materials with 

regions of distinct surface chemistry that preclude quantitative deconvolution through a single 

EDLC measurement.61 Despite this constraint, meaningful performance comparisons can still be 

made between consistently prepared electrodes. Accordingly, EDLC measurements are a powerful 

technique for tracking electrolyte penetration for CO2 electrolyzers and other electrochemical 

devices that rely on stable gas-liquid interfaces (e.g., metal-air batteries, water electrolyzers, chlor-

alkali electrolyzers). 

2. Experimental Methods 

 Gas-Fed Flowing Electrolyte CO2 Electrolyzer 

A gas-fed, flowing-electrolyte electrolyzer design (Figure III-1) adapted from a low-volume 

redox flow battery platform was used for all electrolysis experiments.62 The projected electrode 

area is 2.55 cm2 (1.7 cm × 1.5 cm) and the electrolyte chamber volume is 3.24 cm3 (1.7 cm × 1.5 

cm × 1.27 cm). A polymer-impregnated graphite plate with serpentine flow channel (MWI, 

G347B) serves as both the current collector and CO2 distributor to the cathode. 
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Figure III-1: Exploded view of the flow reactor and cross-section SEM images of a Ag-GDE. Gas diffusion 
electrodes (top, Freudenberg H23C6) with a silver (Ag) catalyst layer (CL), a microporous layer (MPL), 
and a carbon fiber substrate (CFS) are loaded into a custom-built gas-fed, flowing-electrolyte electrolyzer 
(bottom) with a Hg/HgO reference electrode. An exploded view of the cell shows the (1) diffuser plates, (2) 
O-ring gaskets, (3) current collectors/flow fields, (4) gas diffusion electrode (cathode)/metal electrode 
(anode), (5) planar gaskets, (6) and electrolyte flow channel with reference electrode. 

The working electrodes for all experiments were carbon-based, Freudenberg H23C6 (FuelCell 

Store) GDLs featuring a CFS with PTFE wet-proofing and an MPL. CLs were applied to the GDLs 

to make GDEs by spraying an ink containing Ag nanoparticles with a nominal size of 20-40 nm 

(Alfa Aesar, 45509-06), XA-9 alkaline ionomer (Dioxide Materials™), isopropyl alcohol (IPA), 

and deionized water onto the MPL with an airbrush (Speedaire, 48PX91) utilizing nitrogen as a 

propellant. The ink formulation was 38 μL water/mg Ag, 38 μL IPA/mg Ag, and 1.3 μL XA-9 

solution/mg Ag and was sonicated for 20 min to disperse the nanoparticles in solution prior to 

spraying. Each sprayed batch contained 20 GDEs. Representative SEM images of the CFS, MPL, 

and CL are shown in Figure III-2. Each GDE had a total area of 2.0 cm × 2.0 cm with a catalyzed 
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area of 1.5 cm × 1.7 cm. The total batch loading was determined by subtracting the initial carbon 

paper mass from the final mass. The average catalyst loading was measured by taking the total 

batch loading and dividing it by the catalyzed (active) area (2.55 cm2) per electrode. The catalyst 

loading for all GDEs was between 0.2–0.35 mg·cm‒2. SEM images show that the metal particle 

sizes were larger than 20–40 nm due to agglomeration during airbrush spray deposition (Figure 

III-2c). The counter electrode for the oxygen evolution reaction (OER) is a nickel foam (Alantum, 

pure compressed single sheet with initial 800 μm cell size) contacting a titanium (McMaster-Carr, 

Grade 2) current collector selected to withstand highly anodic potentials in the system. A 

mercury/mercury oxide (Hg/HgO, CHI152) reference electrode was used for alkaline-

compatibility with a pH 13.6 KOH (Sigma-Aldrich, ACS reagent grade and/or Puriss. Grade) fill 

solution to match the conditions in the flowing electrolyte channel. The Hg/HgO reference 

electrode was checked against a saturated calomel electrode (Fisher Scientific, nominally +242 

mV vs SHE) dedicated for calibration. 
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Figure III-2: SEM images of a representative Ag-GDE, including the (a) carbon fiber substrate (CFS), (b) 
microporous layer (MPL), and (c) Ag catalyst layer (CL). The MPL and CFS are part of a Freudenberg 
H23C6 gas diffusion layer. The 10 μm scale bar applies to all three panels. 

a. 

b. 

c. 

10 μm 
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 Material Flows and Pressure Regulation 

The electrolyzer was operated at ambient laboratory temperature and at low back pressure (1‒2 

psig). CO2 (Airgas, Research Grade 5.0) was fed to the cell by a mass flow controller with a 

maximum-rated flow rate of 20 sccm (Brooks GF40 Series). The temperature, pressure, and 

volumetric flow rate of the exiting gas stream was continuously monitored by a mass flow meter 

(Cole-Parmer, EW-17080-10, 50 sccm maximum). Electrolyte was flowed once (i.e., “single-

pass”) through Norprene tubing (Saint Gobain, L/S 14) to the cell with a peristaltic pump 

(Masterflex® L/S® Standard Digital Pump) set at 1 mL·min-1. All nominally 1 M KOH solutions 

were prepared with deionized (DI) water (Millipore, 18.2 MΩ). The residual moisture content of 

the KOH pellets was not considered during preparation, so the pH of all solutions was measured 

to be 13.6 with a Metrohm 914 pH/Conductometer. Single-pass operation was used to avoid 

carbonation-induced pH changes to KOH electrolyte across the GDEs during multi-hour 

experiments. Back pressure was maintained at the outlet of the gas and liquid streams with dome-

loaded, low-flow rate back pressure regulators (Equilibar, LF1SNN12B-NSMP10T100F4KK) set 

between 1.5–2.0 psig with compressed air to the reference port. 

 Electrochemical Measurements 

A VSP-300 (Bio-Logic) potentiostat was used for all electrochemical measurements. The channel 

used for all experiments is limited to current/voltage of ±500 mA/±12V. The maximum current 

density for the electrolysis experiments (196 mA·cm‒2) was determined by the upper current limit 

of the potentiostat. Data were collected and exported by EC-Lab software (Bio-Logic) to a text 

format (.mpt) for processing. High-frequency resistance (HFR) between the reference and working 

electrodes was measured using constant voltage electrochemical impedance spectroscopy with an 
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amplitude of 20 mV and frequency of 100 kHz centered on the most recently measured working 

electrode (cathode) potential. 

 Product Quantification 

Product gas composition was measured using a gas chromatography (GC) system (Agilent 7890B) 

with HP-PLOT Q PT and HP-PLOT Molesieve columns (Agilent) and Argon carrier gas (Airgas, 

UHP Grade 5.0). Gas samples from a 1-mL sample loop were periodically injected into the GC by 

a software-controlled 8-way valve driven by compressed air. A thermal conductivity detector 

(TCD) was used to quantify all gases of interest. The method can detect permanent gases and light 

hydrocarbons such as methane, ethane, and ethylene. However, only CO and H2 were included 

when calculating product gas mole fractions. 

 Capacitance Measurements 

Capacitance is estimated by regressing the measured working electrode charging current as 

function of potential sweep rate. Sweep rates ranged from 50–500 mV·s-1 in increments of 50 

mV·s‒1. The voltage range was chosen to avoid both HER and OER, which are anticipated to occur 

at ca. ‒0.70 V and +0.53 V vs Hg/HgO (pH = 13.6), respectively. For an ideal capacitor, the 

charging current is a plateau, however for porous rough electrodes a non-zero resistive contribution 

leads to a sloped charging current. Therefore, for consistent calculations, the charging current, iC, 

was determined at the center of the voltage window (‒25 mV vs Hg/HgO) by taking the average 

of the absolute values of the anodic, iC,anode, and cathodic, iC,cathode, charging currents according to 

Equation (III.1), 

 
C,anode C,cathode

C 2
i i

i
+

=  (III.1) 
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The slope of the charging current as a function of sweep rate plot is taken to be the capacitance, 

while the y-intercept is taken to be the baseline faradaic current. There is some increase in the y-

intercept over time (Figure III-3) that can be attributed to H2 oxidation. For reference, the 

equilibrium potential for H2 oxidation at pH 13.6 is ca. ‒0.7 V vs Hg/HgO, so it follows that a 

small amount of background faradaic current would be recorded in this voltage region when H2 is 

present in the GDE. 

 

Figure III-3: Y-intercept (mA) from capacitance fitting as a function of time and applied current density. 

 Breakthrough Pressure Measurements 

Breakthrough pressures was measured using a custom-built capillary pressure imbibition apparatus 

(Figure III-4). Samples with 7-mm diameters were punched from the parent materials and then 

sealed inside a custom sample holder with O-rings (McMaster-Carr, 1171N119) for each 

measurement. A syringe pump (Harvard Apparatus Pump 11 Pico Plus Elite) set at 7.5 μL·min‒1 

and loaded with two 5-mL BD (Becton Dickinson) syringes was used to apply DI water pressure 
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to one side of the porous sample, while the gas side pressure matched that of the ambient air in the 

laboratory. Samples were oriented with MPLs contacting the liquid chamber. A USB camera 

(Celestron Handheld Digital Microscope Pro) was set to record time-lapse 2.1-megapixel images 

of the CFS side of the GDE. The images were used to determine the locations of the liquid droplets 

that penetrated the sample and emerged on the air side of the sample. Liquid-side pressure was 

measured with a pressure transducer with an operating range of 0‒1 bar and a 4‒20 mA current 

output (OMEGA, MMG015C1B3A0T3A5), transmitted via a National Instruments DAQ, and 

logged with LabView. The hydraulic head (8.5 mbar) due to the transducer position below the 

sample was subtracted from all measurements. 

  

Figure III-4: Image and schematic of the capillary pressure imbibition apparatus used to quantify 
breakthrough pressures. Capillary pressure (PC) is computed by PC = Pm ‒ 8.5 mbar. 

 Scanning Electron Microscopy (SEM) 

Surface images of the GDE components (Figure III-2) were taken using a Zeiss Merlin scanning 

electron microscope (SEM) equipped with an Inlens detector and operated at an accelerating 

8.5 mbar 
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holder 

USB camera 

Syringe 
pump 

Pressure 
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voltage of 10 kV. Cross-section images (Figure III-1, Figure III-11, Figure III-12, and Figure 

III-13) were taken using a Zeiss Gemini Ultra55 SEM equipped with secondary electron (SE) and 

energy dispersive spectroscopy (EDS) detectors for imaging and qualitative elemental analysis, 

respectively. Elemental mapping (Figure III-11, Figure III-12, and Figure III-13) within a 512 

× 400 pixel working area was performed using a 15-kV accelerating voltage, ca. 8.5 mm working 

distance, 60.0 μm aperture, and 200 μs dwell time. A total of 20 frames were used to generate each 

elemental map including carbon (C), oxygen (O), fluorine (F), potassium (K), and silver (Ag). 

3. Results and Discussion 

 CO2 Electrolysis and Capacitance Measurements 

We employed the electrochemical reduction of CO2 to CO on silver (Ag) as a model reaction due 

to its high selectivity, gaseous reactants/products, and robustness across multiple catalysts and cell 

configurations.19,23,37,39,63–66 We evaluated catalyst-coated Freudenberg GDLs in a custom-built, 

gas-fed electrolyzer with a flowing electrolyte (Figure III-1). GDLs with MPLs (Freudenberg 

H23C6) were airbrush coated with an ink containing Ag nanoparticles (~0.5 mg·cm‒2geo) and an 

alkaline ionomer from Dioxide Materials™ to create GDEs with an active area of 2.55 cm2geo as 

shown in the representative scanning electron microscopy (SEM) cross-section in Figure III-1 

(top). Freudenberg GDLs were selected for their mechanical flexibility and relatively defect-free 

MPL,67 which we anticipated may improve the flooding tolerance of the cathode. 

For all experiments, Ag-GDE cathodes were loaded into the cell shown in Figure III-1 (bottom) 

along with a metallic nickel (Ni) anode and a mercury/mercury oxide (Hg/HgO) reference 

electrode to enable independent measurement of individual electrode polarizations. The cell 

geometry was originally developed by our group as a small-scale redox flow battery testing 
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platform62 and was recently adapted for a catalytic study of tin and tin oxide GDEs for 

electroreduction of CO2 to formate in a gas-fed, flowing alkaline electrolyte configuration.27 In 

this study, the cathode side was outfitted with a serpentine flow field machined from polymer-

impregnated graphite and operated in gas-phase delivery mode. The serpentine flow field both 

provides electrical contact to the GDE and facilitates liquid removal by flowing gas, which allows 

experiments to continue until the advanced stages of electrode flooding. The anode side is outfitted 

with a titanium (Ti) current collector that is stable at the highly oxidizing potentials required for 

the oxygen (O2) evolution reaction (OER). Evolved O2 gas and unrecovered cathode gas bubbles 

are removed from the cell by the flowing electrolyte stream and vented to atmosphere. The cell 

assembly protocol is described in Appendix A. A schematic (Figure III-27) and images (Figure 

III-28) of the experimental setup along with a description of electrolyzer startup can be found in 

Appendix B. 

Pure (99.999%) CO2 was fed at 20 sccm to the CFS-side of the Ag-GDE. An alkaline potassium 

hydroxide electrolyte (KOH, pH = 13.6) was chosen instead of a neutral to mildly alkaline pH 

potassium carbonate (K2CO3)/bicarbonate (KHCO3) electrolyte to minimize solution resistance 

across the full cell.10 Higher pH also enables lower overpotentials for converting CO2 to CO and/or 

hydrocarbons.29,37 To control the effects of carbonation, which consumes up to 5% of the feed CO2 

at open circuit voltage (OCV) (Figure III-5), the electrolyte stream was not recirculated but rather 

was passed once through the cell at 1 mL·min-1. These operating conditions mirror those 

commonly reported in the field and, therefore, illuminate the challenges of GDE durability in 

present-day flowing alkaline electrolyte configurations.36,37,59,63,68–71 
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Figure III-5: Visualizing trans-GDE carbonation by tracking the CO2 mass flow rate over time for an 
uncoated GDE held at OCV. For this test, 55 mL of 1 M KOH solution was recirculated through the reactor 
at a flow rate of 1 mL·min-1. We plot the mass flow rate of CO2 (units of sccm) and the pH of the electrolyte 
as a function of time. The nominal feed mass flow rate is close to 20 sccm, but the mass flow meter records 
a maximum of ca. 19.5 sccm. We initially observe a lower flow rate (ca. 18.5 sccm) due to carbonation. 
Over time, the pH trends towards neutral and the CO2 flow rate approaches a maximum of 19.5 sccm. By 
subtracting the initial flow rate from the maximum, we can estimate a per-pass carbonation rate from the 
initial CO2 consumption rate that by 𝟏𝟏𝟏𝟏.𝟓𝟓−𝟏𝟏𝟏𝟏.𝟓𝟓

𝟏𝟏𝟏𝟏
.𝟓𝟓 =  𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎 ≈ 𝟓𝟓%. 

Each experiment was divided into 15-minute segments that are composed of a high-frequency 

resistance measurement (10 s) to determine solution resistance between the cathode and the 

Hg/HgO reference electrode, a series of voltammetric sweeps between -100 and +50 mV vs 

Hg/HgO to estimate cathode EDLC (50 s total), and, finally, a galvanostatic hold (14 min 15 s). 
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At the end of every time segment, the effluent gas from the cathode half-cell was sampled by a gas 

chromatography (GC) system. The effluent electrolyte was not analyzed for the presence of liquid-

phase products because Ag electrocatalysts are anticipated to generate primarily gaseous CO and 

H2 at the conditions tested.19,20 

Constant current electrolysis, i.e., galvanostatic, experiments were run to probe the effect of 

current density on CO mole fraction in the effluent gas over time. An advantage of galvanostatic 

operation, as compared to potentiostatic operation, is that the total product gas generation rate 

should remain constant because both reaction products, CO and H2, require 2 moles of electrons 

per mole of product as shown in the following half-reaction equations, Equation (III.2) and 

Equation (III.3), that are also provided in Appendix C with the anode half-reaction and full cell 

reactions, 

 0
2 2CO + H O(l) 2 e  CO(g) 2(aq) (aq   OH ( 0.10 V vs RHE)) E−−+ → + = −  (III.2) 

 0
2 22 H O(l) 2 e  H (g) 2 OH ( 0.00 V vs RHE)(aq) E− −+ → + =  (III.3) 

The graphical representation of gas-fed CO2 electrolysis shown in Figure III-6a depicts both 

desired and flooded operational states within a Ag-GDE. As described earlier, nominally 

hydrophobic GDLs are used to limit electrolyte intrusion into the gas stream, while maintaining 

CO2 flux. However, once electrolyte floods the GDE the liquid diffusion length for CO2 to the CL 

increases to the point that the CO2 flux cannot support the current demand for CO production and 

HER becomes favored throughout the wetted portions of the electrode. 

The evolution of electrode performance as a function of time across a series of current densities 

(25, 50, 100, 150, and 196 mA·cm‒ 2) is shown in Figure III-6b. Across all current densities tested, 

the peak CO mole fraction was >90%, which agrees with performance from previous reports using 
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Ag-catalyzed GDEs.37,63 After the first 15 min of operation, notable differences emerge when 

applying different current densities. For low to moderate current densities there is a period of 

steady CO production, ranging from 1–5 h and inversely dependent on the magnitude of the applied 

current density, followed by a catastrophic failure evinced by a rapid decrease in the CO product 

mole fraction, while for the higher current densities of 150 and 196 mA·cm‒2, the electrode 

transitions from CO to H2 production within 30 min of operation. The cathode potential grows 

more negative during stable operation but becomes more positive as the dominant product 

transitions CO to H2 (Figure III-29) and more of the GDE carbon becomes wetted by electrolyte. 

As the accessible area for HER increases, the cathode potential is anticipated to decrease in 

magnitude. The HFR traces do not show a clear trend among the current densities tested (Figure 

III-30).  

EDLC (hereafter referred to as capacitance) measurements provide additional insight into the 

cathode state as the product gas mole fraction transitions from CO- to H2-rich. As shown in Figure 

III-6c, we observe that the currents from cyclic voltammetry increase over time, indicating 

changes at the electrode-electrolyte interface. After extracting and processing the capacitive 

currents at each time point, we plot the capacitance as a function of time in Figure III-6d. We find 

that when we hold the cell at OCV for at least 8 h as a zero-current baseline and observe relatively 

steady capacitance between 0.5–1.0 mF over time, indicating that the electrode-electrolyte 

interface is stable before electrolysis begins. After passing faradaic current through the cell for 15 

min, the capacitance increased to 1.5–2.0 mF for all current densities. Similar to the product 

composition traces in Figure III-6b, we observe steady capacitance for low to moderate current 

densities until a sudden increase that coincides with performance failure. 
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Figure III-6: Galvanostatic CO2 reduction using a gas-fed flowing electrolyte reactor. (a) GDE flooding 
limits CO2 flux to the catalyst layer and promotes HER. (b) Increasing current densities (mA·cm‒2) applied 
to Ag-GDEs are associated with a decreasing CO mole fraction in the product gas mixture (%). (c) As 
operation proceeds the capacitive currents extracted from cyclic voltammetry every 15 min increase (d) 
Sudden catastrophic losses in CO production qualitatively correlate inversely with sharp increases in 
capacitance (mF) across all current densities. 

In general, we observe a qualitatively inverse correlation between CO mole fraction in the product 

gas and cathode capacitance (Figure III-31). We also see that changes in capacitance lag behind 

changes in CO mole fraction by at least 15 min. This delay coupled with the observation that the 
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capacitance subtly decreases prior to each catastrophic flooding event suggests that liquid 

electrolyte penetration into the GDE may not be the sole cause of performance failure. 

From the collection of traces in Figure III-6b and Figure III-6d, we see that the rate of GDE 

failure is positively correlated with increasing current. Exploring the possibility that faradaic 

processes influence the time to failure, we plot CO mole fraction (Figure III-7a) and capacitance 

(Figure III-7b) as a function of the cumulative charge passed (Q) in Figure III-7, where Q = I × 

t, I is absolute current (mA), and t is time passed (h). While reporting electrochemical data as a 

function of charge passed (units of mAh), as opposed to time, is more commonly associated with 

energy storage devices, in the present context, quantifying charge passed until failure may provide 

insight into the “capacity” of the GDE. Interestingly, we observe a collapse of the CO mole fraction 

data onto a single sigmoidal curve (Figure III-7a), with especially good agreement at low charges 

(ca. 0–400 mAh), suggesting that current-dependent changes to the electrolyte (e.g., increased 

cathode alkalinity leading to accelerated carbonation), may influence the rate of flooding. 

Furthermore, the capacitance data (Figure III-7b) reveals a similar onset charge to flooding across 

experiments, although there is scatter at higher charges (> 400 mAh) after the onset of product 

changeover. The capacitance data, plotted either as a function of time (Figure III-6d) or charge 

(Figure III-7b), do not appear to approach a consistent maximum value at the advanced stages of 

electrode failure. We reason that flooding pathways are stochastic in both the MPL and CFS and 

that the extent of observable GDE saturation resulting from electrolyte permeation throughout the 

CFS varies due to microstructural differences between individual electrodes. Enlarged plots of the 

Figure III-7a and Figure III-7b data from 0–500 mAh (Figure III-32) along with a description 

of the sigmoid function used for qualitatively fitting each data set are provided in Appendix D. 
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Figure III-7: Current-associated GDE failure. Plotting (a) CO mole fraction in the product gas (%) and 
(b) capacitance (mF) as functions of cumulative charge (mAh) results in some collapse of the performance 
data. This indicates that faradaic processes, i.e., CO2 reduction and HER, likely contribute to the onset of 
GDE failure. 

The chemical and physical mechanisms that underlie these trends are not yet fully understood and, 

to our knowledge, have neither been extensively reported nor discussed in the context of gas-fed 

CO2 electrolyzers. Although GDE flooding may be caused by a variety of phenomena (e.g., 

macroscopic pressure imbalances, evolutions in surface wettability, evaporation-condensation), 
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for this study, we focus on the connections between carbonation and flooding since we consistently 

observe salt crystallites on the backside of flooded GDEs and at the inlet of the cathode flow field 

(Figure III-8). Specifically, we postulate that the transition from CO to H2 production within 

GDEs is driven by phenomena that occur in parallel with electrolysis but manifest and negatively 

impact performance at different rates. 

 

Figure III-8: Salt near the inlet of the serpentine flow field and liquid at the outlet after GDE flooding and 
failure. 

The first phenomenon is electrolyte carbonation, which occurs wherever dissolved CO2 and 

hydroxide (OH‒) ions co-exist. This effectively includes all electrolyte-wetted regions of the Ag-

GDE. Indeed, such CO2 chemisorption is deliberately leveraged in direct air capture processes to 

selectively remove dilute CO2 from the atmosphere.72 First, CO2 reacts with one OH‒ to form a 

Outlet 

Inlet 
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bicarbonate (HCO3‒) intermediate, then the newly formed HCO3‒ reacts with a second OH‒ to 

produce one carbonate (CO32‒) and one water (H2O) molecule as shown by Equations (III.4) and 

(III.5),  

 2 3(aq) (aq) (aq)CO + OH  HCO−− →  (III.4) 

 2
3 3 2 HCO OH CO +H O(l)(aq) (aq) (aq) − −−+ →  (III.5) 

A kinetic study reported by Schulz et al. shows that the forward rate for Equation (III.5) is faster 

than that for Equation (III.4), so most CO2 that reacts with the OH‒-rich electrolyte is effectively 

converted to CO32‒.73 We see that this parasitic loss is initially overcome to sustain high selectivity 

for CO production, likely because CO2 is fed in stoichiometric excess. However, carbonation of 

the electrolyte not only increases single-pass conversion to the undesired products of HCO3‒ and 

CO32‒, but also indirectly slows CO2 reduction kinetics by initiating an unfavorable shift towards 

more neutral pH.69 Furthermore, galvanostatic operation ensures that HER, which also produces 

OH‒ ions according to Equation (III.3), will substitute for any lost CO2 reduction within the CL. 

Therefore, as the rate of CO2 electrolysis decreases, the persistently high local pH due to HER in 

the presence of any excess CO2 will accelerate the carbonation rate in a positive feedback loop. 

This performance drift is mirrored by negative/cathodic drift in the electrode potential trace that 

emerges before the onset of catastrophic flooding (Figure III-29). When operating 

galvanostatically, such increases to the cathode potential can be attributed to some combination of 

increased kinetic overpotential due to local electrolyte neutralization and increased CO2 mass 

transport resistance as liquid blocks gas diffusion pathways. 

The second phenomenon is the emergence of physical blockages within the GDE that inhibit CO2 

flux and promote HER. Both solid (i.e., salt crystallites) and liquid (i.e., electrolyte) species emerge 
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on the gas side of the cathode flow field (Figure III-8) once liquid electrolyte breaks through the 

GDE. After partially filling the CFS, liquid electrolyte is trapped until sufficient convection is 

applied to physically displace the droplets or until the water evaporates leaving behind salt crystals 

that hinder gas flux to the CL.74 As the pure CO2 feed contacts the electrolyte, carbonation together 

with water evaporation synergistically increase the likelihood of precipitation because KHCO3 

(3.62 mol/kg H2O) and K2CO3 (8.03 mol/kg H2O) have lower solubilities than KOH (21.57 mol/kg 

H2O) on a molal basis.10 Furthermore, both hydrated and dehydrated alkali carbonates in the solid 

phase (e.g., K2CO3) can also consume additional CO2 to produce bicarbonates (e.g., KHCO3) per 

the following equations,75 

 2 2 3 23 21.5 H O(s) (g) (s) 0.5 H O(g) K CO + CO 2 KHCO⋅ +↔  (III.6) 

 2 2 323 )K (s) (g) H O(CO + CO 2 sKHC) Og (+ ↔  (III.7) 

As our ability to measure species concentrations at relevant length scales (~μm) within GDEs is 

limited, precise accounting of chemical and electrochemical reaction dynamics is difficult to 

achieve experimentally. Nonetheless, due to the mass action reflected by Equations (III.2)‒(III.7) 

we anticipate that complex dynamic equilibria between ionic species emerge near the CO2-

electrolyte interface during electrolysis, depending on the operating conditions and the movement 

of species within the electrode microstructure. 

The collapse of the performance data when plotted as a function of cumulative charge (Figure 

III-7) suggests that the electrode has a charge threshold that, if exceeded, will lead to failure. 

Charge directly translates to newly formed OH‒ ions that become available for carbonation 

reactions (Equations (III.4) and (III.5)) near the gas-liquid interface of the GDE. By considering 

the electrolysis data in Figure III-6 and Figure III-7 together with the stoichiometry of Equations 
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(III.2)‒(III.5), we can infer that carbonation rate at the cathode increases with current density. 

Indeed, electrochemically-mediated CO2 separation schema leveraging this phenomenon have 

been proposed.76–78 Accordingly, we hypothesize that GDE failure is initiated by carbonate salt 

precipitation followed by rapid electrolyte percolation through the crystallites which retards CO2 

transport sufficiently as to necessitate H2 generation via water splitting to meet imposed 

galvanostatic requirements. A similar electrode degradation mechanism has previously been 

proposed for air-fed, flowing electrolyte alkaline fuel cells.79 This hypothesis is further supported 

by results from fundamental porous media evaporation studies, which show that once salt 

crystallites effloresce at the MPL-CFS interface, they can pump water through the MPL via 

capillary action due to their hygroscopic character.80 

Managing the parasitic capture of CO2 by aqueous electrolytes and the precipitation of carbonate 

salts, thereafter, may benefit from electrode-level models that can predict precipitation events in 

response to selected operating conditions such as the ionic strength of the electrolyte, the bulk 

electrolyte pH, the pH of the electrode-electrolyte interface, and the water vapor content in the 

feed gas.81 Given the diversity of porous media available, the characteristic behavior for the 

Freudenberg GDLs presented here may not be representative of or predictive for all GDEs, but the 

underlying chemical and physical phenomena associated with CO2 electrolysis, OH− generation, 

and carbonation are expected to persist for all electrodes and for all mild to strong alkaline aqueous 

electrolytes used in a gas-fed, flowing electrolyte configuration. For the remainder of this work, 

we seek to validate the proposed carbonate-driven flooding mechanism and to explore the 

possibility of restoring electrode functionality after failure. 
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 Capillary Pressure Breakthrough Measurements 

To explore the extent to which the magnitude of the faradaic current impacts the severity of 

electrode failure, we characterized the post-test ex situ flooding resilience of Ag-GDEs used in the 

electrolysis experiments. We employed capillary pressure imbibition with deionized water to 

quantify and map the apparent loss of hydrophobicity of Ag-GDE samples. Water is an appropriate 

test liquid for these experiments because the KOH solution used in the electrolysis experiments 

(ca. 5 wt%) has similar density (1.05 g·cm‒3) and surface tension (0.075 N·m‒1) to water (0.99 

g·cm‒3, 0.073 N·m‒1) at room temperature (20 °C).82 Capillary pressure imbibition is a method by 

which gas-liquid pressure differences (PL ‒ PG) are applied across a porous material to induce 

intrusion or withdrawal of liquid. It has been utilized extensively to characterize the 

wettability/saturation characteristics of PEFC cathode GDLs.83–86 In the CO2 electrolysis field, 

carbon-based GDLs with MPLs adopted from PEFCs have been understood to be macroscopically 

hydrophobic and, therefore, are considered suitable candidates for catalyst scaffolds and gas-liquid 

barriers.87 However, because carbonate salts are hygroscopic, any embedded crystallites left 

behind after electrolyte flooding events would decrease the resilience of the electrode to liquid 

intrusion. 

To quantify the possible effects of electrolysis on apparent electrode hydrophobicity, we measure 

the breakthrough pressure of water through GDLs and GDEs with the MPL (if applicable) facing 

the water in a custom-designed apparatus (Figure III-4) inspired by analogous setups in the 

literature.74,85,88,89 First, circular samples of pristine carbon-paper GDLs with (Freudenberg 

H23C6) or without (Freudenberg H23) MPLs were screened as comparisons for the Ag-GDE 

samples. As reported in the two leftmost data in Figure III-9a, the average breakthrough pressure 

(N = 5) for the CFS (Figure III-2a) is (23 mbar). After adding an MPL (Figure III-2b) to the 
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CFS, the average breakthrough pressure (N = 5) increases by an order of magnitude (642 mbar). 

Next, the same Ag-GDEs used for the experiments reported in Figure III-6, were screened post-

test. Prior to imbibition, Ag-GDE samples were removed from the electrolysis cell, thoroughly 

rinsed with deionized water to remove any surface salts and excess electrolyte, and then left to dry 

in ambient laboratory air. For these electrodes we expect the breakthrough pressures to decrease 

in the base case due to the application of a Ag CL that includes hydrophilic ionomer (Figure 

III-2c), which may seep into the MPL during airbrush deposition (Figure III-10).90 The low 

surface tension of organic-aqueous mixtures that constitute the carrier solvents for catalyst inks 

may be responsible for the formation of hydrophilic regions within the GDE near the CL-MPL 

interface. However, embedded crystallites are anticipated to have a more drastic effect on flooding 

resilience (vide supra). Indeed, the breakthrough pressures for these samples (N = 2 for OCV, 25, 

100, 150, 196 mA·cm‒2 and N = 1 for 50 mA·cm‒2) decrease to less than 100 mbar, except for the 

25 mA·cm‒2 samples, which retain more of the breakthrough resistance. The 196 mA·cm‒2 samples 

exhibit the lowest average breakthrough pressure (22 mbar), which is equivalent to that of the CFS 

in isolation (23 mbar). The samples held at OCV retain an average breakthrough pressure (446 

mbar) that is closer to a pristine GDL with MPL than to any of the post-run samples, suggesting 

that immersing GDEs in electrolyte without passing faradaic current may not compromise the 

hydrophobicity, at least not at these experimental timescales. 
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Figure III-9: Capillary pressure breakthrough pressure results. (a) Breakthrough pressures for Ag-GDEs 
decrease with increasing current density (25–196 mA cm‒2) and approach the value for the bare CFS (H23), 
while the Ag-GDE held at OCV retains breakthrough resistance that is closer to the value for uncoated 
GDL with an MPL (H23C6). (b) Representative images of the CFS while applying a capillary pressure 100 
mbar in excess of the breakthrough point to the MPL side of Ag-GDEs demonstrate the greater extent of 
liquid percolation for Ag-GDEs after operation at disparate current densities. 
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Figure III-10: Average breakthrough pressure for H23C6 decreases after applying a CL that includes Ag 
nanoparticles and ionomer. Breakthrough pressure for H23 is included for comparison against a fibrous 
GDL material without an MPL. The data reported here were collected with a separate but similarly 
prepared Ag-GDE batch from the ones used in the primary data set. 

The lower breakthrough pressures for used GDE samples could be explained by either irreversible 

mechanisms, such as chemical degradation of PTFE, or reversible mechanisms, such as 

efflorescent salt deposits within the GDL. Although PTFE degradation has been reported under 

cathodic potentials in aqueous electrolyte,91 additional spectroscopic, microscopic, and chemical 

analyses may be required in the future to evaluate the extent to which this failure mode impacts 

performance. Strengthening the hypothesis of carbonation-accelerated electrode failure, is the 

observation of well-distributed liquid breakthrough points on the CFS that likely correspond to the 

locations of salt deposits left behind by electrolyte flooding and carbonate precipitation. 

Representative CFS images under positive capillary-pressure conditions are shown in Figure 

III-9b. Although we observe a diminishing resilience to the initial liquid breakthrough with 

increasing current density, water eventually percolates through multiple points simultaneously at 

sufficiently high capillary pressures across all samples. The carbonate-driven flooding mechanism 
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is quantitatively supported by the observation that flooding resistance of each sample generally 

decreases with increases in applied current density. This aligns with the notion that higher current 

density produces higher alkalinity and, therefore, increased carbonation within the wetted regions 

of an electrode (vide supra). Because we observe that water eventually percolates at multiple 

locations for all post-test samples, we can also infer that this failure mechanism is common to all 

Ag-GDEs used in this work.  

We confirm the presence of crystallized salts in the pores of flooded GDEs by combining cross-

sectional SEM images with elemental mapping of carbon (C), Ag, fluorine (F), potassium (K), and 

oxygen (O). We see from maps of the pristine (Figure III-11), post-test 25 mA·cm‒2 (Figure 

III-12), and post-test 196 mA·cm‒2 (Figure III-13) samples that the K signal conformally covers 

the MPL-regions of both flooded samples, but not the pristine sample. Discrete K nodules are 

visible for the 196 mA·cm‒2 sample, but not for the 25 mA·cm‒2 sample, suggesting that the 

carbonation rates, which vary with applied current density, impact the size, location, and likely 

growth dynamics of the salt deposits. Overall, we see from both imaging and ex situ breakthrough 

pressure measurements that the favorable barrier properties of the MPL are nullified by the 

presence of embedded salts left behind after electrolyte flooding. To complement the findings from 

this ex situ study, we sought to test our hypothesis of carbonation-driven flooding by probing the 

reversibility of electrode failure. 
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Figure III-11: Pristine Ag-GDE cross-section SEM image with EDS map and spectrum. The potassium (K) 
signal that coincides with Ag on the top surface of the sample can be explained by the proximity to the Ag 
peak close to 3.20 keV. The aluminum (Al) peak comes from the SEM sample holder. 
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Figure III-12: Post-test Ag-GDE (25 mA·cm‒2) cross-section SEM image with EDS map and spectrum. The 
potassium (K) signal that coincides with Ag on the top surface of the sample can be explained by the 
proximity to the Ag peak close to 3.20 keV. The aluminum (Al) peak comes from the SEM sample holder. 
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Figure III-13: Post-test Ag-GDE (196 mA·cm‒2) cross-section SEM image with EDS map and spectrum. 
The potassium (K) signal that coincides with Ag on the top surface of the sample can be explained by the 
proximity to the Ag peak close to 3.20 keV. The aluminum (Al) peak comes from the SEM sample holder. 

 Gas Diffusion Electrode Recovery 

Based on the results from both electrolysis (Figure III-6 and Figure III-7) and breakthrough 

pressure (Figure III-9) measurements, we explored the possibility of recovering electrode 

performance through either in situ OCV holds or ex situ electrode restoration. If periodic 

restoration is required, then in situ recovery facilitated by switching to OCV would be the more 

appealing operating strategy because it avoids cell disassembly. 
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First, we operated the cell galvanostatically at 50 mA·cm‒2 for 1 h at the same conditions as the 

previous electrolysis experiments (Figure III-6) before switching the cell to OCV for an extended 

hold. The peak CO mole fraction (Figure III-14a) remains over 95% during the initial 1-h 

galvanostatic period, confirming that substantial flooding has yet to occur. This is also supported 

by the capacitance trace, which shows that the GDE is stable during the initial hour and for the 

next 48 h while at OCV. During this extended hold, the gas outlet stream is not flooded with 

electrolyte, but some condensation is visible through the acrylic backing plate near the gas outlet. 

The moisture may either come from evaporation of water in the electrolyte or from water liberated 

as a product of the HCO3‒ to CO32‒ reaction at the gas-electrolyte interface as shown in Equation 

(III.5). Regardless of the source, if not managed appropriately, moisture buildup in the gas channel 

without the passage of current is anticipated to be problematic for electrolyzer longevity. After 

current is restored, the performance is only stable for ca. 30 min before catastrophic failure. The 

total time on stream before failure was ca. 2 h of galvanostatic operation when including a current 

pause, which is somewhat shorter than the uninterrupted experiment (Figure III-6) that lasted 

around 2.5 h. Even though there are no detectable changes to the cathode capacitance after 1 h of 

electrolysis, it appears that carbonation compromises the electrode performance even when the 

cell is held at OCV. Because carbonation persists in the absence of current, in situ restoration 

strategies like the one explored here may ultimately be ineffective. 

Depending on the frequency of intervention, ex situ electrode rinses may be a viable approach for 

removing salt from porous electrodes. To this end, we tested if rinsing and/or drying GDEs could 

recover the same CO2 conversion performance as pristine ones. Previous works report rinsing 

GDEs after CO2 reduction to restore electrochemical activity, but the wetted state of the electrode 

during operation beyond the achievable current density and faradaic efficiency was not 
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discussed.40,92,93 Continuing with the same electrolysis protocol, we started by running experiments 

at 50 mA·cm‒2 until the onset of GDE failure, defined here as the inflection in the CO mole fraction 

trace. Next, we shut down the electrolyzer, removed the Ag-GDE, and either (1) dried or (2) rinsed 

and dried the electrode before reinstalling it in the cell. First, we observe from the CO mole fraction 

and capacitance traces in Figure III-14b that vacuum drying alone results in GDE failure within 

30 min of starting the subsequent run. After partial flooding we observe electrolyte measured to 

be ca. pH 10, via a pH test strip (0–14 scale, VWR International), on the CFS closest to the gas 

inlet of the serpentine flow field as indicated by the darker regions of a representative image 

(Figure III-14c). In this pH range, the electrolyte likely contains both KHCO3 and K2CO3.73 The 

liquid distribution on the CFS suggests a non-uniform permeation rate across the electrode area. 

Notably, flooding is concentrated where the CO2 concentration is the highest and the flowing gas 

humidity is lowest, which aligns with conditions that most strongly shift chemical and physical 

equilibria towards carbonation and precipitation of K2CO3/KHCO3 crystallites. 

Next, we used the same electrolysis conditions but rinsed the GDE with deionized water after each 

run and prior to vacuum drying. As shown in Figure III-14d we observe that rinsing and drying a 

partially flooded GDE between each run restores much of the performance. However, the 

maximum CO mole fraction continually decreases, albeit by relatively minor amounts on 

subsequent runs, demonstrating that each rinse/dry cycle does not fully restore peak performance. 

These observations agree with a recent report by Endrődi et al. for a multi-cell CO2 electrolyzer 

stack study in which they injected water into cathode gas stream to wash away K2CO3 precipitates 

that block CO2 flux and they observed that peak current density decreased over time at a fixed 

voltage.92 In both their study and our own, we observe that once the electrode has flooded it can 

only be partially restored to its initial peak performance with superficial rinsing. Interestingly, we 
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see that capacitance increases on the second run as compared to the first and remains relatively 

stable after subsequent uses, suggesting that it is difficult to completely remove salt crystallites 

that are deeply embedded in the GDE using our current washing methods. The inability to remove 

all residual salts aligns with the reduced breakthrough pressure values measured for post-run Ag-

GDE samples that were also rinsed and dried prior to analysis (Figure III-9a). Another possible, 

but untested, hypothesis is that crystallization irreversibly damages the porous structure of an 

electrode leading to higher permeability and reduced hydrophobicity. Additional electrode 

imaging analysis would be required to unambiguously confirm or refute this supposition.94 We 

confirm with this study that periodically restoring the electrode by an ex situ rinse prolongs 

electrolyzer lifetime, albeit at the expense of process of feasibility. Specifically, removal and 

refurbishment of electrodes from within industrial electrolyzer stacks would likely require repeated 

equipment disassembly and reassembly leading to additional maintenance costs and compromised 

reliability. Ultimately, technical solutions will be needed to minimize flooding during high-current 

operation in gas-fed flow electrolyte systems.  



87 
 

 

Figure III-14: Probing the recoverability of GDEs. (a) Operating the cell at 50 mA·cm‒2 for 1 h and then 
switching to OCV for 48 h results in nearly immediate performance failure after restoring current. This 
indicates that flooding may occur slowly at OCV but is likely accelerated by faradaic processes. (b) Drying 
a partially flooded GDE after operating at 50 mA·cm‒2 does not restore the initial performance. (c) The 
portion of the GDE closest to the serpentine channel inlet, where CO2 concentration is highest and humidity 
is lowest, floods first as indicated by the darker portion of the CFS. (d) Rinsing partially flooded GDEs in 
DI water then drying restores much of the peak performance although it gradually decreases after repeated 
uses. 

4. Conclusions 

Systematic screening of Ag-GDEs in a gas-fed, flowing-electrolyte CO2 electrolyzer revealed that 

electrode flooding rate correlates with applied current density. GDEs used at the lowest current 
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density (25 mA·cm‒2) demonstrate peak CO mole fraction in the product gas near 95% for over 5 

h while those used at the highest current density (196 mA·cm‒2) maintain this peak performance 

for less than 15 min. Recognizing that faradaic current accelerates electrode flooding and failure, 

we propose that carbonation serves not only as a parasitic sink for reactant gas but also as a 

promoter of GDE flooding by way of crystallite precipitation within the nominally hydrophobic 

GDL materials. Ex situ measurements of water breakthrough pressures for electrodes used in the 

electrolysis experiments reveal that GDEs exposed to higher currents retain less of their initial 

hydrophobicity. Successful attempts to recover peak CO mole fractions in the product gas by 

rinsing electrodes affirm that carbonation and salt crystallization within the electrode are 

associated with performance failure. In our system, the collapse of the electrolysis performance 

data onto a single curve when plotted as a function of cumulative charge passed suggests that each 

electrode may have a material-dependent carbonate threshold that, if exceeded, will lead to 

precipitation and failure. 

We note that reports identifying associations between carbonation and electrode failure exist 

within the alkaline fuel cell literature.79,95–97 Specifically, previous studies explored the impact of 

CO2 contamination on gas-fed alkaline electrolyte systems, albeit at lower concentrations. 

Specifically, Rolla et al. reported that feeding laboratory air to cathodes for the oxygen reduction 

reaction resulted in reduced current densities and gradual electrolyte flooding through the GDE 

along with detectable precipitates at the gas-electrolyte interface after several hundred hours on 

stream.79 The authors also suggested that feeding dehumidified air streams to the cathode 

accelerates “ageing” of both carbon and PTFE-based GDEs through electrolyte dry out and salt 

precipitation. Thus, although seemingly counterintuitive, humidified CO2 streams may offer a 

pathway to extending electrode lifetime even though the CL is wetted by an aqueous electrolyte. 
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Despite the fact that operating lifetime can be extended by adjusting operating conditions, the 

persistence of the carbonation problem has hampered market adoption of alkaline fuel cells for 

critical areas such as mobility, in which PEFCs are now the dominant fuel cell technology.98 

Instead, alkaline fuel cells are limited to stationary applications where CO2 scrubbing from the air 

feed stream is more tractable or to niche applications such as space, marine, or military where the 

use of pure reactant gases like H2 and O2 is practical.99 

Although this work focuses on Ag-GDEs in contact with a flowing alkaline electrolyte for CO2 to 

CO conversion, we anticipate that persistent cathode alkalinity will broadly impact the 

performance of both liquid and solid-electrolyte systems. For example, current-accelerated 

parasitic uptake of CO2 has been reported for membrane-based CO2 electrolysis systems with both 

weak carbonate electrolytes100 or DI water101 fed to the anode. Polymer electrolytes feature 

immobile cation moieties that facilitate anion (i.e., OH‒, HCO3‒, and CO32‒) transport and remove 

the need for the mobile alkali metal cations (e.g., Na+, K+, Cs+) responsible for the salt precipitation 

that diminishes the effectiveness of GDEs in flowing electrolyte devices. However, carbonation 

still occurs at the alkaline interface of the cathode and anion-exchange membrane facilitating the 

undesirable transport of CO32‒ and HCO3‒ across the cell and resulting in the discharge of CO2 at 

the locally acidic anode. Consequently, the relationship between current density and carbonation 

remains relevant for this electrolyzer configuration. 

We anticipate that insights from the electrochemical and ex situ results presented here for a gas-

fed flowing electrolyte CO2 electrolyzer will direct attention towards the complex interplay 

between faradaic and homogenous reactions on and within GDEs and how these processes 

influence electrolyte ingress over a range of current densities and operating conditions (e.g., 

temperature, humidity). Quantifying electrolyte saturation in GDEs via direct operando imaging 
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would complement this work by elucidating and perhaps confirming the physical origins of 

flooding at the interfaces between charged porous media and electrolytes. Furthermore, past 

findings from mature adjacent technologies aid in the interpretation of new experimental 

observations and may inspire emergent GDE designs and cell configurations for CO2 electrolysis. 

Specifically, incorporating application-tailored microstructures and wettability into GDEs may 

facilitate carbonate clearance from the gas-liquid interface that mitigates precipitation/flooding 

events and promotes high CO2 conversion rates for extended operation. 
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5. Appendix A: Reactor Assembly Protocol 

1. Gather the parts to assemble the flowing electrolyte CO2 electrolyzer/reactor that are shown 

below and include: two end-pieces/diffusers, four O-rings, graphite serpentine flow field / 

current collector, Ti current collector, Ag-GDE cathode, Ni anode, two rubber gaskets, 

electrolyte flow channel / reference electrode port, Hg/HgO reference electrode, and four 

1/4-28 UNF bolts with corresponding nuts. 

 

Figure III-15: Flow reactor components labeled and arranged prior to assembly. 
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2. Insert 1/8” diameter alignment pins into a cell assembly platform (typically there are 4 pins 

but only 3 are pictured below). 

3. Place one end-piece onto the platform such that the gas inlet and outlet are facing 

downwards and the O-rings are facing upwards. The alignment pins should go through the 

smaller holes. 

4. Place the current collector on top of the end-piece such that the banana plug is facing 

downwards. 

 

Figure III-16: Titanium alloy anode current collector plate. 

5. Place the anode in the center of the current collector (either side can be facing up). 

6. Place one rubber gasket on top (to seal in the anode). 
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Figure III-17: Nickel foam anode sealed against the current collector by a rubber gasket. 

7. Place the electrolyte flow channel / reference electrode port on top of the rubber gasket. 

From this viewpoint, the reference electrode port should be to the left, the electrolyte inlet 

should be below the rubber gasket and the electrolyte outlet should be above the rubber 

gasket. 
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Figure III-18: Electrolyte flow channel, including reference electrode port, placed on top of the anode 
components. Electrolyte flows from inlet at the bottom to the outlet at the top. 

8. Place the second rubber gasket on top of the electrolyte flow path / reference electrode port. 

 

Figure III-19: Cathode compartment gasket placed against the electrolyte flow channel. 
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9. Insert the reference electrode into the reference electrode port such that the tip is just visible 

in the electrolyte flow channel. Then, thread the cap onto the corresponding fitting and 

hand tighten. 

 

Figure III-20: Hg/HgO reference electrode with a 1 M KOH fill solution. Compression fitting components 
needed to fasten and seal the reference electrode to its port in electrolyte flow channel are labeled for 
reference. 
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Figure III-21: Reference electrode inserted and fastened to the electrolyte flow channel 

10. Place the Ag-GDE cathode in the center of the rubber gasket such that the catalyst layer is 

facing down (towards the electrolyte flow field). Then, place the flow field / current 

collector on top such that the flow path is facing downwards toward the electrode (banana 

plug facing upwards). 

 

Figure III-22: Ag-GDE sealed against a gasket by a carbon gas flow channel/current collector 
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11. Place the second end-piece on top such that the O-rings are facing down towards the flow 

field / current collector.  

12. Insert the four bolts through the outer (large) holes. 

 

Figure III-23: Cathode end piece and bolts in place prior to tightening 

13. Place two fingers across the bolt heads (as pictured below) and then screw on the nuts until 

they are hand tight. 
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Figure III-24: Aligned flow reactor components held in hand prior to tightening/compression 

14. Using a 7/16” wrench and a torque screwdriver (set to 15 lbf-in), first tighten each bolt (in 

an x-formation) until resistance is felt. Then, tighten each bolt until torque is felt (do this 

two times). 

 

Figure III-25: Flow reactor being tightened using a torque screwdriver 
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15. Remove alignment pins to complete the assembly. 

 

Figure III-26: Flow reactor assembled and compressed shown with reference electrode  
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6. Appendix B: Electrolyzer Schematic and Startup Protocol 

First, the electrolyzer was mounted into a fume hood at the same height as the liquid back pressure 

regulator to minimize pressure differences due to hydraulic head. Next, the electrochemical leads 

from the potentiostat (working, counter, and reference electrodes) were connected to the cell. After 

the gas lines were connected and the gas mass flow controller (MFC) is set to 20 sccm, the 

peristaltic pump was set to 1 mL·min-1 to fill the central chamber with electrolyte from the feed 

reservoir bottle. The schematic shown in Figure III-27 shows the flow of materials and electrons 

through the experimental setup. Images of the setup are shown in Figure III-28 After filling the 

chamber, the outlet from the chamber was connected to the inlet of the liquid-side back pressure 

regulator. The system was left untouched until the liquid filled the backpressure regulator and 

droplets were observed downstream entering the waste container. After the gas and liquid were 

both flowing through the system, the mass flow meter (MFM) registered measurable CO2 gas flow 

rates. The MFM reading was never expected to reach 20 sccm because there is carbonation that 

occurs when contacting CO2 with a KOH electrolyte (Figure III-5). Once gas flow is observed, 

the electrolysis can begin. First the electrochemical method is started. Next the MFM recording 

script is started. Finally, the GC sequence is started and a blank GC sample is taken near time point 

zero.  
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Figure III-27: Schematic of the gas-fed, flowing liquid electrolyte CO2 electrolyzer setup. 
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Figure III-28: Images of the gas-fed, flowing liquid electrolyte experimental setup (top) and the 
electrolyzer (bottom). 
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7. Appendix C: Electrochemical Reactions 

Relevant half- and full-cell electrochemical reactions are provided along with the associated 

standard reduction potential, E0. 

 Cathode Half-Cell Reactions 

When using Ag-GDEs in a 1 M KOH electrolyte the only appreciable CO2 reduction product is 

CO, which is produced according to Equation (III.2).  HER is the only side reaction considered 

and H2 is produced according to Equation (III.3). 

 0
2 2CO + H O 2 e  CO 2 OH ( 0.10 V)  E− −+ → + = −  (III.2) 

 0
2 22 H O 2 e  H 2 OH ( 0.00  V)E−−+ → + =  (III.3) 

 Anode Half-Cell Reactions 

A nickel anode facilitates the oxygen evolution reaction (OER) as shown in Equation (III.8).  

 0
2 24 OH  O 2 H O 4 e  ( 1.23 V)E− −→ + + =  (III.8) 

 Full-Cell Reactions 

Combining each of the cathode half-cell reactions with the anode half-cell reaction results in the 

following full-cell reactions for CO and H2 generation in Equation (III.9) and Equation (III.10), 

respectively. The minimum full-cell voltages for each reaction pair by taking the difference 

between the cathode and anode standard reduction potentials, E0cell = E0cathode ‒ E0anode. 

 0
2 2 cellCO  CO 1/ 2 O ( 1.33 V)  E→ + = −  (III.9) 

 0
2 2 2 cellH O  H 1/ 2 O ( 1.23 V)  E→ + = −  (III.10)  
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8. Appendix D: Galvanostatic CO2 Reduction Addendum 

Supplemental visualizations of the galvanostatic CO2 reduction results are provided in the 

following figures. 
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Figure III-29: Uncompensated cathode potential vs Hg/HgO and CO mole fraction in the product gas as 
functions of time and applied current density. 
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Figure III-30: High frequency resistance (HFR) between the cathode and reference electrode as a function 
of time and applied current density.  
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Figure III-31: CO mole fraction in the product gas as a function of capacitance and applied current 
density.  
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Figure III-32: Enlarged plots of the CO mole fraction and capacitance as functions of charge and applied 
current density from Figure III-7. The logistic function used for fitting has the general form 𝒇𝒇(𝒙𝒙) = 𝒂𝒂 +

𝒃𝒃
𝟏𝟏+𝒆𝒆−𝒌𝒌�𝒙𝒙−𝒙𝒙𝟎𝟎�

, where a and b are the lower and upper bounds of the function, respectively, k is the logistic 
growth rate, and x0 is the curve midpoint. The parameter sets, [𝒂𝒂,𝒃𝒃,𝒙𝒙𝟎𝟎,𝒌𝒌], for the CO mole fraction and 
capacitance data are [𝟎𝟎 ,𝟗𝟗𝟗𝟗.𝟏𝟏 ,𝟑𝟑𝟑𝟑𝟑𝟑,−𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎] and [𝟏𝟏.𝟓𝟓𝟓𝟓,𝟒𝟒.𝟓𝟓𝟓𝟓 ,𝟒𝟒𝟒𝟒𝟒𝟒 ,𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎], respectively. 
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IV. Flooded by Success: On the Role of Electrode Wettability in CO2 

Electrolyzers that Generate Liquid Products 

Economic operation of carbon dioxide (CO2) electrolyzers generating liquid products will likely 

require high reactant conversions and product concentrations, conditions anticipated to challenge 

existing gas diffusion electrodes (GDEs). Notably, electrode wettability will increase as lower 

surface tension products (e.g., formic acid, methanol, ethanol, and 1-propanol) are introduced into 

electrolyte streams, potentially leading to flooding. To understand the hydraulically stable 

operating envelopes in mixed aqueous-organic liquid domains, we connect intrinsic electrode 

wettability descriptors to operating parameters such as electrolyte flow rate and current. We first 

measure contact angles of water-organic product dilutions on polytetrafluoroethylene (PTFE) and 

graphite surfaces as planar analogues for GDE components. We then use material balances around 

the reactive gas-liquid-solid interface to calculate product mass fractions as functions of water 

sweep rate and current. Product composition maps visualize the extent to which changes in cell 

performance influence capillary pressure, a determinant of GDE saturation. Analyses suggest that 

formic acid mixtures pose little risk for GDE flooding across a wide range of sweep-rate/current 

combinations, but effluents containing <30% alcohol by mass may cause flooding. This study 

reveals opportunities to integrate microstructural features and oleophobic surface treatments into 

GDEs to repel mixtures of aqueous and organic liquids and expand the window of stable operating 

conditions. 

1. Background 

Electrochemical carbon dioxide reduction (CO2R) is increasingly recognized as a viable 

technology for flexible generation of chemicals using carbon dioxide (CO2) recovered from 
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industrial exhaust streams or directly captured from air.102,103 When coupled with affordable 

electricity generated from renewable sources, CO2R has the potential to displace petroleum-based 

chemicals production in a low-carbon economy.30 Given that the form factors of electrochemical 

technologies evolve as they transition from benchtop prototypes in the laboratory to engineered 

unit operations integrated into an industrial process, it is reasonable to anticipate commensurate 

shifts in the objectives and challenges for each scale. Historically, three-electrode analytical cells 

have been used to study catalyst activity, selectivity, and stability with a goal of incorporating 

proven materials into larger devices.20,104,105 However, it has been recognized that the limited CO2 

flux through bulk volumes of liquid electrolyte suppresses the reaction rate of CO2 and inhibits the 

performance of otherwise promising catalytic systems.25,41,106 Gas-fed electrolyzers adapted from 

commercially successful water electrolyzer and fuel cell technologies have motivated CO2R 

researchers to explore various combinations of porous electrodes, catalyst layers, liquid 

electrolytes, and polymeric membranes to achieve higher areal productivity while maintaining 

steady fluxes of species between flow channels and active sites.33,59,101,107,108 For example, state-

of-the-art devices achieve high current density (>200 mA cm‒2) production of valuable 

intermediates, such as carbon monoxide (CO), at moderate cell voltages (ca. 3 V) and ambient 

conditions for relatively extensive durations (>100 h) using cell configurations similar to polymer 

electrolyte water electrolyzers.109 

Such impressive prototype performance begs the question: Could operation of electrolyzers at high 

product generation rates result in reaction environments so extreme that they challenge the 

flooding thresholds of existing porous electrode materials sets? We posit that the conditions 

necessary for industrial CO2R may render GDEs composed of hydrophobic materials incompatible 

with lower-surface-tension mixed aqueous-organic phases generated at the reactive gas-liquid-
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solid interface. Note that flooding occurs across a range of gas-to-gas and gas-to-liquid 

electrolyzers for a variety of reasons (e.g., electrolyte carbonation and salt precipitation,26 

electrowetting,93 and uneven GDE pressure distributions93). In this work, we consider the 

wettability of GDE components, evinced by sessile drop contact angles on planar analogues, in 

contact with aqueous-organic liquid mixtures representative of potential product stream 

compositions. Subsequently, we use a simple mass balance model paired with contact angle 

measurements to estimate electrolyzer operating limits, represented by the capillary pressure, 

beyond which product streams would be anticipated to spontaneously flood conventional GDEs 

without deploying additional pressure control strategies. By connecting readily obtainable 

measures of electrode-liquid affinity to cell operating conditions, we aim to develop insights into 

operating regimes for CO2 electrolyzers that generate liquid products and to address critical 

questions, such as: (i) What are threshold compositions for liquid product mixtures that may lead 

to spontaneous electrode flooding under pressure-balanced conditions? (ii) Do current state-of-

the-art effluent compositions fall within a stable region for PTFE-containing GDEs? (iii) Can we 

design porous electrodes with flooding resilient structures and surface energies to withstand high 

product concentrations? 

2. Industrial CO2 to Liquids Electrolyzers Will Move Beyond Differential Operation 

At the bench-scale, where component validation and performance benchmarking are typically the 

desired outcomes, electrochemical cells with active areas of ca. 1–10 cm2 are often operated to 

generate dilute product streams that are conducive to quantitative analyses. Under differential 

conditions, in which species concentration gradients are assumed to be negligible,110 

electrochemical kinetic parameters can be determined in the absence of mass transfer limitations 

that may obscure results at higher degrees of reactant depletion. When targeting gas-phase 
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products, such as CO, differential conditions are generally achieved by feeding CO2 in 

stoichiometric excess to the cathode compartment to ensure low single-pass CO2 conversion (< 

20%) for a given total current (Figure IV-9, Appendix A). For cells with flowing electrolytes, 

water-miscible liquid products can be diluted either by increasing the total electrolyte volume for 

batch operation or increasing flow rate in single-pass operation. As an added benefit, generating 

dilute products can reduce the risk of creating dangerous concentrations and/or quantities of 

hazardous reaction products that are more appropriately handled in industrial settings where 

suitable hazard management protocols exist. 

In contrast, the choice of operating conditions and reactor architecture for commercial CO2R 

systems will be driven by application economics to the point that the set of idealized scenarios 

explored at the bench-scale may not reflect practical device set points. Indeed, it may be more cost-

effective to operate electrolyzers so that both gaseous and liquid effluents are highly enriched in 

CO2R products. Results from our previously reported technoeconomic model indicate that 

separations could constitute a larger fraction of overall CO2R process cost when generating liquid 

products as opposed to gaseous products.15 Based on this coarse analysis, we postulate that process 

economics, driven by the desire to minimize downstream separations of liquid products from the 

carrier phase, will likely dictate that future at-scale CO2R systems generate higher product 

concentrations than those contemplated at the laboratory-scale today. Accordingly, publications 

focused on scale-up have begun to highlight electrolyzers which operate with high current 

densities,111 large total currents,92 and concentrated product streams.38,112,113 

As CO2R cell prototypes begin to traverse these new operating regimes, challenges can be 

anticipated due to shifts in chemical compatibility requirements for reactor components (catalysts, 

electrodes, periphery), significant deviations from low-concentration kinetic behavior, and greater 
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process safety concerns arising from concentrated toxic products. Here, we elect to focus on 

irregularities expected to arise for gas diffusion electrodes (GDEs) while operating gas-fed CO2R 

devices at high liquid product generation rates. Recent reports of flowing electrolyte CO2R cells 

with extended durability (ca. 10–100 h) have generally espoused the importance of incorporating 

fluorinated polymers (i.e., polytetrafluoroethylene (PTFE)) in the GDEs, either as an additive or a 

structural component, to maintain a stable gas-liquid-solid interface between the liquid 

product/electrolyte phase and gaseous reactant phase.36,37,111 Historically, fluorinated polymers 

have been used as hydro-phobic coatings for carbon gas diffusion layers to assist in water 

management in polymer electrolyte fuel cells17 and as structural components in oxygen 

depolarized GDEs to maintain stable gas-electrolyte interfaces.114 Initial investigations by Haas et 

al. and Dinh et al. suggest that fluoropolymer-rich GDEs can significantly improve the operating 

lifetimes of a variety of CO2R cell architectures.36,115 While PTFE as a GDE support has expanded 

the envelope for high-current electrolysis, it is reasonable to expect that the assumed equilibrium 

state of the cathode-electrolyte interface could be perturbed by high concentrations of liquid 

products, such as alcohols. High alcohol generation rates have also been reported to dissolve some 

anion-exchange polymer membranes in situ.112 Although this observation is relevant for 

understanding the limits of specific component durability, we will not focus on this aspect of 

chemical compatibility in this work. 

3. Gas Diffusion Electrode Flooding Is Governed by Capillary Pressure and Wettability 

In CO2R, the GDE is an interfacial cell component that separates the gaseous and electrolyte 

phases and facilitates flux of reactants/products/electrons to/from the catalytically active sites. A 

key challenge is the rational selection of GDE materials that can manage diverse (e.g., electrical 

conductivity and electrocatalytic activity/selectivity) and often contradictory (e.g., permeability 
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and flooding resistance) functionalities across a range of operating modes. Equilibrium between 

two immiscible mobile phases (i.e., gas and electrolyte) in a porous medium depends on a trans-

interfacial pressure differential that is defined both by surface wettability, fluid physical properties, 

and pore dimensions. If we consider an idealized porous medium to be composed of cylindrical 

pores, or capillaries, we can use Equation (IV.1), as proposed by Washburn,116 to calculate the 

capillary pressure, PC, as a function of the solid-liquid-gas contact angle, θ, the pore radius, r, and 

the liquid-gas surface tension, γ. The capillary pressure defines the difference at equilibrium 

between the gas and liquid phase pressures (PG and PL, respectively).117 

 C L G
2 cosγ θ−

= − =P P P
r

 (IV.1) 

The relationships between parameters in (IV.1) are generally valid for understanding high-level 

capillarity trends. However, in order to more accurately predict the complex filling behaviors of 

real porous materials, this simple model for capillary pressure should be paired with additional 

macroscopic descriptors such as porosity, tortuosity, pore size distribution, and pore accessivity.118  

Understanding the effects of material selections on wettability properties of the electrodes requires 

consideration of surface energetics. Porous electrodes are often composite materials, consisting of 

high energy constituents (i.e., metal or carbon) that provide electrical and thermal conductivity119 

and low energy adjuncts (e.g., polymer coatings) that contribute additional functionalities, such as 

mechanical durability or wet-proofing to manage liquid saturation. Modifications to electrode 

surfaces can drastically change wettability characteristics regardless of the bulk material.119 In the 

1960s, pioneering work by Zisman characterized the spreading and adhesion of liquids on solids 

as a function of surface energy/surface tension.120 In the context of fluid droplets on planar solids, 

(i) macroscopic solid-liquid-gas contact angles track with the composition of test fluids according 
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to the surface tension and (ii) test fluids transition from non-wetting (θ > 0°) to wetting (θ = 0°) on 

a given solid at a surface energy (surface tension) threshold value that depends on the chemical 

character and physical structure of the surface. 

Commonly pursued CO2R products like organic acids (i.e., formic acid) and C1–C3 primary 

alcohols (i.e., methanol, ethanol, 1-propanol) are water-miscible at ambient conditions. When 

these organic species are introduced into aqueous solution, even at dilute concentrations, they can 

greatly affect physical properties such as density, viscosity, and liquid-gas surface tension (Figure 

IV-10, Appendix A). Changes to density and viscosity affect pressure drops within flowing 

electrolyte-based cells; however, we choose not to focus on pumping duties in this work. Changes 

to surface tension/contact angle, in combination with electrode geometries, most directly influence 

GDE wetting and saturation, which acutely impact reactant fluxes and, therefore, electrocatalytic 

performance. Surface tension in electrolyte solutions can be influenced by several factors including 

ionic strength, anion-cation pairs, and temperature.82,121–124 Given the breadth of the compositional 

space and potential testing conditions, here we elect to focus on the introduction of organic 

components into solution as they are anticipated to most drastically impact surface tension. Further 

analyses may explore how these effects are amplified or suppressed depending on electrolyte 

composition or operating conditions. 

Measuring the apparent contact angles of sessile droplets is an effective method for characterizing 

the wettability of candidate porous electrode materials with a variety of test liquids reminiscent of 

CO2R product streams. Although this macroscopic approach is often applied to study non-ideal 

substrates, intrinsic contact angles can only be measured on smooth, non-porous surfaces (Young’s 

theory).125 Appropriate corrections to contact angles measured on textured materials, which appear 

distorted when compared to flat materials with equivalent surface chemistry,119 can be made for 
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both homogeneous (Wenzel) and heterogeneous (Cassie-Baxter) wetting regimes.126,127 Despite 

the obscurations introduced by roughness and entrapped fluids when determining quantitative 

measures of wettability on porous substrates, droplet-based protocols are widely practiced to 

evaluate the resistance of textiles and other electrochemically functional materials to wetting.45,128–

132 

4. Experimental 

 Contact Angle Measurements with Sessile Drop Goniometry 

To better understand the wettability of aqueous-organic mixtures in the context of CO2R, we 

selected formic acid (FA; reagent grade, ≥ 95% purity, Sigma-Aldrich), methanol (MeOH; HPLC 

grade, ≥ 99.9%, Sigma-Aldrich), ethanol (EtOH; anhydrous, 200 Proof, KOPTEC), and 1-

propanol (PrOH; ACS reagent, ≥ 99.5%, Sigma-Aldrich) for analysis. We prepared solutions 

across a range of dilutions from 0 to 100% by mass with deionized (DI) water (18.2 MΩ, Milli-

Q). Salt-free solutions were used to isolate the interaction between each test liquid and water. 

Subsequent studies may elucidate the impacts of the chemistry and concentration of dissolved salts 

on relevant physical properties. FA mixtures were used in place of formate salt solutions because 

this study focuses on the effect of introducing organic solvent components into aqueous solutions. 

Although formate salt product mixtures are typically reported in the literature, some electrolyzer 

variants utilizing porous solid electrolytes can generate salt-free, concentrated acid product 

streams, making a focus on FA applicable.38,133 Additionally, organic acid solutions are known to 

have lower surface tension than electrolyte solutions, so FA has utility for a bounding study 

focused on negative surface tension deviations from water.121,122 PTFE (FP303050, Goodfellow) 

and graphite (99.997%, 867-421-20, Goodfellow) sheets were used as the primary solid substrates 

for droplet studies. PTFE sheets were cleaned with DI water and isopropyl alcohol (IPA; ≥ 99.5% 
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ACS, VWR Chemicals BDH®) and dried using compressed air prior to analysis. Graphite sheets 

were prepared by removing the top layer of material with Scotch® tape (MFR#: 810, 3M). 5-μL 

droplets134 were dispensed onto substrates using an automatic pipetting unit. Measurements were 

taken in ambient air where the temperature and relative humidity remained between 20–24 °C and 

10–40%, respectively. Videos of 30–60 s duration were captured at 30 frames per second using a 

contact angle goniometer system (Model 200, ramé-hart) and processed using DropPy V1.0.0a0, 

a Python ≥3.6-based goniometer software.135 Substrates were spot-cleaned before dispensing and 

imaging new droplets. Contact angles were determined by fitting edges with a two-parameter 

Bashforth-Adams model that accounts for the effects of gravity on droplet shape. To minimize the 

influence of evaporation on measurements, only the first 10 s of each recorded video were used 

for contact angle fitting. As a result of these practical constraints, the reported contact angles may 

not strictly reflect the equilibrium state. Additional descriptions of experimental procedures as well 

as the data collected for each trial (Table IV-2 and Table IV-3) are provided in Appendix B. 

 Contact Angle Measurements with Select CO2R Products as Test Liquids  

To determine the qualitative impact of mixed organic-aqueous product streams on electrode 

wettability, we measured the contact angles for the solutions described above as a function of water 

content, as shown in Figure IV-1. The markers for each product represent the average contact 

angle from 5 trials at each concentration and the error bars are one standard deviation of the same 

measurements. The water contact angle on PTFE is found to be 112° ± 1.5°, which is consistent 

with previous work.136 The water contact angle on the graphite sheet is measured at 131° ± 1.8°. 

As expected, the contact angles of the mixtures on both surfaces decrease with increasing mass 

fraction of organic species due to the reductions in surface tension. The tendency to wet the solids 

is directly proportional to the carbon chain length of the product which is associated with decreased 
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polarity and surface tension (PrOH < EtOH < MeOH < FA < water), especially for the primary 

alcohols.10 The ability for each solid to prevent spontaneous liquid imbibition by a porous electrode 

can be assessed, at a high level, by comparing the point at which the test fluid would be neutrally 

wetting in the context of a cylindrical capillary (i.e., has a contact angle of 90°). When studying 

graphite, solutions with more than 10% alcohol fall below the 90°-threshold; however, the alcohols 

can be mixed in higher proportions before neutrally wetting conditions are reached on PTFE. In 

both cases, the FA mixtures reach neutrally wetting conditions at much greater mass fractions than 

the alcohols, suggesting that such product streams will not lead to significant changes in capillarity 

relative to pure aqueous solutions in PTFE-containing GDEs. As such, CO2R to FA appears to 

have a wide range of feasible operating compositions, exceeding the highest reported 

concentrations to date (ca. 15–30% by mass).38,133 In contrast, the transition concentrations for 

alcohols are significantly lower and we anticipate that such compositions will be readily-

achievable in practical CO2R-to-liquids electrochemical processes, posing a stability challenge for 

PTFE-containing GDEs. 
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Figure IV-1: Sessile drop contact angles, θ, on (a) graphite and (b) PTFE for an array of liquid CO2R 
products as a function of water content by mass. An example image of a sessile water droplet on PTFE is 
provided in panel (b) to demonstrate the position of θ. 

Beyond experimental measurements of the apparent contact angles of test fluids, γ can be used as 

a common predictor for the wettability of different fluid mixtures.119 With the previous θ 

measurements, we can construct Zisman plots (Figure IV-2) to predict the critical surface tension, 

γC0, for complete wetting (θ = 0°) and the surface tension at the cylindrical capillary transition 

composition, γC90, (θ = 90°) for both graphite (Figure IV-2a) and PTFE (Figure IV-2b). We fit 

the data (black open circles) for each surface with quadratic functions (red lines), which is 

reasonable based on previous analyses that used similar empirical fits.120 We then predict γC0 

values of 34.8 mN m‒1 for graphite (R2 = 0.93, RMSE = 4.1 mN m‒1) and 21.9 mN m‒1 for PTFE 

(R2 = 0.97, RMSE = 2.4 mN m‒1). We performed a similar analysis using a secondary set of well-

defined test fluids and determined γC0 to be 14.8 mN m‒1 for PTFE. These data (Table IV-4) along 

with an additional Zisman plot and linear empirical fit (Figure IV-12) can be found in Appendix 

B. As can be seen for graphite, the data below 34.8 mN m‒1 represent the product compositions 
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that completely spread when contacting the solid. Note that none of the liquids tested had 

sufficiently low surface tensions to completely wet PTFE, so the empirical fit is needed to estimate 

γC0. The γC90 for graphite and PTFE are predicted to be 45.2 mN m‒1 and 47.2 mN m‒1, respectively. 

These values are useful for predicting sign changes in PC, as will be considered in the next section. 

For comparison, Zisman reported a γC90 of ca. 40 mN m‒1 for PTFE,120 but did not report a value 

for graphite, which is reasonable given that wettability of carbon surfaces vary widely depending 

on allotrope.54 As such, microscopically smooth bulk materials that can serve as proxies for carbon 

particles or fibers remain elusive.55  

 

Figure IV-2: Zisman plots for (a) graphite and (b) PTFE with all the CO2R test liquids are used to predict 
wettability with surface tension, γ, as a common descriptor. Empirical quadratic fits (x = γ, y = 1 ‒ cos(θ)) 
are plotted in red and are used for determining critical surface tensions (☆ markers), such as γC0 and γC90, 
associated with each material. 
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5. Operating Envelopes Are Mapped Using Electrolysis Mass Balances 

 Model Formulation 

While ex situ contact angle data only provide qualitative insights on wettability for porous 

electrodes, such understanding informs materials selection for different classes of reactions. Here, 

we use wettability data in combination with a simple mass balance model around the cathode 

reaction zone to estimate ranges of feasible operating conditions before liquid product enrichment 

near the gas-liquid-solid interface would be expected to induce electrode flooding. A mass balance 

model represented by the schematic in Figure IV-3 accounts for the mass flow rates of water and 

organic products to/from a well-mixed liquid phase control volume. The results and possible 

implications of changing electrolyzer set points are primarily discussed in the context of the widely 

studied flowing liquid electrolyte configuration.29,36,37,40,70,106,107,115,137–146 However, some recently 

reported cell configurations can generate salt-free aqueous-organic mixtures by integrating 

polymer electrolyte components (dense polymer electrolyte membrane,112 porous polymer 

electrolyte,133 or ionomer-coated packed beads38). Although the model framework is inspired by 

cells that use a flowing electrolyte, the zero-dimensional mass balance approach can serve to bound 

the operating space of CO2R systems without assuming device-specific geometry. It should also 

be noted that this model cannot predict location-specific flooding susceptibility based on operating 

conditions and cell geometry. 



122 
 

 

Figure IV-3: Electrolyzer mass balance model schematic. Water is fed to the cathode GDE where CO2, 
water (H2O), and electrons (e‒) are consumed within the catalyst layer to produce liquid organic 
components. The exiting stream contains an aqueous-organic mixture. We do not include the contributions 
of hydroxide (OH‒) ions and other anions on the overall mass balance or liquid phase properties. 

As shown by Equations (IV.2) and (IV.3), respectively, Faraday’s law of electrolysis connects the 

mass flow rates for product generation, ṁP,rxn, and water consumption, ṁW,rxn, at the cathode to the 

current (I) and one of the two stoichiometric constants, zP and zW, which correspond to the number 

of electrons per mole of product generated and water consumed, respectively. 

 P,rxn P
P

=

Im M
z F

 (IV.2) 

 W,rxn W
W

=

Im M
z F

 (IV.3) 

In these equations, F is the Faraday constant, MP is the molar mass (kg mol‒1) of a product species, 

and MW is the molar mass of water. The mass flow rate of feed water, ṁW,in, shown by Equation 

(IV.4), is defined as a function of the inlet volumetric sweep rate, Q, and the density of water, ρW. 

 W,in Wρ=m Q  (IV.4) 
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Generally, the sweep rate of liquid electrolyte impacts product flux away from the catalyst layer 

to the bulk electrolyte and, by extension, the distribution of product concentrations along the 

reactor length and at the exit. In this treatment, we select Q directly (mL min‒1) to regulate product 

dilution for a given current (mA), but this ability to independently control product removal and 

tune dilution would be hampered in polymer-electrolyte-based cells as alternative flux 

mechanisms, like evaporation and membrane transport, are less readily controllable.112 

We implement material balances around electrons, water, and liquid reaction products to directly 

calculate the total mass flow rate exiting the reactor, ṁout, as defined by Equation (IV.5), while 

ignoring dissolved gases (e.g., CO2, CO, hydrogen, etc.) and dissociated ions such as hydroxide 

(OH–) produced from the cathodic half-reactions as well as bicarbonate (HCO3‒) and carbonate 

(CO32‒) that form as a result of carbonation reactions.73 We also choose to set the product feed 

rate, ṁP,in, to zero in this study. 

 ( ) ( )out W,in W,rxn P,in P,rxn= − + +    m m m m m  (IV.5) 

Through substitution, we arrive at Equation (IV.6), which defines the product mass fraction, xP, as 

the total product mass divided by the total mass exiting the reaction zone as a function of total 

current, I, and inlet water volumetric sweep rate, Q. 

 
P,in P

P,in P,rxn P
P
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W W P,in P
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+
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
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z F z F

 (IV.6) 

Here, I can either represent a partial current towards a target product or, assuming 100% faradaic 

efficiency, a total current. The water mass fraction, xW, is readily determined from xP by using 

Equation (IV.7) because we assume a binary mixture in the liquid phase. 
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 W P1x x= −  (IV.7) 

Each cathodic half reaction consumes CO2, H2O, and electrons and produces hydrogenated 

products and OH‒ as shown in Table IV-1. Included are the relevant stoichiometric constants—nP 

(the number of moles of CO2 per mole of product), zP, and zW—as well as MP for each product. 

We convert from a molar basis to a mass basis because it can be more convenient to work in a 

laboratory setting with mass (or weight) fractions at high solute concentrations. 

Table IV-1: CO2R half-reaction stoichiometry for liquid products 

Half reaction nP 
(mol CO2/mol P) 

zP 
(mol e/mol P) 

zW 
(mol e/mol W) 

MP 
(g/mol P) 

2 2CO 2 e H O HCOO OH−− −+ + → +  1 2 2 46.03 

2 2 3CO 6 e 5 H O CH OH 6 OH− −+ + → +  1 6 6/5 32.04 

2 2 2 52 CO 12 e 9 H O C H OH 12 OH− −+ + → +  2 12 12/9 46.07 

2 2 3 73 CO 18 e 13 H O C H OH 18 OH− −+ + → +  3 18 18/13 60.09 

 

This simple mass balance analysis enables consideration of the cumulative impact of water 

consumption and organic product generation on the physical properties of the solution and the 

wettability of the electrode. Note that the stoichiometric constants used in this model only account 

for the water consumption in cathode half-reactions, as the microenvironment local to the 

electrode-electrolyte interface will determine flooding. However, in a full cell water is generated 

at the anode during the oxygen evolution reaction. Depending on the cathode reaction 

stoichiometry, this source could offset some or all the water consumption (Table IV-7). For 

example, there is no net water consumed for the conversion of CO2 to formate/FA, but CO2R-to-

alcohols reactions still result in net water consumption. By focusing on the cathode water 
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consumption, this model estimates a conservative upper bound for organic product concentrations 

anticipated for a given chemistry, current, and liquid sweep rate. 

 Model Results and Discussion 

We have constructed composition contour plots for FA, MeOH, EtOH, and PrOH (Figure IV-4) 

by calculating xP across many currents and flow rates. The y-axes are reported on a base-10 log 

scale for clarity across several magnitudes of flow rates. Composition isoclines, reported in product 

content mass (%, solid lines), start at 0.1, 1, and 10% and then continue from 10–100% in 

increments of 10%. According to Equation (IV.2), sweeping the current from 0–1000 mA at fixed 

Q results in a linear increase in the production rate, while increasing Q from 0.001–1 mL min‒1 at 

fixed I decreases xP due to their inverse relation. The product composition contours generally shift 

downward with increasing number of electrons transferred (i.e., deeper reduction products) and 

increasing molar mass. The exception is FA, which has a similar molar mass to EtOH. FA 

composition is less sensitive to Q at fixed I, whereas the alcohols are more likely to reach high 

concentration through modest changes to Q. 
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Figure IV-4: Liquid product concentration contours, xP, reported in product content by mass (%), is 
calculated for (a) FA, (b) MeOH, (c) EtOH, and (d) PrOH as a function of liquid inlet water flow rate and 
current by using a mass balance around a hypothetical CO2 electrolyzer with a flowing electrolyte stream. 
The additional black dashed lines correspond to the measured (– · –) and theoretically predicted (47 mN/m 
from this work, · · · and 40 mN/m from Zisman,120 – – –) θ = 90° point on PTFE at which the mixture 
transitions from non-wetting to wetting. 

Determining 90°-threshold compositions from ex situ contact angle data allows us to estimate a 

band of operating conditions that may lead to an unfavorable PC sign change (i.e., from positive to 
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negative). We use wettability metrics for PTFE to represent GDE stability because they are 

assumed to be invariant to mild voltage biases within the electrode. In contrast, graphite is the 

more polarizable GDE component, so we may anticipate that its wettability will increase as a 

function of electrode voltage in accordance with electrowetting phenomena.147,148 The measured 

transition composition, here, corresponding to a measured 90° contact angle on planar PTFE, is 

indicated with a black dot-dash (– ∙ –) line for each of the product subpanels in Figure IV-4. These 

compositions were determined by interpolating between measured data points (Figure IV-11, 

Appendix B). If making predictions using a Zisman rule, all liquids with γ below that of a transition 

value, which is either 47 mN/m (this work, ∙ ∙ ∙) or 40 mN/m (Zisman, – – –)33, should wet PTFE 

with a contact angle less than 90°. We estimate the transition composition for each CO2R product 

by finding the water composition at which the γ curves (Figure IV-10b, Appendix A) reach the 

90°-threshold. While there are discrepancies between the measurements and predicted isoclines, 

the differences between the operating conditions needed to achieve each composition are relatively 

minor. At flow rates above each transition line, the sweep stream provides enough water to the 

reaction zone at a given current to keep the product composition below the critical imbibition point. 

Put another way, for a given sweep rate, the electrochemical conversion rate is slow enough that 

enrichment of organic species in the reaction zone is not so great as to lead to flooding. 

In agreement with the contact angle measurements, the ordering and position of the transition 

composition isoclines in Q-I space align with the γ and polarity of the organic species (Figure 

IV-10b, Appendix A). Plotting the isoclines for different liquid species together (Figure IV-5) is 

an effective way for determining if electrolyzer operating conditions need to be tailored according 

to product identity. For example, although FA mixtures reach the threshold at much higher 

concentrations as compared to the alcohol mixtures, the operating conditions required to reach 
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zero capillary pressure are similar for species of equivalent polarity. At the extremes of species 

wettability (i.e., PrOH versus FA), however, the Q required to induce a contact angle transition 

varies by nearly an order of magnitude at the same I. 

 

Figure IV-5: Transition CO2R product mixture composition contours corresponding to θ = 90° on PTFE 
(when PC = 0 bar) as (a) measured in this work and (b) predicted from a Zisman rule surface tension 
threshold (θ = 90°) of 40 mN m‒1 for nonpolar solvents on PTFE.120 

Now with xP mapped to different operating conditions, we can connect the wettability of the 

various liquid mixtures to a simple prediction of equilibrium PC using Equation (IV.1), which is 

helpful for understanding the pressure differentials required to maintain a stable gas-liquid-solid 

interface in a gas fed CO2 electrolyzer. Again, here we do not initially consider complex physical 

and geometric features evident in real GDE materials (e.g., thickness, pore size distribution, fiber 

spacing, particle sizes, mixed wettability)46,149 to determine PC or flooding dynamics because 

simplified models suffice for capturing general trends in capillarity. However, further analyses 

explicitly considering saturation or wetting dynamics in electrodes with finite volume could 
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expand from these zeroth-order analyses of interfacial PC and refine predictions of stable operating 

envelopes. 

We compute PC at various levels of water content, xW, (Figure IV-6) in order to translate product 

composition to equilibrium interfacial pressure along the contours in Figure IV-4. The PC data 

associated with this figure are reported in Table IV-8 in Appendix C. We employ interpolated 

PTFE contact angle values (Figure IV-11) to calculate PC with diameters of 30 μm and 0.1 μm as 

representative of the effective pore dimensions for macroporous carbon fiber substrates and 

microporous layers, respectively.46 As the pore diameters differ by a factor of 300, the PC scales 

accordingly. Results can be interpreted for each pore by using the left (30 μm) and right (0.1 μm) 

vertical axes of Figure IV-6. Generally, the smaller pores characteristic of a microporous layer—

assuming it is crack-free—exhibit greater capillary pressure values as compared to the larger pores 

characteristic of a carbon fiber substrate.150 For a given set of intrinsic solid-liquid affinities 

(specified by γ and θ), the pore diameter can serve to modulate the driving force for imbibition. If 

we were to overlay the PC outputs onto the corresponding composition contours of Figure IV-4, 

these new isoclines would serve to approximate the magnitude of the maximum liquid-gas pressure 

differential that a GDE could withstand while still maintaining interfacial stability. For example, 

once PC becomes negative, a porous electrode may spontaneously imbibe the liquid phase and 

become flooded. This coarse approach allows for the insertion of PC models that are uniquely 

suited to specific electrode microstructure, layer composition, and surface functionalization. 

Comparing the operating envelope for each liquid-PTFE combination as a function of current and 

flow rate is useful for predicting if any notable physical changes to the system pressure equilibrium 

emerge when targeting different CO2R products. The critical composition lines generally shift 

upward from FA to PrOH, according to chain length, depth of electroreduction, and decreasing 
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polarity, which taken together indicate that the allowable operating space will narrow as the deeper 

CO2R products considered in this subset are pursued. 

 

Figure IV-6: Capillary pressure, PC, is calculated as a function of water content by mass, xW, and CO2R 
liquid product for cylindrical PTFE pores with diameters of 30 μm (left axis) and 0.1 μm (right axis), which 
are representative of characteristic pore sizes in carbon fiber substrates and microporous layers, 
respectively. 

These results suggest that the operating envelope for FA is likely to be wider than for alcohols for 

PTFE-containing GDEs. However, when considering that many existing commercial GDEs are 

composite materials (conductive metal and hydrophobic PTFE components) with mixed 

wettability properties (vide supra, oxygen depolarized cathodes), these contours may constitute an 

optimistic set of conditions correlating to PC transition. Using composite GDEs may ultimately 

prove necessary when scaling to larger cell areas due to enhanced through-plane conductivity as 

compared to the PTFE-supported electrodes. Despite the greater flooding risk inherent to this 

category of GDEs, which are necessarily composed of high energy conductive constituents, there 
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are still opportunities to tune wet-proofing content to achieve favorable PC envelopes70 as well as 

high CO2R activity and faradaic efficiency.59,106 

This mass balance analysis serves to estimate PC thresholds for porous electrodes in contact with 

low surface tension liquid mixtures. However, what is not evident from the results until now is that 

pore geometry and surface wettability together determine PC in real porous media. Therefore, in 

the next two sections we briefly discuss the potential for leveraging microstructure and surface 

chemistry to engineer more robust porous electrodes for CO2R-to-liquids electrolyzers. 

6. Opportunities for Selecting Electrode Microstructure to Prevent Spontaneous Flooding 

Using idealized cylindrical pore geometry alone to determine electrode stability thresholds 

suggests that liquid mixtures spontaneously enter porous media precisely at the 90° threshold. 

However, porous electrodes often consist of non-ideal material geometries, such as packed 

particles or entangled fibers, that can exhibit non-intuitive filling and draining behaviors.149 

Inspired by the earlier works of Purcell149 and Mason & Morrow151, Forner-Cuenca and colleagues 

developed a constricted pore model and used it, in part, to explain why patterned hydrophilic 

channels in fibrous gas diffusion media do not necessarily spontaneously fill with water.46,152 This 

adaptation of the Washburn model framework shown in Equation (IV.8) appears similar to 

Equation (IV.1), but allows for a pore radius, r = r(z), that varies as a function of longitudinal 

position, z, and introduces a new variable called the filling angle, α = arctan(dr/dz), which changes 

according the local derivative of the pore profile. 

 C L G
2 cos( )γ α θ− +

= − =P P P
r

 (IV.8) 

It is important to note that PC = PC(z) since the pore diameter varies according to the longitudinal 

position along the pore channel. Therefore, the operable output of this model is the maximum 
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capillary pressure along the channel length, since the location of highest resistance determines 

whether the liquid will tend to spontaneously advance into, or flood, the pore. For this analysis, 

we use a maximum pore diameter, dmax, of 30 μm, and fiber diameter, dfiber, of 10 μm as 

representative of carbon fiber substrates.46 A schematic of the pore geometry (Figure IV-13) along 

with more details about the modified capillary pressure expression and the model’s parameter 

sensitivities (Figure IV-14, Figure IV-15, and Figure IV-16) are provided in Appendix D. 

Exploring the resistive effect imparted by α, we calculate the maximum PC as a function of the 

constriction aspect ratio, dmin/dmax, or the ratio between minimum and maximum pore diameters. 

Each contour in Figure IV-7 corresponds to a generic CO2R liquid aqueous-organic mixture in 

contact with PTFE surface. The surface tension and PTFE contact angle combinations (γ, θ) for 

each contour are functionally defined by the polynomial fit shown in Figure IV-2b. The results 

reported in this plot indicate that, as might be expected, solutions with θPTFE > 90° have a maximum 

PC > 0 for all constriction ratios. However, mixed results emerge for solutions with θPTFE < 90°. 

From this plot, we see that the maximum PC values for solutions with contact angles slightly lower 

than 90° start negative but eventually cross the zero capillary pressure line. These results support 

the previously validated observation that positive pressure differentials (PL ‒ PG > 0) are 

sometimes required to fill constricted (dmin/dmax < 1), hydrophilic pores.46 Through this simple 

analysis, we can see the inherently protective effect of constricted pore geometry with regards to 

electrode flooding. Considering this possibility, we suggest that porous media be selected 

according to specifics of the pore geometry (i.e., packed particles or fibers) in addition to other 

factors (e.g., pore size distribution, pore connectivity, thickness, etc.). However, we cannot neglect 

the fact that adding constrictions to the porous substrate (i.e., decreasing dmin/dmax) could 

negatively impact other transport phenomena in the GDE (e.g., gas phase effective diffusivity) by 
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increasing the tortuosity and/or decreasing overall permeability.153 The extent of this tradeoff has 

yet to be determined in this context. 

 

Figure IV-7: Maximum capillary pressure is calculated for a constricted cylindrical pore (dmax = 30 μm, 
dfiber = 10 μm) as a function of the ratio between minimum and maximum pore diameters, dmin/dmax. The 
contour lines correspond to different combinations of (γ,θ) for a generalized liquid CO2R product on PTFE 
as defined by the (red) Zisman plot polynomial fit line shown in Figure IV-2b. By adding a constriction 
(dmin/dmax < 1) to an otherwise cylindrical channel, we see that a positive pressure difference is required to 
flood the pore for liquid mixtures with θ < 90°. 

7. Opportunities for the Integration of Oleophobic Materials 

Oleophobic treatments constitute a readily-available modification to GDEs that may better suit 

aqueous-organic environments.120 Introducing oleophobicity to PTFE membranes has enabled 

their use as venting materials in electronic devices filled with organic solvents, such as lithium-

ion batteries.154 Although we cannot necessarily measure the intrinsic wettability of porous 

materials with macroscopic sessile drop methods,45,155 apparent contact angles enable comparisons 

between different samples. Using the same methods as described for solid PTFE (vide supra), we 

measured the apparent contact angles (Figure IV-8) of the test liquids on two different porous 
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sheets: untreated PTFE (PM21M, Porex®) and oleophobic PTFE (PMV15T, Porex®). The raw data 

are reported in Table IV-5 and Table IV-6, which can be found in Appendix B. The non-wetting 

envelope (ca. θ > 90°) for all the test liquids is expanded for the porous materials as compared to 

the dense, flat PTFE sheet shown in Figure IV-1. As mentioned earlier, surface roughness and 

entrapped gases can increase the apparent phobicity/philicity of a given solid-liquid-gas 

combination. However, while the untreated porous PTFE is eventually wetted by lower surface 

tension mixtures, the oleophobic PTFE does not exhibit any θ < 90°. These initial results 

demonstrate that appropriate modifications to extant and proven material sets may greatly improve 

wettability characteristics. While the oleophobic treatment here was applied to a PTFE substrate,156 

it could, in principle, be expanded to other polymer, metal, or carbon substrates to improve liquid 

repellency or tune wettability, ideally with a covalent bond to improve adhesion.157 Durability 

under alkaline CO2 electrolysis conditions is paramount, so it is advantageous that disclosed 

compositions for oleophobic fluoropolymer coatings are already functionally compatible with 

proven polymer additives such as PTFE.156,158,159 However, validation of coating compatibility in 

this application requires the development of rigorous protocols that emulate a variety of extreme 

scenarios (solvent exposure, elevated temperatures, physical abrasion, etc.).160,161 Finally, although 

the optimal distribution of oleophobicity throughout the GDE subdomains (i.e., macroporous 

substrate, microporous layer, and/or catalyst layer) is not explored in this work, it should be 

considered in future studies. 
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Figure IV-8: Apparent sessile drop contact angles for selected CO2R product liquids as a function of water 
content by mass on (a) Porex® PM21M expanded PTFE and (b) Porex® PMV15T oleophobic treated 
sintered PTFE sheets. 

8. Conclusions and Outlook 

The generation of concentrated liquid products in CO2 electrolyzers is an economically attractive 

operating objective that may be attainable by targeting high current to liquid sweep rate ratios. 

Under such conditions, the propensity to flood cathode GDEs may increase, in part, due to 

enrichment of low-surface-tension liquid products. Thus, connecting electrolyzer set points to gas 

diffusion media wettability/capillarity is paramount for understanding device durability. By 

combining sessile drop contact angle measurements, electrolyzer mass balances, and capillary 

pressure models, we can map CO2R liquid product compositions to cell operating conditions 

(liquid sweep rate and applied current) and, subsequently, estimate the liquid-gas pressure 

differentials that might result in electrode flooding. Using this simple framework, we predict that 

FA-generating electrolyzers could be more resistant to flooding than the equivalent alcohol-
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producing electrolyzers when targeting high-mass-fraction effluents. In fact, we predict that 

alcohol concentrations <30% by mass could flood a GDE in the absence of additional pressure 

control. After expanding the capillary pressure model to include pore constrictions, we observe 

that it may be possible to exploit the complex capillarity behavior of realistic microstructures to 

engineer more robust GDEs. We also see an opportunity to tune the wettability characteristics of 

current GDE material sets via oleophobic treatments, with the goal of expanding the stable 

operating envelope for CO2R-to-alcohols electrolyzers. By exploring some of the material 

challenges that face CO2R during the necessary scale-up phase, we hope to inspire additional 

researchers in this field to consider these obstacles at an early stage of technology development. 
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9. Appendix A: Liquid CO2 Reduction Products Conversion and Mixture Properties 

 

Figure IV-9: Maximum single pass conversion of CO2 (i.e., 100% faradaic efficiency) as a function of inlet 
CO2 mass flow rate and current for (a) FA, (b) MeOH, (c) EtOH, and (d) PrOH. 
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Figure IV-10: Physical properties: CO2R product liquid mixtures. Mixture properties spline and/or 
polynomial fits for (a) density, (b) surface tension, (c) and viscosity as a function of water mass fraction for 
FA, MeOH, EtOH, and PrOH. These physical data not measured by the authors were reportedly collected 
at ambient conditions (298.15 K and 1 atm).10 Curves for interpolation were generated with either 
polynomial or spline fits. 
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10. Appendix B: Contact Angle Measurements 

  Droplet Dispensing and Image Capture 

The base plate containing the sample was taped to the goniometer stage using carbon tape. The 

camera, light, and automatic pipetting unit powered on, and the software was initialized for data 

collection. A 5-μL droplet was dispensed from the DI water reservoir and micro-transformers were 

used to focus the camera. Next, the pipet tip (200 µL Gel-Saver® Round Gel Loading Tip, USA 

Scientific) was rinsed three times with 250 μL of DI water. When working with liquids other than 

water, a 40-μL air pocket was pulled into the pipette tip created to provide separation between the 

DI water supply and the test liquid. Test liquid was pulled into the pipette tip in 40 μL batches 

prior to dispensing and droplet imaging. 

The Drop Volume Control module within the DROPimage Advanced V2.7.02 software (rame-

hart) was used to dispense 5-μL droplets. The embedded video capture module was used to record 

.avi video files for between 30–60 seconds at a rate of 30 frames per second. Droplets were 

transferred from the pipette tip to the sample surface using the micro-transformers to raise the 

goniometer stage up until liquid-solid contact was established. Once the droplet was in place, the 

stage was lowered back into focus with both the droplet and stage in focus for the video capture. 

A clean portion of the solid sample was used for each droplet trial by using the micro-transformers 

to laterally adjust the stage position. An aerosol duster was used to clean the surface of the samples 

so that more data could be collected. 

 Image Processing and Angle Determination 

Contact angles were determined from recorded video files using DropPy V1.0.0a0, a Python-based 

goniometer software,162 that was constructed and published by some of the authors. Contact angles 
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were determined by fitting droplet edges with a two-parameter Bashforth-Adams model that is 

used to account for the effects of gravity on droplet shape. This approach is more robust than linear 

fits between the baseline and droplet tangent lines, especially when utilizing dense test liquids like 

diiodomethane (3.32 g cm‒3) or superhydrophobic (contact angles great than 145°) surfaces.163 The 

reported contact angles averages from the first 10 seconds of each captured video at a processed 

image frequency of 1 frame per 2 seconds. For most droplets, a σ value of 1.0 was used for the 

edge detection Gaussian filter and a circle threshold of 10 pixels above the baseline was selected. 
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 Processed Data 
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Table IV-2: Contact angle data for graphite with an array of test liquids corresponding to CO2R products. These are the raw data corresponding 
to Figure IV-1a. 

Test 
Surface zp Test 

Liquid 
Water mass fraction 

(%) 

Contact angle (°) 
Droplet 

1 
Droplet 

2 
Droplet 

3 
Droplet 

4 
Droplet 

5 
Mean 

(°) 
Standard Deviation 

(°) 
Graphite -- Water 100 130.2 129.0 130.8 131.3 133.9 131.1 1.8 
Graphite 2 FA 5 42.8 41.5 45.7 44.4 43.5 43.6 1.6 
Graphite 2 FA 10 52.8 50.7 51.9 55.9 52.6 52.8 1.9 
Graphite 2 FA 25 77.6 80.7 78.0 85.0 82.4 80.7 3.1 
Graphite 2 FA 50 100.3 100.1 99.6 99.9 98.6 99.7 0.7 
Graphite 2 FA 75 133.2 133.2 134.8 133.5 129.5 132.8 2.0 
Graphite 2 FA 90 135.6 133.1 136.7 137.3 138.0 136.1 1.9 
Graphite 6 MeOH 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 6 MeOH 10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 6 MeOH 25 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 6 MeOH 50 35.1 37.5 27.5 26.8 32.2 31.8 4.7 
Graphite 6 MeOH 75 78.1 73.4 82.1 78.4 78.9 78.2 3.1 
Graphite 6 MeOH 90 109.5 115.4 114.4 108.1 111.9 111.9 3.1 
Graphite 12 EtOH 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 12 EtOH 10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 12 EtOH 25 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 12 EtOH 50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 12 EtOH 75 45.8 43.0 43.5 44.7 46.0 44.6 1.3 
Graphite 12 EtOH 90 115.2 110.4 110.3 120.5 117.2 114.7 4.4 
Graphite 18 PrOH 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 18 PrOH 10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 18 PrOH 25 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 18 PrOH 50 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 18 PrOH 75 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Graphite 18 PrOH 90 53.4 58.1 55.2 65.3 64.7 59.3 5.4 
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Table IV-3: Contact angle data for PTFE with an array of test liquids corresponding to CO2R products. These are the raw data corresponding to 
Figure IV-1b. 

Test 
Surface zp Test 

Liquid 
Water mass fraction 

(%) 

Contact angle (°) 
Droplet 

1 
Droplet 

2 
Droplet 

3 
Droplet 

4 
Droplet 

5 
Mean 

(°) 
Standard Deviation 

(°) 
PTFE -- Water 100 114.0 110.7 111.3 111.5 109.8 111.5 1.5 
PTFE 2 FA 5 70.9 74.7 73.5 73.8 75.2 73.6 1.6 
PTFE 2 FA 10 74.9 76.1 77.7 77.3 74.4 76.1 1.4 
PTFE 2 FA 25 79.2 83.3 84.0 83.1 83.6 82.6 2.0 
PTFE 2 FA 50 94.3 90.5 95.2 90.0 92.2 92.4 2.3 
PTFE 2 FA 75 99.3 99.4 100.1 99.9 98.7 99.5 0.6 
PTFE 2 FA 90 103.6 107.1 107.3 105.9 106.0 106.0 1.4 
PTFE 6 MeOH 0 42.3 47.2 49.5 48.0 47.9 47.0 2.7 
PTFE 6 MeOH 10 55.0 56.9 55.5 55.9 56.1 55.9 0.7 
PTFE 6 MeOH 25 65.9 63.7 66.4 64.6 64.9 65.1 1.1 
PTFE 6 MeOH 50 75.0 75.6 78.7 77.8 76.1 76.6 1.5 
PTFE 6 MeOH 75 91.4 91.2 91.3 92.0 92.1 91.6 0.4 
PTFE 6 MeOH 90 99.6 102.2 99.1 98.2 103.1 100.4 2.1 
PTFE 12 EtOH 0 37.6 37.7 37.4 34.6 34.6 36.4 1.7 
PTFE 12 EtOH 10 46.8 46.1 46.3 49.8 45.3 46.8 1.7 
PTFE 12 EtOH 25 52.2 52.3 54.5 51.6 50.5 52.2 1.5 
PTFE 12 EtOH 50 60.9 61.6 59.8 62.2 58.1 60.5 1.6 
PTFE 12 EtOH 75 75.0 77.6 76.5 77.6 78.7 77.1 1.4 
PTFE 12 EtOH 90 78.4 79.0 84.6 84.0 86.8 82.6 3.7 
PTFE 18 PrOH 0 36.6 36.3 38.1 37.2 38.1 37.3 0.8 
PTFE 18 PrOH 10 38.2 43.4 45.5 40.8 40.9 41.7 2.8 
PTFE 18 PrOH 25 49.1 41.4 46.7 42.4 42.7 44.5 3.3 
PTFE 18 PrOH 50 50.7 50.2 45.2 48.9 47.3 48.4 2.3 
PTFE 18 PrOH 75 52.1 54.3 52.7 49.4 50.5 51.8 1.9 
PTFE 18 PrOH 90 76.5 76.3 77.2 77.6 75.9 76.7 0.7 
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Figure IV-11: Spline and/or polynomial fits for contact angleson  (a) PTFE and (b) graphite as a function 
of water mass fraction for FA, MeOH, EtOH, and PrOH. These fits correspond to the data reported in 
Figure IV-1. 
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Table IV-4: Contact angle data and relevant surface tension values for a validation set of test liquids are used to determine the surface energy of 
PTFE with a linear empirical fit. 

Test 
Surface Test Liquid Surface tension, γ 

(mN/m) 10 

Contact angle (°) 
Droplet 

1 
Droplet 

2 
Droplet 

3 
Droplet 

4 
Droplet 

5 
Mean 

(°) 
Standard Deviation 

(°) 
PTFE Water 72 110.98 109.54 110.56 108.70 108.34 109.62 1.15 
PTFE Glycerol 64 98.36 101.96 99.56 98.84 100.22 99.79 1.41 
PTFE Diiodomethane 51 82.12 82.91 82.73 84.11 81.64 82.70 0.93 
PTFE 1-propanol 23 30.30 33.61 32.10 39.68 41.72 35.48 4.96 

 

 
Figure IV-12: Zisman plot for PTFE using a validation set of test liquids. Test liquids ranging from low to high surface tensions were used. The test 
fluid identities, surface tensions, and contact angles measurements are reported in Table IV-4. The γC for PTFE, which is determined to be the x-
intercept was determined to be 14.8 mN/m.  
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Table IV-5: Apparent contact angle data for porous Porex® PM21M with an array of test liquids corresponding to CO2R products. These are the 
data corresponding to Figure IV-8a. 

Test 
Surface zp Test 

Liquid 
Water mass fraction 

(%) 

Contact angle (°) 
Droplet 

1 
Droplet 

2 
Droplet 

3 
Droplet 

4 
Droplet 

5 
Mean 

(°) 
Standard Deviation 

(°) 
PM21M -- Water 100 144.6 137.6 137.6 140.4 146.2 141.3 3.9 
PM21M 2 FA 5 118.3 120.2 119.9 112.9 118.8 118.0 3.0 
PM21M 2 FA 10 130.9 126.7 124.5 126.7 125.1 126.8 2.5 
PM21M 2 FA 25 123.0 120.1 131.1 126.3 125.2 125.1 4.1 
PM21M 2 FA 50 123.9 137.4 130.4 125.3 124.3 128.2 5.7 
PM21M 2 FA 75 128.8 135.7 138.6 136.0 137.4 135.3 3.8 
PM21M 2 FA 90 146.6 144.7 143.9 137.4 137.3 142.0 4.4 
PM21M 6 MeOH 0 60.1 72.1 72.8 75.1 78.6 71.7 7.0 
PM21M 6 MeOH 10 87.5 94.6 102.0 99.7 103.8 97.5 6.6 
PM21M 6 MeOH 25 118.2 121.3 123.5 125.2 122.7 122.2 2.6 
PM21M 6 MeOH 50 132.3 132.8 134.1 137.2 132.4 133.7 2.1 
PM21M 6 MeOH 75 128.3 138.5 138.3 135.8 137.6 135.7 4.3 
PM21M 6 MeOH 90 129.9 140.5 139.1 140.8 142.8 138.6 5.1 
PM21M 12 EtOH 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
PM21M 12 EtOH 10 39.1 28.9 49.5 41.4 43.0 40.4 7.5 
PM21M 12 EtOH 25 93.2 92.6 94.4 97.4 95.2 94.6 1.9 
PM21M 12 EtOH 50 107.3 112.8 122.5 107.1 108.9 111.7 6.4 
PM21M 12 EtOH 75 136.1 137.0 137.4 138.9 137.1 137.3 1.0 
PM21M 12 EtOH 90 142.7 141.9 139.1 136.8 143.6 140.8 2.8 
PM21M 18 PrOH 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
PM21M 18 PrOH 10 30.7 29.1 24.6 NaN 28.0 28.1 2.5 
PM21M 18 PrOH 25 81.6 73.2 68.9 74.7 71.7 74.0 4.8 
PM21M 18 PrOH 50 81.5 90.4 89.0 90.0 88.7 87.9 3.6 
PM21M 18 PrOH 75 101.3 98.6 101.0 100.7 105.2 101.4 2.4 
PM21M 18 PrOH 90 129.6 132.1 134.4 130.0 134.1 132.0 2.2 
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Table IV-6: Apparent contact angle data for porous Porex® PMV15T with an array of test liquids corresponding to CO2R products. These are the 
data corresponding to Figure IV-8b. 

Test 
Surface zp Test 

Liquid 
Water mass fraction 

(%) 

Contact angle (°) 
Droplet 

1 
Droplet 

2 
Droplet 

3 
Droplet 

4 
Droplet 

5 
Mean 

(°) 
Standard Deviation 

(°) 
PMV15T -- Water 100 143.1 139.1 141.9 143.6 150.6 143.7 4.2 
PMV15T 2 FA 5 136.6 134.8 133.4 137.6 139.2 136.3 2.3 
PMV15T 2 FA 10 132.0 138.7 144.1 141.0 141.2 139.4 4.6 
PMV15T 2 FA 25 141.6 138.7 140.8 145.2 146.1 142.5 3.1 
PMV15T 2 FA 50 148.0 152.9 149.1 152.5 148.3 150.2 2.4 
PMV15T 2 FA 75 151.6 144.3 148.9 156.7 140.6 148.4 6.3 
PMV15T 2 FA 90 149.9 156.2 158.7 156.1 161.4 156.5 4.2 
PMV15T 6 MeOH 0 85.6 94.1 101.4 107.4 112.3 100.2 10.6 
PMV15T 6 MeOH 10 109.3 120.9 124.9 128.5 126.1 122.0 7.6 
PMV15T 6 MeOH 25 114.6 133.9 131.2 137.5 133.6 130.2 9.0 
PMV15T 6 MeOH 50 139.2 132.6 132.3 143.6 147.6 139.0 6.7 
PMV15T 6 MeOH 75 135.9 137.3 134.8 147.7 150.2 141.2 7.2 
PMV15T 6 MeOH 90 144.1 160.0 141.9 150.0 152.9 149.8 7.2 
PMV15T 12 EtOH 0 94.9 97.7 100.0 110.4 108.1 102.2 6.7 
PMV15T 12 EtOH 10 111.5 119.8 122.0 129.5 129.3 122.4 7.5 
PMV15T 12 EtOH 25 125.2 133.6 134.6 139.4 134.6 133.5 5.2 
PMV15T 12 EtOH 50 129.3 129.0 127.5 142.8 140.7 133.8 7.3 
PMV15T 12 EtOH 75 124.6 134.2 137.6 146.8 143.9 137.4 8.7 
PMV15T 12 EtOH 90 139.7 138.4 136.6 150.3 151.9 143.4 7.2 
PMV15T 18 PrOH 0 81.4 101.8 107.1 105.8 114.5 102.1 12.4 
PMV15T 18 PrOH 10 114.2 124.3 130.9 130.5 132.6 126.5 7.5 
PMV15T 18 PrOH 25 117.2 126.3 126.0 132.1 132.8 126.9 6.3 
PMV15T 18 PrOH 50 126.0 133.4 133.0 132.1 130.7 131.0 3.0 
PMV15T 18 PrOH 75 131.7 128.5 133.6 133.3 131.8 131.8 2.0 
PMV15T 18 PrOH 90 133.2 141.2 142.2 144.9 143.3 141.0 4.5 
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11. Appendix C: Mass Balance Model Addendum 

Table IV-7: CO2R half-reaction stoichiometry for liquid-phase products along with oxygen evolution 
stoichiometry. The net moles of water produced per mole of product for a full cell is reported in the 
rightmost column. 

Half reaction 
nP 

(mol CO2/mol 
P) 

zP 
(mol e/mol 

P) 

zW 
(mol e/mol 

W) 

MP  
(g/mol) 

Full-cell net water   
(mol W/mol P) 

2 2CO 2 e H O HCOO OH− − −+ + → +  1 2 2 46.03 0 

32 2CO 6 e 5 H O CH OH 6 OH− −+ + → +  1 6 6/5 32.04 –2 

2 2 522 CO 12 e 9 H O C H OH 12 OH− −+ + → +  2 12 12/9 46.07 –3 

2 2 3 73 CO 18 e 13 H O C H OH 18 OH− −+ + → +  3 18 18/13 60.09 –4 

2 22 OH 0.5 O H O 2 e− −→ + +  - 4 ‒2 32.00 - 
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Table IV-8: Capillary pressure, PC, as a function of product mass fraction, xP, for each CO2R product. PC 
was calculated using the Young-Laplace expression (Equation (IV.1)) with pore radius, r, was set to 15 μm 
and 0.05 μm for the left and right axes in Figure IV-6, respectively. The surface tension of each mixture, γ, 
was taken from the set of data plotted in Figure IV-10b. 

Product 

content by 

mass, xP (%) 

Capillary pressure, PC = PL ‒ PG (mbar) 

FA MeOH EtOH PrOH 

r = 15 μm r = 0.05 μm r = 15 μm r = 0.05 μm r = 15 μm r = 0.05 μm r = 15 μm r = 0.05 μm 

0 35.1 10500 35.1 10500 35.1 10500 35.1 10500 

0.1 35.0 10500 34.8 10400 34.5 10400 34.2 10300 

1 33.8 10100 32.0 9610 29.1 8720 26.5 7940 

10 23.8 7140 13.6 4080 ‒8.2 ‒2450 ‒10.5 ‒3160 

20 15.6 4690 4.5 1340 ‒9.6 ‒2890 ‒18.1 ‒5440 

30 10.0 2990 ‒1.0 ‒305 ‒11.9 ‒3580 ‒21.7 ‒6510 

40 5.9 1780 ‒6.1 ‒1820 ‒15.1 ‒4530 ‒21.7 ‒6500 

50 2.7 824 ‒10.1 ‒3040 ‒18.3 ‒5500 ‒21.9 ‒6580 

60 ‒0.9 ‒279 ‒12.6 ‒3780 ‒18.7 ‒5610 ‒22.2 ‒6660 

70 ‒5.2 ‒1550 ‒14.1 ‒4240 ‒19.5 ‒5850 ‒22.5 ‒6760 

80 ‒9.2 ‒2750 ‒15.7 ‒4720 ‒20.1 ‒6040 ‒23.0 ‒6900 

90 ‒12.5 ‒3760 ‒17.9 ‒5370 ‒20.7 ‒6220 ‒23.5 ‒7040 

100 ‒16.6 ‒4970 ‒20.5 ‒6140 ‒23.4 ‒7030 ‒24.7 ‒7410 
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12. Appendix D: Capillary Pressure Calculations for a Constricted Pore 

This analysis follows the framework proposed by Forner-Cuenca et al.46,152 We assume the pore 

channel to be axisymmetric, so that r = r(z) only.  A graphic depicting variable-radius, pore profile 

is shown in Figure IV-13. Note that this schematic is not drawn to scale. 

 

Figure IV-13: Constricted pore model: Schematic. A sinusoidal pore profile is shown along with associated 
geometric parameters. The model concept is adapted from Forner-Cuenca et al.46 This schematic is not 
drawn to scale. L = liquid phase, G = gas phase. 

To account for the possibility of constrictions in the pore channel, a sinusoidal profile as shown in 

Equation (IV.9) is used. 

 max maxmin min

fiber

average pore radius amplitude

1 1( ) cos
2 2 2 2 2 2

π
    = + − −     

     
 

d dd d zr z
d

 (IV.9) 

The period of the sinusoid was set to the equivalent of two fiber diameters, 2dfiber. The sinusoid 

offset is taken to be the average pore radius. The amplitude is taken to be one-half of the midpoint 
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between the maximum, dmax, and minimum, dmin, pore diameters. As shown by Equation (IV.10) 

the instantaneous slope of the pore wall is a function of z. 

 max min

fiber fiber

d ( ) 1 1 sin
d 2 2 2

π π
    = −     

    

d dr z z
z d d

 (IV.10) 

The filling angle, α, is computed from the slope using Equation (IV.11). 

 
d ( )( ) arctan

d
α  =  

 
r zz

z
 (IV.11) 

Finally, we compute the PC as a function of position in pore channel using Equation (IV.12). We 

plot the maximum capillary pressure over the entire domain, ‒dfiber < z < dfiber, as this constitutes 

the greatest resistance to imbibition. 

 C L G
2 cos( ( ) )( )

( )
γ α θ− +

= − =
zP z P P

r z
 (IV.12) 

For the following calculations we set the base case parameters to be γ = 0.072 N/m (water), θ = 

80° (water on some slightly hydrophilic surface), dfiber = 10 μm, and dmax = 30 μm. Sensitivities of 

the calculated PC to θ, dmax, and dfiber are reported in Figure IV-14, Figure IV-15, and Figure 

IV-16, respectively. 
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Figure IV-14: Constricted pore model: Max capillary pressure as a function of contact angle. Water 
contacting the pore walls at varying contact angles, θ. Maximum capillary pressure is calculated for a 
constricted cylindrical pore (dmax = 30 μm, dfiber = 10 μm) as a function of the ratio between minimum and 
maximum pore diameters, dmin/dmax. 

 

Figure IV-15: Constricted pore model: Max capillary pressure as a function of max diameter. Water 
contacting pore walls at θ = 80° with dfiber = 10 μm and varying dmax. Maximum capillary pressure is 
calculated for a constricted cylindrical pore as a function of the ratio between minimum and maximum 
pore diameters, dmin/dmax. 
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Figure IV-16: Constricted pore model: Max capillary pressure as a function of fiber diameter. Water 
contacting pore walls at θ = 80° with dmax = 30 μm and varying dfiber. Maximum capillary pressure is 
calculated for a constricted cylindrical pore as a function of the ratio between minimum and maximum 
pore diameters, dmin/dmax. 
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13. Appendix E: List of Symbols 

Table IV-9: List of constants 

Constant Value Unit Description 
F 96485 C mol e‒1 Faraday constant 

MP 

FA 0.04603 

kg mol‒1 molar mass of a CO2R 
product 

MeOH 0.03204 
EtOH 0.04607 
PrOH 0.06009 

MW 0.01802 kg mol‒1 molar mass of water 
nP 

(Table IV-1) 
mol CO2 mol P‒1 carbon ratio  

zP mol e mol P‒1 electron-product ratio  
zW mol e mol W‒1 electron-water ratio 
ρW 998.2071 kg m‒3 density of water at STP 

 

Table IV-10: List of variables 

Variable Unit Description 
dfiber m fiber diameter 
dmax m maximum pore diameter 
dmin m minimum pore diameter 

I A current 

ṁout kg s‒1 total mass flow rate exiting the 
reactor 

ṁP,in kg s‒1 product feed rate 
ṁw,in kg s‒1 water feed rate 
ṁP,rxn kg s‒1 product generation rate 
ṁW,rxn kg s‒1 water consumption rate 

PC bar capillary pressure 
PG bar gas phase pressure 
PL bar liquid phase pressure 

Q mL min‒1 volumetric flow rate of feed 
water 

r m cylindrical pore radius 
xP - mass fraction of product 
xW - mass fraction of water 

z m longitudinal cylindrical 
coordinate 
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Table IV-11: List of Greek letter variables 

Greek letter Unit Description 
α ° filling angle 
γ mN m‒1 liquid-gas surface tension 

γC0 mN m‒1 critical surface tension for complete 
wetting (θ = 0°) 

γC90 mN m‒1 cylindrical capillary transition surface 
tension (θ = 90°) 

θ ° intrinsic solid-liquid-gas contact angle 
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V. Computational Model Representations of Gas Diffusion Electrodes 

In this work, I describe how macro-homogeneous porous electrode models can be constructed for 

predicting the impacts of gas diffusion electrode (GDE) liquid saturation on CO2 electrolyzer 

performance. Specifically, partially saturated porous media models that were introduced for the 

study of polymer electrolyte fuel cells (PEFCs) are adapted for CO2 electrolyzers to explore 

relevant GDE flooding scenarios introduced and discussed in previous chapters. 

1. Background 

Electrochemical CO2 reduction (CO2R) models have been developed to validate the fact that 

GDEs enable greater current densities and improved faradaic efficiencies in CO2 electrolyzers by 

increasing gaseous species fluxes as compared to flooded electrodes.81,164 These models assume 

that gas diffusion layers (GDLs) used to support the catalyst layer remain dry during operation; 

however, flooding of GDEs in contact with liquid electrolytes has been reported at moderate 

operating conditions (< 200 mA cm‒2).26,40 While spatially-variant liquid saturation in porous 

materials is necessarily considered in PEFC models, where liquid water is both a product of the 

cathodic oxygen reduction reaction and present in humidified gas streams, liquid intrusion 

scenarios remain unarticulated for CO2R. Thus, there is a need to conceptualize, construct, and 

experimentally validate porous electrode two-phase flow models that are tailored for the 

environments inherent to CO2R electrolyzers. 

We use macro-homogeneous descriptions of porous materials as reported by Weber et al.165,166 

because they permit variation of microstructure (i.e., pore size distribution, PSD) and surface 

chemistry (i.e., contact angle distribution, CAD) in order to define constitutive relations that 

describe simultaneous two-phase (gas and liquid) coexistence and transport within different porous 
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electrode components. This approach has been integrated into 1D multiphysics transport models 

and successfully validated against experimental results for polymer electrolyte fuel cells (PEFC) 

and CO2 electrolyzers according to the abbreviated workflow shown in Figure V-1. 167–170 Within 

this model framework, Weber et al. were able to systematically vary carbon fiber substrate and 

microporous layer properties to deconvolute the role of each in managing water transport in the 

cathode GDL of  a PEFC. However, the (electro)chemical environment of CO2R challenges the 

electrode wettability assumptions established during contemplation of PEFCs. More specifically, 

two phenomena that emerge as possible contributors to GDE flooding during CO2R are (i) 

electrowetting, which reduces the solid-liquid-gas contact angle, θ, when liquid electrolyte 

contacts polarizable electrode surfaces,171,172 and (ii) lowered gas-liquid surface tension, γ, when 

organic reduction products (e.g., ethanol) enter aqueous electrolytes.173 
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Figure V-1: Workflow for integrating GDE models into transport simulations. Statistical descriptions of 
porous media, which consider both microstructure (pore size distribution, PSD) and surface chemistry 
(contact angle distribution, CAD), are used to generate filling curves. V(r) and Ψ(θ) represent pore volume 
and contact angle probability density functions, which are taken to be log-normal and normal distributions, 
respectively.166 These constitutive relations can be used to determine the local GDE saturation as a function 
of the liquid-gas pressure differential or capillary pressure, PC = PL ‒ PG, in a one-dimensional CO2 
electrolyzer transport model. Local saturation, S(x), scales the transport coefficients for gaseous and liquid 
species (i.e., binary diffusivity, Dij, and Darcy permeability, kL

abs) to yield effective values (Dij
eff and kL

eff) in 
the presence of liquid. 

Electrode wettability is a function of both microstructure and surface chemistry, represented by a 

pore size distribution (PSD) and a contact angle distribution (CAD), respectively. At each location 

within a porous material, the “saturated” pore volume fraction is determined by the critical pore 

radius, rc, which is calculated from a version of Washburn’s equation, shown in Equation (V.1). 

 c
C

2 cos( )γ θr
P

= −  (V.1) 

rc is a function of the liquid-gas pressure differential, or capillary pressure (PC = PL ‒ PG), as well 

as the surface tension, γ, and the intrinsic contact angle, θ, formed between the solid and fluid 

phases. 
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Saturation, S, mapped to PC on a “filling curve” forms a constitutive relationship can be 

constructed for each GDE component and integrated into a macro-homogeneous transport model. 

The fraction of liquid filling the pore volume, S, is crucial for calculating effective transport 

coefficients (i.e., diffusivities and Darcy permeabilities) according to empirical relations generally 

taking forms similar to Dijeff ~ Dij(1 ‒ S)n, where n is a fitting parameter that is valued between 2–

3 for typical carbon fiber substrates used in PEFCs, for example.86,166 In this example equation, 

the effective binary diffusivity of a gaseous species, Dijeff, decreases as the fraction of the pore 

volume occupied by gas, (1 ‒ S), decreases. Within the macro-homogeneous framework, 

increasing liquid saturation promotes liquid percolation and diminishes gaseous species diffusion, 

resulting in hindered performance for gas-fed systems such as CO2R. 

Although this macro-homogeneous mathematical framework lacks pore-scale resolution, it is 

computationally expedient and useful for conducting parametric investigations of GDE properties 

across different operating scenarios involving challenging reaction environments.166 Scenarios that 

benefit from resolution of flooding and blockage events at the pore scale are perhaps handled by 

tools that more directly account for the irregularities inherent to real porous media such as pore 

network modeling (PNM) or Lattice Boltzmann methods.174–176 For example, this account for 

materials with heterogeneously applied coatings or with microstructural features that vary as a 

function of position. Additional phenomena, such as the electrolyte dry-out and salt creep 

highlighted in Chapter III, could be handled by PNM approaches.177 

In the following sections, I will explain how mathematical expressions can be formulated to 

describe two-phase flow and coexistence within of porous materials and then be used to calculate 

relevant equilibrium and transport properties as a function of PC and S. By the end of the chapter, 

I will use this model framework to discuss practical scenarios in which GDE wettability might 
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shift during operation of CO2 electrolyzers, including the generation of enriched aqueous-organic 

product mixtures and electrowetting when using liquid electrolytes. 

2. Macro-homogeneous GDE Component Model Construction 

Empirical fits of experimentally measured capillary pressure-saturation (PC-S) curves are easily 

used to determine local porous media liquid saturation values, but they are less useful for 

investigating property-performance relationships. Constructing analytically tractable 

mathematical descriptions of electrodes based on well-defined functions, such as Gaussian 

distributions, provides opportunities to parametric studies of GDE component wettability.166 

Following the approach of Weber et al., the PSD and CAD of each GDE component are described 

by the log-normal distribution of pore volume, V(r), as a function of pore radius, r, and a normal 

distribution of contact angles, Ψ(θ), respectively.165,166 Combining information from these 

functions allows us to define expressions for a macro-homogeneous property, Y, as a function of 

rc and θ, as shown in Equation (V.2). 

 ( ) c

c

90 180

c 0 0 90
, ( ) ( ) ( ) ( ) ( ) ( )

r

r
Y r θ Ψ θ W r V r drdθ Ψ θ W r V r drdθ

∞
= +∫ ∫ ∫ ∫  (V.2) 

A weight function, W(r), along with the bounds of integration to define analytical expressions for 

different relevant porous media properties, such as liquid saturation, S, and relative Darcy 

permeability, kr, of a fluid phase. Practically, each expression for Y is evaluated in two steps. First, 

the product of W(r)V(r) is integrated analytically in two parts for the hydrophilic and hydrophobic 

portions of the material. For a given rc, which, itself, is determined from PC and θ using Equation 

(V.1), the resulting analytical expression is numerically integrated over the range of the CAD, 0° 

≤ θ ≤ 180° in two parts. Thus, using this approach may properties, Y, can be defined as a function 

of PC. 
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 Microstructure 

The microstructure of each porous component of the GDE is described by a PSD, which can be 

determined either via fluid intrusion experiments or direct imaging. Mercury intrusion porosimetry 

(MIP) is a widely-practiced analytical method for estimating total pore volume, pore sizes, surface 

area, bulk densities, absolute densites of porous materials.178 In this method, mercury as a non-

wetting fluid is pressurized against a porous sample contained inside a previously evacuated 

chamber. Once applied pressure data are converted to pore sizes using a form of Washburn’s 

equation, Equation (V.1), the incremental volume of mercury reported versus pore size constitutes 

the PSD. Alternatively, PSDs can be calculated from 3D X-ray tomography representations of 

porous materials by using open-source software such as PoreSpy.179 

Each material PSD is converted to an equivalent mathematical description by using log-normal 

distributions, which are characterized by well-defined parameters and can be integrated 

analytically. The total PSD distribution for a material can be described by normalized pore volume 

distribution, V(r), which, as shown by Equation (V.3), is a weighted sum of log-normal 

distributions, with each curve corresponding to a different pore size mode. 

 ( ) ( ) 2

o,
,

ln ln1( ) exp
2 2

k
r k

k k k
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Key fitting parameters for each component curve, Vk, are the characteristic pore radius of mode k, 

ro,k, the spread of the distribution for mode k, sk, and the component weight for mode k, fr,k. The 

sum of the component weights sum to one. 

For this work, I used PSDs determined for the same Freudenberg manufactured family of materials 

that were used in Chapter III. The PSD for each GDE component material is taken from the 
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incremental mercury volume data obtained from MIP. MIP measurements were performed by 

Particle Testing Authority (Norcross, GA), using method MIP-04, which includes intrusion and 

extrusion analysis to measure pore sizes in the range of 360 to 0.003 μm. Overlayed plots of the 

GDL, CFS, and computed MIP PSDs are included in Figure V-25 in Appendix B.  

Freudenberg H23C6 and H23I2 carbon papers are used to represent the full GDL and carbon fiber 

substrate (CFS), respectively. H23C6 is a composite material including both 

polytetrafluoroethylene (PTFE)-coated CFS with a microporous layer (MPL) applied to one side. 

H23I2 is a PTFE-coated CFS and is used to understand which pore size modes in the full GDL are 

attributed to the fibrous matrix. Only pore size less than 100 μm were used for analysis of the GDL 

and CFS layers because their thickness is ca. 200 μm. For similar reasons, pore sizes less than 1 

μm were used for the MPL, which is ca. < 50 μm. Select classification information for both 

commercial carbon fibers materials are provided in Table V-1. 

Table V-1: General properties of gas diffusion layer materials used to deconvolute the microstructural 
contributions of the CFS and MPL. 

Property GDL CFS MPL (assumed 
from citation) 

Manufacturer Freudenberg Freudenberg Freudenberg 
Product name H23C6 H23I2 - 
PTFE Treated ✓ ✓ ✓ 
MPL ✓  ✓ 
Thickness (μm) 250 210 < 50 (SEM) 

 

The PSDs for the CFS and MPL were manually fit using Equation (V.3) in Microsoft Excel. First, 

the raw incremental volume data (mL g‒1) for both the full GDL and the CFS were normalized by 

their respective total intrusion volumes from MIP (1.2809 mL and 1.4751 mL) to get a volume 

normalized incremental volume (g‒1) data set. Next, the PSD for the MPL was calculated by taking 
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the difference between the GDL and CFS PSDs. The full GDL PSD is no longer needed once the 

MPL information has been extracted from the GDL PSD by subtracting signal contributed by the 

CFS.  

Before fitting log-normal distributions to the CFS and MPL microstructural data, each PSD is 

rescaled so that the total area under the curve is equal to one. This is done in two steps. First, a 

maximum pore size cutoff is applied for each phase. The rescaling factor is determined by 

trapezoidal numerical integration using the trapz function in MATLAB from pore radii of 0 μm to 

the maximum cutoff radius for each material (CFS: 100 μm and MPL: 1 μm). Second, each PSD 

is divided by its rescaling factor and parameters are determined manually. The fitting parameters 

for each material are provided in Table V-2. The normalized PSD data for the full GDL (H23C6) 

are reported in Figure V-2 while the normalized PSD data and log-normal curve fits for the CFS 

(H23I2) and MPL (calculated by H23C6 ‒ H23I2) are both provided in Figure V-3. 

The fitted parameters for the CFS and MPL generally align with expectations of the characteristic 

pore size required for each layer. By design, the MPL has characteristic pore sizes in the range of 

1 μm and smaller, while the CFS has mostly larger pores that are on the order of 10 μm and larger. 

However, after fitting the normalized MIP data, we can observe that a pore radius mode of 90 μm 

emerges in the CFS. While this mode is needed to accurately fit the incremental pore volume data 

in this case, we must recognize that this pore size is fictitious. The total thickness of the CFS is ca. 

200 μm, so this larger pore radius mode would imply that the material has some pores that are 

nearly as large (ca. 180 μm) as the total material thickness. Because this is unrealistic given the 

actual observed microstructure of the H23C6 and H23I2 materials, we must assume that the true 

dominant pore radius mode for the material is ca. 10 μm. As will be shown subsequently, the PC-

S behavior of the CFS would not be accurately predicted accurately by the initial set of 
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microstructural fitting parameters so a unimodal PSD with a characteristic pore radius of 10 μm is 

used. Although the CFS microstructure is simplified for further analysis, the volume normalization 

process used in this section was still needed to extract a representation of the MPL PSD from 

H23C6 MIP data. Plots of the PSD fits for each material are provided in Appendix C. 
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Table V-2: Preliminary microstructural PSD parameters for each GDE component as determined by MIP 
measurements. 

PSD Parameter Value Unit CFS MPL 
ro,1 10 0.025 μm 
ro,2 90 0.12 μm 
ro,3 0.03 2.2 μm 
ro,4 1.0 - μm 
s1 0.30 0.12  
s2 1.37 0.80  
s3 0.20 2.00  
s4 1.70 -  
fr,1 0.38 0.025  
fr,2 0.61793 0.100  
fr,3 0.00007 0.875  
fr,4 0.002 -  

 

Figure V-2: PSD for H23C6, a composite GDL material consisting of a CFS coated with PTFE combined 
with an MPL that applied to one side. The PSD consists of normalized incremental pore volume per unit 
mass data as measured by MIP. 
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Figure V-3: PSDs for CFS (H23I2) and MPL (H23I2 subtracted from H23C6). Each PSD consists of 
normalized incremental pore volume per unit mass data as measured by MIP. 

 Surface Chemistry 

The surface chemistry of a material’s pore walls is described by a CAD, Ψ(θ), which is described 

by a weighted sum of normal distributions as shown in Equation (V.4). 
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Each component curve n corresponds to a different contact angle mode described by a 

characteristic contact angle, θo,n, and spread, σn. The curves weights are described by characteristic 

fractions, fθ,n, which together sum to one. 

Physically the CAD corresponds to the distribution of constituent materials throughout the GDE. 

If the distribution of materials (e.g., carbon and PTFE) were precisely known then it might be 

possible to directly assign a CAD. For example, we could attempt estimate the material distribution 
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from elemental mapping information of the GDE as shown in Figure V-4. However, since 

experimentally measured PC-S data is readily measurable, we can adjust the characteristic 

parameters of a CAD to fit a computational saturation curve against the experimentally measured 

one. Furthermore, by fitting a distribution of contact angles to real filling data, we can implicitly 

incorporate the effects of pore-scale non-idealities (e.g., pore constrictions, dead-end pores, non-

conformal coating coverage) that produce hysteresis loops during filling and draining cycles.166 

 

Figure V-4: Elemental mapping (EDS) overlay for a Ag-GDE cross-sectional SEM image, including 
carbon (red), fluorine (blue), and silver (yellow). This image was created by overlaying selected subpanels 
shown in Figure III-11. This composite image shows that MPL (top layer) below the silver catalyst is 
composed of a relatively homogeneous and balanced mixture of PTFE and carbon particles while the CFS 
(bottom layer) has heterogeneous distributions of PTFE amongst the carbon fibers. 

With a working definition of the CAD, Ψ(θ), in place, we can extend the definition of the pore 

volume distribution by substituting Washburn equation’s, Equation (V.1), into Equation (V.3) to 

define a PSD in terms of PC and θ as shown in Equation (V.5). 
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3. Models and Data: Fitting the Macro-homogeneous Electrode Model to PC-S Data 

As discussed earlier, we choose to adjust the parameters of the CAD to fit the computed PC-S curve 

against empirical water filling data. To do this, we must define an expression for liquid saturation 

based on the pore volume distribution introduced previously. We can use non-linear least squares 

fitting to determine the characteristic wettability parameters of the CAD while holding constant 

the microstructural parameters obtained from MIP. Importantly, this process of comparing 

computed saturation predictions against real saturation data allows us to determine which 

characteristic pore sizes are representative of the real microstructure and check which of those 

might be unphysical artifacts of the porosimetry method. 

 Liquid Saturation (S* and S) 

The liquid saturation is taken directly as the filled pore volume for a given rc. Thus, the unscaled 

saturation, S*, is calculated from Equation (V.2) using W(r) = 1, as shown in Equation (V.6). 
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 (V.6) 

To fit the model saturation curve against an experimental capillary pressure-saturation curve, we 

need to substitute the expression in Equation (V.1) for rc. From this we derive an analytical 

expression for S* as a function of PC as shown in Equation (V.7). 
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It is known that after filling some porous materials retain residual fluid that cannot easily be 

removed by capillary forces alone and, especially for the case of entrapped water, requires removal 

by evaporation.85 Thus, the final expression for liquid saturation, S, is bound between minimum 

(“residual”) and maximum saturation values, Smin and Smax, respectively, and is scaled by Equation 

(V.8). 

 ( )*
min max minS S S S S= + −  (V.8) 

 Non-linear Least Squares Fitting of PC-S Curves 

A non-linear least squares fitting routine was executed in MATLAB to determine CAD parameters 

for each GDE component that result in the best agreement between computational and 

experimental PC-S curves. I determine two sets of wettability parameters for the CFS by fitting the 

saturation model against both the H23 and H23I2 water PC-S data. The data for each material was 

collected and provided to me by Dr. Yongwook Kim and Prof. Jeff Gostick of PMEAL at the 

University of Waterloo. For the MPL, I assume a characteristic contact angle, θo,1 = 110°, and 

spread, σ1 = 1, based on a previous report by Weber et al.166 This choice is made because fully 

saturated PC-S curves for microporous materials are practically difficult to measure. Relatively 
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large water pressures (ca. 10 bar) are required to penetrate the smallest (< 1 μm) hydrophobic 

pores. The residual saturation is assumed to be zero for the MPL since we do not have experimental 

saturation data for that component. The CFS residual saturations is set to Smin = 0 because the 

materials are initially dry. The maximum saturation is assumed to be Smax = 1 for both components. 

Non-linear least squares fitting was used to determine the best fit CAD parameters for the CFS. 

As mentioned earlier, by performing this analysis I was able to justify reducing the initial set of 

four characteristic pore radii in the CFS PSD down to one. As demonstrated by the poor visual fits 

between model and data in Figure V-5, the presence of the large (ca. 90 μm) pores in the initial 

PSD does not accurately predict filling data for the bare fibrous CFS (H23) or the PTFE-coated 

CFS (H23I2) materials. Characteristic contact angles of θo = 120° (σ = 0.024) and θo = 180° (σ = 

0.21) are calculated for H23 and H23I2, respectively. Apparently, the presence of a 90-μm pore 

size in the initial model leads to high root mean square errors (RMSE(H23) = 0.1222, 

RMSE(H23I2) = 0.1625) due, in part, to the unphysically high model predicted saturation near PC 

= 0. Such large pores cannot physically exist given the material thickness and so we can justifiably 

omit them from the CFS PSD. This choice is reinforced numerically by the fact that the predicted 

angle for H23I2 is maximized to θo = 180° by the non-linear least squares routine. We can conclude 

that the MIP PSD for the CFS is principally characterized by the 10-μm pore radius mode. I also 

ignore the smallest pore modes for the remainder of the study and assume the entirety of the CFS 

microstructure can be represented by a unimodal PSD centered on a 10-μm pore radius. An updated 

and simplified set of PSD parameters for the CFS and MPL are reported in Table V-3. 
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Figure V-5: Inaccurate saturation trends are predicted using initial CFS PSD parameters. The presence 
of a 90 μm pore size in the initial model leads to unphysically high saturation near PC = 0 even when using 
θo = 180°. The RMSE for the uncoated CFS (left, H23) and PTFE-coated CFS (right, H23I2) model 
prediction are 0.122 and 0.162 saturation units. Because of this result, we can conclude that the MIP PSD 
for the CFS is mostly characterized by a 10 μm pore radius mode. Data was collected by Dr. Yongwook 
Kim and Prof. Jeff Gostick of PMEAL at the University of Waterloo. 

Table V-3: Simplified set of PSD parameters for the CFS and MPL after CAD analysis 

PSD Parameter Value Unit CFS MPL 
ro,1 10 0.025 μm 
ro,2 - 0.12 μm 
ro,3 - 2.2 μm 
s1 0.30 0.12  
s2 - 0.80  
s3 - 2.00  
fr,1 1 0.025  
fr,2 - 0.100  
fr,3 - 0.875  

 

Now with a simplified set of PSD parameters established for the CFS (rc = 10 μm, s = 0.3), we 

can use non-linear least squares fitting in MATLAB to determine a more accurate set of CAD 
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parameters. Using the same routine, I fit two distinct CADs for the uncoated (H23) and PTFE-

coated (H23I2) CFS samples. The set of best fit CFS CAD parameters with their associated RMSE 

values along with the assumed MPL CAD parameters are reported in Table V-4.  

Table V-4: CAD parameters representing the internal CFS and MPL surface chemistries 

CAD parameter Value Unit CFS (H23) CFS (H23I2) MPL 
θo 111 143 110 ° 
σ 5.6 19.1 1  

PC-S RMSE 0.051 0.026 N/A - 

 

Characteristic contact angles of θo = 111° (σ = 5.6) and θo = 143° (σ = 19.1) are calculated for H23 

and H23I2, respectively. CAD plots for the CFS and MPL are shown together in Figure V-6. The 

addition of a PTFE coating with H23I2 predictably shifts the best fit CAD towards higher 

characteristic angles as compared to H23. In addition, the spread of the distribution increases 

indicating that more of the pore volume only becomes accessible at higher pressures. As noted 

previously, the generally higher-than-expected intrinsic contact angles determined from PC-S data 

in fibrous media can be attributed to the combined effects of surface chemistry, tortuosity, and 

complex filling phenomena within pores and at intersections.86,166  
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Figure V-6: Contact angle distributions for (a) CFS (H23 and H23I2) and (b) MPL. 

Once the fictitious large pores are removed from the PSD, the model predicted RMSE values 

improve. The RMSE for H23 and H23I2 are 0.051 and 0.026, respectively, which are notable 

improvements from the naïve initial fit to the original PSD data. Improved visual agreement 

between the models and the data are demonstrated in Figure V-7.  
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Figure V-7: Saturation trends are predicted using simplified CFS PSD parameters. The RMSE for the (a) 
uncoated CFS (H23) and (b) PTFE-coated CFS (H23I2) model predictions are 0.051 and 0.026 saturation 
units, respectively. The addition of PTFE wet proofing shifts the curve towards more positive PC values, 
indicating that higher liquid pressures (lower gas pressures) are required for the liquid to saturate the 
CFS. Data was collected by Dr. Yongwook Kim and Prof. Jeff Gostick of PMEAL at the University of 
Waterloo. 

The final PC-S model predictions for the CFS (H23) and MPL are shown together for comparison 

in Figure V-8. I elect to use the H23 CAD for the remaining analysis for simplicity since it is 

uncoated and, thus, a more well-defined material than H23I2. As expected, greater pressures are 

required to reach similar MPL saturation values as in the CFS. In future work, equivalent PC-S 

data should be collected for the MPL as were collected for the isolated CFS materials. In practice, 

such MPL intrusion experiments are difficult to execute because high pressures are required and 

the MPL should ideally be isolated from the CFS (i.e., freestanding). 
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Figure V-8: Saturation versus capillary pressure for each GDE component. Different filling trends for the 
(a) CFS (H23) and (b) MPL are demonstrated by plotting their curves within the same pressure range. 

While fitting using a CAD to fit a saturation model against experimental PC-S filling data does not 

provide quantitative information about pore-scale filling or connectivity, it can, in part, capture 

high level wettability effects, such as adding a PTFE-coating to increase the flooding resistance of 

GDE layers. Further study of the filling behavior of both the CFS and MPL using operando 

imaging can illuminate with more detail how local water saturation and trans-GDE percolation 

evolve. For now, I use this macro-homogeneous framework to probe how contact angle variation 

leads to changes in the PC-S curves for the CFS (H23) and MPL along with other selected 

properties. 

4. Calculated Properties: Equilibrium and Transport Properties 

Once the PSD and CAD are defined for each GDE component, we can use Equation (V.2) to 

develop analytical expressions for equilibrium properties, such as the average pore radius for 
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Knudsen diffusion of gaseous species and volume-specific liquid-gas interfacial area, as well as 

transport properties like the relative permeabilities of liquid and gas phases. Each expression is 

defined in the following sections and representative plots for each GDE component are reported. 

 Average Knudsen Radius (rKn) 

Effective gas diffusivity through porous materials with small pore sizes, such as the MPL and CL, 

is calculated according to a parallel resistance as shown in Equation (V.9).180 
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Therefore, the effective diffusivity of species i, Dieff, is taken as the inverse sum of the bulk species 

diffusivity, Di, and the Knudsen diffusivity, DKn,i, which is calculated from Equation (V.10). 
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Intrinsically, the Knudsen diffusivity is derived by considering the mean free path of a molecule 

according to the kinetic theory of gases, so it is determined, in part, by from the molar mass of 

species i, Mi, temperature, T, and the ideal gas constant, R. The average pore radius for Knudsen 

diffusion, rKn, is calculated from the average radius of gas-filled pores as a function of PC by using 

Equation (V.2) with W(r) = r. The final expression for rKn is taken from the average radius 

normalized by the total gas filled pore volume (1 ‒ S) as shown in Equation (V.11). 
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With this equation established, rKn as a function of PC can be reported for each GDE component 

as shown in Figure V-9. 

 

Figure V-9: Average Knudsen radius versus capillary pressure for each GDE component. Different 
average radius trends for the (a) CFS (H23) and (b) MPL are demonstrated by plotting their curves within 
the same pressure range. 

For PC < 0, the rKn is unimportant important for both materials as Knudsen diffusion is calculated 

to be most impactful for pore radii less than 1 μm. However, for PC > 0, the average radius of gas-

filled pores decreases to a size where it begins to constrain diffusivity, according to Equation 

(V.10). This 1 μm approximation can be determined by recalling that the typical bulk phase gas 

species binary diffusivity at standard conditions is around ~10‒5 cm2 s‒1. Therefore, according to 

Equation (V.10) and plot in Figure V-10, the magnitude of DKn becomes roughly equivalent to 

this bulk value at pore radiuses close to 1 μm, using CO2 with a molar mass of MCO2 = 44.01 g 

mol‒1 as an example. Knowing this, we can see from the plots in Figure V-9 that the impacts of 

Knudsen diffusion are more apparent in microporous materials such as the MPL and CL. 
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Additionally, the constraints of Knudsen diffusion are largely negligible in macroporous materials 

since their characteristic pores sizes mostly exceed 1 μm, so the CFS results are only reported here 

for completeness.  

 

Figure V-10: Knudsen diffusivity for CO2 reported as a function of pore radius. The effect of Knudsen 
diffusion only becomes comparable to typical gas phase bulk diffusivities (~10‒5 cm2 s‒1) for pore radii at 
or less than 1 μm. 
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 Volume-Specific Liquid-Gas Interfacial Area (av,LG) 

The facile exchange of reactant and product species between gas and liquid phases within a GDE 

dictates the maximum electrocatalytic productivity in an CO2 electrolyzer. The rate of mass 

transfer, or flux, of species across the liquid-gas phases is defined on a per area basis. To convert 

the flux expression to a mass transfer rate per unit volume for porous electrode modeling, an 

interfacial liquid-gas area per unit volume, av,LG, (units of m‒1) is required. As defined by Zhou et 

al., this interfacial area, av,LG, is estimated at a given rc by Equation (V.12).168  

 c
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 (V.12) 

The total cross-sectional area per unit volume, ac,max, is given by Equation (V.13). 
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The cross sectional area per unit volume ac is determined by the expression in Equation (V.14), 

which is determined by taking the ratio between the pore cross-sectional area and pore volume 

(πr2/ πr2L ~ 1/4r). 
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Plots of av,LG as a function of PC for GDE components are provided in Figure V-11, respectively. 

We can see from the curve that contact area reaches a maximum unlike the curves for other 

properties, which either monotonically increase or decrease, depending on the phase. 
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Contemplating the shape of the av,LG curve provides insight into the how the optimum PC for 

maximizing mass transfer might shift as a function of a porous medium’s wettability. Of course, 

maximizing the interfacial area might only be advantageous for some GDE components, such as 

the catalyst layer.  

 

Figure V-11: Liquid-gas interfacial area versus capillary pressure for each component. Different volume-
specific liquid-gas interfacial area trends for the (a) CFS (H23) and (b) MPL are demonstrated by plotting 
their curves within the same pressure range. 
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 Relative Permeabilities for Darcy Flow (kr,L & kr,G) 

Within the macro-homogeneous framework used here, the pressure driven flow of liquid and gas 

phases through the GDE components is assumed to follow Darcy’s Law. A general expression for 

the superficial velocity as a function of the pressure gradient is given by Equation (V.15). 

 
k P
µ

= − ∇u  (V.15) 

The velocity field of the fluid, u, is calculated from negative of the pressure gradient, ‒∇P, which 

is multiplied by the effective Darcy permeability of the porous medium, keff, and divided by the 

dynamic viscosity of the fluid, μ. As the permeability decreases with increasing liquid saturation, 

we can determine keff by taking the product of the saturated Darcy permeability, ksat and the relative 

permeability, kr.  

 eff
r satk k k=  (V.16) 

We can calculate kr for each phase according to the approach of Weber et al. that assumes 

permeability scales with r2. Therefore, we again employ Equation (V.2) and use W(r) = r2 along 

with the appropriate integration limits calculate the relative permeabilities of the liquid, kr,L, and 

gas, kr,G, respectively, as a function of PC. kr,L is calculated according to Equation (V.17) while kr,G 

is calculated by Equation (V.18).  
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For this study I exponent values of nG,CFS = 3 and nL,CFS = 4 for the CFS and nG,MPL = 3 and nL,MPL 

= 3.5 for the MPL based on a validated PEFC model using similar fibrous CFS and MPL materials 

sets, respectively.167 For any subsequent analyses using the Darcy permeability, we could assume 

that ksat,CFS = 10‒12 m2 and ksat,MPL = 10‒15 m2 based on the same report. Plots of the kr,L and kr,G as 

a function of PC are provided for each GDE component in Figure V-12 and Figure V-13, 

respectively.  

 

Figure V-12: Liquid relative permeability versus capillary pressure for each GDE component. Different 
permeability trends for the (a) CFS (H23) and (b) MPL are demonstrated by plotting their curves within 
the same pressure range. 
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Figure V-13: Gas relative permeability versus capillary pressure for each GDE component. Different 
permeability trends for the (a) CFS (H23) and (b) MPL are demonstrated by plotting their curves within 
the same pressure range.  
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5. Contact Angle Variability: Electrowetting and Aqueous-Organic Liquid Mixtures 

Exploring the implications of contact angle variability on GDE wettability is relevant for 

predicting how CO2R reaction environments might influence electrolyzer performance. 

Specifically, polarization-induced electrowetting and the generation of high concentrations of 

liquid CO2R products are both anticipated to lead to increased GDE wettability as previously 

discussed in Chapters III and IV, respectively. In this section, I show how general variations to 

characteristic contact angles, θo, within each component’s CAD shift calculated electrode 

properties. 

 Electrowetting 

Electrowetting is characterized by the decrease in contact angle between fluids and a polarizable 

substrate due to the application of a potential bias at the interface between them. In practice, 

harnessing electrocapillarity to manipulate small amounts of liquid on surfaces with a voltage input 

has many applications ranging from microfluidics, adjustable liquid lenses, and electronic display 

technologies.171 Electrowetting on a dielectric (EWOD) technologies are prevalent for such use 

cases because the surfaces are coated with an insulating film, such as PTFE, to prevent faradaic 

charge transfer reactions. However, in the context of CO2 electrolyzers, bare electrodes, most often 

composed of carbon and metals, constitute the polarizable surfaces. In gas fed GDE flow cells that 

use liquid electrolytes electrowetting is hypothesized to be responsible, to some degree, for 

unexpected electrode saturation at sufficiently high electrode potentials.93,181 Recall from Chapter 

III that although increasing current density is associated with, and possibly contributes to, 

accelerated cathode flooding, the precise origin of GDE flooding was not completely determined. 

In this section, I attempt to simulate and then contextualize the hypothesized impact of 

electrowetting on GDE saturation by shifting the CAD.  
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To understand the electrowetting effect, we can consider the simple case of a liquid electrolyte 

droplet deposited onto a planar polarizable solid surface with a gaseous phase enveloping both the 

droplet and solid. As shown in Figure V-14a, the interfacial energy/surface tension between the 

phases are balanced by Young’s relation as shown in Equation (V.19). 

 ( )SG SL LG cosγ γ γ θ= +  (V.19) 

The Lippman equation can then be introduced to describe the decrease in interfacial energy 

between the solid and liquid phases, γSL, as a function of the square of the applied surface potential, 

Φ2, as shown in Equation (V.20). 

 
2

0 dl
SL SL 2

C Φ
γ γ= −  (V.20) 

This expression shows that the interfacial surface energy decreases no matter the sign of the 

polarization applied at the interface. The functional relationship between Φ and θ is determined 

from by combining the Young-Dupre and Lippmann relationships to produce the Young-

Lippmann relation, which is expressed in Equation (V.21).171  

 2dl
ο

LG

cos( ) cos( )
2
C

θ θ Φ
γ

= +  (V.21) 

If the interfacial tension between the liquid and gas phases, γLG, and the electrochemical double 

layer capacitance between the solid and liquid electrolyte phases, Cdl, are known, then we can 

estimate the impact of electrode polarization on electrode wettability. Note that the electrode 

polarization shown here is strictly defined as the applied surface potential relative to the “potential 

of zero charge”, Φpzc, which is an equilibrium potential that spontaneous emerges to balance charge 
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at the interface between the electrolyte and the polarizable solid. The electrowetting phenomenon 

on a planar surface is depicted qualitatively in Figure V-14b. 

 

Figure V-14: Conceptual solid-liquid-gas contact angle and the electrowetting phenomenon. (a) The 
surface tensions, γ, at the interfaces between the solid (S), liquid (L), and gas (G) phases are balanced by 
Young’s equation. (b) Polarizing the solid phase with an applied potential, Φ, results in a decrease in the 
contact angle from θo to θ according to the Young-Lippmann equation.  

The electrowetting (EW) equation presented in Equation (V.21) provides a means by which we 

can investigate the influence of electrode polarization on intrinsic wettability and, ultimately, 

spatially resolved saturation. Here I focus on carbon, since it constitutes the major polarizable 

component of the nominally non-wetting components of the GDE (i.e., CFS and MPL). The 

applied potentials required to induce EW effects depends on the exposed polarizable fraction, fEW, 

inherent to each GDE component surface, but also on the Cdl inherent to each electrode-electrolyte 

pair. Measurable θ shifts have been observed when applying potentials as low as ~100 mV within 

a packed bed of glassy carbon particles.172 Carbon fibers (CFS) and carbon black powders (MPL) 

are more graphitic in character than glassy carbon, as measured by their Raman spectra, and might 

exhibit different EW effects.182 

For a baseline estimation of carbon EW, we could first assume a double layer capacitance, Cdl, of 

20 μF cm‒2, which represents a bulk basal plane carbon surface reported by Shi.183 However, it has 

been shown that capacitance varies notably according to carbon allotrope. Rabbow and Whitehead 
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note that the edge sites of a carbon fiber may exhibit Cdl,edge ≈ 132 μF cm‒2 while the basal edge of 

the fiber only exhibits Cdl,basal ≈ 4.7 μF cm‒2. This notable Cdl difference for different portions of 

the same carbon fiber implies that more targeted studies of EW effects on polarizable substrates 

with non-planar geometries and in porous media are warranted. Using these parameters and the 

surface tension of pure water, we can calculate the intrinsic contact angle, θ, as a function of 

applied potential, Φ. As shown by the array of curves in Figure V-15, inducing an initial 10° 

decrease in the θ would only require as low as ca. 100 mV on edge carbon surfaces (132 μF cm‒2) 

but as much as ca. 700 mV on basal carbon surfaces (4.7 μF cm‒2). 

 

Figure V-15: Electrowetting voltages required to induce contact angle variation as a function of 
representative carbon specific double layer capacitance values. The baseline contact angle in this case is 
112°. 

We can simulate the hypothetical impacts of EW on saturation of the CFS and MPL by shifting 

some fraction or the entire CAD distribution. Translating the range of θ values back to a values of 

Φ only requires Equation (V.21) along with an assumed (or measured) Cdl and γLG = 0.072 N m‒1 
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to represent an aqueous electrolyte in contact with a carbon electrode surface. For the case of a 

bare porous carbon electrode (e.g., H23), we could assume that the entire surface is subject to EW 

effects. However, the wettable interior surfaces of the CFS and MPL pore volumes are likely to be 

partially or fully coated by binder and/or wet-proofing polymers such polytetrafluoroethylene 

(PTFE) or fluorinated ethylene propylene (FEP). As shown by the cross-section of the Ag-GDE 

cross-sectional elemental map in Figure V-4, a significant fraction of the carbon may be coated, 

but the distribution might be heterogeneous. Combining pore-resolved coating information with 

PNM models could be a promising means for evaluating how coating quality and distribution 

might change EW effects on saturation as a function of position within a porous electrode.  

For an initial analysis, I consider the impacts of EW as a function of the uncoated fraction of the 

electrode surface and define the surface fraction accessible to EW as fEW. This is handled by adding 

an EW-shifted CAD (ΨEW) weighted by fEW to the original CAD (Ψ0) weighted by (1 ‒ fEW), as 

shown in Equation (V.22).  

 ( ) ( ) ( ) ( )0  1  EW EW EWf f θΨ θ Ψ θ Ψ= − +  (V.22) 

A series of simulated contact angle decrease simulations are reported for the CFS and the MPL in 

Figure V-16 and Figure V-17, respectively. The four panels in each figure correspond to scenarios 

of increasing coating coverage in which fEW = 100, 75, 50, or 25%, respectively. Visualizations of 

the CAD shifts associated with each fEW are reported in Figure V-29 (CFS) and Figure V-30 

(MPL) in Appendix D. The contours in each plot correspond to partial modifications of the CAD 

in 5° increments away from the baseline values of 111° and 110° for the CFS (H23) and MPL, 

respectively. Unsurprisingly, as the fraction of the pore surface covered by an insulator (i.e., PTFE) 

increases (i.e., fEW decreases), the model predicts a diminishing impact of θ variation on the PC-S 
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curves. Experiments should be conducted in the future to approximate values of fEW for each 

material to fully evaluate the EW hypotheses proposed in this work. Additional plots showing the 

effects of a contact angle variation (fEW = 100%) on the other calculated properties (rKn, av,LG, kr,L, 

kr,G) are reported in Figure V-31 (CFS) and Figure V-32 (MPL) Appendix D. Accurate mapping 

of the distribution of electrode components in the pore spaces of a GDE would improve predictions 

of the possible influences of EW on GDE flooding when in contact with liquid electrolytes. 
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Figure V-16: Simulated electrowetting effect on the CFS PC-S curves as a function of fEW. Panels 
correspond to scenarios in which (a) 100, (b) 75, (c) 50, or (d) 25% of the pore wall area is polarizable 
and susceptible to electrowetting. 
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Figure V-17: Simulated electrowetting effect on the MPL PC-S curves as a function of fEW. Panels 
correspond to scenarios in which (a) 100, (b) 75, (c) 50, or (d) 25% of the pore wall area is polarizable 
and susceptible to electrowetting. 
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While the effects of EW are most pronounced for systems with liquid electrolytes, high 

concentration liquid CO2R products are relevant for these systems and even for those using 

polymer membrane electrolytes. In the next section, I use this same modeling framework to predict 

GDE saturation trends that could emerge when facing aqueous-organic liquid mixtures, as first 

discussed in Chapter IV. While the increased wettability predicted by EW equation assumes that 

γLG is approximately constant as a function of Φ, the increased wettability due to liquid CO2R 

products must also consider the coupled nature of γ and θ.  

 Aqueous-Organic Liquid Mixtures 

As discussed in Chapter IV, the liquid-gas surface tension of liquid mixture can be correlated to 

changes in the contact angle between droplets and solid surfaces. Here, I vary both the CAD and 

γ values used when calculating the CFS and MPL PC-S curves. The γ-θ functional relationship is 

determined from previous sessile drop contact angle measurements of alcohol-water mixtures on 

a flat polytetrafluoroethylene (PTFE) surface.173 The surface tension values used here start from 

that of a purely aqueous solution (0.072 N m‒1) and decrease towards numbers that represent 

mixtures enriched in organic species (0.032 N m‒1). I use the polynomial fit equation introduced 

in Chapter IV to predict liquid contact angles on PTFE, θPTFE, along with the corresponding alcohol 

mass fractions for methanol, ethanol, and 1-propanol. The mass fractions for each CO2R liquid 

product are calculated using the data Figure IV-10b. All relevant surface tension, alcohol mass 

fraction, and contact angle values are reported in Table V-5. 
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Table V-5: γ-θ equivalence data for simulating CO2R liquid product mixture wettability. Aqueous-alcohol 
mixture surface tensions are reported with equivalent concentrations of methanol, ethanol, and 1-propanol 
dilutions in water. The PTFE contact angle, θPTFE, predicted from a Zisman plot polynomial fit, as shown 
in Figure IV-10b. 

Surface tension, γ 
(N/m) 

Alcohol mass fraction (%) Predicted* contact angle  
θPTFE (°) Methanol Ethanol 1-Propanol 

0.072 0 0 0 112.4 
0.062 5.55 2.63 1.20 104.0 
0.052 14.05 6.86 2.74 94.8 
0.042 28.17 15.17 5.09 84.1 
0.032 52.60 32.55 12.74 69.8 

*Polynomial fit: γ = 0.02865[1 ‒ cos(θPTFE)]2 ‒ 0.00332[1 ‒ cos(θPTFE)] + 0.02191 

 

Taking these combinations of γ and θ, I simulate the saturation effects of CO2R liquid products on 

the CFS and MPL and report the PC-S predictions in Figure V-18 and Figure V-19, respectively. 

As noted in Chapter IV, I use the θPTFE values instead of carbon values for saturation analysis 

because PTFE is the less wettable electrode component and can provide an upper bound on 

flooding resilience in a GDE. Furthermore, analyzing PC-S trends for GDE components composed 

primarily of PTFE might illuminate how even nominally “wet-proof” materials such as PTFE are 

challenged by liquid mixtures enriched in organic reaction products. 
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Figure V-18: Simulated liquid CO2R product effect on CFS PC-S curves considering variable (a) γ and (b) 
γ-θ.  

 

Figure V-19: Simulated liquid CO2R product effect on MPL PC-S curves considering variable (a) γ and (b) 
γ-θ. 
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As can be seen from the results in Figure V-18 and Figure V-19, shifting γ alone minimally 

changes saturation fraction at a given PC. Shifting γ and θ together results in a more substantial 

change in the equilibrium saturation for both the CFS and MPL models. Both phenomena shift PC-

S towards more negative PC, indicating an increasingly hydrophilic pore character and that 

minimizing liquid saturation, in practice, might require increasing PG (or decreasing PL). The 

changes in the CFS are considerably milder as compared to the MPL because the MPL has a much 

smaller characteristic pore sizes in its PSD. Thus, its hydrophobic pores are more difficult to fill 

and its hydrophilic pores are easier to fill. As CAD crosses 90° threshold for both materials, the S 

value at PC = 0 kPa jumps from 0 to 100%.  

Using this model, can understand qualitatively why GDE layers with smaller pores (i.e., MPL) 

would so rapidly and spontaneously imbibe aqueous-organic liquid mixtures at pressure balanced 

conditions (i.e., PC = 0 kPa). In practice, if liquid CO2R products are not cleared from the catalyst 

layer, either by diffusing into the bulk electrolyte phase or by evaporating into the gas phase, low 

surface tension liquids would tend to spontaneously saturate the pore volume of the MPL, resulting 

in liquid percolation to the CFS and diminished gas species transport to the catalyst layer. The 

implications of increased MPL saturation are worth consideration by engineers and operators of 

future large-scale electrolyzers who might intend to target high concentration liquid product 

streams to reduce downstream separation costs.  

6. Simulating Flooding Events Due to Contact Angle Variability 

Transport models of GDEs are invaluable for predicting the impacts of electrode microstructure 

and wettability characteristics on CO2R performance. In this section, I use previously derived 

electrode properties to model Darcy flow of water through partially-saturated CFS and MPL layers 

of a GDE as a function of liquid channel pressure, PLC, and intrinsic contact angles, θ, of the 
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materials. We can use transient models to understand the propagation of liquid fronts through 

porous media and steady state solutions to quickly probe the average saturation of the GDE as a 

function of previous discussed wettability characteristics. 

 COMSOL Model Physics 

To evaluate the impacts of contact angle variability on GDE component water saturation and gas 

transport properties (e.g., species diffusivities), I implement a Darcy flow transport model in 

COMSOL Multiphysics (version 5.6). The GDE components, CFS and MPL, are treated as 1D 

intervals with thicknesses of 200 μm and 50 μm, respectively, as shown in the model domain 

schematic in Figure V-20. Note that the CFS is shortened from 210 μm to 200 μm because some 

portion of the MPL is embedded within the CFS, effectively eliminating some portion of the 

fibrous character in that intermediate region. I set the porosities to εp,CFS = 0.7 and εp,MPL =  0.4 

based on results from MIP for the CFS and an estimated value for the MPL based on a previous 

study.166 I chose saturated permeabilities that are in line with a study by Zenyuk et al.167 They are 

set to ksat,CFS = 10‒12 m2 and ksat,MPL = 10‒15 m2  for the CFS and MPL, respectively. The water 

properties, including density, ρ, and dynamic viscosity, μ, are taken from COMSOL’s built-in 

property set. All calculations are performed using a system temperature of 298.15 K and with a 

reference pressure of 1 atm. All pressure values after this point are gauge pressures relative to the 

reference pressure unless otherwise specific as absolute or capillary pressures.  
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Figure V-20: 1D COMSOL transport model schematic for Darcy flow of water through partially saturated 
MPL and CFS layers.  

The velocity of liquid flow is modeled by Darcy’s law, shown in Equation (V.15), with the overall 

transient conservation equation for the liquid is shown in Equation (V.23). 

 ( )
eff 2
L L

p,L 2 0k P
t x

ρε ρ
µ

∂∂
− =

∂ ∂
 (V.23) 

In this expression, the liquid porosity, εp,L, is defined as the overall porosity of the material 

multiplied by the liquid saturation, S, as shown in Equation (V.24).  

 p,L pSε ε=  (V.24) 

The effective liquid permeability, kLeff, is determined as a function of PC using Equation (V.16). 

In the future, the full conservation equation would be needed to analyze the time-varying evolution 

of the liquid front through the GDE. However, here I choose to focus on changes to the steady 

state liquid saturation profile as a function of liquid channel pressure (PLC) and θ. For the steady 

state case, Equation (V.23) reduces to the form of Laplace’s equation shown in Equation (V.25).  
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2

L
2 0d P

dx
=  (V.25) 

Gaseous species diffusivity is chosen as a representative transport property that is relevant as a 

proxy for electrolyzer CO2R performance. A bulk gas diffusivity, DG = 10‒5 m2 s‒1, is assumed for 

the purposes of calculating effective diffusivity, DGeff, as a function of S using Equation (V.26).  

 ( ) Geff
G G 1 nD D S= −  (V.26) 

The gas species transport coefficients are chosen to be nG,CFS = 3 and nG,MPL = 3 based on a previous 

report in the literature.167 

Pressure set points are used as the boundary conditions at the liquid channel (LC) and gas channel 

(GC). In the baseline case, the water pressure at the liquid channel interface is set to PL = PLC = 

0.1 kPa, which is low enough that at standard wettability conditions the flux of water due to 

pressure driven flow through the material should be minimal. At the gas channel interface, the 

water pressure is set to PL = PGC = 0 kPa, indicating that liquid removal/droplet detachment into 

the gas channel would be trivial. When the CFS and MPL are both used together to simulate flow 

through a full GDE model, liquid pressure continuity is assumed between the domains. 

 Model Results and Discussion 

First, I calculate the steady state distribution of water for the isolated CFS and MPL components. 

For a set PLC, I gradually decrease the θ and record the average saturation across the material 

domain. As shown in Figure V-21, the average CFS water saturation starts at less than zero percent 

for θCFS = 111° and steadily increases as the wettability of the material is increased (θ decreases). 

The plot of the average saturation which has a sigmoid shape like the constitutive PC-S curve. As 

PLC is increased from 0.1 kPa to 1 kPa, the average saturation curve shifts towards higher θ values. 
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Analogous results for the isolated MPL are also shown in Figure V-21. Even sharper saturation 

transitions occur within the MPL as the θ approaches 90°. As the liquid pressure is increased from 

0.1 to 1 kPa and then again from 1 to 10 kPa, we can see that the average baseline MPL saturation 

also shifts upward. The transition from a dry state to a saturated state occurs more sharply for the 

MPL than for CFS both due to the smaller pore sizes in the PSD but also due to a narrower CAD. 

Any changes to the intrinsic wettability (θ) of the MPL would be expected to appear later than for 

the CFS, but the changes could manifest more catastrophically. 

 

Figure V-21: Average liquid saturation in isolated CFS and MPL layers as a function of θ and PLC. As θ 
decreases, the saturation increases. The sharpness of the transition from dry to saturated occurs more 
sharply for the MPL than for CFS both due to the smaller pore sizes but also due to the narrower CAD in 
the MPL. 

DGeff for both the CFS and MPL are reported in Figure V-22. In general, the inverse correlation 

between the DGeff and saturation are evident. However due to the power law relationship between 

saturation and diffusivity, the diffusivities in both CFS and MPL decrease more quickly than the 

corresponding saturations increase. This example demonstrates how a material does not need to 
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necessarily need to be highly saturated with liquid before transport coefficients diminish 

substantially. 

 

Figure V-22: Average DG
eff through isolated CFS and MPL layers as a function of θ and PLC. Like the 

saturation profiles, the diffusivities undergo a transition as the layer wettabilities change. However due to 
the power law relationship between saturation and diffusivity, the diffusivities in both CFS and MPL 
decrease more quickly than the corresponding saturations increase.  

In full GDEs, the MPL functions as a protective barrier against excess flooding in the CFS. As in 

the isolated cases, varying the θCFS and θMPL together at a given applied pressure results in a similar 

sharp increase in the average saturation and a decrease in the average gas diffusivity as shown in 

Figure V-23 and Figure V-24, respectively. A future step for this 1D model framework will be to 

conduct transient studies with this model framework to see if macro-homogeneous models can 

predict the decline of CO2R electrolyzer performance as a result of increased wettability. If this 

macro-homogeneous approach cannot capture the effects of liquid percolation on CO2 transport 

through the GDE then perhaps models with pore-scale resolution might be better suited to a 

transient study. As mentioned previously, PNMs may be appropriate in that case. 

PLC = 1 kPa

PLC = 0.1 kPa

CFS

10 kPa

1 kPa
PLC = 0.1 kPa

MPL



202 
 

 

Figure V-23: Average saturation for stacked CFS and MPL layers as a function of θ and PLC. The CFS and 
MPL are indicated by solid (‒) and dashed (---) lines, respectively.  
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Figure V-24: Average DG
eff for stacked CFS and MPL layers as a function of θ and PLC. The CFS and MPL 

are indicated by solid (‒) and dashed (---) lines, respectively.  

From this simple analysis we can see that contact angle varying effects (e.g., electrowetting) in the 

electrolyte facing portion of the GDE to be the one that limits gas species transport to the catalyst 

layer. This is important due to fact that the MPL has a low saturated permeability (ksat,MPL = 10‒15 
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m2) and must remain relatively dry to be effective. This is interesting to consider because MPLs 

are designed to be hydrophobic and known to improve the performance of cathode water 

management in PEFCs as they retain less water than the CFS layer. When an MPL is added to a 

CFS, water percolates from the catalyst layer to the gas channel at a lower overall GDL saturation 

than when a CFS is used in isolation.44 This facilitates oxygen transport to the catalyst layer even 

at high current densities. However, when MPLs are exposed to CO2R reaction environments, the 

increased wettability due to EW or from enriched liquid products might alter the interactions 

between the liquid phase and the GDE. For these situations of decreased θ of the MPL becomes an 

obstacle to rather than a conduit for gas transport. 

7. Conclusions 

Macro-homogeneous electrode models enable inquiry into how variable wettability predictors (PC, 

θ, and γ) might alter GDE saturation and, therefore, overall cell performance. Ultimately liquid 

filling curves simulated using this model framework need to be experimentally validated by fitting 

them against empirically measured PC-S data both for electrodes under polarization and with 

aqueous-organic mixtures as the intruding fluids. Characterizing multi-phase flow and saturation 

within polarized porous media using conditions that are relevant to CO2R or even other 

electrochemical systems would extend the applicability of PC-S curves to challenging scenarios 

such as those discussed in this thesis. Once validated, such models could be used to better calculate 

effective transport coefficients within partially saturated porous media. This improved 

understanding of CO2 electrolyzer performance in extreme scenarios might inspire the 

development of new electrode components or even new operational approaches, such as in-cell 

separation strategies to enhance product recovery. 



205 
 

ACKNOWLEDGMENTS 

This work was funded in part by the Joseph W. Richards Summer Research Fellowship of The 

Electrochemical Society and the Alfred P. Sloan Foundation. I would like to thank Dr. Yongwook 

Kim and Prof. Jeff Gostick at the University of Waterloo for collecting the empirical capillary 

pressure-saturation data and associated data for the porous electrode samples discussed in this 

chapter. I would also like to thank Kevin M. Tenny and Weiran (Sasha) Gao of the Brushett 

Research Group for the helpful discussions of regarding the construction of transport models. I 

would like to thank Pedro de Souza of the Bazant Research Group for enlightening discussions 

about the concepts of electrocapillarity and electrowetting as well as numerical transport modeling. 

  



206 
 

8. Appendix A: List of Symbols 

Table V-6: List of variables 

Variable Unit Description 

ac m‒1 Cross-sectional area per unit 
volume 

av,LG m‒1 volume-specific liquid-gas 
interfacial area 

Cdl F m2 Electrochemical double layer 
capacitance 

D m2 s‒1 Mass diffusivity 
Deff m2 s‒1 Effective mass diffusivity 
DKn m2 s‒1 Knudsen mass diffusivity 

f - Curve weight 
fEW - Fraction of electrowetting area 
k - PSD curve index 

keff m2  Effective fluid permeability 
kr,L - Relative permeability, liquid 
kr,G - Relative permeability, gas 
ksat m2  Saturated fluid permeability 
L m Domain length 
M g mol‒1 Molar mass 
n - CAD curve index 

nL - Liquid phase transport 
coefficient exponent 

nG - Gas phase transport coefficient 
exponent 

PC Pa Capillary pressure 
PL Pa Liquid phase pressure 
PLC Pa Liquid channel pressure 
PG Pa Gas phase pressure 
PGC Pa Gas channel pressure 

r m Pore radius 
rc m Critical pore radius 
ro m Characteristic pore radius 
rKn m Average Knudsen radius 

s - Spread of log-normal 
distribution 

S - Liquid saturation, scaled 
S* - Liquid saturation, unscaled 
Se - Effective liquid saturation 
Sr - Residual liquid saturation 

Smax - Maximum liquid saturation 
t s Time coordinate 
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u m s‒1 Fluid velocity 

V - 
Normalized pore volume, pore 
size distribution (probability 

density function) 
x M 1D model length coordinate 
W (varies) Weight function 
Y (varies) Macro-homogeneous property 

 

Table V-7: List of Greek letter variables 

Variable Unit Description 
γ N m‒1 Surface tension 
θ ° Contact angle 
θo ° Characteristic contact angle 
σ - Spread of normal distribution 

Ψ - Contact angle distribution 
(probability density function) 

Φ V Surface potential 
ρ kg m‒3 Fluid density 
μ kg m‒1 s‒1 Dynamic fluid viscosity 

ε - Porosity (pore volume 
fraction) 
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9. Appendix B: Mercury Intrusion Porosimetry Data 

 

Figure V-25: Incremental pore volume distributions for H23C6-class GDL components obtained using 
mercury intrusion porosimetry. The breakdown of the components, including the complete GDL (H23C6), 
the CFS (H23I2), and the computed MPL, which is taken to be the difference between the complete GDL 
and CFS curves.  
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10. Appendix C: Pore Size Distribution Fits 

 

Figure V-26: Initial log-normal distribution, V(r), for the CFS (H23I2) 

 

Figure V-27: Simplified log-normal, V(r), for the CFS after CAD analysis 
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Figure V-28: Log-normal distribution, V(r), for the MPL (H23C6 – H23I2) 
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11. Appendix D: Contact Angle Variability Additional Plots 

 

Figure V-29: Simulated electrowetting effect on the CFS CAD as a function of fEW. Panels correspond to 
scenarios in which (a) 100, (b) 75, (c) 50, or (d) 25% of the pore wall area is polarizable and susceptible 
to electrowetting. 
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Figure V-30: Simulated electrowetting effect on the MPL CAD as a function of fEW. Panels correspond to 
scenarios in which (a) 100, (b) 75, (c) 50, or (d) 25% of the pore wall area is polarizable and susceptible 
to electrowetting. 
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Figure V-31: CFS (H23) properties modified by contact angle variability with fEW = 100%. (a) Knudsen 
radius, (b) volume-specific liquid-gas interfacial area, (c) relative liquid permeability, and (d) relative gas 
permeability are reported as functions of PC. Contact angles decrease from θo = 111° in increments of 5°.  
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Figure V-32: MPL properties modified by contact angle variability with fEW = 100%. (a) Knudsen radius, 
(b) volume-specific liquid-gas interfacial area, (c) relative liquid permeability, and (d) relative gas 
permeability are reported as functions of PC. Contact angles decrease from θo = 110° in increments of 5°. 
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VI. Conclusions & Future Work 

Gas diffusion electrodes (GDEs) are becoming invaluable for improving the activity and 

selectivity of electrochemical CO2 reduction (CO2R). Early implementations of these highly 

engineered porous materials in gas-fed flowing electrolyte CO2 electrolyzers have shown both 

promising electrocatalytic performance, but also challenges largely related to electrolyte flooding. 

Through this thesis work, I have both demonstrated the benefits of using GDEs over planar 

electrocatalysts but also sought to understand current failure modes but also anticipate future 

challenges for this technology.  

To understand the functional limits of deploying GDEs in flowing electrolyte configurations, I 

sought to identify some of the underlying mechanism responsible for GDE flooding. To do this I 

conducted a series of galvanostatic electrolysis experiments with Ag-GDEs. Simultaneously 

tracking the decline of CO2R selectivity and the increase in wetted electrode area through 

electrochemical double layer capacitance enabled the identification of current density correlated 

with the onset of GDE flooding. Directly engaging the physics underlying electrode flooding 

prompts discussions about the practical limitations of using GDEs in contact with liquid 

electrolytes. It also motivated further contemplations of the sources of flooding during CO2R and 

how we might choose different operating modes such as moving more towards polymer electrolyte 

membrane configurations. 

Macro-homogeneous models have been proven to by other researchers to be useful for predicting 

GDE flooding at the cell level for PEFCs and, to some extent, CO2 electrolyzers. However, now 

that baseline results have been obtained, future computational models for CO2R must evolve. 

Specifically, I would like to call attention to the need to study transient propagation of liquid fronts 
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through GDEs for a variety of flooding scenarios encountered during CO2R. These future studies 

should be conducted both within the computationally expedient macro-homogeneous framework 

discussed in this thesis but also through other methods such as Pore Network Modeling (PNM), 

which can resolve pore-scale intrusion phenomena through 3D reconstruction of porous materials. 

Future transient studies involving wettability variations should be modeled and validated against 

operando experimental measurement of liquid saturation as enabled by advanced techniques such 

as neutron imaging, already used extensively for cathode flooding visualization in PEFCs. 

Improving fundamental understanding of multiphase interactions within GDEs during CO2R will 

benefit from future efforts to evaluate the distribution of fluid phases within porous media. The 

same techniques that have been honed to study water transport within polymer electrolyte fuel cell 

gas diffusion layers should be applied to CO2 electrolyzers, which face unique but analogous liquid 

flooding challenges. Repeating the studies presented in Chapter III, while using neutron imaging 

to resolve the saturation within each GDE layer would shed much needed light upon the origins of 

electrolyte flooding. Direct imaging of the water content within the component layers of the 

cathode GDE across a range of feed conditions and electrode polarizations/current densities might 

allow future researcher to deconvolute the relative contributions of pressure driven percolation, 

spontaneous electrowetting, and bicarbonate/carbonate salt precipitation near the gas-electrolyte 

interface. 

In addition to in situ imaging of flooding during operation, we need more extensive measurements 

of capillary pressure-saturation and associated curves to predict GDE behaviors in the challenging 

fluidic environments inherent to CO2R. We often rightfully assume that capillary pressure-

saturation information collected using mercury and water are representative of operating 

conditions. As shown in this thesis work, CO2 electrolyzers sometimes involve liquid 
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environments that are non-aqueous and liquid-solid interactions that change as a function of 

electrode polarization. Collecting and sharing new capillary pressure-saturation data for 

electrically polarized porous materials and with both electrolytes and mixtures of varied surface 

tension would help to validate some of the GDE flooding hypotheses developed in this this thesis.  

Although I have largely discussed GDEs for CO2R in this thesis in the context of component 

failures, I have no doubt that continued contemplation of the physical mechanisms of electrode 

flooding will lead to engineered GDEs that uniquely tailored to electrochemical CO2 upgrading. 

To date, many commonly used GDEs have been engineering for use in PEFCs, which is why they 

do not always suit the environments of CO2R. By continuing to expand our fundamental 

understanding of species and phases transport within complex porous materials we will perhaps 

be prepared to design novel material sets that are suited to CO2R or even more challenging reaction 

chemistries and fluid environments. 
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