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Abstract

In this thesis, I explore the task of automatically distinguishing between synonyms
and antonyms in the Yorùbá language. Previous work by Nguyen et al. [16] relies on
linguistic resources such as WordNet to provide supervision for this task in English,
however at this time there is no WordNet for Yorùbá. I investigate whether we can
bridge this resource gap by utilizing machine translation systems, parallel corpora and
natural language parsers, following the annotation projection paradigm [10, 13, 18]. In
Chapter 1, I provide an overview of the entire work and my technical contributions.
Next, I state the philosophical motivations of this work and its larger goals. In
Chapter 2, I provide a background on annotation projection and on previous work on
the task of distinguishing between antonyms and synonyms. In Chapter 3, I present
the preliminary results of this work and explain its limitations as well as how they
can be overcome in future work. I conclude with a summary about this work and its
contributions.
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Chapter 1

Introduction

1.1 Overview

My central argument in this introductory chapter is that language is one of the

fundamental pillars of any society and that a decline in language is an indicator of

the decline of the society. I refer to the decline of the Yorùbá language [17, 4] and the

observation that it lacks a comprehensive, digital monolingual dictionary, to the best

of my knowledge. I reason that a digital, online dictionary is of utmost importance

if the language is to avoid extinction and regain relevance in the 21st century and

beyond. Not only do dictionaries provide reliable definitions, but they also show the

correct usage of words in example sentences, provide word and phrase etymologies,

and list the synonyms, antonyms, etc. for any given word. This thesis focuses on

the specific task of synonym and antonym recognition since it is an area in which

automation might expedite the development of an online dictioary for Yorùbá. The

ideal outcome would be that as a lexicographer works on a particular Yorùbá word,

an assistant engine should automatically provide a list of candidate synonyms and

antonyms to ensure that the human catalogs as many synonyms and antonyms that

really exist in the language for the given word. The pursuit of this ideal led me to

survey the literature for previous work on synonyms and antonyms [16, 15] and use

them as inspiration for this work.

However, previous work on distinguishing between synonyms and antonyms in
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English relies on linguistic resources which do not currently exist for Yorùbá, such as

WordNet. As a result, I propose to bridge this resource gap by using machine trans-

lation systems, parallel corpora, and dependency parsers in the annotation projection

paradigm to train two models that accomplish this task. The first model is a purely

pattern-based neural network which achieves 0.642 precision, 0.860 recall, 0.735 F1,

and 98/129 accuracy. The second model is a combined pattern-and-distribution-based

model which achieves 1.000 precision, 0.981 recall, 0.990 F1, and 128/129 accuracy.

These results are from preliminary experiments which require further refinements to

the data-processing pipeline, but they provide good indications that this research

design is effective at this task.

In the remainder of this chapter, I provide some personal experiences, observations,

and opinions which led me to pursue this work, as well as support for the idea that

language plays an important role in societal development or decline. I also explain

how Yorùbá differs from English, particularly in its use of diacritcs to distinguish

between otherwise heteronymous words. In chapter 2, I explain the research design,

annotation projection, data collection and preparation, and other methods used. In

chapter 3, I present the results, provide analysis and discuss limitations of this work

so far, in addition to suggesting ways to build on this in future work.

1.2 Language As A Signal for Societal Development

or Decline

As is expected, my entire life’s direction is the result of my experiences. I was born in

Lagos, Nigeria and from an early age, I understood that things were wrong with the

country. At home, electricity supply was unreliable. On the go, the roads were bumpy

and often riddled with potholes. Mild-to-heavy rains were liable to result in flooding,

sometimes mud-colored flooding. Adults frequently lamented about a distant past

when the currency was more valuable and things were better. As I grew and started

developing an understanding of my environment, I decided to see the problems in my
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society as a challenge to me to learn how to reduce the unpleasantness of existence

in the country. Around the age of nine or ten, I came to understand that engineers

and scientists were the people who specialised in building things and solving the

aforementioned problems, I decided for myself that I should direct myself towards the

sciences and engineering.

But along the way, I began to question the origins of the very society I found myself

in. I read about its history and those of other societies with greater achievements. It

eventually became clear to me that I was born into an artificial nation in which many

disparate societies had been bound together for the administrative conveniences of an

external colonial power and that momentum had kept the contraption trudging along,

at the cost of the self actualisation of the trapped societies. Frederick Forsyth wrote

that "through all the years of the pre-colonial period Nigeria never was united, and

during the sixty years of colonialism and the sixty-three months of the First Republic

only a thin veneer hid the basic disunity... not only was Nigeria neither happy nor

harmonious, but it had for the five previous years stumbled from crisis to crisis and

had three times already come to the verge of disintegration. In each case, although

the immediate spark had been political, the fundamental cause had been the tribal

hostility embedded in this enormous and artificial nation. For Nigeria had never been

more than an amalgam of peoples welded together in the interests and for the benefit

of a European power." [6]

This information helped me to understand why the country is riddled with prob-

lems, disorganized, and dangerous to live in. With over 250 distinct ethnic groups

(each indigenous to their respective region of the country) and languages, could one

really expect anything different? After all, statistical analyses by Tatu Vanhanen

shows that "the degree of ethnic conflict is strongly related to the degree of ethnic

divisions" and since, as Vanhanen notes, humans are evolved to be predisposed to

ethnic nepotism, i.e. the tendency of members of an ethnic group to favor their group

members over nonmembers because they are more closely related to their group mem-

bers than to outsiders [21]. Furthermore, according to Philip Atkinson, cultures clash

rather than mix, since "the difference in the understanding of cultures makes different
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cultures enemies, who will struggle to impose their wills upon each other." [3]

My understanding of the situation led me to believe that it is futile to continue

to think in terms of Nigeria. It is not an organic country that formed on the basis of

shared ancestry, language, and culture, or even from wars between the natives that

fused them together. It dawned on me that not only did the country not always

exist, but that some of my ancestors could never have imagined that it would exist

and that the fate and identity of their descendants would be what it is today. In the

introduction to Samuel Johnson’s tome about the history of the Yorùbá people (my

mother’s ethnic group), the very first sentence describes a "Yorùbá country. "The

Yorùbá country lies to the immediate West of the River Niger (below the confluence)

and South of the Quorra (i.e, the Western branch of the same River above the con-

fluence), having Dahomey on the West, and the Bight of Benin to the South." [11] In

fact, for the remainder of the book the author only ever refers to the Yorùbá country

as a nation separate from others in the region.

It then seemed to me that, whatever contributions I wanted to make towards

making my country better, less hazardous, less stressful, that I needed to update

the notion of "my country" from Nigeria to the original indigenous societies that

originally existed. In thinking about what I could do in my current capacity to make

contributions to my ancestral societies, I decided to address the issue of the decline of

the languages, beginning with Yorùbá, the language of my mother’s ethnic group, and

then with Edo (Bini), the root language of my father’s ethnic group. In particular, I

lamented about the fact that I cannot speak either of these languages with the same

command and flair with which I speak the English language. Why should this be if

not for the hegemonic status of English resulting from its use as a common language

between people of different native tongues? As a consequence, natives’ competence

in their own languages is eroding with each successive generation, especially as the

so called government has no incentive to invest in the development of language tools

for over 200 languages. [4, 17]

My belief is that language plays an important role in societal development and

that if the decline of my ancestral societies is to be reversed, the languages must
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first be revived so that natives’ can have access to meaning and expression in these

languages and thus regain their sense of identity. In the first place, a society may

be described as being shaped by different traditions of which language is an essential

part. And as Atkinson writes, language is the shared understanding of the citizens of a

society. "The society will embark upon an ever-improving cycle of gaining wisdom and

strength by refining and extending its traditions. This improvement will be revealed

in its improving customs, manners, laws and institutions but especially in its use of

language." [3] He also notes that social decay itself is caused by a widespread decay in

the clarity of thought which obtains a widespread decay in the clarity of expression."

[3]

Samuel Johnson wrote in 1897 that "educated natives of Yorùbá are well ac-

quainted with the history of England and with that of Rome and Greece, but of the

history of their own country they know nothing whatever! This reproach it is one of

the author’s objects to remove." [11] I would say that it is increasingly the case today

that educated natives of Yorùbá are better at expressing themselves in English than

in their own language and that for all intents and purposes, English is actually their

first and primary language. I think this is a sign of the decline of the Yorùbá society

and this reproach it is my mission to remove by developing a robust online dictionary,

amongst other resources, for the Yorùbá (and subsequently the Edo/Bini) language.

1.3 Yorùbá

Yorùbá is the third most spoken African language, after Swahili and Amharic, with

over 40 million speakers [1]. Its written form consists of 25 alphabets, with 17 con-

sonants, 7 oral vowels, 5 nasal vowels, and 4 syllabic nasals. The alphabet differs

from that of English in its use of diacritics to differentiate kinds of tones, which in

turn denote different meanings. The low tone is represented with the grave symbol

(\), the mid tone with no symbol, and the high tone with the acute symbol (/). The

fourth diacritic is a dot below "e" and "o" and represents the open phonetic variants

of those letters, while the dot below the s represents the long variant of "s" (i.e ’sh’)
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Figure 1-1: An overview of the different categories of characters within written
Yorùbá, including the diacritical tone markers.

[9]. These characters are displayed in more detail in Figure B-1. Overall, Yorùbá is

typologically different from English at both the character and syntactic levels.

Although Yorùbá has more language resources (through various mass media forms

including books) than most of its neighboring languages, it is still classified as a LRL

because there exists no readily available corpora for computational analysis [9] and

no comprehensive online dictionary based on my investigation so far.

However, Ishola and Zeman created a Yorùbá treebank (YTB) by applying the

Universal Dependencies (UD) framework to the Yorùbá Bible which provides an op-

portunity for dependency analysis of Yorùbá. UD provides an accessible, open source

universal inventory of categories and tagsets with the capability for extensions and

universal guidelines for consistent annotations across languages. The UD framework

coherently synthesizes Stanford Dependencies, Google part-of-speech tags, and the

Interset, which contains interlingua for morphosyntactic features. Ishola and Zeman

cite various Yorùbá-specific linguistic considerations, for example: Yorùbá has a strict

subject-object-verb order; some hyphenated words cannot be correctly annotated in-

dividually; there exists prepositions, but not postpositions [9]. The YTB outlines a

UD framework for Yorùbá and also provides a small dataset of around 1000 Yorùbá

sentences. It is nevertheless the current best resource available for parsing digital

Yorùbá text and so it serves as the foundation for this work on using the annotation

projection paradigm to automatically distinguish between synonyms and antonyms

in the language.
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Chapter 2

Research Design

2.1 Overview

As Yorùbá does not have a WordNet or other comprehensive lexical resource for easy

access to list of synonyms or antonyms, I created a novel dataset of Yorùbá antonyms

and synonyms in the annotation projection paradigm using the Bible as a parallel

corpus. I use WordNet to identify verses in the English Bible which contain synonym

pairs and antonym pairs respectively, extract the pairs, then feed them into the Google

translate API to obtain their translations into Yorùbá. Finally I check if the translated

pairs exist in the parallel verses in the Yorùbá Bible. In this way, I obtain a list of

triples, each of which comprises a synonym or antonym pair along with a Yorùbá

sentence which contains the pair of words. To process the resulting dataset, I train a

CoNLL-U dependency parser using the Universal Dependencies Yorùbá treebank by

Ishola and Zeman [9] and derive patterns from the simple paths between synonymous

or antonymous words in a syntactic parse tree. I encode the resulting patterns into

vector representations using the Facebook AI’s FastText word embeddings for Yorùbá.

With these, I trained two models, one which uses the pattern vectors patterns and a

second model which concatenates the vectors of the pair of words with the pattern

vectors and show that this method may applied to other resource-poor languages for

this task. I provide more details about the research design in the sections below.
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2.2 Annotation Projection

Annotation projection is a technique which makes use of parallel corpora to gen-

erate linguistically annotated corpora for resource-poor languages with the help of

a resource-rich language which has tools to automatically generate the annotations.

Parallel sentences from the target resource-poor language are aligned with sentences

from the source language and the annotations in the source are projected into the

target sentence. Guasekara et al. [10] used this technique to create the first-ever

semantic role labeller for Sinhala, a language spoke mainly in Sri Lanka. Smith and

Eisner [18] use annotation projection for cross-lingual parser projection to learn a

dependency parser for a target language, whereby they learn a dependency parser

for a target language by using parallel corpora, an English parser, and automatic

word alignments. McDonald et al. [13] use a constraint driven learning algorithm to

project delexicalized dependency parsers from multiple source languages with labeled

training data to target languages without labeled training data. Lohk et al. [12] use

annotation projection as part of an automatic method for composing synsets with

multiple synonyms by using Google Translate and Semantic Mirrors’ method.

2.3 Data

To develop a larger dataset of Yorùbá sentences, and since a variety of well-known

synonyms and antonyms exist in the Bible, I use the Yorùbá translation of the King

James Bible as our source of Yorùbá sentences. I collect verses from the English

Bible found to contain synonym or antonym pairs, translate the English synonyms

and antonyms to Yorùbá, and retain the Yorùbá verses which contained the translated

word pairs.

Specifically, I remove co-occuring synonyms and antonyms with the same lemma

using the WordNetLemmatizer in NLTK. I then use the Google Translate API to

identify the most probable translation of the English synonyms and antonyms to

Yorùbá, and verify that each of those translated Yorùbá words is proper and exists in

22



the corresponding Yorùbá verse. If a match exists, I have identified the co-occurring

Yorùbá synonyms and antonyms in their sentences. If a match does not exist, I

manually inspect the verse to identify the correct co-occurring Yorùbá synonyms and

antonyms. In addition, WordNet imperfectly identifies synonym and antonym pairs

in English; for example, WordNet improperly identifies “have” and “give” as synonyms

and extracts the phrase “have given” as a synonym pair. For these limited numbers

of verses with improper pairs, I manually remove them from the dataset. Although

tedious, manual inspection to verify automated results is critical for accuracy. I also

plan to release this Yorùbá synonym-antonym dataset since none currently exist. I

then use the sentences with synonyms and antonyms in the Yorùbá Bible to create

syntactic parse trees for our vector embeddings and then use these vector embeddings

to train the pattern-based model. Examples of how the dataset is automated and

verified for both synonyms and antonyms are included in B and B-3, respectively.

Notably, I will use the Yorùbá Dependency Treebank and Yorùbá word embeddings

in FastText [2].

2.4 Methods

Following the approach outlined in [16] and 2.3, I created the Yorùbá dataset outlined

in Table A.1. The synonym and antonym patterns are combined into one larger

dataset and then randomly shuffled. Out of the entire sample set, 70 percent is

randomly sampled into a training set, 15 percent is sampled as a validation set, and

15 percent is used as a test set.

Table 2.1: Yorùbá Synonym/Antonym Dataset
Class # of samples

Synonyms 1073
Antonyms 423

Total 1496

The table above catalogs the novel dataset of Yorùbá antonyms and synonyms I

created using the annotation projection paradigm with the Bible as a parallel corpus.

23



Figure 2-1: Synonym pair examples of how the dataset is constructed from a KJV
version of the English bible. In each example, I use NLTK to identify synonyms
and antonyms and corresponding verse in English KJV Bible, then use the unique
identifier of the verse to find the corresponding verse in Yorùbá KJV Bible. Next, I
use Google API to translate the English words to Yorùbá, verify if in Yorùbá verse.
Example 1 demonstrates a verse in which the automation is incorrect, and I manually
correct it. Example 2 demonstrates a verse in which the automation provide "None"
(i.e. no translation existed from Google Translate API), and I manually fill it in.
Example 3 demonstrates a verse in which the automation is correct, so the verified
version is a repeat.
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Figure 2-2: Antonym pair examples of how the dataset is constructed from a KJV
version of the English bible. Example 1 demonstrates a verse in which the automation
is incorrect, and I manually correct it. Example 2 demonstrates a verse in which the
automation provide "None" (i.e. no translation existed from Google Translate API),
and I manually fill it in. Example 3 demonstrates a verse in which the automation is
correct, so the verified version is a repeat.
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Figure 2-3: An example of a Yorùbá dependency parse from UDPipe, with the path
from baba (English: father) to ìyá (English: mother) highlighted. The pattern-based
neural network classifies word relations via these paths. The phrase is taken from
Proverbs in the Yorùbá Bible.

2.4.1 UDPipe

I trained our dependency parser using the Universal Dependencies treebank, as men-

tioned previously [9]. This includes a set of hand-annotated sentences from the Yorùbá

Bible and Wikipedia. The parser outputs information in CoNLL-U format, from

which I collect patterns [19, 20].

2.4.2 Patterns

Nguyen et al. derive patterns from the simple paths between synonymous or antony-

mous words in a syntactic parse tree [16]. The patterns consist of the nodes along

the simple path connecting the concerned words, with each node represented by a

vector of four features: lemma, part of speech (POS), dependency label, and distance

label. I adopt the same approach, using our UDPipe parser and corpus of Yorùbá

text. Figure B-4 shows an example of a dependency parse for a Yorùbá phrase, with

POS tags and dependency labels.
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Figure 2-4: An overview of the LSTM-based model, one of the two models that I
train in this work. Vectors, comprised of the concatenated lemma/POS/dependency
tag/distance label, are used as inputs to LSTMs, which then feed into a logistic
regression layer. The examples here are from the same word pair in Figure B-4.
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2.4.3 Models

Nguyen et al. employ two different approaches to distinguish between antonyms and

synonyms. The first approach uses LSTM units to encode the patterns as vector

representations, which are then fed to a logistic regression layer for classification

as synonymous or antonymous. This model is shown in Figure B-5. The second

approach concatenates the vectors derived from the co-occurrence distribution of the

words with the vectors derived from the syntactic path patterns before feeding them

to the classifier. Both of these approaches outperformed the previous baseline. I use

the same two approaches on the Yorùbá dataset.

Both models were randomly initialized and trained for 50 epochs. Weights were

optimized via Adadelta with a learning rate of 0.0001 and a dropout rate of 0.5. All

of these parameters are unchanged as much as possible from the original Nguyen et

al. paper.
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Chapter 3

Results

Table 3.1: Test Set Performance
Model Type Precision Recall F1 Score Accuracy

Pattern-based Model 0.642 0.860 0.735 98/129
Combined Model 1.000 0.981 0.990 128/129

The results of preliminary experiments showing that the combined model outper-

forms the pattern-based model on all metrics are shown in Table A.2. Examples of

correctly and incorrectly classified word pairs are shown in Figure B-6.

3.1 Analysis

In general, the models were successfully able to distinguish synonyms from antonyms

in Yorùbá text, although some bugs in the data processing pipeline resulting in a

truncated dataset still need to be fixed.

Notwithstanding, these results show that the combined model outperforms the

pattern-based model in precision, recall, F1, and accuracy scores. Notably, my com-

bined model shows higher overall scores than those reported in the Nguyen et al. [16]

paper and my pattern-based model has slightly worse precision but comparable recall

and F1 scores. However, further work needs to be done to further validate these re-

sults. The fact that I use Facebook’s FastText embeddings in Yorùbá whereas Nguyen

et al. use dLCE embeddings as well as Google’s GloVe English word embeddings in
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Figure 3-1: Examples of correctly classified and incorrectly classified word pairs. The
topmost four samples are true synonyms, while the bottom four are true antonyms.
There are no obvious common features in all of the incorrectly classified samples. For
a discussion of the obìnrin/ènìyàn example, see Section 3.1.1.

their models could be a contributing factor in these differences and work remains to

be done to determine the extent of these contributions.

Overall, the results suggest that there are underlying similarities in the task of

distinguishing between antonyms and synonyms in both Yorùbá and English. One

hypothesis is that word occurrence statistics follow approximately the same distri-

bution, resulting in similar proportions of antonyms and synonyms as "difficult" ex-

amples that occur less frequently in text. Another hypothesis is that the models

explored in this paper can only represent enough information to correctly classify a

certain proportion of samples.
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3.1.1 Limitations

One limitation of this work is that I used the English and Yorùbá Bibles as the only

source of sentences. In future iterations of this work, it would be beneficial to use

the synonyms and antonyms dataset that I curated to extract sentences from other

corpora, specifically natural Yorùbá corpora, as it will allow for comparisons between

the performance of the model on a dataset generated by translating from a higher-

resource language and the performance on an originally Yorùbá dataset, especially

with regard to the impact of syntax. Furthermore, obtaining other corpora would give

access to other domains and lessen whatever effects the peculiarities of the syntax of

religious text have on the models’ learned representations. To that end, I would like

to expand to more general and contemporary lingual data sources by using web-based

corpora Yorùbá Global Voices as a source of sentences in Yorùbá.

Another limitation of this work is that due to the imperfections of our dataset,

some of the ground truth labels are actually not accurate. For example, in the third

row of the second table in Figure 7, the words, "obìnrin" (woman) and "ènìyàn"

(person) are labeled as antonyms when in fact they are synonyms. It is worth noting

that the word "okùnrin" (man) does occur later in that verse, so the mislabeling in

the dataset is likely caused by the translation API.

Furthermore, two otherwise synonymous or antonymous words may not actually

be synonymous or antonymous in the context of a given sentence. For example, in the

sentence ‘Although my dark blue coat is very light, it has a special heat-keep system,

so it always keeps me warm’, I can see that ‘dark’ and ‘light’ are not an antonym

pair in the context of this particular sentence. Nguyen et al. try to exclude such

cases by discarding patterns which occur below some threshold frequency and we

adopt the same contingency. Thus, the ‘x is very y’ pattern would be discarded as an

antonym-pattern if it does not occur frequently enough for a specific pair of ’x’ and

’y’. However, it is still possible that some false patterns such as the one mentioned

were retained. I leave it to future work to improve the quality of the dataset.
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3.2 Future Work

In future iterations of this work, I plan to design a new approach that uses transformer-

based language models such as BERT instead of pattern-based neural networks. I

suspect that a multilingual BERT (mBERT) model may outperform the pattern-

based network. The task of distinguishing synonyms and antonyms in sentences

requires both syntactic and semantic information, and this is one of the reasons

why standalone distributional co-occurrence models such as Word2Vec or GloVe have

poor performance on this task [14]. However, previous work has shown that BERT

contextual word embeddings can embed the syntactic tree of a sentence [7]. Recent

research has also demonstrated that WordNet semantic subtrees can be reconstructed

by BERT embeddings [5] and that fine-tuned BERT models can distinguish different

semantic senses from the same word [8]. Furthermore, other work has shown that

the BERT model, which is trained with general self-supervised language masking,

is highly transferable to various downstream tasks by fine-tuning. BERT, with its

ability to embed the context and distinguish between word senses, is likely also more

resistant to false patterns, as discussed in Section 3.1.1. As such, it may achieve

better performance on this task than the pattern-based approach.

Thus, a next step should be to fine-tune BERT to distinguish between synonyms

and antonyms, first in English to verify its performance and then in Yorùbá through

transfer-learning techniques. One could then compare the pattern-based approach to

the fine-tuned mBERT approach and report the results obtained both in English and

Yorùbá, but I leave this for future work.
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Chapter 4

Conclusion

This work was motivated by the thinking that language is a fundamental pillar of any

society and that its decline is a signal for the decline of the society. Myself and others

before me have noted the drop in the competence of Yorùbá natives in their indigenous

language [17, 4] and stressed the need to reverse this trend with the creation of online

dictionaries and other digital language tools. As part of the investigation into ways

to assist Yorùbá lexicographers and linguists with automated systems for dictionary

making, I identified the ability to automatically classify synonyms and antonyms in

Yorùbá text as part of a larger pipeline for the construction of dictionaries and other

lexical resources for the language.

To that end, I successfully trained two pattern-based neural network models in pre-

liminary experiments to distinguish between synonyms and antonyms in the Yorùbá

language. The pattern-based model achieves 0.642 precision, 0.860 recall, 0.735 F1,

and 98/129 accuracy, while the combined model achieves 1.000 precision, 0.981 recall,

0.990 F1, and 128/129 accuracy.

To achieve this result, I created a novel dataset of Yorùbá antonyms and synonyms

using the Bible as a parallel corpus and the annotation projection paradigm. This

approach to dataset creation can be applied to any other language since it automat-

ically generates enough samples to train a model that had comparable metrics with

models trained in the source language. With this same combination of corpus and

pattern-based model, future work could focus on replicating this experiment across
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many languages. In fact, an interesting experiment could be to further automate the

process of dataset creation and test the pattern-based model across a multitude of

automatically generated datasets.

While the pattern-based approach has advantages over a simple co-occurrence

model, it also some limitations of its own. First, the compositional nature of language

means that there are a near-infinite number of ways to include a given antonym or

synonym pair in a sentence. This means that there is a high probability that, given

a pair of words with an unknown relationship in a sentence, the model will have

never seen the pattern between the two words before. As a result, it is particularly

important to have a large corpus available when training this model. This model may

also be prone to over fitting when there are too few patterns in the corpus to train a

robust model. This can result in very high or very low validation scores, depending on

the train/test splits. Overall, these features make pattern-based models challenging

to work with. I suspect that the BERT model fine-tuned on a synonym/antonym

task described in Section 3.2 might be a more robust and more practical model.

34



Appendix A

Tables

Table A.1: Yorùbá Synonym/Antonym Dataset
Class # of samples

Synonyms 1073
Antonyms 423

Total 1496

The table above catalogs the novel dataset of Yorùbá antonyms and synonyms I

created using the annotation projection paradigm with the Bible as a parallel corpus.

Table A.2: Test Set Performance
Model Type Precision Recall F1 Score Accuracy

LSTM 0.642 0.860 0.735 98/129
Combined 1.000 0.981 0.990 128/129

The results in the table above that the combined model outperforms the pattern-

based model on all metrics.
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Appendix B

Figures

Figure B-1: An overview of the different categories of characters within written
Yorùbá, including the diacritical tone markers.

37



Figure B-2: Synonym pair examples of how the dataset is constructed from a KJV
version of the English bible. In each example, we use NLTK to identify synonyms
and antonyms and corresponding verse in English KJV Bible, then use the unique
identifier of the verse to find the corresponding verse in Yorùbá KJV Bible. Next, we
use Google API to translate the English words to Yorùbá, verify if in Yorùbá verse,
and finally we manually inspect and translate words not in Yorùbá verse. Example 1
demonstrates a verse in which the automation is incorrect, and we manually correct
it. Example 2 demonstrates a verse in which the automation provide "None" (i.e. no
translation existed from Google Translate API), and we manually fill it in. Example
3 demonstrates a verse in which the automation is correct, so the verified version is
a repeat.
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Figure B-3: Antonym pair examples of how the dataset is constructed from a KJV
version of the English bible. Example 1 demonstrates a verse in which the automation
is incorrect, and we manually correct it. Example 2 demonstrates a verse in which the
automation provide "None" (i.e. no translation existed from Google Translate API),
and we manually fill it in. Example 3 demonstrates a verse in which the automation
is correct, so the verified version is a repeat.
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Figure B-4: An example of a Yorùbá dependency parse from UDPipe, with the path
from baba (English: father) to ìyá (English: mother) highlighted. The pattern-based
neural network classifies word relations via these paths. The phrase is taken from
Proverbs in the Yorùbá Bible.

Figure B-5: An overview of the LSTM-based model, one of the two models that we
train in this work. Vectors, comprised of the concatenated lemma/POS/dependency
tag/distance label, are used as inputs to LSTMs, which then feed into a logistic
regression layer. The examples here are from the same word pair in Figure B-4.
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Figure B-6: Examples of correctly classified and incorrectly classified word pairs. The
topmost four samples are true synonyms, while the bottom four are true antonyms.
To the extent of our analysis, there doesn’t seem to be any obvious common features
in all of the incorrectly classified samples. For a discussion of the obìnrin/ènìyàn
example, see Section 3.1.1.
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