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Abstract

Many compression systems are based on parameterized predictors. In HEVC, direc-
tional intra-prediction specifies a prediction direction. Motion compensation forms a
motion vector to predict a block’s movement from another frame. These parameters
lead to side-information bits, which must be encoded. In recent image and video
compression standards, the number of intra-prediction directions used has been in-
creasing. Motion vectors are also using finer fractional precision. The side-information
bits have therefore become a significant part of the encoder bit-rate.

In this thesis, we will show that there is significant room to use adaptive ways to
reduce this side-information. In particular, we will develop a theoretical framework
to consider this side-information. In this theoretical framework, we assign a set of
possible values of side-information parameter for each block based on information
available at the decoder. Based on this framework, two main questions are proposed:
How do we find the number of values that compose this set? If we know the cardinality
of this set, what values should compose it?

We propose three methods to reduce the intra-prediction side-information bitrate,
based on this framework and on prediction inaccuracy modeling. Our first method
selects between a set of 7 modes and the full set of 35 modes from HEVC, by thresh-
olding the maximum absolute gradient boundary. Our second method selects between
four possible sets, by using scaled thresholds derived from prediction inaccuracy mod-
eling. The third method uses only two sets, but constructs the smaller set adaptively
based on neighboring blocks’ information. We then present a theoretical and experi-
mental comparison between these three methods.

We then propose a method to adaptively decide whether or not to use fractional
precision motion vectors. Our experimental results show there is room to use side-
information reduction for the case of motion compensation.

Thesis Supervisor: Professor Jae S. Lim
Title: Professor of Electrical Engineering and Computer Science
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Chapter 1

Thesis Overview

In prediction-based image and video coding, parameterized predictors are used to pro-

duce prediction residuals and reduce the signal variance. This is true for both intra-

prediction and motion compensated prediction residuals, for example. The residuals

are then transformed, quantized and entropy encoded. With a proper choice of pre-

diction parameters, a significant fraction of the bit-rate can be reduced.

Recent compression standards have significantly increased the number of possible

values allowed for the parameterized predictors’ parameters. The number of intra-

prediction directions has significantly increased. Motion vectors now use quarter or

even eighth pixel interpolation. This leads to a significant increase in the amount

of side-information required to encode the signal. This amount of encoding side-

information is likely to increase as future standards are developed.

In this thesis, we consider a theoretical framework to evaluate the role of side-

information in prediction. In particular, we consider under which contexts we should

use a larger number of intra-prediction directions in a block, or in which blocks

we should use longer precision motion vectors. We use the prediction inaccuracy

modeling to justify our statistical assumptions, as this model relates the imprecision

in your prediction parameter to the variance in the prediction residuals. Through this

new framework, we are able to improve encoder performance by choosing a better set

to use in a block-by-block basis.

As an example of why this framework can work, we note that in the case of
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intra-prediction, if we have a large edge, we wish the direction to be as precise as

possible, since even a small angular error will lead to a large overall error. On the

other hand, if we have a small edge, we wish the direction to be precise, but do not

require it to be too precise. In the second case, we can use a smaller number of

directional intra-prediction modes. We also adapt such framework to the scenario of

motion compensation, and show how we could also adaptively choose to use a larger

or smaller number of bits in terms of prediction directions.

We will discuss the theoretical framework and its applications for the rest of this

thesis. The thesis is structured as follows:

• In Chapter 2, we review some of the fundamental concepts of image and video

compression systems. In particular, we will go over the main modules that most

image and video compression systems are composed of.

• In Chapter 3, we present the prediction inaccuracy model, which will allow us

to provide a statistical analysis of our problem.

• In Chapter 4, we consider the problem of reducing prediction side-information

from a theoretical perspective. We will propose a framework that adaptively

decides a set of side-information parameter values for each block.

• In Chapter 5, we propose a simple algorithm to reduce intra-prediction side-

information adaptively. This first algorithm will focus on deciding between

whether to use a large set or a small set of prediction directions when encoding

a block.

• In Chapter 6, we will discuss the results obtained when implementing the algo-

rithm from Chapter 5. In particular, we observe that using a side-information

reduction system can lead to significant improvement in HEVC’s performance.

• In Chapter 7, some alternatives to the original algorithm from Chapter 5 will

be considered. We will propose alternatives by considering using more than two

possible set sizes, and by considering using adaptive sets instead.

16



• In Chapter 8, we will propose adapting our theoretical framework to the case of

motion compensation residuals. We will derive an algorithm based on prediction

inaccuracy modeling to decide whether or not to use fractional pixel precision

when encoding a motion vector.

• In Chapter 9, we will discuss the results found from the motion compensation

residuals.

• In Chapter 10, we will conclude by summarizing the contributions of the thesis

and discussing possible future extensions.
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Chapter 2

Introduction

In this chapter, we will present most background information required. We review

the background of prediction-based image and video compression systems in Section

2.1, and then consider side-information reduction problem in Section 2.2.

2.1 Prediction-Based Image and Video Encoders

A typical video sequence in its raw format contains a large amount of data. This raw

format is not viable for many storage, transmission, and processing applications. In

image and video compression, our goal is to represent this image or video with as

few bits as possible, while preserving a certain level of video quality. There are two

broad categories of compression processes: lossy and lossless compression. In lossless

compression, the signal must be perfectly preserved. In lossy compression, the goal

is to preserve important visual information within the signal, but some distortion is

allowed. In this thesis, our focus will be on lossy compression systems.

Among the lossy compression systems, many of these are prediction and transform

based. Figure 2-1 shows a high-level diagram of a prediction and transform-based

compression system. The encoder side of the system, shown in the upper branch of

the figure, has as input a raw signal and as output a sequence of bits. This sequence

of bits is in turn stored or transmitted through a network. The sequence is then

decoded by a decoder, shown in the lower branch of Figure 2-1. This decoder has
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as input a bit-sequence and reconstructs a signal. Since this encoder is lossy, this

signal will not necessarily be the same as the original signal, but should be similar

to some degree. The system should be designed in such a way that the number of

bits transmitted after the encoding process is significantly smaller than the number

of bits for the raw signal.

Figure 2-1: Block diagram of generalized prediction and transform-based compression
system.

The objective of this encoding is to reduce the amount of redundant information

transmitted. This redundant information may come from many sources. In image

compression,neighboring pixels tend to contain similar information. These pixels are

highly correlated, which is referred to as spatial redundancy. In video compression,

not only do we have spatial redundancy, but we also have temporal redundancy, as

two frames in a video sequence will contain very similar information.

Figure 2-1 also shows a typical structure of a prediction and transform-based

compression system. The encoder is formed by four modules: prediction, transform,

quantization, and entropy coding. Many video compression standards such as HEVC

[1] and H.264 [2] follow this structure. In this chapter, we will consider these modules,

as well as other associated components, in more detail.
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2.1.1 Block Partition

A typical image and video compression system encodes one frame at a time. For each

frame, the signal is partitioned into blocks. Block processing allows the encoder to

take into account the local signal characteristics. Smaller regions have higher degree

of similarity and local stationarity, and therefore can be efficiently encoded using

fewer bits. On the other hand, larger regions may encode relatively large areas in a

small number of bits; as long as these areas exhibit a high degree of redundancy, they

will be more efficient to encode than the smaller areas.

A compression system may choose to use a fixed block size, or a variable block

size. In JPEG image compression system [3], each image is segmented into blocks

of fixed size 8× 8. In H.264/AVC video compression system [2], each video frame is

fragmented into macroblocks of size 16× 16, and may be adaptively segmented into

smaller blocks, including non-square rectangular blocks such as blocks of size 8× 16.

More recent compression systems such as High Efficiency Video Coding (HEVC)

and Versatile Video Coding (VVC) allow for even more flexible block partition strate-

gies. HEVC [1] allows a block to be partitioned recursively using a coding tree unit

structure [4]. Smaller blocks are used to adapt to finer features in an image, such as

the detailed information in the poster. Meanwhile, larger blocks are used to encode

large smooth regions in the original image, such as the blue background. In this

sense, block partitioning is chosen to ensure areas within blocks have high spatial

redundancy.

2.1.2 Prediction

After partitioning into smaller blocks, prediction is applied to each block. When en-

coding a series of blocks, a prediction is formed based on previously decoded samples,

and we encode the residual signal given by the difference between this signal and

its prediction. By subtracting the prediction, we attempt to exploit the dependency

between neighboring blocks to reduce the variance within each block by removing

redundant information.
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Prediction-based compression systems often uses a parameterized predictor. This

predictor takes some parameter α, and forms a prediction x̂(n) as a function of α and

the previous decoded samples. In this case, α does need to be encoded, and incurs

in an additional cost. We will now consider two of the main classes of parameterized

predictors used in image and video compression.

Intra-Prediction

Intra-prediction is a type of prediction in which we wish to predict a block from its

known spatial neighboring pixels. The idea is to use neighboring pixels to predict the

content in the current block and reduce spatial redundancy.

A common mode of intra-prediction used in many standards is DC mode. In

DC mode, the boundary pixels are averaged, and the current block is estimated as a

constant given by this average. Another mode used in HEVC is planar mode, where

a plane is fit to the values of the boundary pixels.

An important class of parameterized predictors used for intra-prediction is direc-

tional intra-prediction. The potential boundary pixels used in HEVC are shown in

Figure 2-2. Note that not all boundary pixels may be available, and missing pixels

are therefore estimated. In this case, a direction is chosen from a set of valid direc-

tions, and pixels are predicted by copying the values according to the given direction.

Figure 2-3 shows an example of intra-predicted block for vertical direction.

Intuitively, intra-prediction can perform especially well in a block with edges if it

uses the exact direction of an edge in a block. This effect can be seen in the previous

example in Figure 2-3. Due to this behavior, a large set of prediction directions can be

used in most standards. Figure 2-4 shows the set of valid directional intra-prediction

directions for H.264. HEVC allows DC and planar modes to be used, as well as a

total of 33 intra-prediction directions shown in figure 2-5. VVC allows for an even

larger set of 67 possible intra-prediction modes [5].
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Figure 2-2: Block boundaries that may be available for intra-prediction.

Motion Compensation

In video compression, it is very important to reduce the temporal redundancy be-

tween frames. The process of reducing the redundancy between frames is called

inter-prediction. When observing adjacent frames, they tend to be closely related as

they are representing the same scene, except for moving objects and cameras. Motion

compensation aims to take such correlation and motion into account [6].

In this case, a block is predicted from previous frames. A motion vector indicates

which block from the previous frame should be copied to the current block, as shown

in Figure 2-6. This vector is obtained by a process known as block matching. In this

method, a block in the previously processed frame which is similar to the current

block is chosen. Intuitively, motion compensation captures the motion between the

different blocks, and thus achieves smaller prediction residuals. The motion vectors

in H.264 and HEVC are allowed to have fractional prediction, as it allows to more

precisely capture finer motion. This motion vector parameter is computed in the

encoder, and must be transmitted to the decoder, leading to some side-information

bit-rate.
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Figure 2-3: Example of vertical intra-prediction. Pixels get copied along fixed pre-
diction direction to form prediction block. As long as prediction direction is close to
edge direction, associated error will be small.

In the case of motion compensation, the error will be smaller in areas with higher

temporal correlation, while it should be larger in areas with lower temporal correla-

tion. This means it will perform especially poorly in edges or rotating objects, where

motion inaccuracy will be larger, or in areas that were occluded in previous frames.

2.1.3 Transform Encoding

Prediction reduces spatial redundancy, but these residuals still are still highly corre-

lated. For instance, neighboring pixels within a frame may still contain information

that was not found before in the boundary or in previous frames. The transform

step reduces this redundancy by representing the signal in a sparse manner in the

transform domain.

A large amount of signal energy can be represented with a small number of coef-

ficients. This property is known as energy compaction as has been widely studied in
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Figure 2-4: Intra-prediction directions used in H.264.

signal processing literature [7]. Figure 2-7 shows the energy of a signal as a function

of the number of Fourier transform coefficients kept from it.

As can be seen, most of the energy is concentrated in a small number of coefficients.

From a theoretical perspective, the Karhunen-Loeve transform [8] has been found

to be the optimal linear transform from an energy compaction perspective in the

case where the distribution of the signal is known. This transform can be obtained

by computing the eigenvector decomposition of the signal’s correlation matrix, and

keeping the eigenvectors corresponding to the largest eigenvalues, as these indicate

the orthogonal components with largest variances.

By considering a two-dimensional Markov-1 correlation model, it has been found

that as neighboring pixel’s correlation converges to 1, the KLT will converge to the

2-D DCT [9]. In most image and video compression systems a transform based

on the 2-D DCT is used, such as the integer DCT. The objective of the integer

DCT is to concentrate the energy in as few coefficients as possible, but using only

computationally efficient integer operations. The basis functions are chosen to satisfy

orthogonality and normality properties as close as possible. This transform is used
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Figure 2-5: Intra-prediction directions used in HEVC.

Figure 2-6: Blocks tend to move between frames. In this example, the blue block
can be traced back to the previous frame by taking its movement a vector of v. By
transmitting v instead of the original block, a system is able to significantly reduce
the bit-rate used to encode it as it can simply encode the residual between the current
block and the previously decoded block.

in HEVC.

Many other transforms have been proposed and used in compression systems. In

[10, 11], one-dimensional DCTs are proposed to encode edge blocks. By using one-

dimensional transforms in the direction of an edge, the signal will be encoded with

fewer coefficients. In HEVC, the asymmetric discrete sine transform (ADST) [12] can
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(a) Peppers (b) Energy Compaction.

Figure 2-7: The fraction of energy retained in non-DC coefficients when only a small
fraction of coefficients is kept from the image in (a) is shown in (b). As can be seen,
most of the signal’s energy is retained in a small number of coefficients.

be used to encode 4× 4 intra-prediction residuals.

2.1.4 Quantization

After a block is transformed, the resulting coefficients usually consist of floating point

numbers. These coefficients are quantized so they map to a small number of values,

usually integers. Uniform scalar quantization is typically used, with different step

sizes for each of the transform coefficients. Figure 2-8 exemplifies the input/output

mapping of a scalar quantizer.

Note that the quantizer is the main lossy step of the encoder, and is therefore

responsible for establishing the rate-distortion trade-off. This is done by choosing

larger or smaller step sizes in the uniform quantizer. The step sizes are controlled by

a quantization parameter, denoted as QP. The larger the QP value, the worse quality

you will obtain out of the compressed signal. Individual coefficients are also quantized

with larger or smaller step sizes based on their relevancy to human perception, and

their relative frequency in most sequences.

A related problem to the scalar quantization we described is vector quantization.

In this case, you wish to quantize a vector of possibly correlated random variables

into a small number of levels. A natural question that has been widely studied is the

27



Figure 2-8: Example of a quantizer function. This function maps inputs to outputs,
reducing a large set of possible input values to a much smaller set of output values,
which should require fewer bits to encode.

design of a non-uniform but optimal quantizer from a Mean-Squared Error (MSE)

perspective [13]. The Lloyd-Max algorithm [14] assumes knowledge of the probability

distribution of the original signal to solve this problem.

2.1.5 Entropy Coding

After quantization, entropy encoding maps the quantization levels obtained into bits.

This is ideally done taking into account the likelihood of each quantization level. To

reduce the average length of the bit-stream, a more likely keyword has fewer bits,

while a less likely keyword uses more bits. In theory, the optimal prefix-free uniquely

decodable codewords are given by the Huffman algorithm [15].

One may reduce the number of bits used even further by using joint encoding [16].

This is done in HEVC by using arithmetic encoding [17], where a context is defined to

estimate the probability of each bit being 1 or 0, and multiple bits are jointly encoded

taking the distribution into account.
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2.2 Side-Information Reduction

One of the main issues with parameterized predictors is that they require side-

information to be transmitted. This adds an encoding overhead. In H.264, a total

of 10 intra-prediction modes was used. In HEVC, a total of 35 modes is used. This

number is increasing even further in the versatile video coding (VVC) standard to a

total of 67 modes [5]. Similarly, motion vector precision has gone from half-pixel to

quarter pixel, and further down to eigth-pixel precision. This implies a larger number

of bits used to transmit the side-information. As side-information bit-rate becomes

more significant, we believe there should be better ways to deal with the increase in

side-information.

We note that not all of the blocks require the same precision for their side-

information parameter. Let us consider an example to see why this is true. Let

us take the block with an edge from our previous example in Figure 2-3, and assume

we are off from the true edge by a small angle θ as shown in Figure 2-9. Then the

area where the error happens will be small, and the overall residual energy will be

proportional to this area and the magnitude of the edge. In fact, using a small angle

approximation, the error will be proportional to the error term θ.

Note this gives us a simple rule: If the edge has a large magnitude, then we should

use more modes, as encoding inaccuracy area will be significant and we wish it to be

as small as possible. If the edge has a small magnitude, then we should use fewer

modes, as even if the area doubles in size, the increase will not be as significant.

A similar idea comes up in the context of motion compensation. If we are encoding

a block with an edge and the motion vector is off orthogonal to the direction of the

edge, the error will be proportional to the motion vector imprecision. An example

of this is shown in Figure 2-10. A similar idea as before may thus be derived, where

we choose our motion vector precision based on the magnitude of the edge in the

previous block.

In this thesis, we will develop a theoretical framework to take this into account.

We will then propose methods to select between different precisions for these side-
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Figure 2-9: Prediction error as a function of angular inaccuracy θ is shown in orange.
In this image, a black region and a white region are separated by a vertical edge. The
prediction direction chosen has an inaccuracy of θ. As can be seen, the inaccurately
predicted area will be proportional to sin(θ), or θ using a small angle approximation.

information parameters in a block-by-block basis.
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Figure 2-10: Prediction error as a function of motion vector inaccuracy v is shown in
orange. In this image, a black region and a white region are separated by a vertical
edge. The motion vector chosen has an inaccuracy to the true motion vector of v. As
can be seen, the inaccurately predicted area will be proportional to v.
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Chapter 3

Previous Research

In this thesis, the main goal is to understand how adapting the bitrate of the predic-

tion parameter may be useful to reduce the overall encoding bit-rate. In this Chapter,

our focus will be on prediction inaccuracy modeling, as the variance derived by these

models will be used in the algorithms developed in Chapters 5, 7, and 8. Specifi-

cally, we will consider how prediction inaccuracy has been modeled in the context of

intra-prediction residuals in Section 3.1, and in the context of motion compensation

residuals in Section 3.2.

3.1 Prediction Inaccuracy Modeling for Intra-Prediction

Residuals

Consider a typical intra-prediction residual frame for a given image, as shown in

Figure 3-1. As can be seen, the areas with high residual magnitude are typically

highly correlated to the areas where edges occur in the image. In smooth areas of

the image, the spatial correlation between neighboring pixels is high. Therefore intra-

prediction is able to reduce most of the energy of the original signal. In the figure, this

can be seen by noting that the residual magnitude is small in the smooth background

area. Meanwhile, in non-smooth areas such as edge regions or textures, the spatial

correlation between neighboring pixels is much smaller. Therefore, intra-prediction
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(a) Barbara Image. (b) Intra-prediction Residuals.

Figure 3-1: Image (b) shows the intra-prediction residuals for image (a). As can be
seen, intra-prediction residuals tend to be large in noisier areas in the original images,
such as edges.

will not be able to reduce as much of the energy. An example of an area where this

can be seen in the figure is the texture on Barbara’s clothes.

The prediction inaccuracy model proposes a model to explain this effect. In [18,

19], this model is proposed and a transform is chosen so the transform coder is

optimized around this model. We will describe this statistical model in this section.

Let f(m,n) denote the block we wish to encode, for 0 ≤ m,n < N and some fixed

block-size parameter N . Assume we wish to predict pixel (m,n), and that we use

fixed horizontal prediction. Then we predict it from the boundary pixel f(0, n). This

is represented graphically in 3-2.

In this case, the prediction residual will be:

r(m,n) = f(m,n)− f(0, n) (3.1)

If we consider the block as containing a single linear edge, which holds for small

enough block-size N, then the block may be encoded with a perfect predictor by using

the edge direction as our prediction direction. Therefore, for the correct prediction

direction, we can take the pixel to be approximately equal to the optimal boundary

estimate (0, na). Note that na is not equal to n, as we are simply approximating the
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Figure 3-2: Geometric representation used to find the intra-prediction residuals at
pixel (m,n) as a function of the block boundary.

true prediction direction, but should be around n if the horizontal direction was the

appropriate choice from our given set of directions. We thus write f(m,n) ≈ f(0, na).

Using the previous equation, and linear approximation of f around (0, n), we find:

r(m,n) ≈ f(0, na)− f(0, n) ≈ (na − n)
∂f(0, n)

∂n
(3.2)

Now assume the optimal prediction direction for this pixel is characterized by a

random angular variable θ as we show in Figure 3-2, randomly distributed over all

directions close to horizontal. Using a small angle approximation, we find that:

na = n+m tan(θ) ≈ n+mθ (3.3)

Thus the prediction inaccuracy model gives us an explicit formula for our residual

r(m,n) as follows:

r(m,n) ≈ mθ
∂f(0, n)

∂n
(3.4)

Using this formula, we can find σ2
r(m,n), the variance of the residual signal r(m,n)

at pixel (m,n). This is given as a function of the variance of parameter θ, denoted

here by σ2
θ , where we obtain:
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σ2
r(m,n) = m2σ2

θ

(
∂f(0, n)

∂n

)2

(3.5)

We could extend this model to find the correlation between pixels given the used

prediction direction, as is done in [18, 19]. A similar model can be derived for non-

horizontal prediction directions, obtaining similar results. Through this correlation

matrix, the Karhunen-Loeve transform (KLT) was used, and thus an adaptive trans-

form was obtained. In [20], this transform was applied to H.264 intra-prediction

residuals, and this significantly improved compression performance for 4×4 blocks as

well as other block-sizes. As will be shown in chapter 5 of this thesis, we may use the

intra-prediction inaccuracy model as a way to characterize how the accuracy of our

prediction parameter, here represented by the term σ2
θ , affects the prediction residual

variance.

3.2 Prediction Inaccuracy Modeling for Motion Com-

pensation Residuals

We similarly consider an equivalent model proposed for motion compensation resid-

uals instead in [21]. In the case of motion compensated residuals, we note that the

areas of high residual magnitude are still highly correlated with edges in the frames.

In large edge areas of a frame, the motion vector components need to be precise to

take into account the finer edge structure.

Let f(m,n) be a pixel we wish to predict, where m denotes the horizontal coordi-

nate and n denotes the vertical coordinate. Let f̂(m,n) be the previous block used to

predict it by assuming affine motion with a motion vector v = (mv, nv). Let r(m,n)

denote the residual pixel obtained via:

r(m,n) = f(m,n)− f̂(m−mv, n− nv) (3.6)

Now, assume the motion vector was not chosen perfectly. Let the vector v̂ =

(m̂v, n̂v) represent the true motion vector. Then we have a small displacement from
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Figure 3-3: Used motion vector v̂ is off from the true motion vector v by ∆v.

the correct motion vector given by:

∆v = v̂ − v (3.7)

We also write ∆v = (∆m,∆n). These vectors are represented graphically in

Figure 3-3. If we assume the correct motion vector to be an accurate representation

of the current scene:

f̂(m− m̂v, n− n̂v) ≈ f(m,n) (3.8)

Then using the two-dimensional Taylor series expansion for a small (∆m,∆n) we

find:

r(m,n) ≈ f̂(m− m̂v, n− n̂v)− f̂(m− v, n− v) ≈ ∆m
∂f̂

∂m
+ ∆n

∂f̂

∂n
(3.9)

Under this formula, we can find the residual variance to be equal to:

σ2
r(m,n) ≈ E[(∆m)2]

(
∂f̂

∂m

)2

+ E[(∆n)2]

(
∂f̂

∂n

)
(3.10)

This model has been used to derive a correlation matrix as in the intra-prediction
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case, and thus a new transform for motion compensation residual was derived based

on previously processed information. Note the dependence of the residual variance on

the prediction inaccuracy for both motion vector components. This will be considered

in the context of defining the motion compensation parameter accuracy in Chapter

8.
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Chapter 4

Theoretical Framework For

Side-Information Reduction

In this Chapter, we will propose a theoretical framework through which we will an-

alyze side-information reduction. The objective of this framework is to provide a

theoretical setup, through which one can design algorithms that adaptively trade-off

side-information accuracy and overall encoding bit-rate.

First, we will consider a general framework for prediction with side-information.

Our setup has some signal x(n) as input, which we wish to transmit. This signal may

consist of rectangular blocks from an image or blocks of an audio signal for example.

The encoder then forms a prediction of this signal x̂(n), from which a residual signal

r(n) can then be computed as:

r(n) = x(n)− x̂(n) (4.1)

We require this prediction to be known in both the encoder and the decoder by

design. This residual signal is then encoded and transmitted. In the case of image

or video compression, the residual signal is encoded by transforming, quantizing and

entropy encoding, as described in Chapter 2. This generates a binary string br(n).

This string is then decoded, forming an approximation to this residual r̃(n). The

decoder knows the prediction x̂(n), and forms a decoded signal x̃(n) via:
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x̃(n) = x̂(n) + r̃(n) (4.2)

This signal x̃(n) is known at both the encoder and the decoder, as r̃(n) and x̂(n)

are known at both the encoder and the decoder. Therefore, the prediction x̂(n) is

formed based on the decoded blocks x̃(n−1), x̃(n−2) and so forth, and on a prediction

parameter α(n). We denote the predictor as Hα, or:

x̂(n) = Hα(x̃(n− 1), x̃(n− 2), . . .) (4.3)

In the case of intra-prediction, α(n) refers to the prediction angle θ in each block,

while in the case of motion compensation, α(n) refers to the motion vector used for

each block. This setup is shown in Figure 4-1. Intuitively, the goal of this setup is to

highlight the role of prediction in the encoder process.

Figure 4-1: Simplified prediction system based on side-information.

As mentioned before, this encoding is called lossless if x̃(n) = x(n), or equivalently

r(n) = r̃(n). Otherwise it is called lossy. In this thesis, we will focus on lossy encoding.

For lossy encoding, note that there are two parameters we wish to optimize. First,

we wish to minimize the error between x(n) and x̃(n). Second, we wish to minimize

the encoding bit-rate, given by:

b =
∑
n

|br(n)| (4.4)

where br(n) is the number of bits used to encode the residual in each block. The joint

optimization is generally done through a rate-distortion optimization:
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∑
n

||x(n)− x̃(n)||+ λb (4.5)

The setup so far does not consider any side-information bit-rate. In other words,

it assumes transmitting the value of α(n) does not add any cost. This is not a valid

assumption, as if that were the case, we could just make α(n) = x(n), and we would

have a total of bits b = 0 and perfect reconstruction as x(n) = x̃(n).

To take the side-information bit-rate into account, we let bα(n) be the number of

bits required to encode α(n), then our metric becomes:

∑
n

||x(n)− x̃(n)||+ λb+ λ
∑
n

bα(n) (4.6)

The main question is how we encode α(n). We begin with a set of valid values for

α(n), denoted by A. The value α(n) is encoded based on a prior from the previous

values of α(n). In HEVC, this is done through most probable modes (MPMs) for

intra-prediction bits. The 3 most likely modes are encoded using 2 or 3 bits, while

each of the other 32 intra-prediction modes uses 6 bits instead.

Another issue is choosing the value of α(n). The encoder needs to have a decider

block, which observes the current x(n) and selects a value of α(n) to encode it.

There is a wide literature in how to choose the side-information parameter for intra-

prediction and motion compensation, especially in terms of how this process can be

made computationally efficient. We will not discuss it in detail here.

Figure 4-2 shows the extended prediction system from Figure 4-1 when we take

the side-information bits into account. In this setup, our main objective is to make

clear the role side-information plays in the encoder, and how we can take into account

the fact that this may add up to a significant amount of the bitrate.

This setup makes one fundamental assumption about the side-information param-

eter: It is a discrete value from the fixed set A. Although we may change our prior

to try to encode it more efficiently, there are still better ways to encode it. In this

thesis, we consider adapting the set A instead. For example, in the case of directional

intra-prediction, the set of possible angles is Ω =
[
−3π

4
, π
4

]
, but we limit ourselves to
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Figure 4-2: Simplified prediction system based on side-information taking side-
information bitrate into account.

a set A of 33 prediction directions from Ω.

In practice, this set A is not required to be a fixed set. For example, A can

depend on information from the previous block, as long as it is information that is

synchronized in the encoder and the decoder. If we do not expect the current block

to have much varying information, we can use a smaller set of prediction directions

for example, or use fewer bits in motion compensation. In other words, we can allow

ourselves to have two deciders, one for the set A and one for the side-information α.

This gives us a sequence A(n) of sets used in each block

For our encoder design, we assume we do not wish to add any side-information

bits to encode the set A(n), as this would be another source of side-information. In

other words, we require the new set to be decided only using information based on

the decoder. By imposing this constraint, we simplify the system to be designed,

and avoid an aggregating effect of adding multiple layers of side-information on side-

information. This setup is shown in Figure 4-3, and proposes manipulating the set

of available prediction directions as a function of the information in the previously

processed blocks.

The main problem in this setup is how to find the ideal set A(n) for each block,

observing only previously encoded blocks. It is very hard to find what the optimal

set A(n) would be, so throughout this thesis we will derive a few setups that are

optimal under some simplifying conditions. The main goal of these setups is to show

that methods of this class can lead to encoder improvement, and indicate how further

studies in side-information reduction may lead to even larger improvements in encoder
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Figure 4-3: Prediction system based on side-information with decider for set of pre-
diction parameters.

performance.

As a simplification of how to choose the optimal A in a given block, we will

consider this problem in two steps. First, what is the optimal size of A, here denoted

by N = |A|. Once we know the value of N , what is the best way to choose N possible

values for our side-information parameter?

An initial way to observe this system is via rate-distortion optimization. We have

the objective of minimizing, over all possible values of the set A:

||r(n)||2 + λ (bSI + br) (4.7)

where br are the bits required to encode this residual r. Let us assume the bits used to

encode the residual are approximately constant. Although this assumption is not true

in practice, we will use it in this section as an approximation to ensure our problem is

mathematically tractable. Under this condition, we can simply focus on minimizing:

||r(n)||2 + λbSI (4.8)

In other words, we are approximating the previous optimization problem with

minimizing the residual energy while still having as few bits as possible for side-

information. If the choice of intra-prediction modes is uniformly distributed within a

set A, we will have bSI = log2(N). Assuming this approximately holds, our problem
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can be written as:

min
N

(
min
|A|=N

||r(n)||2
)

+ λ log2(N) (4.9)

In this thesis, our main focus will be on finding the value of N . We will now

relate this problem to quantization. Assume we have the true optimal value of the

side-information parameter α to be denoted by α∗ as:

α∗ = argminα||r(n)||2 (4.10)

Assume the encoder chooses to use an inaccurate prediction parameter α̃ instead.

We say the residual energy has proportional error to the prediction parameter inac-

curacy if we can write, for some constants c():

E[||r(n)||2|α̂, α∗] = c(α̂)(α̂− α∗)2 (4.11)

In other words, this means the residual energy is proportional to how far our param-

eter is from the true value. In particular, assume c(α̂) is a constant. This condition is

interesting, as our problem becomes equal to classical quantization. In quantization,

if we wish to encode a variable x as x̂, the error will be:

r2 = (x− x̂)2 (4.12)

This problem has been widely studied, as we have presented before in Chapter 2,

and solutions have been presented in many different conditions. As a particular case,

if x is uniformly distributed, then the solution is to divide the energy uniformly.

Going back to our original problem, we can see our problem as quantizing the

parameter α, but where instead of caring about the true value of α, we really wish to

obtain r(n). We therefore refer to this problem as an indirect quantization problem.

An interesting way in which our problem differs from classical quantization is that

the Voronoi regions from the α may not be connected as they were before. This leads

to our problem being a lot harder to optimize. Even under the simplifying condition

44



in (4.11), finding the solution to Equation (4.9) is non-trivial, as it also depends on

the prior on α∗ and the constants c(α).

A natural question would be how restrictive the residual energy having propor-

tional error to the prediction parameter inaccuracy is. In fact, we will show that,

under the prediction inaccuracy model, this will be true both for intra-prediction and

motion compensation residuals.

To summarize our theoretical development, there are two main issues with finding

the optimal set to be used for a different block, from Equation (4.9):

(a) How do we find the size N of the set A(n)?

(b) Once we know N = |A(n)|, how do we choose A(n) for a given block?

In this thesis, we will consider some examples of solutions to both of these prob-

lems. Our first approach will consider two possible sets (one with many elements,

and one with few elements), and show that there is some gain to be had when using

a method to reduce intra-prediction side-information based on a simplified setup. It

will assume that, given N , the intra-prediction modes will still be distributed mostly

uniformly. This method is presented in Chapter 5, and its results in Chapter 6.

Chapter 7 presents two methods to further reduce side-information for intra-

prediction. The first method will consider using more than two sets, and offer multiple

alternatives to the value of N , while still assuming uniform distribution. The second

method will consider two sets with fixed values of N , but instead propose adapting

A(n) based on the boundaries. Finally, Chapter 8 will present a solution to the issue

of finding the value of N in the context of motion compensation, and its results will

be shown in Chapter 9.

Summary

In this Chapter, we first observed how many compression systems use a parameterized

predictor to reduce the energy in the transmitted signal. This parameter is chosen
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at the encoder from a fixed set of parameter values A, and transmitted as side-

information bits. As mentioned in Chapter 2, this set has been increasing in recent

compression standards both in the case of intra-prediction and motion compensation.

This increase leads to an increase in the number of side-information bits used.

We proposed to consider instead a new setup for this set A. Instead of having the

set be fixed, we proposed adapting the set in a block-by-block basis. The decision of

which set to use must be done using only information available in the decoder, as we

do not wish to add additional side-information bits. We compared the decision of this

set to the quantization problem. We then summarize the decision of this set A(n)

based on two questions. First, what should be the cardinality N of this set A(n)?

Given a cardinality N = |A(n)|, what should be the parameter values that compose

A(n)?
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Chapter 5

Intra-Prediction Side-Information

Reduction

In this section, we consider a preliminary algorithm, through which we show that

side-information reduction can lead to an overall improvement in image encoding.

We first presented this algorithm in [22]. We begin by reconsidering equation (3.5)

with respect to intra-prediction. This equation gives us:

σ2
r(m,n) = m2σ2

θ

(
∂f(0, n)

∂n

)2

(5.1)

In this equation, f(m,n) denotes the current block, where f(0, n) is one of its

boundaries. The angle θ represents the difference between the true direction of the

edge in the image and the prediction direction.

Note that, if the gradient boundary has a small magnitude, the residual will have a

smaller variance. This is consistent with our intuition that if the boundary is smooth,

our block is most likely also smooth, and the prediction direction inaccuracy will not

be as significant. On the other hand, if the gradient boundary has a large magnitude,

the residual will have larger variance. This is consistent with the observation that

there is likely an edge in such a block, and residuals are concentrated along edges.

Note also that θ is related to the predicted direction chosen. We can assume

initially that the true edge is an angle φ ∈ [−3π
4
, π
4
]. In theory, we can see choosing
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the prediction direction as trying to find the angle from our given set that is closest to

φ. Therefore, we can see the prediction inaccuracy σ2
θ as decreasing with the number

of prediction directions used.

We will considering this equation from a rate-distortion perspective. In rate-

distortion optimization, we wish to minimize:

σ2
r(m,n) + λbSI (5.2)

Thie idea behind rate-distortion optimization in this case is that λ will estabilish a

trade-off between bits of side-information and the residual variance. Since we wish to

minimize this sum, adding a bit of side-information will only be correct if we reduce

the residual variance by a value that is greater than λ. Applying what we had from

the previous equation, we find:

σ2
r(m,n) + λbSI = m2σ2

θ

(
∂f(0, n)

∂n

)2

+ λbSI (5.3)

This therefore establishes a trade-off between the bits of side-information needed

to encode θ and the gradient boundary. If the gradient is large, we compensate for

its large value by using a larger number of prediction directions, or in other words a

large value for λbSI . If the gradient is small, we take that into account by using a

smaller number of prediction directions, reducing the value of λbSI instead.

Therefore, we conclude that we should adapt the precision of the parameter θ as a

function of its gradient. When the gradient boundary has a small magnitude, we will

use a smaller set of 7 prediction modes. The seven modes are given by 5 directional

modes (2, 10, 18, 26, and 34 from HEVC) shown in Figure 5-1, plus planar mode and

DC mode. On the other hand, when the gradient boundary has a large magnitude,

we will use the full HEVC set of 35 intra-prediction modes. This will reduce variance

of θ when appropriate, and we can use such a method to keep the overall variance

as small as possible. To determine whether a block has large or small magnitude, we

simply compute its gradient boundary and compare the largest magnitude to a fixed

threshold parameter β. We compute the gradient by using single differences, as in
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Figure 5-1: Set of reduced intra-prediction directions used in blocks with small gra-
dient boundary magnitude.

Block Boundary f(n)

Compute max
n
|∇f(n)|2

> β Use 35 intra-prediction modes

Use 7 intra-prediction modes

no

yes

Figure 5-2: Algorithm decides whether or not to use a smaller set of intra-prediction
modes based solely on the gradient boundary and threshold parameter β.
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[19]. This algorithm is displayed in Figure 5-2.

There are a few design questions that may be raised here. First and foremost,

why did we specifically choose the maximum absolute gradient? We consider a block’s

boundary to consist of an edge with noise added to it. From a theoretical perspective,

in this case we can model the gradient as a noisy impulse:

Aδ(n− k, 0) + w(n1, n2) (5.4)

where δ(n) represents the one-dimensional discrete impulse function, A is an ampli-

tude term referring to the magnitude of the edge, k is the position of the edge, and

w(n1, n2) is a noise term. This noise can be added to it due to textures or simple

camera noise. By observing the maximum value of our gradient boundary, we would

approximately be observing the value of A, as long as our noise has zero mean. This

is especially relevant when we are adding the variance contributed by each of the

pixels in the image.

Under this perspective, what is the magnitude of the predicted edge inside the

block that we are trying to encode? If this magnitude is large, we need to be as

precise as possible, as the area for which the direction does not match the true edge

will lead to high-magnitude residuals. If this magnitude is small, we may still need to

use directional intra-prediction, as an edge could be present, but we do not need to

have it as precise, as capturing an approximate edge direction will already encapsulate

most of the associated energy.

Second, what is the effect that the most probable modes would have in our system?

As is well known, not all codewords use the same number of bits. Therefore, we need

the codebook to adapt accordingly. To do so, we need to compute the optimal MPM

for the previous block for the decoded residuals. This will update our estimate of

the MPMs. This will increase our computations significantly. There are alternative

designs that can be done to reduce this computation. For instance, we could estimate

the MPMs based on edge detectors, or on alternative fast methods. We should also

note that if the MPMs were always correct, there would be no reason to use our
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method, as side-information would already be reduced. This method provides an

adaptive approach to be able to improve in the blocks where MPMs do not capture

the correct mode.

Another effect the MPMs will have is that sometimes the best mode may not be

selected due to their large code size. In this scenario, the first MPM could have a

higher probability of being selected simply by having a smaller number of bits. This

is especially true when the value of λ is small. Our method will in fact increase the

chance a directional mode is selected, as it requires fewer bits to be encoded.

Finally, we note how the system illustrated here relates to the theoretical setup

presented in Chapter 4. As described in Chapter 4, one of the main issues is finding

the optimal set size to be used in each block. This model assumes that the set size N

can take two levels (7 or 35), based on the known boundaries. The set A(n) is obtained

from N by dividing the interval approximately uniformly, and adding DC and planar

modes. This assumes the modes will have approximately uniform probabilities, if we

do not consider the effect of the most-probable modes.

Summary

In this Chapter, we proposed an algorithm to reduce side-information adaptively in

a block-by-block basis for intra-prediction. We considered selecting whether a block

should use the full set of 35 intra-prediction modes, or a reduced fixed set of 7 intra-

prediction modes based only on thresholding the absolute gradient boundary. We

designed this decision criterion based on prediction inaccuracy modeling. We also

explained how most probable modes will interact with this algorithm. The results

of applying this algorithm to an HEVC-based image compression system is shown in

the next Chapter.

51



52



Chapter 6

Intra-Prediction Side-Information

Reduction: Initial Results

In this section, we will discuss the main results we obtained in our initial experiments.

Section 6.1 will go over the experimental setup used, while Section 6.2 will go over

the results and our insights, as well as suggestions for future improvement. Section

6.3 will offer a discussion on the computational complexity of our method.

6.1 Experimental Setup

In the experiments performed, we implement our method in a simplified version of

HEVC. This version assumes a fixed block-size used to encode an image, chosen

from the possible sizes of 4 × 4, 8 × 8, 16 × 16 or 32 × 32. Each block is then

intra-predicted by choosing the block that minimizes the rate-distortion based sum of

absolute transformed differences (SATD) plus λbSI metric, as in HEVC. The SATD

is chosen as it approximates the overall encoder performance, and is computationally

efficient [23]. The rate-distortion metric is used to take into account the fact that

often one should not choose the mode that minimizes the SATD, as it can incur a

significant side-information bit-rate addition.

The codewords chosen for each intra-prediction mode are determined by an MPM

flag, and uniform encoding for non-MPMs. The non-MPMs are encoded using uniform
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encoding, while the MPMs use a single additional bit, and the second and third MPMs

use two additional bits.

Once we have obtained the prediction, we subtract it from the given block. We

then encode the prediction residuals. To encode it, first we transform the residuals

using the integer 2-D ADST for 4×4 blocks or the integer 2-D DCT for larger blocks.

The transformed blocks are then quantized and entropy encoded as determined by

the HEVC standard. The blocks are decoded using the inverse entropy encoder and

inverse quantizer, followed by the inverse predictor. For our analysis, we did not

include the deblocking filter, as we do not believe it will significantly change whether

such a method is viable.

In the experiments we perform, we test sequences in the kodak and derf datasets,

with resolutions of 256 × 256, 512 × 512, and 1280 × 720. We process only the Y

channel, and apply our method to only this channel for the first frame of the video

sequences. The sample sequences are shown in Figures 6-1 and 6-2.

6.2 Results

We ran the algorithm in Figure 5-2 on the previously defined experimental setup.

We also have to choose a value of β for each configuration. To do so, we iterate

over values of β with small increment, and choose the β that best fits the associated

rate-distortion metric for each image and QP level. This would be equivalent to

transmitting a value of β for each image, which would result in a negligible increase

in bit-rate as it is sent once per sequence. We evaluate our algorithm in a large set

of QP values, from 25 to 50 with an increment of 2, so we can understand how our

algorithm behaves in multiple scenarios. We assume transmitting a single value of β

for an image would be negligible with respect to the total bit-rate.

We now consider in which scenarios we would expect our algorithm to perform

better. In very smooth regions of an image, both our method and the original encoder

should just choose a most probable mode, as it will use fewer side-information bits

and any further prediction will not lead to a significant prediction residual reduction.
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(a) Baboon (b) Barbara

(c) Lena (d) Peppers

Figure 6-1: Test images chosen to represent many possible features the algorithm
could adapt to. These images will be used in resolutions of 256× 256 and 512× 512.

In regions with small-magnitude edges, while using some sort of directional prediction

is valuable, we do not need to be extremely precise with our prediction algorithm;

therefore, as we predicted before, we expect our method to profit in these regions. In

regions with large-magnitude edges, we will need to use a larger number of prediction

directions, as error caused by prediction inaccuracy will be large. These scenarios can

also be considered from the viewpoint of equation (3.5), and the same results may be

observed.

We now examine in more detail why our algorithm should lead to an improvement

in encoder performance from the perspective of small magnitude edges and the most

probable modes (MPMs). If we consider small magnitude edges in the image, using

a directional intra-prediction mode that is reasonably close to the true mode will
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(a) Johnny (b) Park

(c) Town (d) Tree

Figure 6-2: Test images of size 1280×720, chosen to represent many possible features
the algorithm could adapt to.

already give us most of the energy reduction. In this scenario, using a smaller number

of directional intra-prediction modes would encode most of the energy of the residuals,

while using a small number of side-information bits when compared to the full set of 35

intra-prediction modes. Similarly, in many blocks using a direction that is reasonably

close to the true direction may require the use of a non-MPM. In this case, this means

that a larger codeword will be required to encode such a direction. As the encoder

decides the intra-prediction direction in a block through rate-distortion optimization

[24], this may lead to selecting the first MPM instead of another mode as it has

the smallest codeword. When using a small set, the previous direction may use a

shorter codeword instead. Although this codeword might still be larger than that of

the MPM, the cost for selecting it instead of the first MPM is often smaller. In this

case, using a smaller set of intra-prediction modes will increase the side-information

bit-rate, but will lead to a smaller rate-distortion metric, as it can capture more of

the energy of the signal through an appropriate intra-prediction direction.

To better explain the effect MPMs have on a particular block when using our

method, we will consider the metric of SATD plus λbSI . Let A be the set of modes
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Figure 6-3: Example of metric µLi for different modes. The MPMs use a smaller
number of bits (2 or 3) than the other modes, therefore they will tend to be chosen
as λ increases.

used in a block. For this section, A may take the values of L or S, indicating the large

and small set respectively. Let µAi (λ) denote the metric of SATD plus λbSI when the

mode i ∈ A is used. For this analysis, we will assume this metric directly relates to

the encoder performance. Take a fixed mode i ∈ A, then either i is an MPM, in which

case bSI will either be 2 or 3, or i is not an MPM, in which case bSI = log2(|A|−3)+1.

This means that µAi (λ) will be a line that intersects the y axis at the SATD metric

when using mode i, and incline given by bSI of either 2, 3 or log2(|A| − 3) + 1. An

example of what these curves would look like for the large set L is shown in Figure

6-3.

For each block, we then have |A| possible modes to be considered. Given a value

of λ, the mode that should be chosen i∗A is given by:

i∗A = arg min
i

µAi (6.1)

In this plot, If we choose to use this mode as a function of λ, this also gives us a
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curve of the optimal metric, which would be:

µA(λ) = min
i
µAi (λ) (6.2)

This curve is continuous and piecewise linear, as it is the minimum of linear curves.

It simply represents how small the metric can get by choosing the mode appropriately

from our given set as a function of λ. Intuitively, this curve tells us that for small λ,

the number of bits used by the side-information does not matter, as the y-intercept

will be much more significant due to low variation for large values of λ. For large

values of λ, you should simply choose an MPM (and the first MPM for the very large

values of λ), as the incline will be much more significant then the y-intercept. In

other words, the MPMs will dominate the metric for large values of λ, while we will

choose the most precise mode for low values of λ, as expected from a rate-distortion

trade-off. Note that there is also no option other than using an MPM or the most

precise mode.

If we consider the small and large sets, we can then compare µL(λ) and µS(λ). In

this case, for very small values of λ ≈ 0, only the SATD will matter. Since L contains

S, we note that the metric in set µL(λ) will be smaller than µS(λ) as it is simply the

minimum of a larger set of numbers.

As we start increasing λ, note the incline will be more important. If the MPMs

were not chosen for either of the sets, the incline for the large set will be 6, while the

incline for the small set will be 3. This means it is quite likely that µS(λ) will become

smaller than µL(λ) for a value of λ in this range before an MPM is reached in either

block. In this case, the use of a smaller set helped offset the side-information costs.

As we increase λ further, an interesting effect happens. The large set will tend to

reach the MPMs first. In this case, µL(λ) will start increasing at a factor of 2 or 3,

while µS(λ) is much slower, but will increase with λ at a factor of 3. In this case, the

smaller set can allow for a smaller metric, as it will be able to hold a more precise

direction for a larger range of values of λ. This will end as both sets converge to

MPMs and have the same incline, where they will mostly match as long as the blocks
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have the same MPMs for both sets.

We may also consider our algorithm from the perspective of the variation of the

quantization parameter QP. The definition of a large edge is based on the QP value, as

the definition of the rate-distortion parameter λ is a function of QP in HEVC. As we

expect from our theoretical development and was observed with our experiments, our

algorithm will perform better for medium QP levels. For small QP parameters, most

edges will be considered large edges, and therefore using the large set will be better.

For large QP parameters, most edges will be considered small enough such that the

MPM should just be used instead, therefore our method will not lead to a significant

improvement. For medium values of QP, there will be a significant improvement,

as these are exactly the blocks where we will see the improvement described in the

previous paragraph.

Another significant consideration is the fact that we need our boundary to express

whether or not an edge is contained in the current block. In this case, we should expect

a higher performance to our method in situations where there is more correlation

between boundary pixels and the pixels to be predicted.

Figure 6-4 shows the peak signal-to-noise ratio (PSNR) with bit-rate for our 256×

256 images when using 4 × 4 blocks. For a significant bit-rate range, we observe a

reduction in bit-rate for the same PSNR value. As we can see in this figure, the

relative improvement of our method is in lower bit-rates, as for these values, side-

information is more relevant to the overall bit-rate, and thus using a smaller set of

modes is more beneficial. Although we do not directly show it here, the same trends

can be observed for other block-sizes and resolutions.

We now consider the results for all previously defined images, resolutions, and

block-sizes. Table 6.1 indicates the BD-rate [25] improvement over the originally

encoded image using our simplified version of HEVC. As a first note, we observe

there is a non-negligible improvement in BD-rate on average over all images and

resolutions, consistent with what we had found in Figure 6-4.

We also consider this trade-off in terms of block-sizes. As we increase the block-

size, the boundary pixels will be less correlated with the pixels inside. Therefore,
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(a) Baboon (b) Barbara

(c) Lena (d) Peppers

Figure 6-4: PSNR as a function of bit-rate for the original simplified HEVC-based
encoder and our method for 4 × 4 blocks on 256 × 256 images showed in figure 6-1.
As can be seen, there is a significant improvement when using our method, especially
for lower bit-rates.

they will be a worse predictor of whether or not the current block should use more

prediction directions. Also, in this case, the side-information will account for a less

significant fraction of the bit-rate. Thus we conclude using multiple direction sets

should be less impactful as we increase blocks-size. This is verified in most sequences

shown in Table 6.1.

In terms of resolution, we note this method presents a significant higher improve-

ment for higher resolution sequences than lower resolution sequences. This can be

explained from the fact that higher resolution images will have a smaller number of

features in each block. We expect this to lead to even larger gain if we consider higher

resolutions, such as 4k sequences.

At this point, we consider how our method would interact with the non-constant
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Image Resolution Sequence 4× 4 8× 8 16× 16 32× 32
256× 256 Baboon 3.15 % 1.17 % 0.50 % 0.24 %

Barbara 2.81 % 2.18 % 1.40 % 1.40 %
Lena 2.90 % 2.34 % 1.03 % 0.91 %

Peppers 3.71 % 1.53 % 1.32 % 0.70 %
256× 256 Average 3.14 % 1.81 % 1.06 % 0.81 %
512× 512 Baboon 2.26 % 0.80 % 0.45 % 0.36 %

Barbara 1.86 % 1.03 % 0.93 % 0.67 %
Lena 3.45 % 1.51 % 2.56 % 0.88 %

Peppers 4.33 % 2.47 % 1.90 % 1.27 %
512× 512 Average 2.98 % 1.45 % 1.46 % 0.80 %
1280× 720 Johnny 2.09 % 0.54 % 1.42 % 0.85 %

Park 3.76 % 0.96 % 0.57 % 0.35 %
Town 4.76 % 1.67 % 1.05 % 0.45 %
Tree 7.17 % 1.72 % 2.05 % 0.96 %

1280× 720 Average 4.45 % 1.22 % 1.27 % 0.65 %

Table 6.1: BD-rate improvement when utilizing HEVC-based encoder with selection
based only on two sets of intra-prediction directions with respect to original HEVC-
based encoder. As we can see, for most of our image sequences and resolutions, there
is a non-negigible improvement in BD-rate by using our method for fixed number of
intra-prediction directons.

block-sizes used in HEVC. Figure ?? shows an example of how blocks could be parti-

tioned in HEVC. As can be seen, block sizes tend to be chosen so that features tend

to be the same within its pixels. This may mean that the color is the same within a

block, or that an edge has constant direction within a block. We believe that there

are two advantages of using a system to reduce intra-prediction side-information in

the non-constant block-size case. First, there are still smaller or larger blocks that

have more content than others of the same size, and we believe using such information

may lead to a reduction of side-information in many of these blocks. Second, allowing

blocks to use a smaller set will give the encoder more flexibility when choosing the

block-sizes from small magnitude edges.
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6.3 Computational Complexity

In this section, we analyze the increase in computational complexity from the current

method with respect to HEVC, and propose ways to reduce it. To consider the

computational complexity, we note that the typical intra-prediction system will have

to compute the optimal mode once for each block. This optimal mode may be found

using brute force, or using a more efficient method.

In our method, we note that there will be a decrease in the search space for modes.

If 35 modes were searched before, we will have a total of 7 modes searched in the

blocks with the smaller set. Meanwhile, we will still need to recompute the intra-

prediction directions whenever there is a set change for the neighbors, as we do not

wish our method to be fixed to directions from previous blocks.

Let α0 denote the fraction of blocks where we compute the algorithm for full 35

modes, and α1 denote the fraction of blocks where we compute the algorithm for 7

modes. Also let β0 be the fraction of 35 mode blocks with a predictor neighbor using

fewer modes, and β1 be the fraction of 7 mode blocks with a predictor neighbor using

the smaller set. Then the average number of modes tested per block will be:

35α0 + 70β0 + 7α1 + 14β1 (6.3)

Therefore, we conclude our method will be more computationally efficient than

the original method of always using 35 modes as long as:

35α0 + 70β0 + 7α1 + 14β1 < 35 (6.4)

This will depend on the QP value used, as it will determine the fractions α0, α1,

β0 and β1. For high QP values, we note that α1 will tend to be much larger than α0,

so it should be more computationally efficient than using the full set in every block.

We also note that there are other ways to find an approximate optimal mode in

different blocks [26, 27]. Brute force search will lead to the optimal solution, but other

methods may lead to locally optimal solutions with fewer computations. In this case,

62



it may not be always true that our method will be more computationally efficient.

Summary

In this Chapter, we presented the results when applying the algorithm in Chapter 5

to HEVC. We applied this algorithm to images from the kodak and derf datasets. As

can be seen in Table 6.1, our method leads to significant encoder improvement over

traditional HEVC using the fixed prediction direction set. We presented an intuitive

reason of why this method leads to improvement, as well as an intuitive analysis of

how this improvement should behave as a function of the QP value. We concluded

with a short computational analysis, showing under which conditions our method

should lead to an increase in complexity.
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Chapter 7

Intra-Prediction Side-Information

Reduction: Alternative Methods

In Chapter 4, we presented a theoretical setup to consider the impact of side-information

on the encoder. To do so, we proposed a parameter A(n), given by the set of side-

information parameter values to be used in each block n. We enforced A(n) to be

chosen based solely on the information found in previously processed blocks. Our

argument was that significant gain could be found by choosing the set A(n) appropri-

ately and adaptively. The set A(n) would be optimized in a two-step fashion, where

first the cardinality of the set N = |A(n)| would be chosen, then the specific set A(n)

that satisfied N = |A(n)|.

In Chapter 5, we considered a first approach to obtaining this set in the context of

intra-prediction. In this algorithm, we were alternating between N = 7 and N = 35,

with the edge magnitude in the gradient boundary being the main deciding factor.

This was shown in Chapter 6 to improve HEVC’s encoder performance.

In this Chapter, we will consider alternative ways to reduce intra-prediction side-

information. We note that the methods proposed here are not comprehensive, and

simply meant to indicate the reader some possible directions, as well as to show that

there is room for further improvement in such a system. Specifically, we will consider

two approaches to the questions we defined in Chapter 4, based on the set A(n) and

its size N = |A(n)|:
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(a) We initially approached our problem using only two values of N . Can we

improve our system even further by having a larger set of values? In particular, if

we allow N to be 7, 11, 19 and 35, would this improve the encoder performance?

How would we redesign our algorithm to take this into account? This problem

will be considered in Section 7.1.

(b) We chose A(n) to be uniformly spaced samples from our set Ω given N . Are

there better ways to design A(n)? This problem will be considered in Section

7.2.

We will then compare the results obtained with these two methods to the ones

found in Chapter 6. In this case, we will observe how the multiple set is the method

with largest improvement.

7.1 Multiple Sets Of Prediction Directions

In this section, we will consider a way through which the work presented in Chapter

5 can be generalized to include multiple sets. Our objective is to allow the number

of modes used to be more flexible, as a function of the content in the previously

processed blocks.

Let us consider the problem we are trying to solve here in more detail. Before,

we had two sets of possible prediction directions, denoted as the large set L and the

small set S. The idea was that by using the sets at the appropriate blocks, we could

adapt appropriately to the magnitude of given edges. A model was derived based on

the prediction direction model, and we verified that it gives us positive results.

We consider generalizing the previous setup to the case where we allow multiple

sets. Assume we have a large set L, and allow ourselves to have multiple increasing

sets S1, S2 and S3 for instance. Under this scenario, we should at least match the

results when using a single small set, as it simply will reduce to the two set case in a

worst case scenario.

We will consider the approach of using 4 possible small sets, where we use 3, 4 or
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5 bits of side-information in the non-MPMs and have our modes uniformly divide the

set of possible modes. In other words, |S1| = 7, |S2| = 11, and |S3| = 19. How do we

generate a criterion to select among these sets? This section addresses this problem

by reconsidering the prediction inaccuracy model, and proposes a new algorithm from

it.

7.1.1 Theoretical Analysis

In this section, we will consider a theoretical framework to minimize the prediction

residual as a function of side-information.

First, let us assume we have our signal divided into N blocks. For each block,

indicated by the index n, we will use a certain number of bits bn to encode its pre-

diction residuals. These bits can also be written in vector form as the N-dimensional

vector ~b. Now, let us consider the prediction error in block n when using bn bits of

side-information in this block to be denoted by en(bn). In this case, we define the

overall error E(~b) to be given by:

E(~b) =
N∑
n=1

en(bn) (7.1)

Effectively, what this means is that we wish to consider the overall prediction error

as a function of the number of side-information bits used in each block. This overall

error is an additive function of the error in each block. Through this framework,

we can pose the side-information bit allocation as an optimization problem. How do

we choose the number of side-information bits to be used in each block in order to

minimize the total error E(~b)?

We assume we have a bit-rate constraint given by a total number of bits B. We

can write this as the following optimization problem:

minimize
~b

E(~b)

subject to ||~b||1 ≤ B

We simply wish to minimize the error over all blocks subject to a bit-rate con-
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straint. Using a Lagrange optimization or rate-distortion approach, we rewrite our

problem as:

minimize
~b

E(~b) + λ||~b||1

In this case, we are effectively associating a cost λ to the action of adding a bit

in a rate-distortion approach. Using the definition of norm and the overall error, our

problem becomes:

minimize
~b

N∑
n=1

(en(bn) + λbn)

We have effectively separated our problem into a block-based problem. In this

case, we now need to solve individual problems of the form:

minimize
bn

en(bn) + λbn

Now, define the return rn(bn), given by the difference in error found when adding

the bn-th bit to block n, or:

rn(bn) = en(bn − 1)− en(bn) (7.2)

We now discuss two important properties for rn(bn). First, we have the non-

negative return property, which simply states that adding a bit will never have nega-

tive return. Mathematically, this means rn(bn) ≥ 0 for all bn. This property is quite

obvious in most scenarios, as, if done in a reasonable manner, adding a bit can never

increase the error.

Second, we have the diminishing returns property. This states that adding bit bn

to a block will never have greater return than adding bit bn + 1. Mathematically, this

can be written as:

rn(bn) ≥ rn(bn + 1) (7.3)
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This condition is not always true, but will be satisfied in the intra-prediction

scenario we are considering as we will show later. Assuming the diminishing return

condition holds true, we can then show that the solution to our optimization problem

is given simply by adding bits as long as rn(bn) ≥ λ. To see this, note that we can

write:

en(bn) + λbn = en(bn) +
bn∑
m=1

(en(m)− en(m)) + λbn (7.4)

Using the definition of rn(m) and manipulating the sums, we find:

en(bn) + λbn = en(0) +
bn∑
m=1

(λ− rn(m)) (7.5)

Note that en(0) does not depend on bn, so our optimization problem can be written

simply as:

minimize
bn

bn∑
m=1

(λ− rn(m)) (7.6)

As long as we have diminishing returns, note that this minimization problem

becomes quite trivial, as we can stop adding terms as soon as we find the first positive

(λ − rn(m)) term. Intuitively, this just means that we stop as soon as our return is

more expensive than our cost λ. Since our return is always decreasing, we do not

need to worry about possible high returns after we find the first non-profitable bit

increase.

7.1.2 Multiple Set Algorithm

We now specialize our theoretical setup specifically taking into account the prediction

inaccuracy model. Then we show that such a framework can lead to an algorithm

with a significant reduction of bit-rate on top of what we had already observed.

We first return to the prediction inaccuracy model in the case where we are using

a horizontal predictor. According to this model, intra-prediction residuals may be

written as:
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r(m,n) = mθ
∂f(0, n)

∂n
+ ε(m,n) (7.7)

where ε(m,n) is a signal-independent noise term. We will assume for the sake of this

analysis that this noise is white. We observe that the only random variable in this

scenario is the parameter θ, as the gradient is mostly known from previous boundaries,

and (m,n) is deterministic for each pixel. In this case, we note that the variance of

these same residuals σ2
r(m,n) is:

σ2
r(m,n) = m2σ2

θ

(
∂f(0, n)

∂n

)2

+ σ2
ε (7.8)

Now we can consider the residual variance as a function of the number of bits used

in side-information for each block. In this case, we note that σ2
θ is the main term that

is changed when we add a bit to θ. Let us assume that the intra-prediction angle θ

is effectively quantized via its representation, and adding a bit to θ implies we are

doubling the number of quantization regions. Assuming θ is uniform in each of its

quantizer regions will in turn imply that adding a bit will divide σ2
θ by 4. In fact, let

b0 be the smallest number of bits we can use and σ2
θ denote the angle variance for

the prediction inaccuracy when we use b0 bits. Our error e(b) as a function of the

number of bits b used will be:

e(b) =

(
1

4

)b−b0
m2σ2

θ

(
∂f(0, n)

∂n

)2

+ σ2
ε (7.9)

In this case, the return r(b) will be:

r(b) = e(b− 1)− e(b) = 3

(
1

4

)b−b0
m2σ2

θ

(
∂f(0, n)

∂n

)2

(7.10)

It is simple to see that in this case the diminishing returns condition will be

satisfied as the return r(b) is exponential with b. Therefore we should add bits to our

encoder as long as r(b) ≥ λ. From section 7.1.1, we should choose b to be as large as

possible but satisfying:
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λ < 3

(
1

4

)b−b0
m2σ2

θ

(
∂f(0, n)

∂n

)2

(7.11)

From this equation, we conclude that we should choose how many bits allocated

to this block as a function of its maximum absolute gradient squared. The maximum

absolute gradient squared should be thresholded based on thresholds that scale by 4

with each added bit, starting at the smallest set b0 = 3.

Our algorithm is summarized in Figure 7-1. We fix a threshold β. If a block’s

maximum absolute gradient squared is smaller than β, we use the 7 intra-prediction

modes. On the other hand, if it is between β and 4β, we add a bit to the non-MPMs

and use 11 prediction modes. If it is between 4β and 16β, we add a bit to the non-

MPMs and use 19 prediction modes. Finally, if it is greater than 16β, we add a bit

to the non-MPMs and use the full set of 35 prediction modes, as is currently done in

HEVC.

Intuitively, let us consider what the algorithm is accomplishing. It takes into

account the magnitude of the edge from the information of the neighboring block.

Depending on how large the edge is, it decides how fine we should approximate

it by using a larger set of intra-prediction modes. This reduces the area where the

prediction is inaccurate when we have larger edge magnitude, and will therefore reduce

the residual energy in those cases, while having a smaller number of side-information

bits in the cases where the edge has a smaller magnitude.

We also consider this algorithm from the perspective of the previously derived

metric functions µA(λ). Let S1, S2, S3, S4 denote the four possible increasing sets of

intra-prediction modes. In this case, we have four possible curves µSk (λ). By having

these, each of them has a different incline, and we can take into full effect how the

difference in incline will lead to a different set being optimal as a function of λ, slowly

reducing side-information bits when we increase λ to indicate the relative weight of

side-information in the rate-distortion trade-off.
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Block Boundary f(n)

Compute max
n
|∇f(n)|2

> 16β Use 35 intra-prediction modes

> 4β Use 19 intra-prediction modes

> 1β Use 11 intra-prediction modes

Use 7 intra-prediction modes

no

yes

no

yes

no

yes

Figure 7-1: Summary of multiple set algorithm to compute number of intra-prediction
directions used in block as a function of the block boundary f(n) and the threshold
parameter β.

7.1.3 Results

To compare these results, we use the same experimental setup as defined in the

previous chapter. Our first four images are 256× 256 images from the kodak dataset,

shown in Figure 6-1. We also compare our results with the same images but in

512×512 resolution. Furthermore, we consider standard 1280×720 images from derf

dataset in Figure 6-2. As in the previous chapter, we take a single block-size to be

used in the whole image. If the image cannot be exactly divided, we crop a few pixels

to ensure that it fits.

To encode the intra-prediction modes, we use a code based on a choice of either

the three most probable modes or a fixed length code, as is done in HEVC. These are
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then bypass coded. If the previous block used a different set of prediction directions,

we still derive the optimal direction it should have used, so the most probable modes

are consistently independent of the chosen set in each block.

The bit-rate reduction when using the new method with respect to a set of fixed

intra prediction directions is computed for multiple images, and shown in Table 7.1.

A comparison with the results presented in Chapter 6 is then shown in Table 7.2.

Image Resolution Sequence 4× 4 8× 8 16× 16 32× 32
256× 256 Baboon 3.41 % 1.13 % 0.49 % 0.19 %

Barbara 3.22 % 2.36 % 1.74 % 1.59 %
Lena 3.49 % 2.47 % 1.17 % 0.83 %

Peppers 4.37 % 2.11 % 1.24 % 0.37 %
256× 256 Average 3.62 % 2.02 % 1.16 % 0.75 %
512× 512 Baboon 2.39 % 0.85 % 0.44 % 0.29 %

Barbara 1.46 % 0.72 % 0.81 % 0.60 %
Lena 3.81 % 1.43 % 2.99 % 0.63 %

Peppers 4.88 % 2.53 % 1.93 % 1.15 %
512× 512 Average 3.14 % 1.38 % 1.54 % 0.67 %
1280× 720 Johnny 2.30 % 0.96 % 1.66 % 1.18 %

Park 3.80 % 1.56 % 0.96 % 0.04 %
Town 4.69 % 1.43 % 0.97 % 0.49 %
Tree 5.68 % 1.67 % 0.96 % 0.20 %

1280× 720 Average 4.12 % 1.41 % 1.14 % 0.48 %

Table 7.1: BD-rate improvement when utilizing HEVC-based encoder with selection
based only on four sets of intra-prediction directions and geometrical thresholding
with respect to original HEVC-based encoder.

We begin our analysis by reporting the similar conclusions between both algo-

rithms. First, we observe that both algorithms present overwhelmingly positive re-

sults for all resolutions and block-sizes. With the exception of images with extremely

high frequencies, such as Baboon and Raft, our method has reduced the amount of

intra-prediction side-information for the same SATD level. In these images, increas-

ing the number of prediction directions does not significantly affect the SATD, as the

blocks consist of mostly high frequencies, and any prediction ends up having similarly

poor results.

Second, we note that the improvement is much higher in both methods as we
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Image Resolution Sequence 4× 4 8× 8 16× 16 32× 32
256× 256 Baboon 0.26 % -0.04% -0.01 % -0.05 %

Barbara 0.40 % 0.18 % 0.35 % 0.19 %
Lena 0.59 % 0.13 % 0.14 % -0.33 %

Peppers 0.66 % 0.58 % -0.08 % -0.33 %
256× 256 Average 0.48 % 0.21 % 0.10 % -0.13 %
512× 512 Baboon 0.13 % 0.04 % -0.01 % -0.06 %

Barbara -0.40 % -0.32 % -0.12 % -0.77 %
Lena 0.35 % -0.08 % 0.44 % -0.26 %

Peppers 0.55 % 0.06 % 0.04 % -0.12 %
512× 512 Average 0.16 % -0.08 % 0.09 % -0.30 %
1280× 720 Johnny 0.21 % 0.43 % 0.33 % 1.18 %

Park 0.04 % 0.60 % 0.39 % -0.39 %
Town -0.08 % -0.24 % -0.08 % 0.05 %
Tree -1.49 % -0.06 % -1.09 % -0.76 %

1280× 720 Average -0.33 % 0.18 % -0.11 % 0.02 %

Table 7.2: BD-rate difference when utilizing HEVC-based encoder with selection
based only on four sets of intra-prediction directions and geometrical thresholding
instead of the two-set case.

reduce block-sizes. There are a few reasons why that would be the case. Using

smaller block sizes means our boundaries are more effective predictors. They will

also contain better edge information for the current block. Therefore, the probability

our block has an edge and should be encoded with more directions will be more

accurate. Note also that the intra-prediction side-information bit-rate will be higher

as we reduce the block-size, as we have to add more bits over the whole image. Thus,

reducing it will have a bigger impact in compression results.

Third, we note that as the resolution increases, the improvement may also increase.

This comes from the notion that our predictors will be more accurate, as happened

when we previously discussed reducing the block-sizes. This will be especially true in

images where the low frequencies are more predominant. Unfortunately, we do not

have enough evidence yet to make broader claims about this effect.

We can now observe the difference between using only two sets and using multiple

small sets. Theoretically, using only two sets will be worse than using multiple small

sets as long as our thresholds are appropriately chosen. These results do manifest in

74



this scenario. As may be seen in both tables, using multiple sets of intra-prediction

directions do in fact significantly reduce the intra-prediction side-information BD-

rate.

A natural question is why this improvement is present in some images more than

in others. Based on the images used in the previous examples, we believe the main

reason is related to the presence of edges in the image with medium magnitude. These

edges may be better captured by having multiple thresholds that scale, so we can take

into account their contribution to the oveall error by reducing it proportionally. This

could not be finely captured by the previous algorithm, since only two sets were used.

Another natural question is a comparison of this improvement in terms of different

resolutions. From our experiments, our multi-set method tends to result in more

improvement for smaller resolutions of 256 × 256 than our 720p images. This can

be attributed to the fact that the higher quality images have larger smooth areas.

These areas should be encoded more effectively by using the smaller set, reducing the

importance of using multiple sets with geometric thresholds.

We have also evaluated different geometric factors to separate sets, but none

has given us better results than what we currently have. The main suggestions for

future approaches to the question of which set cardinality to use would be to evaluate

different selection criteria instead of the maximum absolute gradient squared, possibly

based on different image models.

7.2 Adaptive Method

We now reconsider the scenario presented in the previous chapter. When we designed

our set of prediction directions, it was chosen as a reasonable set, but in no way was

it optimal. It was simply a uniform split of the set of possible prediction directions.

A natural question here comes up: can we choose a better set of directions to use in

our small set? Specifically, can we do this by taking into account the modes neighbors

used or should have used?
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7.2.1 Proposed Method

From the prediction inaccuracy model for intra-prediction and equation (7.7), we can

write the expected prediction error e as a function of the mode used α̂ and the true

angle α∗ as:

e(α, α̂) = c(α̂)(α∗ − α̂)2 (7.12)

where c(α̂) is some constant dependent on α̂ as well as the known gradient boundary.

This is the same equation as the one found in equation (4.11), and we can propose an

analysis similar to the one proposed there. From the prediction inaccuracy model and

the discrete gradients, we can assume c(α̂) to be relatively smooth. This indicates

that, for each angle α̂, we have a different width parabola, depending on our gradient

boundary. The goal of this problem becomes to place the parabola such that the area

covered, weighted by the probability that each α is the true α∗ is non-zero.

This problem is non-trivial to solve, as the coefficients are not well defined, but we

here propose an interesting approach. Assume that the coefficient c(α̂) is constant,

or c(α) = c for all α. Then our problem is equivalent to finding the optimal quan-

tizer levels for minimum mean-squared error. In this scenario, the optimal quantizer

depends on the distribution pα∗(α∗).

An interesting model for pα∗(α∗) is to assume that it is given by fast decaying

exponentials or Gaussians centered around the modes used in the left and top neigh-

boring blocks. This distribution will lead us to wish to choose modes that are close

to these MPMs for our quantizers. Assuming the exponentials are relatively fast

decaying, we would simply like to take the MPM modes and modes around it.

We propose a method by simply approximating the most probable modes taking

an increment factor into account. This method is defined based on the intra-prediction

modes of the left and top neighbors, denoted as (L, T ). We start with what we call

the base set B, which consists of DC and planar modes, as our observations indicate

these modes should always be present. We form an additional set of N − 2 modes,

according to the following rules with respect to some increment value i.

76



(a) Add L to the additional set if L is not in the base set.

(b) Add T to the additional set if T is not in the base set.

(c) If the additional set is empty, both neighbors use planar or DC, so no directional

features imply we should just use our previous equally spaced set.

(d) Otherwise, for each element x in the additional set, add x+ i and x− i to the

additional set. Repeat this step until it has N − 2 elements.

(e) The set of modes allowed should be the union of the base set B and the addi-

tional set.

Intuitively, what this algorithm does is to expand the directional modes. For each

directional mode used in a neighbor, we add the modes adjacent to it. If there are still

modes available to add, we can add the adjacent modes to the adjacent modes, and

so forth. If no neighbors used directional modes, we then choose to use the previously

designed equally spaced set. Note that we don’t necessarily add the directly adjacent

modes. It may be more advantageous to give some spacing, even if small, between

directional modes to be added.

We now consider an example of how this method would work. Assume the left

neighbor uses DC mode (L = 1) and the top neighbor uses directional mode T = 25.

Also, let us use increment i = 1 in this example. Then the base set for N = 7

would consist of DC and planar, and the additional set would be {25, 26, 24, 27, 23}.

In this case, our set of modes would be {0, 1, 23, 24, 25, 26, 27}. If i = 2 instead,

then our additional set would be {25, 27, 23, 29, 21}, and the set of modes would

be {0, 1, 21, 23, 25, 27, 29}. In other words, parameter i can incorporate the edge

directional variance, and could be transmitted as a choice for each image as well.

This method ensures that the neighboring modes are always in the set, and uses

the increment i to characterize the fast decay of the exponentials. Depending on the

image resolution or other statistical properties, the correct choice of the increment

term i will be different.
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As in our previous algorithm, we also use the maximum absolute gradient squared

as a way to decide whether or not to use the adaptive set of 7 modes instead of the

full set of 35 modes. This is done as we still wish to use a smaller number of modes

only on blocks without large edges, where higher precision will be necessary.

7.2.2 Results

We apply this method to the images in Figure 6-1 and Figure 6-2, as we did for the

previous methods. We test blocksizes of 4× 4, 8× 8, 16× 16 and 32× 32, where the

same blocksize is used over the whole image.

How did this method perform when compared to our previous method? We used

an increment of i = 2 fixed. Table 7.3 shows the result with the new adaptive method,

while Table 7.4 shows the relative improvement to the original method. As can be

seen, the adaptive algorithm does lead to some improvement over the original method,

especially for 256× 256 images. The decay for larger sized images may be related to

the suboptimality of the value of i. Optimizing this may lead to better results.

Another note is that the images that this method had the most improvement,

such as Barbara and Johnny, were the opposite from the ones in which we had the

most improvement in the multiple set method. We believe this can be attributed

to the notion that the adaptive method better adapts to longer edges which are

approximately linear, as it can better encode these. It does not perform as well in

images where such structures do not appear as much, such as Lena image.

7.3 Comparison

In this section, we compare the three methods presented for intra-prediction side-

information reduction. The first method, which we here refer as the original method,

uses the maximum absolute gradient boundary squared as a selector between a large

set of 35 intra-prediction modes, and a fixed set of 7 modes. This method was

described in Chapter 5, and its results presented in Chapter 6.

The second method, which we here refer as the multiple set method, uses the
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Image Resolution Sequence 4× 4 8× 8 16× 16 32× 32
256× 256 Baboon 4.52 % 3.19 % 1.83 % 1.00 %

Barbara 4.18 % 3.59 % 1.95 % 1.10 %
Lena 3.54 % 1.39 % 0.62 % 0.88 %

Peppers 2.85 % 1.70 % 1.61 % 1.12 %
256× 256 Average 3.77 % 2.47 % 1.50 % 1.03 %
512× 512 Baboon 2.91 % 1.06 % 0.80 % 0.59 %

Barbara 3.73 % 2.42 % 2.38 % 1.09 %
Lena 2.81 % 1.30 % 0.46 % 0.09 %

Peppers 3.47 % 2.36 % 1.21 % 0.68 %
512× 512 Average 3.23 % 1.79 % 1.21 % 0.61 %
1280× 720 Johnny 6.15 % 2.87 % 0.80 % 0.61 %

Park 3.36 % 0.68 % 0.62 % 0.46 %
Town 4.28 % 0.68 % 0.32 % 0.00 %
Tree 4.04 % 1.37 % 0.43 % 0.34 %

1280× 720 Average 4.46 % 1.40 % 0.54 % 0.35 %

Table 7.3: BD-rate improvement when utilizing HEVC-based encoder with selection
based only on two sets of intra-prediction directions but one of our sets is generated
by the adaptive method with i = 2. This leads to a significant improvement in
performance, especially for 256× 256 images.

maximum absolute gradient boundary squared as a selector between four possible

sets. These sets are uniform partitions of the set of directions, as well as DC mode

and planar mode. This method was described and evaluated in Section 7.1.

The third method, which we here refer as the adaptive method, uses the maximum

absolute gradient boundary squared as a selector between our full set of 35 directions,

and a set of 7 directions chosen adaptively based on the block’s neighbors. This

method was defined and evaluated in Section 7.2.

Theoretically, when we compare these methods to the two questions presented in

Chapter 4, the original method chooses the value of the size of the set N between two

possibilities. The multiple set method chooses the value of N between four possibil-

ities. Both of these methods assume a uniform distribution is the best distribution

for the set of modes. The adaptive method tackles the question of which directions

should compose the set A(n) using the criterion from the original method to decide

its cardinality. The theoretical comparison between these methods is summarized in
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Image Resolution Sequence 4× 4 8× 8 16× 16 32× 32
256× 256 Baboon 1.38 % 2.02 % 1.32 % 0.77 %

Barbara 1.37 % 1.41 % 0.55 % -0.30 %
Lena 0.64 % -0.95 % -0.41 % -0.03 %

Peppers -0.85 % 0.17 % 0.29 % 0.42 %
256× 256 Average 0.64 % 0.66 % 0.44 % 0.22 %
512× 512 Baboon 0.65 % 0.26 % 0.35 % 0.23 %

Barbara 1.87 % 1.39 % 1.45 % 0.41 %
Lena -0.64 % -0.21 % -2.10 % -0.79 %

Peppers -0.86 % -0.12 % -0.68 % -0.58 %
512× 512 Average 0.26 % 0.33 % -0.25 % -0.18 %
1280× 720 Johnny 4.06 % 2.27 % -0.62 % 0.24 %

Park -0.40 % -0.28 % 0.05 % 0.11 %
Town -0.48 % -0.99 % -0.73 % -0.44 %
Tree -3.13 % -0.33 % -1.62 % -0.62 %

1280× 720 Average 0.01 % 0.17 % -0.73 % -0.18 %

Table 7.4: BD-rate improvement when utilizing HEVC-based encoder with selection
based on two adaptive sets in relation to original two set method presented in Chapter
6. This leads to a significant improvement in performance in the case of 256 × 256
images.

Original
Method

Multiple Set
Method

Adaptive
Method

Alternates between sets
of prediction directions

X X X

Has more than two pos-
sible sets of directions

X

Sets of prediction direc-
tions designed uniformly

X X

Adapts set of directions
based on local content

X

Table 7.5: Summary of theoretical comparison between the three different algorithms
presented in the context of intra-prediction side-information reduction.

Table 7.5.

Figure 7-2 compares the results obtained from the three different methods for our

test images in Figure 6-1 and Figure 6-2 for 4× 4 and 8× 8 blocks. Figure 7-3 does

the same comparison for 16× 16 and 32× 32 blocks.

There are a few things to note from this comparison. First of all, all methods
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provide more improvement for smaller blocks. As block sizes grow larger, the effect

of side-information on the bit-rate is smaller. Therefore, reducing it will not lead to

as much improvement.

Second, the adaptive method performs very well for 256 × 256 images, but does

not have similar results for larger image resolutions. We believe the value of i could

be appropriately adapted for higher resolutions, but were not able to find a consistent

way to adapt this value.

The multiple set method tends to perform better than the original method. Over

many sequences, we can see that it has a small edge. We believe this difference is

more significant as most of the gain with respect to HEVC will come from the blocks

that should be using the smaller set, as in these blocks there is more room for bit-rate

savings.

To summarize, there is still significant room for research in side-information reduc-

tion for intra-prediction. The initial method presented in Chapters 5 and 6 showed

that you can in fact find an improvement to a simplified version of HEVC by adapting

intra-prediction side-information to local content available at both the encoder and

the decoder. The approach presented in Section 7.1 leads us to conclude that there

is room to choose intermediary cardinalities to the set of prediction directions, and

that we do not need to be restricted to only the values of 7 or 35 intra-prediction

modes. The approach presented in Section 7.2 shows that adaptive approaches also

have high potential to improve encoder performance, but are significantly harder to

design. Since future standards should increase the number of prediction directions

even further, we believe developing methods that can adaptively reduce the amount

of side-information such as the ones presented here will be very useful. In the next

chapters, we will explore how side-information reduction can also be applied to motion

compensation side-information reduction.
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(a) 4× 4 blocks

(b) 8× 8 blocks

Figure 7-2: Improvement in BD metric when using three methods designed in Chap-
ters 5 and 7 instead of the simplified HEVC-based encoder for 4× 4 and 8× 8 blocks.
As can be seen, the multiple set method tends to perform better than the original
method. The adaptive method tends to perform better than the others for lower
resolution images, but worse for higher resolution images.

Summary

In this Chapter, we presented two additional methods to reduce intra-prediction side-

information. Our first method proposes to use a larger number of sets than just two.
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(a) 16× 16 blocks

(b) 32× 32 blocks

Figure 7-3: Improvement in BD metric when using three methods designed in Chap-
ters 5 and 7 instead of the simplified HEVC-based encoder for 16 × 16 and 32 × 32
blocks. Similar to the previous cases, the multiple set method tends to perform better
than the original method. The adaptive method tends to perform better than the
others for lower resolution images, but worse for higher resolution images.

Instead of choosing between a set of 7 and a set of 35 prediction modes, we propose

to choose between sets of 7, 11, 19 or 35 uniformly spaced prediction modes. This is

still done by thresholding the maximum absolute gradient squared, as theoretically

derived from prediction inaccuracy modeling, where the thresholds scale by a factor

83



of 4 per set. This algorithm was shown to lead to some improvement over the results

in the previous Chapter.

Our second method attempts to design the optimal set based on the modes used

in the top and left neighbors. The idea is to construct a set to approximate the

current block’s directions by adding the directions used in the neighbors and their

neighbors according to an increment factor. This method was our main attempt at

using a variable set A(n) given a fixed cardinality of 7 modes for the blocks where

we opt to use a smaller number of sets. This lead to an improvement in the case of

256× 256 images, but not a significant improvement in higher resoltuions.
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Chapter 8

Motion Compensation

Side-Information Reduction

In this section, we design an algorithm to reduce motion compensation prediction

side-information. We begin by reviewing motion compensation prediction inaccuracy

modeling presented in Section 3.2, and how it relates to side-information precision.

In particular, we estabilish a trade-off between side-information and the residual

prediction energy in a very similar manner to how we did before in Section 7.1.1.

We will then show how we can use this model to derive an algorithm, similar

to the one in Chapter 5. This algorithm is based on thresholding the maximum

absolute gradient in the predictor block. Finally, we will conclude by explaining how

this is another application of our setup presented in Chapter 4. This will highlight

the versatility of our setup as a mathematical framework when designing a side-

information based encoder for applications other than intra-prediction.

8.1 Theoretical Analysis

In Section 3.2, it was found that the residual signal r(m,n) is related to the original

signal f(m,n) via:
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r(m,n) = f(m,n)− f̂(m,n) ≈ f̂(ma, na)− f̂(m,n) ≈ ∆m
∂f̂

∂m
+ ∆n

∂f̂

∂n
(8.1)

where ∆m and ∆n denote how much the transmitted motion vector is off from the

true motion vector. Since the gradients of the previous frame f̂ are known, we then

have the residual variance equal to:

σ2
r(m,n) ≈ E[(∆m)2]

(
∂f̂

∂m

)2

+ E[(∆n)2]

(
∂f̂

∂n

)2

(8.2)

This equation highlights two notions: First, if the motion vector is chosen incor-

rectly or imprecisely, or mathematically if we have large ∆m and ∆n, then we will

have larger variance in our prediction residuals. Second, if we have large gradient in

the previous frame, we will have larger prediction residuals. This is related to the

observation that edges and textures tend to have more residual inaccuracy.

Now, a natural question is how this relates to the side-information used to encode

the motion vector. Assume we encode the vector without any half or quarter pixel

interpolation. Effectively what this means is that we only allow the motion vector to

have integer coordinates. Unfortunately, true motion is not required to be an integer.

In fact, it can be respresented as a continuous random variable. The inaccuracy

between true motion and its integer representation will correspond to inaccuracy

values of ∆m and ∆n. Assume we add a bit to the motion vector by implementing

half-precision, this will concentrate the values of ∆m and ∆n closer to 0.

Assuming ∆m is fine enough such that its distribution is approximately uniform

within the range given by the motion vector step-size, we note that adding a bit will

simply divide its variance by 4, as it will divide its range by half. In other words, by

adding a bit and forming a new prediction error vector ∆m′, we have:

E[(∆m′)2] =
1

4
E[(∆m)2] (8.3)

This is the same behavior for the other component of the motion vector, by a
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simple symmetry argument. Assume we have a prediction vector encoded uniformly

using bm bits to encode the fractional part of the first motion vector component

instead, here denoted by ∆mbm , then we will have:

E[(∆mbm)2] =
1

4bm
E[(∆m)2] (8.4)

Similarly, let bn denote the number of bits used to encode the fractional part of

the second motion vector component instead, here denoted by ∆nbn , we have:

E[(∆nbn)2] =
1

4bn
E[(∆n)2] (8.5)

We replace the variances in Equation 8.2, to find the variance if we use a fractional

motion vector representation with bm fractional bits in the first component and bn

fractional bits in the second component. The resulting residual variance will be equal

to:

σ2
r(m,n) ≈ 1

4bm
E[(∆m)2]

(
∂f̂

∂m

)2

+
1

4bn
E[(∆n)2]

(
∂f̂

∂n

)2

(8.6)

Now we consider from a rate-distortion perspective, where we wish to minimize

the residual variance plus a trade-off variable λ times the number of side-information

bits used. The result we have is:

σ2
r(m,n) + λ(bm + bn) =

1

4bm
E[(∆m)2]

(
∂f̂

∂m

)2

+
1

4bn
E[(∆n)2]

(
∂f̂

∂n

)2

+ λ(bm + bn)

(8.7)

We can separate this equation in two terms, referring to the horizontal and vertical

components of the motion vector:

σ2
r(m,n)+λ(bm+bn) =

 1

4bm
E[(∆m)2]

(
∂f̂

∂m

)2

+ λbm

+

 1

4bn
E[(∆n)2]

(
∂f̂

∂n

)2

+ λbn


(8.8)
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From this equation, we first note that each direction can choose to add a bit at a

time, independently in each direction. To add a bit to m, we need to have:

1

4bm
E[(∆m)2]

(
∂f̂

∂m

)2

+ λbm >
1

4bm+1
E[(∆m)2]

(
∂f̂

∂m

)2

+ λ(bm + 1) (8.9)

We can isolate the terms to find:

3

4bm+1
E[(∆m)2]

(
∂f̂

∂m

)2

> λ (8.10)

Define the variable βm to be independent of bm and given by:

β2
m =

4λ

3E[(∆m)2]
(8.11)

Then we should add a bit as long as:

(
∂f̂

∂m

)2

> 4bmβ2
m (8.12)

Therefore, we should add bits to the m index as long as the gradient squared is

greater than 4bmβ2
m. Another way to see this equation is to take bm to be the largest

value to satisfy:

bm < log2

(
| ∂f̂
∂m
|

βm

)
(8.13)

The same argument applies to the n index of the motion vector, by symmetry. In

this case, we would have:

(
∂f̂

∂n

)2

> 4bnβ2
n (8.14)

where βn is defined symmetrically as:

β2
n =

4λ

3E[(∆n)2]
(8.15)
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8.2 Proposed Algorithm

Based on Section 8.1, we will propose an algorithm, similar to that presented in

Chapter 5. As we can see in equations 8.12 and 8.14, we should add bits for additional

precision to a motion vector direction as long as the gradient in that direction is large.

Therefore, a natural approach would be one similar to that in Section 7.1, but that

would not hold.

There is one main issue with this setup: the motion vectors are not encoded

uniformly. In HEVC, to encode a motion vector, first you form a prediction vp(m,n).

This prediction is transmitted out of a few options on a list, based on neighboring

blocks. Then you compute the inaccuracy of this prediction ∆v(m,n) given by:

∆v(m,n) = vp(m,n)− v(m,n) (8.16)

This inaccuracy is then encoded, using a non-uniform codebook. Each component

is encoded independently. First, a flag indicating whether or not the component of

this motion vector is 0 is signaled. Then a flag indicating the sign of this motion

vector component is signaled, as well as a flag indicating whether this component is

greater than 1. If the motion vector component is absolutely larger than 1, then the

absolute component minus two is encoded using an Exponential Golomb code of first

order. These additional bits are also encoded using a context model based on the

neighboring blocks. In areas where the ∆v tends to be large, codeword length takes

this into account by assuming a wider tail, and vice versa.

This code is highly optimized for motion compensation residuals encoded in HEVC.

We will compare our method and base the analysis in this section and the next chap-

ter on a simpler code. The main reason we opt to do this is that we simply wish to

demonstrate the potential in using a side-informaton reduction method for motion

compensation. In our case, we will assume a fixed motion search window size of

2W + 1 in each direction, where W is fixed for ∆v. The motion vector components

will in this case be encoded independently. First a flag is sent indicating whether it

is 0, as this is very often the case. Then the other 2W values are encoded uniformly.
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Given this code, we propose a simple procedure to decide whether to use quarter-

pixel interpolation or no interpolation for ∆v. For each motion vector component, we

interpolate it as long as the absolute gradient of the block given by the integer part

of ∆v is larger than some threshold β. Otherwise we simply use the integer motion

vector. The rest of the encoding is performed in the same way, using only fewer bits.

Note that this algorithm does not require any new information in the decoder.

In fact, the decoder will know the previous decoded frames, and can decide whether

or not the next bit belongs to which motion vector at a time, without any addi-

tional side-information overhead. This will not generate any issues as such decision

is synchronized in the encoder and the decoder.

A natural question is how this algorithm relates to what was shown in Chapter

4. The two main questions in Chapter 4 are how we find the size N of the set

A(n), and, once we know N , how we choose A(n) for a given block. This method

basically increases the size of A(n) based on the processed block’s variance. This

variance is estimated by observing the gradient in the previously decoded block given

by the predictor. In the case of motion compensation residuals, each direction is done

separately as a large horizontal gradient does not imply a large vertical gradient and

vice versa. The choice of A(n) is still based on a uniformity assumption other than

the very common value of 0 given by when the motion vector is correctly predicted.

This assumption is not true, and we will discuss more about it at the end of the next

chapter.

Summary

In this Chapter, we presented an algorithm to reduce the motion compensation side-

information. This algorithm is based on the prediction inaccuracy modeling for mo-

tion compensation residuals. It utilizes thresholds based on the maximum absolute

gradient to use a larger interpolation factor to either the horizontal or vertical direc-

tion. This algorithm is designed based on the simplifying assumption that motion

vectors are transmitted using a uniform encoding on the last bits.
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Chapter 9

Motion Compensation

Side-Information Reduction

Results

In this section, we will first present the experimental setup and results when applying

the algorithm we designed in the previous chapter. Through this initial approach,

we will conclude that there is significant room for an approach to be developed that

adapts motion vector precision as a function of local content in previous frames.

9.1 Experimental Setup

In the experiments we performed for motion compensation side-information reduction,

we implemented our method in an adapted version of H.264. We opt to use a version

of this standard, as it has a simpler way to estimate the motion vector predictor: In

H.264, each of the motion vector predictor’s components is given by the median of

its previously decoded neighbors. In HEVC, a list of predictors is formed, and an

index to one of these predictors is transmitted. For our initial, simplified analysis,

we did not wish to consider the effect this encoding would have on the theoretical

setup presented, as we were not as focused on the number of bits used to encode

each particular possible motion vector difference. Note that using a predictor from
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this list should change the result in the sense that very often this predictor will

serve as an approximation to the correct motion vector. This will lead to smaller

codewords on average, and future practical algorithms that attempt to solve the

motion compensation side-information reduction problem will have to be designed

with a codebook that takes this into account.

For motion compensation residuals, we still assume fixed block-size used to encode

a video frame, chosen from the possible sizes of 4 × 4, 8 × 8, 16 × 16 or 32 × 32. A

single previous frame is assumed to have been encoded perfectly, so the accumulated

error from lossy encoding of an I-frame or P-frame will not affect our analysis.

The motion vector is chosen via brute-force search, by optimizing a rate-distortion

metric of the SATD plus λ times the side-information bit-rate. Overall, we will com-

pare our method to the original by analyzing the different values of this metric pro-

duced over the whole image. This metric is an approximation to encoder performance,

but it is simpler in computational and analysis terms, and will allow us not to focus

as much in the interaction between different components of the encoder.

In the experiments we performed, we tested sequences in the derf dataset, with

resolutions of 352×288 and 1920×1080 at a rate of 50 frames per second, also known

as common intermediate format (CIF) and 1080p respectively. We process only the

Y channel, and apply our method to only this channel for the second frame of the

video sequences, assuming perfect knowledge of the first frame. The CIF sequences

used are shown in Figure 9-1, and the 1080p sequences used are shown in Figure 9-2.

9.2 Results

We ran the algorithm to encode the second frame of each of the sequences in the two

previous video sequences. The results are shown in Table 9.1. In this case, we first

observed that our algorithm has a significant improvement over the naive strategy

presented in the previous chapter. This improvement is especially significant for 4×4

blocks, as there are more blocks with small edges where capturing in detail isn’t

as important, and where the large number of blocks means there is greater need to
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(a) Akiyo (b) Coastguard

(c) Flower (d) Foreman

(e) Paris (f) Silent

Figure 9-1: CIF test sequences, chosen to represent many possible features the algo-
rithm could adapt to.

reduce side information.

A natural question when considering such a method is where we expect our method

to provide the most improvement. This argument is actually very similar to the

one presented in the case of intra-prediction residuals. When we considered motion

compensation in the previous Chapter, we saw that most of the energy in residuals

comes from edges. In fact, the error can be given by the magnitude of the edge times
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(a) Aspen (b) Crowd Run

(c) Ducks

Figure 9-2: 1080p test sequences, chosen to represent many possible features the
algorithm could adapt to.

the inaccuracy area. This was the main observation we used when designing our

method.

Based on this observation, we conclude most of our improvement will happen in

images where there are many small magnitude edges. For these edges, we do not

require as tight a bound in the inaccuracy area to reduce the overall error. When

observing these sequences, we notice that we have larger improvement in images with

the presence of small magnitude edges, such as Foreman in the CIF set, and Ducks

in the 1080p set. We believe these are the areas a method such as the one proposed

here has the greatest potential to improve.

In terms of QP values, we also noted the improvement was a lot higher for high

values of QP. To observe this, Figure 9-3 shows the improvement obtained for the

metric as a function of the value of the QP parameter for the sample sequence ’Silent’

from Figure 9-1. The same behavior is also present in all other sequences. For high

values of the QP parameter, the high value of λ in the associated rate-distortion

trade-off increases the importance of reducing side-information bits.

In terms of resolution, we note that as we increase the resolution, there is a

smaller gain from our method. It may at first seem counter-intuitive, but there is
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Image Resolution Sequence 4× 4 8× 8 16× 16 32× 32
352× 288 Akiyo 9.35 % 4.85 % 7.76 % 0.60 %

Coastguard 9.39 % 9.98 % 2.23 % 0.19 %
Flower 9.40 % 6.21 % 1.82 % 0.98 %

Foreman 19.06 % 11.99 % 3.76 % 0.10 %
Paris 14.83 % 6.71 % 2.96 % 0.38 %
Silent 11.74 % 10.06 % 5.88 % 0.98 %

352× 288 Average 12.30 % 8.30 % 4.07 % 0.54 %
1920× 1080 Aspen 6.91 % 5.74 % 1.80 % 1.26 %

Crowd 4.42 % 1.48 % 0.42 % 0.56 %
Ducks 18.38 % 9.30 % 2.92 % 0.77 %

1920× 1080 Average 9.90 % 5.51 % 1.71 % 0.86 %

Table 9.1: Average improvement in sum of absolute differences plus lambda times
bit-rate metric when comparing our method with the code that uses 1 bit for a 0
motion vector component, and uniform encoding for the other values.

an explanation. As we increase the resolution, smaller movement from the motion

vector predictor may be captured. Note the probability of smaller movement from

the predictor is larger than that of larger movement. This probability is much more

significant than the chance of having larger motion. In HEVC, this is captured by

using a flag to indicate if the motion vector has absolute magnitude equal to the

interpolation factor. Unfortunately, this is not something our method accounts for as

we assume uniform codewords over all possible non-zero motion vector differences.

In terms of computation, we note that there are some savings in terms of inter-

polation costs and reduction of search area by using this algorithm. In that case, we

conclude there is some computational advantage to use a method to reduce motion

compensation side-information. This does depend on how some parameters are com-

puted, and the overall method can be more or less effective in this same sense based

on implementation.

From a practical perspective, a main issue with this method is that it cannot be

combined with the current standard encoder directly, as explained in the previous

chapter. The main issue in this case will be that the codewords are designed in

a less uniform manner, and most of the gain obtained from this method will come

from the same source as the entropy encoding. Furthermore, the entropy encoding
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Figure 9-3: Average improvement as a function of QP value for motion compensation
metric when using our method instead of the naive method for ’Silent’ sequence.

is already highly optimized for motion vector encoding. In some simple attempts to

improve using the codewords that have been designed for motion vectors, we realized

the improvement was small compared to what is obtained by most standards.

From a theoretical perspective, our results do show that an algorithm can be

designed to adapt the side-information precision based on information available at

the decoder. In our setup defined in Chapter 4, we proposed two questions, the

first being finding the size N of the set A(n) of side-information parameters, and

finding the ideal set A(n) given that length. We assumed that, in the case of motion

compensation, most motion vectors have the same probability of being chosen. That

is definitely not true. Optimizing the codebook to be used in the case where we opt

not to use fractional interpolation will be a significant step in the design of any future

motion compensation side-information reduction system.
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Summary

In this Chapter, we observed the results of applying our method to motion compen-

sation side-information. In the simplified scenario of assuming motion vectors are

uniformly encoded, we found that we can reduce the side-information bit-rate signif-

icantly for images of 720p and 1080p resolution. This does not remain true in the

scenario where we do not use uniform codewords for our motion vectors, as they are

highly optimized, and not optimized to the multiple set scenario. In this case, using

uniformly designed set of prediction parameters is highly suboptimal, so there is still

significant room for growth in the fully designed scenario.
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Chapter 10

Summary and Future Directions

In this thesis, we began by considering image and video compression. Most modern

encoders follow a pattern of prediction, followed by transform, quantization and en-

tropy encoding. The objective of the prediction is to reduce the energy in the signal by

reducing its redundancy with previous blocks. The transform is used to concentrate

the energy in as few coefficients as possible. Quantization represents these coefficients

with a small set of integer (or fixed) values, while entropy encoding represents these

values as a series of bits that can be transmitted.

Many prediction systems use some kind of parameterized predictor. By trans-

mitting a certain prediction parameter, the encoder tends to significantly reduce the

energy in prediction residuals. For example, directional intra-prediction is typically

done by selecting a prediction direction and forming a prediction by copying pixels

down in that direction. Motion compensation is typically done by selecting and trans-

mitting a motion vector referring to the previous frame. The difference between the

referred block in the previous frame and the current block is then transmitted in this

case.

A significant issue with parameterized predictors is that the predictor must be

encoded. This means a fraction of the bit-rate will now be used to account for intra-

prediction mode or motion vectors. As current standards tend to use finer intra-

prediction modes and more precise fractional motion vectors, these will occupy an

ever higher fraction of the bit-rate. In this thesis, we reconsidered this trade-off, and
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proposed to select whether or not to use a larger set adaptively, in order to gain an

advantage.

In Chapter 4, we first presented a framework to consider this parameterized pre-

diction and its side-information domain. We take our parameter to be chosen from a

set of prediction parameters. We note that, although this set is often assumed to be

fixed, there is no reason for this to be the case. We propose that this set should adapt

to local content from previous blocks. In the context of this thesis, we require the

set to be decided only on previously encoded blocks, since this will not incur in any

additional side-information bits. We related the selection of this set to the problem

of quantizer design, and the concept of an indirect quantizer, where we quantize a

certain parameter in order to encode something else, and the error is given by the

error obtained when decoding the estimated value.

A natural question is what optimal set should be used? The design of the adaptive

set to be chosen in each block boils down to two questions, to be answered in a block-

by-block basis and based on data from previously decoded blocks:

(a) What is the number of possible side-information levels that we should use in a

particular block?

(b) Given the number of side-information levels we wish to use, what are the optimal

levels that should compose this set?

In Chapter 5, we first considered applying this framework to intra-prediction,

by deriving an algorithm based on the intra-prediction residual inaccuracy model as

presented in [22]. Our first method for intra-prediction selects between a set of 7

and a set of 35 intra-prediction directions. The set of 7 is given by uniformly spaced

directions shown in Figure 5-1, while the set of 35 directions is given by the full set

of directions in HEVC. We choose between these two sets by observing the maximum

absolute gradient in the decoded block-boundary. For blocks with small gradient

boundary, we use the small set. For blocks with large gradient boundary, we use the

large set. This means we attempt to encode our block more precisely whenever we

expect to have a large edge in this block, as in this case the imprecision would lead
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to larger residuals, and encode our block less precisely when we expect it to have a

large edge.

In terms of our theoretical framework, what this meant is that we were focusing on

the question of determining the number of side-information levels to be used in each

block. We restricted this to two possibilities, and simply designed a criterion based

on previously decoded data to select between them. We assumed for now that the

ideal answer for the levels to be used would be approximately given by the uniformly

designed levels.

When applying this algorithm, we observed that it was indeed able to significantly

improve the encoder performance, as shown in Chapter 6. There were two main

advantages that we found in this method. The first one is that in many blocks,

using a smaller set of prediction directions will mean a smaller number of possible

side-information parameter values, and therefore a smaller number of bits used in

these blocks. The other advantage is what we referred to as the most-probable mode

(MPM) effect. Since blocks are encoded using non-uniform codewords where the

smaller codewords are given to more probable levels, often the optimal level from an

energy reduction perspective will not be optimal from a rate-distortion perspective.

For these blocks, using a smaller set will lead to a smaller cost to non-MPM modes.

This means the optimal mode from an energy reduction perspective will be encoded

using fewer bits, and our method may indeed select a codeword that uses more bits,

leading to a larger number of bits when using the smaller set, but improved overall

encoder performance.

In Chapter 7, we considered two ways we could improve the side-information

reduction system designed in Chapter 5. First, we proposed to select from a larger

number of possible cardinalities to the set of intra-prediction directions. Instead of

restricting ourselves to 7 or 35 modes, we allow ourselves to use 7, 11, 19 or 35 modes.

We select among these by thresholding the maximum absolute gradient squared with

scaling factors by 4 in between sets, based on the prediction inaccuracy model for

intra-prediction. In terms of our theoretical setup, we are merely extending a bit the

range of possibilities in question (a), while still keeping the uniformity assumption
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for question (b). As we observed, this led to a small improvement in relation to what

was previously established in Chapter 6.

We then proposed to consider the second question, by using only two possible

cardinalities, but adapting the prediction directions to the content in previous blocks.

Specifically, we design these directions by adding the neighboring directions to the

directions used in the block’s neighbors. This takes into account the fact that edges

tend to extend between multiple blocks with smaller variations. This unfortunately

did not lead to any gain when compared to what was found before.

In Chapter 8, we considered how we could adapt side-information reduction to the

case of motion compensation. For motion compensation, motion vectors are encoded

using fractional precision. This fractional precision is what leads to larger codewords.

Therefore, we propose to use fractional precision only for some of the blocks, decided

by looking at the gradient of the block given by the predicted motion vector in the

previous frame. The idea is again to look for whether or not the current block has a

large edge or a small edge, and to use a fine set of motion vectors only in the blocks

with large edges.

In Chapter 9, we observed that, in a simplified scenario, reducing the side-information

can lead to an improvement in encoder performance. The main issue is that it does not

lead to the same improvement when using the codebook designed for HEVC. HEVC

uses a non-uniform codebook, which exploits the same redundancy in between blocks

as our method does, to lead to more efficient encoding. To apply side-information

reduction directly to HEVC would require a significant amount of work in optimizing

the non-uniform codewords, and designing the set of possible directions to be used

within the adaptive set.

To conclude, we believe side-information reduction should be an active research

direction for future standards. As we use more precise motion vectors and intra-

prediction directions, we will require adaptive ways to deal with the large amount

of associated side-information. Future work should be done in future standards such

as VVC [5], to consider different ways side-information is contributing to the overall

bit-rate, and how adaptive methods can be used to reduce it.
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New types of multimedia applications which utilize video compression may also

be directions where methods to reduce side-information can lead to significant com-

pression improvement. For example, in the case of three-dimensional stereoscopic

video sequences or multiview video sequences [28, 29], frames accounting for different

views are highly correlated. Using the side-information parameters in a view as a way

to reduce side-information in the other view can lead to significant encoding gains.

Similarly, in the case of scalable video encoding [30, 31], one can adapt the side-

information precision for higher resolutions based on the parameters used in lower

resolutions. Given the increasing use of sophisticated prediction mechanisms in the

coding techniques for these new types of media, and therefore the increasing need

for side-information and the need to compress this side information, this suggests

that the research directions identified in this thesis may increase in importance in the

future.
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