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Abstract

Dynamically programmable surfaces for spatiotemporal control of light are crucial to many optoelectronic technologies including high-speed optical communication, display and projection, autonomous driving, optical information processing, imaging, and fast programmable optical tweezers. Currently available electro-optically tunable components are often bulky, inefficient, and have limited operation speeds. This thesis describes the development of a compact, high-speed, electro-optic spatial light modulator (SLM) architecture based on two-dimensional arrays of tunable microcavities. Optimized microcavity designs can enable high-speed, high diffraction efficiency SLMs with standard-CMOS-compatible driving voltages. An electro-optic material, graphene, is also investigated in detail. A graphene carrier density spatiotemporal modulation technique is proposed and experimentally validated. This technique enables the demonstration of a compact graphene thermopile in the mid-infrared wavelengths and paves the way for future implementations of graphene plasmonic metasurfaces.
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Chapter 1

Introduction

1.1 Spatiotemporal light control

Spatial light modulators (SLMs), which manipulate the spatial amplitude and phase distributions of light waves, find use in a wide range of applications (Fig. 1-1), including compact beam steering for LiDAR [11, 12], display and projection [13], beam shaping [14], biomedical in-vivo imaging through scattering media [15], wavefront encoding for optical information processing [16, 5], high-speed interconnects [17], and fast programmable optical tweezers [18, 2].

After decades of advances, SLMs based on liquid crystals and digital micromirrors can now reach large pixel counts exceeding $10^6$ with pixel pitches of less than 10 µm and driving voltages compatible with CMOS (complementary metal–oxide–semiconductor) processes [19, 4]. However, the rather slow frame rates in such SLMs (in the range of kHz) presents limitations for many applications. For example, optics show promise to replace electronics in data interconnects thanks to their low loss and low power consumption, but until now no electro-optic modulators have simultaneously achieved a large channel count and a large channel bandwidth to clearly demonstrate optical interconnects’ advantage. Another example is mirror-based color projectors implemented with duty-cycle modulation and color wheels. Currently, a transition from bright to dark pixels in projectors with a kHz frame rate would produce an undesirable rainbow effect that causes discomfort for some people.
Figure 1-1: Spatial light modulators find a wide range of applications, including compact beam steering for LiDAR, fast programmable optical tweezers, display and projection, wavefront encoding for optical information processing, biomedical \textit{in-vivo} imaging through scattering media, and high-speed interconnects. Figure reproduced from \[1, 2, 3, 4, 5, 6, 7\].
1.2 Commercial spatial light modulators

Current commercial technologies for SLMs are based on two dominant platforms, liquid crystals (LCs) and digital micromirror devices (DMDs). Table 1.1 summarizes several key figure-of-merits of these two platforms.

Table 1.1: Figure-of-merits of commercial SLMs.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame Rate</td>
<td>100 Hz</td>
<td>10 kHz</td>
<td>40 kHz</td>
<td>10 kHz</td>
</tr>
<tr>
<td>Driving Voltage</td>
<td>&lt; 5 V</td>
<td>0.005 V</td>
<td>3.3 V</td>
<td>50 V</td>
</tr>
<tr>
<td>Pixel Pitch</td>
<td>&lt; 20 µm</td>
<td>13.2 µm</td>
<td>5.4 µm</td>
<td>40 µm</td>
</tr>
<tr>
<td>Insertion Loss</td>
<td>&lt; 0.5 dB</td>
<td>2.2 dB</td>
<td>0.5 dB</td>
<td>0.2 dB</td>
</tr>
<tr>
<td>Array Size</td>
<td>&lt; 1920 × 1080</td>
<td>1280 × 768</td>
<td>1920 × 1080</td>
<td>128 × 128</td>
</tr>
<tr>
<td>Fill Factor</td>
<td>&lt; 95%</td>
<td>90%</td>
<td>~100%</td>
<td>84%</td>
</tr>
</tbody>
</table>

Notably, both platforms allow large pixel counts > 10^6, small pixel pitches < 10 µm, and low driving voltages compatible with CMOS processes, but the slow response times associated with these two mechanical tuning mechanisms limit the frame rate to kHz [23, 20, 19, 13, 21, 22]. In addition, the complex design and manufacturing process for DMDs and their relatively high failure rate [24] due to moving parts make them not ideal for many applications. To realize high-speed (MHz or GHz) spatial light modulators, a new material platform and its associated architecture are needed.

1.3 Emerging electro-optic modulation platforms

Several emerging SLM platforms are currently under research. Thermo-optic effect in silicon photonics [25] and micro-electromechanical systems (MEMS) [26] are promising for independent optical amplitude and phase control, but since the underlying thermo-optic effect and mechanical effect have response time in the µs range, the refresh rate is still limited to 100 kHz.

Other electro-optic effects have promised faster speeds, including quantum-confined Stark effect in quantum wells [27], free carrier dispersion effects in semiconductors.
or epsilon-near-zero materials (such as indium tin oxide ITO) [28, 29], electro-optic effect in 2D materials [30], and the linear electro-optic (Pockels) effect [31, 32]. In these platforms, since the electro-optic effects are associated with band-bending, charge carrier dynamics, or atomic displacement, the faster timescale allows modulation in excess of GHz.

However, these modulation mechanisms are weaker compared to those of LCs and DMDs, due to either the small voltage-induced change in the refractive index ($\Delta n < 0.01$) or the small volume where the change can happen (atomic layer in 2D materials or surface layer in ITO). Therefore, a new SLM architecture where these weak effects can be enhanced is needed to ensure CMOS-compatible driving voltages.

This thesis describes the development of a compact, high-speed, electro-optic SLM architecture based on two-dimensional arrays of tunable microcavities. Chapter 2 discusses the general theoretical methodology that can be used for the design and optimization of the tunable microcavity pixels along with an outlook for the fabrication and CMOS integration process of this architecture. Chapter 3 investigates the electro-optic material platform graphene and describes an experimental technique for surface electrical gating of graphene at the nanoscale. Chapter 4 describes a few photonic device concepts based on electrically-modulated graphene. The thesis ends with an outlook on the future realization of a high-speed electro-optic spatial light modulator.
Chapter 2

High-Speed Spatial Light Modulators with Tunable Cavity Arrays

This chapter discusses the proposal of a high-speed spatial light modulator architecture based on two-dimensional arrays of microcavities, whose resonant wavelengths can be tuned with externally applied voltages via high-speed electro-optic effect. The chapter starts with an introduction of this architecture, followed by a detailed illustration of the design methodology for each microcavity pixel and a numerical demonstration of a phase-only SLM with a standard-CMOS-compatible operation voltage and a high diffraction efficiency. The same design methodology is also used for the design of an amplitude modulator. The chapter ends with an overview of the fabrication process for such designs and a discussion of its potential integration with complementary metal–oxide–semiconductor (CMOS) back-end-of-line (BEOL) process.

2.1 Tunable microcavity array SLMs

To take advantage of the high-speed electro-optic effects that are typically much weaker than LC and DMD’s modulation effects, I propose an SLM architecture that consists of a two-dimensional array of microcavities whose resonant frequency is modulated through an active electro-optic material embedded in the cavity. One example geometry of such microcavities is illustrated in the inset of Fig. 2-1.
To illustrate the device concept, Pockels effect, also known as the linear electro-optic effect, is used here as an example. An applied electric field shifts the refractive index of the active material according to

\[
\Delta \left( \frac{1}{n^2} \right)_i = \sum_{j=1}^{3} r_{ij} E_j
\]

where \( r_{ij} \) is the electro-optic tensor. The Pockels effect has two key properties. First, only the real part of the refractive index is modified, leading to high \( \Delta n/\Delta k \) ratio and phase-only modulation. Second, most common Pockels materials, including ferroelectric oxides, have ultrafast response times in the femtosecond range.

Figure 2-1: Spatial light modulators with two-dimensional tunable microcavity arrays. Each phase shifter pixel consists of a one-sided vertical microcavity capable of modulating the phase of the reflected light. An array of phase shifter elements can modulate the spatial profile of the reflected wavefront and generate a desirable far-field radiation pattern. DBR: distributed Bragg reflector. ITO: indium tin oxide. CMOS: complementary metal–oxide–semiconductor.

Similar to other high-speed electro-optic effects, the downside of Pockels effect is that it is relatively weak (\( \Delta n \sim 0.01 \)), so it is difficult to achieve a phase change of \( \pi \) under voltages that for practicality of driving electronics should be below \( \sim 10 \text{ V} \). For example, for a high electric field of 10 V/\( \mu \text{m} \), reflection through a 1\( \mu \text{m} \)
layer of barium titanate (Pockels coefficient $r_{42} = 923 \text{ pm/V}$ [32]) would yield a phase modulation change of only $\Delta \phi = \frac{2\pi}{\lambda} \Delta n(2h) \sim 0.15\pi$ at $\lambda = 1550 \text{ nm}$. Hence to address this problem, I propose the design of a one-sided microcavity to amplify the modulated phase.

The spatial light modulator is then composed of a two-dimensional array of such vertical microcavities, as illustrated in Fig. 2-1. Each microcavity pixel is a free-space phase-only modulator that works in the reflection mode, allowing incident light to be reflected with a phase delay controlled by an electrical voltage applied through the metal interconnect contacts in the CMOS backplane underneath. The 2D array of phase shifter pixels, when controlled independently and simultaneously, can impose a spatially variant phase distribution on the wavefront of the reflected light, generating a far-field radiation pattern according to

$$U(x, y, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(f_x, f_y, 0) e^{j2\pi \sqrt{\frac{1}{\lambda^2} - f_x^2 - f_y^2}} e^{j2\pi(f_x x + f_y y)} df_x df_y$$  \hspace{1cm} (2.2)$$

where $U(x, y, z)$ is the far-field radiation field of the reflected light from the SLM, $A(f_x, f_y, 0)$ is the Fourier transform of the near-field of the reflected light as a function of the spatial frequencies $f_x$ and $f_y$ and $\lambda$ is the wavelength of light. Using phase retrieval algorithms such as the Gerchberg-Saxton algorithm [33], the required phase from each pixel can be calculated and set by the corresponding control voltage, allowing an arbitrary desired far-field pattern to be generated.

### 2.2 Linear electro-optic (Pockels) effect

The electro-optic effect is the change in material's refractive index induced by the presence of a static or low-frequency (up to microwave frequencies) electric field. When the change in refractive index depends linearly on the strength of the electric field, the effect is called the linear electro-optic effect or Pockels effect. It can be
described in terms of a nonlinear polarization by [34]

\[ P_i(\omega) = 2\varepsilon_0 \sum_{j,k=1}^{3} \chi^{(2)}_{ijk}(\omega = \omega + 0)E_j(\omega)E_k(0) \]  

(2.3)

where \( \chi^{(2)}_{ijk} \) is the material’s second-order nonlinear susceptibility, \( E_j(\omega) \) is the electric field of the light, \( E_k(0) \) is the applied low-frequency electric field and \( \varepsilon_0 \) is the free-space electric permittivity.

This section starts with a brief review of the mathematical formalism for modeling Pockels effect [34], followed by a discussion of two material choices with high Pockels coefficients, along with the method to determine the material’s optimal crystalline orientation in an electro-optic device.

For an anisotropic crystal that is lossless and non-optically active, the surfaces of constant energy density in the space of the field vector \( \vec{D} \) are ellipsoids and the shape of these ellipsoids can be described with the spatial coordinates \((x, y, z)\) themselves. This shape is known as the optical indicatrix and is described by the following equation

\[
\left( \frac{1}{n^2} \right)_{11} x^2 + \left( \frac{1}{n^2} \right)_{22} y^2 + \left( \frac{1}{n^2} \right)_{33} z^2 + 2 \left( \frac{1}{n^2} \right)_{23} yz + 2 \left( \frac{1}{n^2} \right)_{13} xz + 2 \left( \frac{1}{n^2} \right)_{12} xy = 1
\]  

(2.4)

where \( n \) is the refractive index of this anisotropic crystal and is related to the material’s dielectric permittivity tensor by

\[
\left( \frac{1}{n^2} \right)_{ij} = (\epsilon^{-1})_{ij} = (\epsilon^{-1})_{ji}
\]  

(2.5)

With the indicatrix, the refractive index can be determined by intersecting a plane perpendicular to the propagation direction and calculating the semi-major and semi-minor axes of the resultant ellipse, with the polarization of the corresponding field vector \( \vec{D} \) given by the orientations of these axes.

In the crystal’s principal-axis coordinate system, the indicatrix takes its simplest
form
\[
\left( \frac{1}{n^2} \right)_{11} x^2 + \left( \frac{1}{n^2} \right)_{22} y^2 + \left( \frac{1}{n^2} \right)_{33} z^2 = 1
\] (2.6)

When a low-frequency electric field is applied to this crystal, the \((\frac{1}{n^2})_{ij}\)'s can be expressed as a power series in the strength of the components \(E_k\) of the applied electric field as
\[
\left( \frac{1}{n^2} \right)_{ij} = \left( \frac{1}{n^2} \right)_{ij}^{(0)} + \sum_{j=1}^{3} r_{ijk} E_k + \sum_{j,k=1}^{3} s_{ijkl} E_k E_l + \cdots
\] (2.7)
where \(r_{ijk}\) and \(s_{ijkl}\) describe the linear and quadratic electro-optic effects, respectively. Due to the symmetry of the dielectric permittivity tensor \(\epsilon_{ij}\) and consequently the symmetry of the linear electro-optic tensor \(r_{ijk}\), there are six independent dielectric permittivity elements and a contracted notation can be adopted to represent the third-rank tensor \(r_{ijk}\) as a two-dimensional \((6 \times 3)\) matrix according to the prescription
\[
h = \begin{cases} 
1 & \text{for } ij = 11 \\
2 & \text{for } ij = 22 \\
3 & \text{for } ij = 33 \\
4 & \text{for } ij = 23 \text{ or } 32 \\
5 & \text{for } ij = 13 \text{ or } 31 \\
6 & \text{for } ij = 12 \text{ or } 21.
\end{cases}
\] (2.8)

The linear electro-optic effect can then be written as
\[
\Delta \left( \frac{1}{n^2} \right)_i = \sum_{j=1}^{3} r_{ij} E_j
\] (2.9)
where \(r_{ij}\) are known as the electro-optic (Pockels) coefficients, \(E_j\) represents the components of the applied electric field and the \(\Delta(\frac{1}{n^2})_i\) represents the change of refractive index in one of the six independent indices.
2.2.1 Pockels effect in thin film BaTiO\textsubscript{3} and LiNbO\textsubscript{3}

Two materials with high Pockels coefficients, thin film crystalline barium titanate (BaTiO\textsubscript{3}) and lithium niobate (LiNbO\textsubscript{3}), are promising candidates as the active material of the tunable microcavities.

Barium titanate (also known as BTO), with a bulk Pockels coefficient \( r_{42} \) of 1640 pm/V \cite{34}, has emerged as an excellent material for integrated electro-optic modulators owing to a recently developed epitaxial thin film synthesis process that maintains its tetragonal lattice structure in the thin film and shows a high thin-film Pockels coefficient, characterized to be as large as \( r_{42} = 923 \) pm/V \cite{32}. Pockels modulation in BTO has sub-ps response time. A Si-integrated BTO electro-optic modulator has been demonstrated for high speed operation up to 65 GHz \cite{32}. The epitaxial growth process is possible on standard silicon wafers and the material is chemically and thermally stable \cite{35}. Direct wafer bonding process \cite{36} using Al\textsubscript{2}O\textsubscript{3} adhesion layers with a temperature budget well within the limits of the BEOL process (< 300 °C) has also expanded the possibility of thin film BTO integration to silicon-on-insulator wafers and CMOS backplanes \cite{32, 37}.

BTO’s tetragonal lattice has the point group symmetry \( 4mm \). Hence the Pockels tensor is of the form

\[
\begin{bmatrix}
0 & 0 & r_{13} \\
0 & 0 & r_{13} \\
0 & 0 & r_{33} \\
0 & r_{42} & 0 \\
r_{42} & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

(2.10)

For an electro-optic device to operate at a lower voltage, it is necessary to take advantage of the maximum element in the tensor \( r_{42} = 923 \) pm/V and realize the largest possible refractive index change.

Below, the optimal crystalline orientation with respect to the applied electric field direction for maximum Pockels effect is determined.

Figure 2-2 illustrates the coordinate system of the crystalline orientation, \( XYZ \)
(with BTO’s <100> along Z-direction), and the coordinate system of the applied electric field, $X'Y'Z'$. In epitaxially grown BTO thin film with a thickness of several hundreds of nanometers, the <100> axis is oriented in-plane [35]. Hence $X$-direction is out-of-plane. $X'$-direction is chosen to be aligned with the $X$-direction. The horizontal rotational angle between the two coordinate systems is denoted by $\theta$.

![Illustration of the thin film BTO layer, its crystalline orientation, the direction of the applied E field, and the two coordinate systems.](image)

Figure 2-2: Illustration of the thin film BTO layer, its crystalline orientation, the direction of the applied E field, and the two coordinate systems.

The indicatrix in the crystal’s principal-axis coordinate system can be written as

$$\left(\frac{1}{n_0^2}+r_{13}E_z\right)x^2 + \left(\frac{1}{n_0^2}+r_{13}E_z\right)y^2 + \left(\frac{1}{n_e^2}+r_{33}E_z\right)z^2 + (r_{42}E_y)2yz + (r_{42}E_x)2zx = 1$$

(2.11)

where $n_o$ and $n_e$ are the ordinary and extraordinary refractive indices of the crystal, respectively, $r_{13}$, $r_{33}$, and $r_{42}$ are the non-zero electro-optic coefficients for $4mm$ symmetry.

For vertically-oriented microcavities, the propagation direction is along $X$. Intersecting the perpendicular plane $x = 0$ with the indicatrix, one can see that $E_x$ does not contribute to the refractive index change for in-plane polarizations. Hence $\vec{E}$ is in-plane and $Z'$-direction can be chosen to align with $\vec{E}$’s direction.

Setting $E_x = 0$ and transforming the indicatrix equation from the $XYZ$- into the $X'Y'Z'$-coordinate system by substituting $x$, $y$, and $z$ by $x = x'$, $y = \cos \theta y' + \sin \theta z'$,
and \( z = -\sin \theta y' + \cos \theta z' \), after some algebra, the equation becomes

\[
\left( \frac{1}{n_o^2} + r_{13}E_z \right) (x')^2 + \left[ \left( \frac{1}{n_o^2} + r_{13}E_z \right) \cos^2 \theta + \left( \frac{1}{n_e^2} + r_{33}E_z \right) \sin^2 \theta - r_{42}E_y \cdot 2 \sin \theta \cos \theta \right] (y')^2 \\
+ \left[ \left( \frac{1}{n_o^2} + r_{13}E_z \right) \sin^2 \theta + \left( \frac{1}{n_e^2} + r_{33}E_z \right) \cos^2 \theta + r_{42}E_y \cdot 2 \sin \theta \cos \theta \right] (z')^2 \tag{2.12}
\]

\[
+ \left[ \left( \frac{1}{n_o^2} + r_{13}E_z \right) 2 \sin \theta \cos \theta - \left( \frac{1}{n_e^2} + r_{33}E_z \right) 2 \sin \theta \cos \theta \\
+ r_{42}E_y \cdot 2(\cos^2 \theta - \sin^2 \theta) \right] y'z' = 1
\]

Setting \( E_z = 0 \) then yields the refractive index for light with polarization along the \( Z' \)-direction,

\[
n_{z'} = \frac{n_on_e}{\sqrt{\sin^2 \theta_n^2 + \cos^2 \theta n_o^2}}. \tag{2.13}
\]

When \( \vec{E} = E_z \hat{z'} \),

\[
\frac{1}{n_{z'}^2} \left( \vec{E} = E_z \hat{z'} \right) = \frac{\sin^2 \theta}{n_o^2} + \frac{\cos^2 \theta}{n_e^2} + [(r_{13} + 2r_{42}) \cos \theta \sin^2 \theta + r_{33} \cos^3 \theta] E_{z'} \\
= \frac{1}{n_{z'}^2} \left( \vec{E} = 0 \right) + [(r_{13} + 2r_{42}) \cos \theta \sin^2 \theta + r_{33} \cos^3 \theta] E_{z'} \tag{2.14}
\]

which then indicates that the effective electro-optic coefficient \( r_{z'z'} \) for light with polarization along \( Z' \)-direction under E field applied in the same direction is

\[
r_{z'z'}(\theta) = (r_{13} + 2r_{42}) \cos \theta \sin^2 \theta + r_{33} \cos^3 \theta \tag{2.15}
\]

Similarly, the refractive index \( n_{y'} \) and the electro-optic coefficient \( r_{y'z'} \) for polarization perpendicular to the E field direction can be obtained using the \((y')^2\) term in Equation 2.12,

\[
n_{y'} = \frac{n_on_e}{\sqrt{\cos^2 \theta n_e^2 + \sin^2 \theta n_o^2}} \tag{2.16}
\]
\[ r_{z'z'}(\theta) = r_{13}\cos^3\theta + r_{33}\cos\theta\sin^2\theta - 2r_{42}\sin^2\theta\cos\theta \]  

(2.17)

Figure 2-3(a) plots the effective electro-optic coefficients \( r_{z'z'} \) and \( r_{y'z'} \) as a function of the angle \( \theta \) between the applied E field and the BTO <100> axis, where experimentally measured values for \( r_{13}, r_{33}, \) and \( r_{42} \) of BTO thin film from Ref [32] are used. The maximum coefficient occurs at \( \theta \approx 40^\circ \) for \( r_{z'z'} \). Hence, to maximize the refractive index change for a given applied E field, the polarization of the light should be along the same direction as the applied E field, and the BTO crystal should be oriented such that the <100> axis is at 40° angle from the E field direction. When multi-domain BTO thin film is considered, where the <100> axis of the rectangular-shaped domains points in one of the two perpendicular in-plane directions, the effective \( r_{z'z'} \) and \( r_{y'z'} \) are the linear combinations of the EO coefficients for each single domain. Assuming the number of domains pointing in each of the two directions are equal, for symmetry reason, the effective \( r_{z'z'} \) and \( r_{y'z'} \) for multi-domain BTO thin film are then calculated and plotted in Fig. 2-3(b). The maximum coefficient now occurs at \( \theta \approx 45^\circ \) for \( r_{z'z'} \). To maximize the refractive index change for a given applied E field, the polarization of the light should be along the same direction as the applied E field,
and the BTO crystal should be oriented such that the <100> axis is at 45° angle from the E field direction.

The maximum effective EO coefficient is \( r_{z'z', \text{max}} = 872.01 \text{ pm/V} \) and the refractive index for this orientation is \( n_{z'} = 2.289 \). These parameters are used in simulation in later sections of this chapter.

The BTO thin film considered in this study requires high tetragonality and minimal porosity. Ref. [38] has provided a roadmap for achieving high electro-optic performance through the synthesis of this thin film.

Lithium niobate, with bulk Pockels coefficients \( r_{33} \) of 30.9 pm/V, is another material whose thin film form has emerged as a promising platform for integrated high-speed electro-optic modulators [31, 39, 40]. LiNbO₃’s crystalline lattice has the point group symmetry \( 3m \) with a Pockels tensor in the form of

\[
\begin{bmatrix}
0 & -r_{22} & r_{13} \\
0 & r_{22} & r_{13} \\
0 & 0 & r_{33} \\
0 & r_{42} & 0 \\
r_{42} & 0 & 0 \\
r_{22} & 0 & 0
\end{bmatrix}
\]  \hspace{1cm} (2.18)

The indicatrix in the crystal’s principal-axis coordinate system can be written as

\[
\left( \frac{1}{n_o^2} - r_{22}E_y + r_{13}E_z \right) x^2 + \left( \frac{1}{n_o^2} + r_{22}E_y + r_{13}E_z \right) y^2 + \left( \frac{1}{n_e^2} + r_{33}E_z \right) z^2 \\
+ (r_{42}E_y)2yz + (r_{42}E_x)2zx + (r_{22}E_x)2xy = 1
\]  \hspace{1cm} (2.19)

From this, one can see that the maximum Pockels effect with coefficient \( r_{33} = 30.9 \text{ pm/V} \) can be achieved for light polarized in LiNbO₃’s <001> direction by applying an electric field along the same direction. With LiNbO₃ thin film, this can be done with a X-cut thin film with a horizontal electric field or a Z-cut thin film with a vertical electric field.
2.3 Design of phase-only SLMs

Spatial light modulators are divided into two main categories: phase-only SLMs and amplitude-only SLMs. Both types of devices, combined with appropriate techniques, can be used to create complex amplitude modulation and propagate into arbitrary optical fields [14, 41]. However, due to the amplitude modulation nature, amplitude-only SLMs has much lower energy efficiency compared to phase-only SLMs [42].

In practice, liquid crystal SLMs and micromirror SLMs both have implementations of the phase-only mode, but almost all other emerging high-speed electro-optic platforms are fundamentally incapable of phase-only operation. This is because in these modulation mechanisms (free carrier dispersion, quantum-confined Stark effect, and epsilon-near-zero materials), the refractive index change is associated with a change in the extinction coefficient as well, leading to an amplitude modulation coupled with the phase modulation. This unwanted coupled amplitude change contributes to undesirable diffraction of light that reduces the energy efficiency and causes inaccuracy of the image formation.

Phase-only operation is possible with the proposed SLM architecture of tunable microcavity arrays with Pockels materials. Due to the wide band gaps and the high transparency of BaTiO$_3$ and LiNbO$_3$, the $\Delta k$ associated with $\Delta n$ is negligible. The microcavity resonators are also designed to be over-coupled with the incident waves, which allows phase change from 0 to $2\pi$ with minimal amplitude change for the reflected waves.

This section discusses the design of phase-only SLMs based on tunable microcavity arrays. It starts from a review of the key figure-of-merits for phase-only SLMs, followed by a detailed illustration of the phase shifter pixel design methodology that combines analytical calculations with full-wave finite-difference-time-domain (FDTD) simulations. Several key concepts that are included enable the design of a high-speed phase-only spatial light modulator with CMOS-compatible driving voltages and a high diffraction efficiency.
2.3.1 Microcavity phase shifter design methodology

Portions of this section have appeared in Reference [43].

Phase-only SLMs have several key figure-of-merits: operation speed, driving voltage, diffraction efficiency, pixel size, and array size. The diffraction efficiency can be sub-divided into figure-of-merits including fill factor (the relation is explained in more detail in Sec. 2.3.2), reflection/transmission efficiency, amount of coupled amplitude change associated with the phase change, and fabrication accuracy. Table 1.1 summarizes these figure-of-merits for commercial SLMs.

To address the figure-of-merits of driving voltage, fill factor, reflection efficiency, and pixel size, I propose two concepts: (1) designs of asymmetric vertical microcavity resonator that operates in the over-coupled regime, enabled by a special design optimization methodology discussed in this section, and (2) a phase mask concept that improves the fill factor of the pixels which will be the topic of Sec. 2.3.4.

In this section, I present a systematic general approach for achieving the optimized phase shifter element design. To illustrate this design methodology, this section is based on the example geometry of a micropillar vertical cavity, shown in Figure 2-1.

In each phase shifter pixel, there is a micropillar vertical cavity with the Pockels material (BTO is used in this example) embedded inside the cavity. The layer of BTO has a thickness of one wavelength and is sandwiched between two distributed Bragg reflectors (DBRs) with alternating quarter-wavelength thickness layers of TiO$_2$ and SiO$_2$, creating a Fabry-Perot optical cavity with strongly enhanced optical field in the BTO layer. A pair of transparent conductive oxide layers on the two opposite sides of the vertical microcavity, using materials such as indium tin oxide (ITO), form a parallel plate capacitor that generates a horizontally-oriented electric field across the BTO layer when a voltage is applied. This E-field then changes the refractive index $n$ of BTO, which in turn shifts the resonant wavelength of the optical cavity and produces a phase shift on the reflected light propagating away from the microcavity. The transparent oxide electrodes are connected to the CMOS backplane’s metal contacts, allowing each pixel to be individually electrically addressed with CMOS circuits.
The complex reflection coefficient of a one-sided resonator, calculated using the temporal coupled-mode theory (TCMT), can be expressed as [44]

\[ r(\omega) = \left( \frac{1}{\tau_0} - \frac{1}{\tau_e} \right) + j(\omega_0 - \omega) \left( \frac{1}{\tau_0} + \frac{1}{\tau_e} \right) - j(\omega_0 - \omega) \]

(2.20)

where \( \frac{1}{\tau_0} \) and \( \frac{1}{\tau_e} \) are the intrinsic loss rate of the resonator and the coupling rate between the resonator mode and the free-space mode, respectively, and \( \omega_0 \) is resonance frequency. This indicates that a detuning of the frequency from the resonance results in changes in the reflectance amplitude and phase. For the phase shifter resonator, as the voltage applied changes the refractive index of the active material BTO, the shifts in the resonant frequency then results in a detuning of the frequency from the resonance that modifies the amplitude and phase of the reflection wavefront as desired.

The regime of coupling between the resonator mode and the free space mode places an upper bound on the resonator’s quality factor. Depending on the relative magnitude of the intrinsic loss rate \( \frac{1}{\tau_0} \) and the resonator-free-space coupling rate \( \frac{1}{\tau_e} \), the resonator’s coupling to the free space mode can be categorized into three regimes: under-coupled (\( \frac{1}{\tau_0} > \frac{1}{\tau_e} \)), critically-coupled (\( \frac{1}{\tau_0} = \frac{1}{\tau_e} \)), and over-coupled (\( \frac{1}{\tau_0} < \frac{1}{\tau_e} \)) regimes, as illustrated in Fig. 2-4. To make sure that a full 0 to \( 2\pi \) reflectance phase shift and a minimal variation of amplitude can be achieved, the resonator mode

![Figure 2-4: Schematic illustration for the one-sided vertical cavity coupled to the free-space mode and the reflectance in different coupling regimes between the resonator mode and the free-space mode.](image)
should be over-coupled to the free-space mode. From Equation (2.20), the reflection coefficient of the resonator at the resonance frequency \( \omega = \omega_0 \) can be expressed in terms of the resonator’s quality factors as

\[
R_0 = R(\omega = \omega_0) = \left( \frac{1}{\tau_e} - \frac{1}{\tau_0} \right)^2 = \left( \frac{1}{\tau_e} + \frac{1}{\tau_0} \right)^2 = \left( \frac{1}{\tau_e} \right) \left( \frac{1}{Q_{\text{int}}} \right) \frac{2}{Q_{\text{tot}}} \] (2.21)

where \( Q_{\text{int}} \) and \( Q_{\text{tot}} \) are the resonator’s intrinsic Q and loaded Q, respectively. For the resonator to be over-coupled to the free-space and its reflection on resonance to be greater than a given value \( R_0 \), this equation then places an upper bound on the resonator’s loaded Q:

\[
Q_{\text{tot}} \leq \frac{1 - \sqrt{R_0}}{2} Q_{\text{int}} \] (2.22)

On the other hand, the amount of frequency detuning that can be produced by a given applied voltage places a lower bound on the resonator’s loaded Q. The frequency detuning can be expressed in terms of the change of the material’s electric permittivity \( \epsilon \) using perturbation theory as

\[
\Delta \omega = -\frac{\omega_0}{2} \int d^3\vec{r} \Delta \epsilon(\vec{r}) |\vec{E}(\vec{r})|^2 + O(\Delta \epsilon^2) \] (2.23)

The second term represents the second and higher order effects and is negligible when \( |\Delta \epsilon/\epsilon| < 1\% \). Since \( n = \sqrt{\epsilon} \), we have \( \Delta \epsilon \approx 2\epsilon \Delta n/n \). The detuning can then be written as

\[
\Delta \omega = -\frac{\omega_0}{2} \frac{\int d^3\vec{r} 2 \epsilon(\vec{r}) \Delta n(\vec{r}) / n(\vec{r}) |\vec{E}(\vec{r})|^2}{\int d^3\vec{r} \epsilon(\vec{r}) |\vec{E}(\vec{r})|^2} \\
= -\frac{\omega_0}{n_0} \int_{\text{BTO}} d^3\vec{r} \epsilon(\vec{r}) \Delta n(\vec{r}) / n(\vec{r}) |\vec{E}(\vec{r})|^2 \\
= -\frac{\Delta n}{n_0} \frac{\int d^3\vec{r} \epsilon(\vec{r}) |\vec{E}(\vec{r})|^2}{\int d^3\vec{r} \epsilon(\vec{r}) |\vec{E}(\vec{r})|^2} \\
= -\frac{\Delta n}{n_0} \frac{U_{\text{BTO}}}{U_{\text{tot}}} \] (2.24)

where \( n_0 \) is the refractive of BTO without applied E field. From Equation (2.20), the
detuning needed to produce a $\pi$ phase shift (from $-\pi/2$ to $\pi/2$) is

$$\Delta \omega_{\pi} = 2 \left( \frac{1}{\tau_e} - \frac{1}{\tau_0} \right) = \frac{\omega_0}{Q_{tot}} - \frac{2\omega_0}{Q_{int}}$$ (2.25)

which according to Equation (2.24) corresponds to a refractive index change of

$$\Delta n_{\pi} = -n_0 \frac{\Delta \omega_{\pi}}{\omega_0} \frac{U_{tot}}{U_{BTO}}$$

$$= -n_0 \left( \frac{1}{Q_{tot}} - \frac{2}{Q_{int}} \right) \frac{U_{tot}}{U_{BTO}}$$ (2.26)

Hence for a given $\Delta n$ to produce a phase shift greater than $\pi$,

$$Q_{tot} \geq \frac{1}{n_0 \frac{U_{BTO}}{U_{tot}} + \frac{2}{Q_{int}}}$$ (2.27)

This is a lower bound on the resonator’s loaded Q.

Figures 2-5(a) and 2-5(b) illustrate $Q_{max}$ and $Q_{min}$, the upper and lower bounds for the loaded Q, respectively, for various values of reflection on resonance and applied electrical voltages.

The intrinsic Q for microcavities with varying widths $D$ is calculated by simulating the resonator with perfectly reflecting DBR mirrors on both sides of the BTO layer. 15 pairs of TiO$_2$/SiO$_2$ quarter-wavelength stacks are found to exhibit approximately perfect reflectivity with negligible longitudinal transmission loss. The optical absorption in BTO is assumed to be zero in the simulation because BTO is a highly transparent material and optical waveguides with very low loss have been demonstrated in thin-film BTO in both visible and near-infrared wavelengths [45, 32]. The value of the fraction of energy in the BTO layer $U_{BTO}/U_{tot}$ simulated for the intrinsic cavity is used to plot $Q_{min}$, hence representing a stricter lower bound. The $\Delta n$ corresponding to the voltage applied is calculated assuming a parallel-plate capacitor is formed by the two vertical ITO layers.

Having established the upper and lower bounds of the resonator’s loaded Q, the design parameters of the resonator (the width of the vertical micropost $D$ and the
Figure 2-5: Quality factor analysis of the microcavity resonators. (a) Maximum loaded Q for the reflectance to be greater than certain values. (b) Minimum loaded Q for $V_\pi$, the voltage required to achieve $\pi$ phase shift, to be less than certain values. (c) Simulation of cavity loaded Q for different micropost widths $D$ and number of TiO$_2$/SiO$_2$ quarter-wavelength pairs $N_{\text{top}}$. (d) For $D = 5\mu m$ and $N_{\text{top}} = 5$, the reflectance can be maintained above $R = 0.9$ and the voltage for $\pi$ phase shift is < 15V.
number of pairs of TiO$_2$/SiO$_2$ quarter-wavelength stacks in the top DBR mirror $N_{top}$) can then be selected by sweeping the parameters and searching for the optimal design that satisfies the bounding restrictions. Figure 2-5(c) shows the simulated loaded Q for resonators with various $D$ and $N_{top}$. If we narrow the design criteria to be $R_0 > 0.9$ and $V_\pi < 15V$ while keeping the resonator width (hence the pixel pitch of the SLM) as small as possible, we then end up with a set of design parameters: $D = 5\,\mu m$ and $N_{top} = 5$, as illustrated in Fig. 2-5(d).

Optimized phase shifter elements resonator design

The optimized phase shifter element design achieves a full 0 to $2\pi$ phase control of the reflected light while keeping the reflectance amplitude nearly constant, enabling phase-only modulation. Figure 2-6(a) shows the reflectance spectrum of the optimized resonator and Fig. 2-6(b) shows the modulation characteristics of the resonator as a function of the modulated refractive index of the active material BTO. The reflectance amplitude is maintained at $R > 0.9$ across the modulation range, and the required voltage to reach a $\pi$ phase shift (corresponding to $\Delta n \sim 0.01$) is $V_\pi = 9.3V$, both agree well with the prediction from the quality factor analysis performed above.

To facilitate coupling of the cavity mode with the free-space mode, higher-order waveguide modes that can propagate vertically in the DBR layers of the micropost should be suppressed. This can be achieved by adding an extra quarter-wavelength layer of TiO$_2$ to the top of the micropost and etching a circular hole at the center.
of the layer, as illustrated in Fig. 2-1(a). This extra quarter-wavelength layer causes constructive interference at the center of the micropost and destructive interference at the peripheral areas, effectively enhancing the fundamental mode of the DBR waveguide layers and suppressing the higher-order modes. Figure 2-7(a) illustrates the E field intensity and phase profile at the top surface of the micropost. The concentrated E field at the center of the post indicates the fundamental waveguide mode is successfully maintained as the cavity mode propagates vertically through the DBR waveguide layers. The uniform phase distribution in regions that present strong field intensities ensures that all light reflected from a single phase shifter has the same correct phase set by the applied voltage. The far-field radiation profile of this single element is shown in Fig. 2-7(b), which according to Equation 2.2 represents the envelope function of the far-field radiation profile of the entire two-dimensional microcavity array. The strongly concentrated field strength at the center indicates that the majority of the reflected power is distributed to the first few diffraction orders in the far field. This ensures high diffraction efficiency for most applications, where only the main diffraction lobe is of interest.

Further mode matching between the free-space mode, for example an incident light beam that has a Gaussian mode profile, and the resonator mode can be accomplished by placing a phase mask or a microlens array in front of the two-dimensional micro-
Table 2.1: **Parameters used in FDTD simulation of micropillar vertical cavities.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_d$</td>
<td>Design wavelength</td>
<td>1550 nm</td>
</tr>
<tr>
<td>$n_{SiO_2}$</td>
<td>Refractive index of SiO$_2$</td>
<td>1.457[47]</td>
</tr>
<tr>
<td>$n_{TiO_2}$</td>
<td>Refractive index of TiO$_2$</td>
<td>2.3893[47]</td>
</tr>
<tr>
<td>$n_{BTO}$</td>
<td>Refractive index of BTO</td>
<td>2.286[32]</td>
</tr>
<tr>
<td>$n_{b,BTO}$</td>
<td>Optical birefringence of BTO</td>
<td>0.03[32]</td>
</tr>
<tr>
<td>$r_{12}, r_{33}, r_{13}$</td>
<td>Pockels coefficients of BTO</td>
<td>923, 342, $-63$ pm/V[32]</td>
</tr>
<tr>
<td>$d$</td>
<td>Thickness of the cavity layer</td>
<td>678 nm</td>
</tr>
<tr>
<td>$N_{top}$</td>
<td>Pairs of DBRs above the cavity layer</td>
<td>5</td>
</tr>
<tr>
<td>$N_{bottom}$</td>
<td>Pairs of DBRs below the cavity layer</td>
<td>15</td>
</tr>
<tr>
<td>$D$</td>
<td>Width of the vertical microcavity pillar</td>
<td>5 $\mu$m</td>
</tr>
</tbody>
</table>

cavity array to change the wavefront of the incident beam to a designed wavefront profile so that the light incident on each phase shifter is matched to the waveguide mode of the input port of each microcavity.

The simulation is done with the finite-difference time-domain method using the commercially available software Lumerical FDTD Solutions [46]. The parameters used in the simulation are summarized in Table 2.1. The determination of effective Pockels coefficient of BTO used in the simulation is discussed in Section 2.2.1.

### 2.3.2 Wavefront modulation and far-field beam forming

*Portions of this section have appeared in Reference [43].*

As mentioned earlier, when the vertical micropillar cavities are arranged in a 2D array, where each of them is controlled independently and simultaneously, a spatially variant phase distribution on the wavefront of the reflected light can be generated and then propagated to the far field to form an arbitrary optical field. The far-field radiation pattern is related to the near-field profile according to

$$U(x, y, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(f_x, f_y, 0)e^{j2\pi\sqrt{\frac{1}{\lambda^2}-f_x^2-f_y^2}}e^{j2\pi(f_x x + f_y y)}df_x df_y
= U_1(\theta, \phi, z)F_{\alpha}(\theta, \phi, z)$$

(2.28)

where $U(x, y, z)$ is the far-field spatial profile of the reflected light from the SLM,
\( A(f_x, f_y, 0) \) is the Fourier transform of the near-field spatial profile of the reflected light as a function of the spatial frequencies \( f_x \) and \( f_y \). \( U_1(\theta, \phi, z) \) is the far-field radiation field of a single pixel, \( F_a(\theta, \phi, z) \) is the array factor of the system and \( \lambda \) is the wavelength of light.

Essentially, the far-field profile of the SLM consists of light reflected into a number of diffraction orders, the polar and azimuth angles of which are determined by the pixel pitch of the SLM. If there are many pixels in the SLM, there will be negligible overlap of different diffraction orders. The field distribution within each diffraction order can be controlled by the spatial phase distribution of the wavefront reflected from all the pixels. Using phase retrieval algorithms such as the Gerchberg-Saxton algorithm [33], the required phase from each pixel can be calculated and set by the corresponding control voltage, allowing an arbitrary desired far-field pattern to be generated in each diffraction order.

The power distribution of light reflected into each diffraction order is determined by the single pixel far-field pattern \( U_1(\theta, \phi, z) \) which can be thought of as an “envelope” function. If the fill factor is close to 1, this envelope function would span an angular range such that the power diffracted to the 1st order or higher is negligible. On the contrary, if the fill factor is much less than 1, more diffraction orders would fit in the envelope function and less power would be in the 0th order that is of interest. This is the reason why a larger fill factor leads to a higher diffraction efficiency.

With the optimized phase shifter elements design, this section demonstrates dynamical beam steering and beam focusing using the phase-only spatial light modulator consisting of the phase shifters arranged in a large-scale two-dimensional array.

Dynamical 2D continuous beam steering can be achieved by assigning a phase profile to the shifter array that represents a phase gradient in the steering direction

\[
\frac{d\phi}{dx} = \frac{2\pi}{\lambda} \sin(\theta_r)
\]  

(2.29)

where \( \phi \) is the phase of the reflected light, \( x \) is the spatial coordinate along the steering direction and \( \theta_r \) is the reflection angle of the reflected light. Figure 2-8(a)
shows simulation of the continuous beam steering for a range of phase gradients $\frac{d\phi}{dx}$ from $0.2\pi$ / pixel to $\pi$ / pixel where the intensity of the E field $|E|^2$ in the far-field is plotted. Figure 2-8(b) shows two line-cuts from Fig. 2-8(a), representing $\frac{d\phi}{dx} = 0.35\pi$ / pixel and $\frac{d\phi}{dx} = 0.85\pi$ / pixel respectively. The peaks in the far-field intensity

The far-field intensity profile is calculated by first sampling the simulated near-field profile of each phase shifter above the Nyquist limit (corresponding to 18 points per pixel), then combining the individual profiles to form a large-scale profile of the 2D array, and finally analytically propagating the near-field profile to the far field using
Angular Spectrum Method. The simulated near-field profile of the individual phase shifter is sampled at 45 discrete phase levels in an index change range of $\Delta n = 0.06$. In this simulation, a $20 \times 20$ array of phase shifters are arranged into a two-dimensional array with pitch size $a = 5.2 \mu m$. Negligible coupling between the individual phase shifters is confirmed by checking that the FDTD-simulated far-field profile agrees with the analytical far-field profile calculated with Angular Spectrum Method.

Similarly, a dynamically tunable varifocal lens can be achieved by assigning a phase profile to the shifter array that follows a hyperbolic relation

$$\phi(x, y) = \phi(0, 0) + \frac{2\pi}{\lambda} \left( f_0 - \sqrt{x^2 + y^2 + f_0^2} \right)$$

where $\phi(0, 0)$ is the reflected phase of the center pixel and $f_0$ is the focal length of the lens. Phase profiles that correspond to different focal lengths can be dynamically assigned to the SLM pixels and the reflected light can then be focused at different distances from the SLM surface. Figure 2-9 demonstrates the dynamical tuning of the focal length of the reflected light, with the focal length set to $f_0 = 250 \mu m$, $f_0 = 500 \mu m$, and $f_0 = 750 \mu m$, respectively. The focusing efficiency (fraction of power in the 0th order beam) is calculated to be $\sim 17.5\%$ and is similar for all three focal lengths demonstrated.
2.3.3 Design for CMOS-compatible driving voltages

The conceptually simple micropillar geometry considered in Sec. 2.3.1 and Sec. 2.3.2 requires a voltage of 9.3V to modulate the reflected phase from 0 to $\pi$. This is a significant increase in the phase shift compared to that provided by a Pockels thin film of the same thickness without microcavity amplification. However, it is still challenging for standard high-speed CMOS transistor backplanes nowadays to provide driving voltages that are higher than 5V [48].

With the same Pockels materials and coefficients, the only ways to further reduce the driving voltage is to increase the loaded $Q$ of the microcavity and decrease the width across which the electric field is applied. This section demonstrates another vertical microcavity design that promises a higher loaded $Q$, a smaller footprint, and hence a smaller driving voltage that is standard-CMOS-compatible.

As seen in Sec. 2.3.1, the loaded $Q$ of the microcavity is upper-bounded by the microcavity’s intrinsic $Q$ by

$$Q_{\text{tot}} \leq 1 - \frac{\sqrt{R_0}}{2} Q_{\text{int}}$$

(2.31)

where $R_0$ is the reflectivity of the microcavity at the resonant wavelength. This implies that to increase the loaded $Q$, the microcavity’s intrinsic $Q$ needs to be increased. The intrinsic $Q$ of the cavity, defined as the $Q$ of the cavity where both the upper and lower DBRs have infinite reflectivity, is determined by the transverse scattering loss due to the small lateral size of the vertical cavity. This can be understood from a perspective of spatial Fourier transform of the mode profile of the microcavity. When the mode is highly confined in the spatial domain in the $(x, y)$-direction, the wave-vector components $(k_x, k_y)$ are then not well-confined, leading to light waves escaping from the cavity and a degraded cavity quality factor.

To reduce the transverse scattering loss and increase the cavity’s $Q$ as an attempt to reduce the driving voltage, I propose using an one-sided vertical cavity geometry where the lateral mode confinement is provided by a Gaussian-shaped defect. This vertical microcavity geometry is illustrated in Fig. 2-10. The confinement of the
optical mode in the vertical direction is provided by distributed Bragg reflectors above and below the active material layer, and in the horizontal direction, a Gaussian-shaped confinement potential is provided by an index perturbation created by a “defect” above the active material layer. Previous work by Ding et al. [49] has shown that a

![Figure 2-10: Spatial light modulator phase shifter pixel consisting of an one-sided vertical microcavity where the lateral optical confinement is provided by a Gaussian-shaped defect. DBR: distributed Bragg reflector.](image)

theoretical intrinsic Q of up to $10^5$ can be achieved even when the width of the defect is well below $1\mu m$. This is in stark contrast to micropillar vertical cavities introduced in previous sections, whose intrinsic Q drops to below 100 when the width becomes smaller than $1\mu m$.

In addition, a Gaussian-shaped defect also shows superior cavity intrinsic Q compared to defects of other shapes, including mesa and spherical shapes. The simulated intrinsic Q for these different defect shapes and a variety of geometrical parameters is summarized in Fig. 2-11, demonstrating a one to two orders of improvement of intrinsic Q for vertical cavities with Gaussian-shaped defects.

With the higher intrinsic Q, the upper bound of the loaded Q, according to Eq. 2.31, can be elevated. At the same time, since this high intrinsic Q is maintained even when the defect width becomes less than $1\mu m$, the same driving voltage can induce a stronger electric field thanks to a shortened voltage drop distance, leading to a larger refractive index change and a lowered $Q_{\text{min}}$, according to Eq. 2.27. The net result of this expanded range of possible loaded Q’s is that now a design with standard-CMOS-compatible driving voltage is possible in the phase-only modulation
Figure 2-11: Intrinsic quality factors of vertical microcavities whose lateral optical confinement is provided by defects with mesa, spherical, and Gaussian shapes. $h_0$: Height of defect. $w$: Width of defect.
regime with Pockels effect.

Fig. 2-12(a) illustrates $Q_{\text{max}}$ and $Q_{\text{min}}$, the upper and lower bounds for the loaded $Q$, respectively, for various values of reflection on resonance and applied electrical voltages. Fig. 2-12(b) shows the region of acceptable loaded $Q$ with design criteria $R_0 > 0.9$ and $V_\pi < 2 \text{ V}$. Fig. 2-12(c) shows the simulated loaded $Q$ for resonators with various $w$ and $N_{\text{top}}$, overlaid on Fig. 2-12(b). This then indicates that a vertical microcavity with $w = 600 \text{ nm}$ and $N_{\text{top}} = 7$ can reach a reflectance on resonance of above $R = 0.9$ and a $V_\pi$ below $2 \text{ V}$.

The modulation characteristics of this optimized resonator design is shown in Fig. 2-13, confirming that the reflectance amplitude is maintained at $R > 0.9$ across the modulation range, and the required voltage to reach a $\pi$ phase shift is $V_\pi < 2 \text{ V}$ which is compatible with standard CMOS processes, both agree well with the prediction from the quality factor analysis performed above.

2.3.4 Design for high diffraction efficiencies

With this design, the SLM phase shifter pixels can be driven at a voltage level that is compatible with the state-of-the-art standard CMOS circuits, where post process steps will be used to deposit the dielectric layers required and define pixels with corresponding metallic contacts. A schematic cross section of this two-dimensional array of phase shifter pixels on a CMOS backplane is illustrated in Fig. 2-14.

As discussed previously in Sec.2.3.2, the diffraction efficiency of an SLM design is directly related to the fill factor of each pixel’s near-field profile. However, due to the following reasons, the fill factor is limited for the current design:

1. The laterally-confined nature of the microcavity’s optical mode results in a confined near field profile, as shown in Fig. 2-15.

2. Due to the anisotropic nature of the Pockels material under consideration (Ba-TiO$_3$), the electric field has to be applied horizontally, implying that the electrodes have to be in the same plane as the active material and occupy some area of the pixel.
Figure 2-12: Quality factor analysis of the Gaussian-defect vertical cavity. (a) Maximum (solid) and minimum (dash) loaded Q for the reflectance to be greater than certain values and for the voltage required to achieve a $\pi$ phase shift to be less than certain values. (b) Maximum and minimum loaded Q for the reflectance to be greater than 0.9 and for the $V_\pi$ to be less than 2 V. (c) Simulation of cavity loaded Q for different defect widths, $w$, and number of TiO$_2$/SiO$_2$ quarter-wavelength pairs in the top DBR, $N_{\text{top}}$. For $w = 600$ nm and $N_{\text{top}} = 7$, the reflectance can be maintained above $R = 0.9$ and the voltage for $\pi$ phase shift is < 2 V.
Figure 2-13: Modulation characteristics of the optimized Gaussian-defect vertical microcavity phase shifter element with design parameters $D = 600$ nm and $N_{\text{top}} = 7$.

Figure 2-14: Schematic cross section of spatial light modulators with two-dimensional tunable microcavity arrays on a complementary metal-oxide-semiconductor (CMOS) backplane. Each phase shifter pixel consists of a one-sided vertical microcavity laterally confined by a Gaussian-shaped defect, with electrical contacts connected to the CMOS driving circuit.
Figure 2-15: The near-field profile of the optimized Gaussian-defect vertical micro-cavity phase shifter element with design parameters $D = 600 \text{ nm}$ and $N_{\text{top}} = 7$.

3. Optical coupling and cross-talk between neighboring pixels can significantly influence the phase relationship between those pixels. To ensure independent addressing of the pixels, it is best to place them far enough apart such that there is minimal optical coupling.

To enhance the fill factor and subsequently the diffraction efficiency of the proposed SLM architecture, I propose the insertion of a phase mask a short distance above the near field of the pixels, aiming to convert the limited fill factor at the pixel near field to an almost unity fill factor, without compromising the intended phase pattern of the phase shifter arrays.

This phase mask concept is illustrated in Fig. 2-16. The optical mode coupled out from each phase shifter pixel starts out with a small factor. The outgoing wave propagates a short distance from the pixel surface (at $z_1$), during which the optical mode expands due to diffraction to fill up the full pixel at $z_2$. From $z_1$ to $z_2$, the optical waves from neighboring pixels do not interfere, hence remaining the same phase relation as the near field which is controlled by each pixel’s voltage. However, the wavefront within each pixel has gained a curvature due to the diffraction, which means that at the plane $z_2$, each pixel has a high fill factor but the phase is nonuniform. This curved wavefront would lead to an envelope of the far-field radiation that has a broad angular range. Multiple diffraction orders within this envelope then degrades
Figure 2-16: The insertion of a phase mask at a short distance above the phase shifter pixels allows conversion of a small fill factor to near unity without compromising the intended phase pattern.

The diffraction efficiency. If, instead of this curved wavefront, a flat wavefront is generated by inserting a static phase mask that compensates the phase difference due to diffraction within each pixel, then a high fill factor can be realized at the same time with a flat wavefront and the correct phase pattern set by the pixels. This would then lead to a far-field radiation envelope with smaller angular range and a higher power fraction that is diffracted into the 0th diffraction order.

The phase profile of the phase mask can be obtained using the following procedure.

1. Simulate the out-coupled microcavity mode;

2. Propagate this mode to the location of the mask;

3. Calculate the phase of the optical field at this location;

4. Use the inverse of the phase profile calculated in Step 3 as the phase profile of the mask.

Since there is no interference of waves during the propagation between the near field and the phase mask, the phase extracted from Step 3 accurately represents the
phase curvature within each pixel. Assuming that the phase profile of the microcavity near field remains the same for different modulated phase settings (which is true for single mode microcavities under consideration here), the same phase mask then correctly converts the wavefront when the phase shifter pixel is set to a different phase value. In other words, a static phase mask is capable of the fill factor conversion even when the phase shifter pixels are dynamically modulated.

The effect of this phase mask concept is numerically demonstrated in Fig 2-17. Fig 2-17(a)-(b) plot the amplitude and phase of the out-coupled microcavity mode during propagation from the near field to the phase mask, where the near field is obtained from the FDTD simulated profile of each phase shifter using the same sampling method as discussed in Sec. 2.3.2. This propagation shows the increase of the fill factor and the curving of the wavefront. Fig 2-17(c) plots the far field of the SLM array without the phase mask, showing the presence of several diffraction orders. If the phase mask is inserted at $z_2 = 6 \mu m$ to correct the curved wavefront, the optical waves after the phase mask would then resemble those coming from a near field with
almost unity fill factor with a flat phase within each pixel, as shown in Fig 2-17(d)-(e). The resultant far field profile of this SLM array with the phase mask, plotted in Fig 2-17(f), then shows only the 0th order diffraction peak with a very small amount of power diffracted to the 1st orders.

Fig. 2-18 demonstrates dynamical continuous far-field beam steering of this architecture, showing enhanced diffraction efficiency as a result of this phase mask concept. By assigning a phase profile to the shifter array that represents a phase gradient in the steering direction, the beam is scanned to different angles in the far field. Fig. 2-18(a) shows the far field without the phase mask, while Fig. 2-18(b) shows that with the phase mask. Again, without the phase mask, the small fill factor leads to several diffraction orders in the far field, and with the mask, the enhanced fill factor significantly suppresses power in higher diffraction orders and redirects that power into the 0th order peak, leading to high diffraction efficiency. This dynamical beam steering simulated using the static phase mask, obtained according to the above outlined procedure, also confirms that this phase correction of a dynamically modulated surface can be done with a passive, static phase mask.

The total SLM efficiency can then be calculated by taking into account the diffrac-

![Figure 2-18: Comparison of far-field dynamical beam steering. (a) Far-field intensity without the phase mask. (b) Far-field intensity with the phase mask.](image-url)
tion efficiency from the out-coupled mode to the far-field diffraction order of interest, combined with the in-coupling efficiency from the incoming plane wave to the phase shifter pixels:

\[
\text{(Total SLM efficiency)} = \text{(In-coupling efficiency)} \times \text{(Diffraction efficiency)}. \quad (2.32)
\]

Due to reciprocity, an incident plane wave passing through the phase mask with the curved phase profile will focus the plane wave onto each phase shifter pixels. This increases the in-coupling efficiency compared to the case where a large amount of the plane wave is incident on the empty space between the pixel’s active areas. This process is demonstrated in Fig. 2-19.

Overall, the increased in-coupling efficiency and the increased diffraction efficiency thanks to the insertion of this phase mask results in a high total energy efficiency of the system.

### 2.3.5 Design for a trivial fabrication process

In an attempt of a proof-of-principle demonstration of a high-speed SLM with tunable microcavity arrays and Pockels thin film materials, I have also designed a vertical microcavity geometry, where the ease of fabrication is the primary concern.

Illustrated in Fig. 2-20, this vertical microcavity array consists of a planar one-sided vertical cavity where the lateral optical confinement is provided by a microlens array outside the cavity. Plane wave incident on the microlens array creates localized focused beams and each of them is incident on a phase shifter pixel containing a set of electrodes that create an electric field across the active material.

This geometry allows the direct integration of a continuous active material thin film without the development of precise etching and 3D lithography process to define the micropillar or Gaussian defect shape. The subsequent deposition of the microlens array can be integrated at large scale with the nanoimprinting method [50]. On the other hand, there are two downsides of this geometry. First, due to the external lateral optical confinement mechanism, to avoid divergence of the beam, the cavity’s Q is
Figure 2-19: In-coupling process of the SLM with a phase correction mask. (a) Propagation of an incoming plane wave after passing through the phase mask. (b) Comparison of the incoming wave’s spatial profile with the microcavity’s mode profile.
limited to a few hundreds. Second, for large-scale two-dimensional arrays of phase shifter pixels where in-plane routing of electrodes is challenging, the signal electrodes are placed at the bottom of the vertical cavity to maintain the continuity of the cavity stack, as illustrated in Fig. 2-20. This results in an attenuated electric field strength in the active material and requires higher operation voltage.

Simulated performance of this design with a $\lambda/2$-thick cavity region is outlined below. The design yields a $10\,\mu$m-pitch array of over-coupled optical cavities with a quality factor $Q \approx 330$ and a $V_\pi \approx 40$ V.

The simulated cavity consists of a near-perfect bottom DBR mirror ($\text{SiO}_2/\text{TiO}_2$ quarter-wavelength stack), the half-wavelength thick BTO thin film, a partially reflecting top DBR mirror ($\text{SiO}_2/\text{TiO}_2$ quarter-wavelength stack), the substrate for the microlens array, the microlens array itself (with spherical surfaces), and an anti-reflection coating above the microlens array. Fig. 2-21 illustrates the target design, with parameters used in the simulation summarized in Table 2.2. The mode profile shown in Fig. 2-21(b) indicates lateral confinement of the cavity mode enabled by the microlens array on top. The near field intensity and phase profiles above the microlens surface, illustrated in Fig. 2-21(a), show that the majority of the emission from the cavity has a nearly uniform phase front. The reflection spectrum of the cavity array
in Fig. 2-21(c) shows that the cavity array is over-coupled with the free-space mode, resulting in a close to unity amplitude reflection response and a $2\pi$ phase change across the cavity resonance. The quality factor of the cavity mode is approximately 330.

Figure 2-21: FDTD simulations of the target design for the planar reflector-based microcavity array. (a) Near field intensity and phase spatial profile of a pixel. (b) Cross-sectional intensity spatial profile of the cavity mode in a pixel. (c) Reflection amplitude and phase spectrum of the microcavity array.

As the refractive index of the BTO thin film is changed through electrical actuation, the cavity resonance shifts, as illustrated in Fig. 2-22(a). This changes the reflection amplitude and phase at the cavity resonant wavelength $\lambda = 637\,\text{nm}$, which are shown in Fig. 2-22(b). The cavity quality factor of approximately 330 corresponds to a $V_\pi$ of 40 V.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_d$</td>
<td>Design wavelength</td>
<td>633 nm</td>
</tr>
<tr>
<td>$n_{\text{SiO}_2}$</td>
<td>Refractive index of SiO$_2$</td>
<td>1.457 [47]</td>
</tr>
<tr>
<td>$n_{\text{TiO}_2}$</td>
<td>Refractive index of TiO$_2$</td>
<td>2.3893 [47]</td>
</tr>
<tr>
<td>$n_{\text{BTO}}$</td>
<td>Refractive index of BTO</td>
<td>2.289 [32]</td>
</tr>
<tr>
<td>$r_{\text{eff}}$</td>
<td>Effective Pockels coefficients of BTO</td>
<td>892.86 pm/V [32]</td>
</tr>
<tr>
<td>$d$</td>
<td>Thickness of the cavity layer</td>
<td>138.3 nm</td>
</tr>
<tr>
<td>$N_{\text{top}}$</td>
<td>Number of pairs of DBRs above the cavity layer</td>
<td>5</td>
</tr>
<tr>
<td>$N_{\text{bottom}}$</td>
<td>Number of pairs of DBRs below the cavity layer</td>
<td>8</td>
</tr>
<tr>
<td>$D$</td>
<td>Width of the vertical microcavity pillar</td>
<td>10 $\mu$m</td>
</tr>
<tr>
<td>$ROC$</td>
<td>Radius of curvature of microlens</td>
<td>15 $\mu$m</td>
</tr>
<tr>
<td>$d_{\text{spacer}}$</td>
<td>Thickness of the microlens substrate</td>
<td>3 $\mu$m</td>
</tr>
</tbody>
</table>

Table 2.2: Parameters used in FDTD simulation of planar cavity with external microlens.
Figure 2-22: FDTD simulations of the target design for the planar reflector-based microcavity array. (a) Reflection amplitude spectra of the microcavity array for different BTO refractive indices. (b) Reflection amplitude and phase at $\lambda = 637 \text{ nm}$ as a function of the refractive index change $\Delta n$ of BTO and the corresponding effective voltage $V_{\text{eff}}$.

2.4 Design of amplitude SLMs

Amplitude SLMs, as discussed earlier, typically have lower energy efficiency compared to phase-only SLMs due to their amplitude modulation nature. However, in some applications such as amplitude-shift keying (ASK) in data communications, a high-speed two-dimensional array amplitude SLM can be directly applied to increase the data transmission speed and the number of data channels.

This section discusses the design of amplitude SLMs based on tunable vertical microcavity arrays and Pockels effect. Two types of implementation are possible. In the first design, the same design methodology described in Sec. 2.3.1 is used with a design requirement of $R_0 = 0$. This results in a vertical microcavity that is critically coupled to the free space mode and a high on/off resonance extinction ratio at a low voltage. In the second design, the same optimized phase-only modulator is used in combination with some subsequent polarization optics to convert the phase modulation to amplitude modulation.

The critically-coupled microcavity design has the advantage of a higher loaded Q and hence a lower driving voltage. The polarization contrast design has the advantage that a phase-only SLM can be converted to an amplitude SLM without modification.
to the phase shifter pixels.

2.4.1 Critically-coupled microcavity amplitude SLMs

In a critically-coupled vertical microcavity, the intrinsic cavity decay rate due to transverse and scattering loss is equal to the rate of coupling between the cavity mode and the incoming free-space mode. In Fig. 2-4, this is represented by the circle that intersects with the origin of the complex plane. As a result, the reflectivity amplitude of the cavity undergoes the most change as the wavelength is detuned from the resonance. This can be used for the design of an amplitude modulator.

In the case of an one-sided cavity, the total decay rate $\kappa_{\text{tot}}$, which is the sum of the intrinsic loss rate $\kappa_0$ and the coupling rate with the incoming free-space mode $\kappa_e$.

$$\kappa_{\text{tot}} = \kappa_0 + \kappa_e \quad (2.33)$$

For a critically-coupled cavity where $\kappa_0 = \kappa_e$,

$$\kappa_{\text{tot}} = \kappa_0 + \kappa_e = 2\kappa_0, \quad (2.34)$$

while for an over-coupled cavity where where $\kappa_e \gg \kappa_0$,

$$\kappa_{\text{tot}} = \kappa_0 + \kappa_e \gg 2\kappa_0. \quad (2.35)$$

Therefore, for a cavity geometry with the same intrinsic Q, an amplitude modulator based on a critically-coupled cavity can have much larger loaded Q compared to a phase-only modulator based on an over-coupled cavity.

This allows the design of an amplitude SLM where each pixel is a critically-coupled vertical microcavity. Thanks to the high-Q nature of the critically-coupled cavities, this amplitude SLM can have a very high on/off extinction ratio (> 30 dB) with a CMOS-compatible driving voltage.

The same methodology in Sec. 2.3.1 can be applied to this design, where instead of a design requirement $R_0 \approx 1$, a new design requirement of $R_0 = 0$ is used for realizing
high extinction ratio amplitude modulation. In terms of the numerical bounds of the loaded Q, a lower $R_0$ leads to a higher $Q_{ma}$, consistent with the coupling rate picture above.

Fig. 2-23(a) illustrates $Q_{\text{max}}$ and $Q_{\text{min}}$, the upper and lower bounds for the loaded Q, respectively, for various values of reflection on resonance and applied electrical voltages. Fig. 2-23(b) shows the region of acceptable loaded Q with design criteria $R_0 = 0$ and $V_\pi < 0.1 \, \text{V}$. Fig. 2-23(c) shows the simulated loaded Q for resonators with various $w$ and $N_{\text{top}}$, overlaid on Fig. 2-23(b). This then indicates that a vertical microcavity with $w = 600 \, \text{nm}$ and $N_{\text{top}} = 11$ can get as close as possible to a reflectance on resonance of 0 and a $V_\pi$ below 0.1 V.

The modulation characteristics of this optimized amplitude modulator design is shown in Fig. 2-24. For a better extinction ratio, transmission mode instead of reflection mode is chosen to avoid degraded extinction due to specular reflection. Fig. 2-24(a) shows the transmission spectrum of the cavity for different refractive index values of the active material BaTiO$_3$, demonstrating the cavity’s high quality factor ($Q = 63700$) and index-dependent resonance. Fig. 2-24(b) plots the transmission at a fixed wavelength of 631.275 nm as a function of the refractive index change and the corresponding voltage required to reach the index change, confirming that for this amplitude modulator, a high extinction ratio in excess of 30 dB can be achieved with a CMOS-compatible voltage of less than 1 V.

### 2.4.2 Polarization contrast amplitude SLMs

The following scheme, illustrated in Fig. 2-25 can be used to convert the phase-only modulators designed in Sec. 2.3.1 and Sec. 2.3.3 to amplitude modulators. Consider light linearly polarized at an angle 45° from $y'$- and $z'$-axis is incident on the cavity. When an in-plane E field is applied along the $z'$-direction, light polarized parallel to the E field and perpendicular to the E field has different Pockels coefficients $r_{z'z'}$ and $r_{y'z'}$. Calculation in Sec. 2.2.1 shows that if $\vec{E}$ is 45° from BTO’s <100> axis, $r_{z'z'}$ and $r_{y'z'}$ are both large, and with opposite signs (shown in Fig. 2-26), which creates a phase retardation $\delta$ between the two polarizations when the light is reflected back.
Figure 2-23: Quality factor analysis of the Gaussian-defect vertical cavity. (a) Maximum (solid) and minimum (dash) loaded $Q$ for the reflectance to be greater than certain values and for the voltage required to achieve a $\pi$ phase shift to be less than certain values. (b) Maximum loaded $Q$ for the cavity to be not under-coupled and minimum loaded $Q$ for the $V_\pi$ to be less than 0.1 V. (c) Simulation of cavity loaded $Q$ for different defect widths, $w$, and number of TiO$_2$/SiO$_2$ quarter-wavelength pairs in the top DBR, $N_{\text{top}}$. For $w = 600$ nm and $N_{\text{top}} = 11$, the cavity is close to critically-coupled and the voltage for $\pi$ phase shift is < 0.1 V.
Figure 2-24: Modulation characteristics of the optimized Gaussian-defect vertical microcavity phase shifter element with design parameters $D = 600 \text{ nm}$ and $N_{\text{top}} = 7$. 
Figure 2-25: Illustration of the polarization contrast scheme that can be used to convert a phase-only modulator to an amplitude modulator. The red arrows represent the polarization of light. The green arrows represent the fast axis of the QWP and the transmission axis of the LP, respectively. BS: Beam splitter. QWP: Quarter-wave plate. LP: Linear polarizer.
This retardation can then be transformed into a modulated amplitude if a quarter-wave plate (QWP) and a linear polarizer (LP) are inserted afterwards.

Mathematically, this process can be described by the Jones matrix formalism as follows. Define \( |H\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) as light linearly polarized at an angle \( 45^\circ \) from \( y' \)- and \( z' \)-axis. In this coordinate system, the action of the phase-only SLM, the QWP, and the LP can be represented by

\[
J_{\text{SLM}} = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} \begin{pmatrix} e^{-i\frac{\delta}{2}} & 0 \\ 0 & e^{i\frac{\delta}{2}} \end{pmatrix} \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}
\]

(2.36)

\[
J_{\text{QWP-H}} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

(2.37)

\[
J_{\text{LP}} = \begin{pmatrix} \cos \theta & -\sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} e^{-i\frac{\delta}{2}} & 0 \\ 0 & e^{i\frac{\delta}{2}} \end{pmatrix} \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}
\]

(2.38)

Multiplying the matrices and the input vector together in the proper order, the output vector then becomes

\[
|\text{Output}\rangle = \begin{pmatrix} \sin^2 \theta \cos\left(\frac{\delta}{2}\right) - \cos \theta \sin \theta \sin\left(\frac{\delta}{2}\right) \\ -\cos \theta \sin \theta \cos\left(\frac{\delta}{2}\right) + \cos^2 \theta \sin\left(\frac{\delta}{2}\right) \end{pmatrix}
\]

(2.39)
The intensity of the output is then

\[ I \propto \sin^2(\theta - \frac{\delta}{2}) = \frac{1}{2} - \frac{1}{2} \cos(2\theta - \delta) \]  

(2.40)

From this, one can see that, by modulating the phase retardation \( \delta \) through changing the strength of the applied E field, the output intensity can be modulated. The minimum, 0, is achieved when \( \delta = 2\theta \), while the maximum, \( \frac{1}{2}I_{\text{input}} \), is achieved when \( \delta = 2\theta \pm \frac{\pi}{2} \). The extinction ratio will depend on the phase-tuning range at certain voltage level, the reflectivity amplitude for the two polarizations, and the degree of perfection of the polarization optics.

In the illustration, bulk optics version of the beam splitter (BS), the quarter-wave plate (QWP), and the linear polarizer (LP) are shown. In an integrated SLM system, the BS can be eliminated by aiming the input beam at a small angle from the vertical axis to separate it from the output beam. The QWP and the LP can be replaced by their integrated versions including those based on high-contrast dielectric metasurfaces [51].

2.5  Outlook: Fabrication and CMOS integration of tunable modulator arrays

2.5.1  Process overview

The proposed vertical microcavities can be integrated with the CMOS BEOL process to form two-dimensional arrays and to take advantage of the high-speed large-scale CMOS driving circuitry. Fig. 2-27(a)-(i) outline the steps of this integration process, using the Gaussian-defect vertical microcavity geometry as an example.

A CMOS backplane with high-speed driving electronics is first stripped of its top passivation layer and deposited with a layer of oxide (SiO\(_2\), Al\(_2\)O\(_3\), HfO\(_2\)) as a bonding layer. A donor wafer consisting of a silicon handle and the active material thin film, which can be obtained from external sources such as companies (for example, NanoLN.
Figure 2-27: Fabrication steps for integration of vertical microcavity arrays with CMOS backplanes. Details can be found in the text.
Jinan Jingzheng Electronics Co. Ltd.) or other research groups, is deposited with a high reflectivity dielectric DBR stack via evaporation or sputtering. A similar layer of bonding oxide is also deposited above the DBR. The donor wafer is then flipped and bonded with the CMOS backplane using fusion bonding, after which the donor wafer’s silicon handle is removed by coarse mechanical grinding followed by more controlled etching, exposing the active material thin film.

The active material is then formed into Gaussian-shaped defects. This can be achieved by lithographical patterning of a resist layer above the active material followed by a thermal reflow of the resist and a subsequent etching step to transfer the shape to the active material. A low reflectivity dielectric DBR stack is then deposited above the defects to form the vertical microcavity arrays. To expose the metals on the CMOS backplane, a photolithography process can be used where the patterning resolution exceeds the requirement for pixel size of a few microns. A layer of photore sist is first spun coat on the entire chip and exposed with ultra-violet (UV) light and developed. The whole dielectric stack is then etched using reactive ion etching (RIE) until the top metal layer of the CMOS backplane is exposed, leaving µm-sized mesas with Gaussian-shaped defects at their centers. Another step of photolithography is then used to define contacts that extend from the CMOS top metals to the sides of the dielectric mesas for generating electric fields across the active material. In this step, the photoresist is first patterned, and metal is deposited by two runs of angled-evaporation to conform to the mesa sidewalls, and finally lift-off allows definition of the electrode shape according to the patterned resist. The size of the mesa is several times the size of the optical mode of the Gaussian-defect vertical microcavity. Hence the metal side contacts have enough distance from the mode that there is negligible scattering or absorption loss of the cavity mode due to the reflective and absorptive nature of the metal.

Finally, the CMOS electronics can be accessed and connected to off-chip components (such as a computer) through external electrical wires bonded to the control metal pads in the CMOS top metal layer.
2.5.2 Finished process developments

The external microlens array in the design discussed in Sec. 2.3.5 can be fabricated with the large-scale nanoimprinting method [50, 52] or, for research lab prototypes, with the 3D direct laser writing lithography method aided by two-photon polymerization process. This section discusses the development of a 3D direct laser writing process for microlens array prototyping using the commercially available tool Nano-scribe 3D Lithography System [53].

The 3D structures can be formed basically above any surfaces. To start with, the substrate is cleaned with solvents and baked at 180°C for 5 to 10 minutes to get rid of condensation. This cleaning step improves the adhesion of resist to substrates. A photoresist IP-dip consisting of monomers is then drop cast onto the surface. A 63× objective is immersed into the resist drop and a pulsed laser with wavelength of $\lambda = 780$ nm, pulse duration $\sim 100$ fs, and peak power 25 kW is focused onto the interface between the substrate and the resist. Resist exposed with a laser power above the two-photon polymerization threshold will cross-link to form polymers. Subsequent scanning and switching of the focused laser according to a three-dimensional design file then exposes the resist based on a predefined shape. Finally, the sample is developed using the developer PMGEA (propylene glycol monomethyl ether acetate) for 20 minutes and is rinsed in IPA (isopropyl alcohol) for 2 minutes.

Fig. 2-28 demonstrates two microlens arrays written using this process on fused silica substrates.

![Figure 2-28: Scanning electron micrographs of microlens arrays fabricated with 3D direct laser writing method.](image-url)
Surface analysis of fabricated microlens

To investigate the effect of surface roughness on the microcavity’s reflection spectrum, atomic force microscopy (AFM) is first used to characterize the root-mean-square (RMS) roughness $\sigma$ and the height-height correlation length $L$ of the surface. The RMS roughness quantifies the degree of surface height variation and the height-height correlation length quantifies the surface features’ lateral size. Fig. 2-29(a) shows the surface profile of one microlens and Fig. 2-29(b) fits a cross cut of this surface to a spherical curve. Fitted parameters suggest that the RMS roughness $\sigma \approx 25$ nm. The height-height correlation length $L$ is extracted by fitting the correlation function to a Gaussian curve according to

$$H(\tau_x) = 2\sigma^2 \left[1 - exp\left(-\frac{\tau_x^2}{L^2}\right)\right]$$

where $\tau_x$ is the distance between two points $x_1$ and $x_2$. The correlation length is extracted to be $L \approx 150$ nm.

The rough surface is then modeled in the FDTD simulation using these two surface parameters to evaluate their effects on the microcavity’s spectrum. Fig. 2-30(a) illustrates modeled surfaces with the same RMS roughness and different correlation...
lengths. Fig. 2-30(b) shows the simulated reflectivity at off-resonant wavelengths as a function of RMS roughness $\sigma$ and height-height correlation length $L$.

Since the microlens array is outside the microcavity and the optical mode is tightly confined between the two DBRs, it is expected that the surface roughness of the microlenses has negligible effects on the overall reflectivity of the microcavities.

**Focusing with fabricated microlens arrays**

Finally, the focusing ability of the fabricated microlenses can be tested by inputting a plane wave on one side of the microlens array and examining the focused beam profile as a function of the longitudinal distance on the other side of the microlens array.

Fig. 2-31 illustrates the imaged beam profile as the imaging plane moves from below to above the focal plane of the microlens array. Since the microlens arrays are fabricated with different radius of curvatures (ROC) and hence different focal lengths, the imaged beam profiles show focused beams in sequence as the image plane is scanned in the longitudinal distance. As expected, the microlens with the smallest ROC and hence the largest focal length produces a focused beam when the image...
Figure 2-31: Focusing with fabricated microlens arrays. (a) Scanning electron micrographs of microlens arrays fabricated with different pitches and radii-of-curvature (ROC). (b) Imaged beam profiles at several image planes in the longitudinal direction, for a plane wave incident from the back of the microlens arrays.

plane is farthest away from the microlens surface. To quantify the focal lengths, a subsequent experiment can be performed with a piezo-controlled stage to obtain a full 3D stack of beam profile images along with the coordinate information.
Chapter 3

Graphene Surface Nanoscale Electrical Gating Technique

Graphene, a two-dimensional lattice of carbon atoms, possesses electro-optic effects that are consequences of their electrically-tunable electronic band structure. These electrically-induced carrier dynamics have a response time in the picosecond range, promising electro-optic effects with speed in excess of GHz. As a two-dimensional material, graphene is also a natural candidate as a programmable surface. Using an electrical gating approach, graphene surface can be patterned to exhibit a landscape of spatially varying Fermi level, which is critical for the realization of graphene-based metasurfaces and graphene photodetectors.

This chapter introduces this high-speed electro-optic material, graphene, and discusses the development of a technique for generating spatially varying Fermi levels on graphene surfaces at the nanoscale.

3.1 Graphene as an electro-optic material

Graphene has a 2D honeycomb lattice structure with one atom thin thickness (∼3.3 Å). In the reciprocal momentum space, the lattice structure is honeycomb as well. The band structure near the lattice symmetry points K and K’ are linear in all
directions with the same slope, forming a conical shape which is called Dirac cone:

$$E_{\pm}(\vec{k}) = \pm v_F|\vec{k}|$$  \hspace{1cm} (3.1)

where $\vec{k}$ is the Bloch momentum, $v_F \simeq 10^6$ m/s is the Fermi velocity, and the plus and minus signs denote the conduction band and the valence band, respectively.

### 3.1.1 Carrier density modulation by electric field effect

Because of graphene’s two-dimensional nature, its Fermi level is easily affected by its charge environment. An increase in the electron density will lead to an increase in the Fermi level, and vice versa. The on-demand dynamical change of charge carrier density in graphene is typically achieved via the electric field effect (EFE), where a change in the carrier density $\Delta n$ is electrostatically induced by an electric field perpendicular to the graphene surface. This technique is effective for low-dimensional materials in general because the Debye screening length $\lambda_D$ of accumulated charges is typically on the order of 10 nm and can penetrate the whole sample. It is also more flexible compared to another technique commonly used to dope graphene, chemical doping, because it allows in situ tuning of graphene’s Fermi level which is essential for applications including electro-optic modulation. Doping of graphene without the introduction of additional chemical dopants is also desirable since chemical dopants typically introduce additional disorder that prevents clean study of $n$-dependent physical properties.

Traditionally electrical gating of graphene and other semiconductor-based field effect transistors (FET) relies on thick ($\sim 300$ nm) dielectrics such as SiO$_2$, HfO$_2$, and Al$_2$O$_3$ which are thermally grown or atomic-layer-deposited (ALD) on substrates such as highly doped silicon. A parallel-plate-capacitor model for such dielectrics is shown in Figure 3-1(a). A typical capacitance that can be achieved with this type of dielectrics is $C \sim 10$ nFcm$^{-2}$, which is limited by the dielectric break-down voltage of material with the given thickness. The highest carrier density induced with these dielectrics is typically on the order of $10^{13}$ cm$^{-2}$[54, 55, 56], corresponding to a
Electrolyte gates are an alternative to the traditional dielectric gates, and come in various types and materials [57, 58, 59]. A parallel-plate-capacitor model for electrolyte gates is shown in Figure 3-1(b). As illustrated in the figure, the main difference between traditional dielectrics and electrolytes is that the Debye layer induced at the interface between the gated material and the electrolyte has a length $d$ of only $\sim 1$ nm, while the corresponding length for traditional dielectrics is on the order of 10 nm. Therefore the resultant capacitances induced are much higher, reaching a value of $C \sim 5 \text{nFcm}^{-2}$ [60], which is two orders of magnitude higher than that typically achieved in traditional dielectrics. This small Debye length is a result of ionic charges accumulating in direct proximity to the gated material. The capacitance is again limited by the dielectric break-down voltage of the electrolyte material, which is normally accompanied by electrochemical reactions between the electrolyte and the gated sample. The highest reported carrier density induced in graphene with electrolyte gates is on the order of $10^{15} \text{cm}^{-2}$ [60], corresponding to a graphene Fermi level of $\sim 1$ eV.
3.1.2 Electrically-tunable optical conductivity of graphene

The electrically-induced change in graphene’s Fermi level influences graphene’s optical property as well. This can be understood in terms of Drude model for the intraband transition component and in terms of Pauli exclusion principle for the interband transition component. Mathematically, the optical conductivity of graphene can be derived from the Kubo formula within Random Phase Approximation (RPA) \[61, 62\] and is expressed as

\[
\sigma = \sigma_{\text{intra}} + \sigma_{\text{inter}} \tag{3.2}
\]

\[
\sigma_{\text{intra}} = \frac{ie^2\mu}{\pi\hbar^2(\omega + i\tau^{-1})} \tag{3.3}
\]

\[
\sigma_{\text{inter}} = -\frac{ie^2}{4\hbar} \ln \frac{2|\mu| - (\omega + i\tau^{-1})\hbar}{2|\mu| + (\omega + i\tau^{-1})\hbar} \tag{3.4}
\]

where \(\mu\) is the Fermi level of graphene, \(\tau\) is the carrier scattering rate, \(\omega\) is the frequency of light, \(e\) is the elementary charge, and \(\hbar\) is the reduced Planck constant.

The intraband contribution dominates in the infrared and terahertz range when the graphene is doped and \(\mu > \hbar\omega/2\), while for lightly doped graphene \((\mu < \hbar\omega/2)\), the interband transition dominates for a wide bandwidth from visible to near-infrared.

Both interband and intraband transitions depend on the Fermi level of graphene, which in turn is related to its carrier density \(n\) by \(\mu = \hbar v_F \sqrt{\pi n}\) \[63\]. The electrical tunability of graphene’s optical conductivity opens an avenue for using graphene as an electro-optic material.

3.1.3 Photothermoelectric effect in graphene

Electrical gating of graphene can be performed locally to a small region instead of globally on the entire sheet of graphene, which results in a spatial variation of graphene’s Fermi level. One phenomenon that can be used to take advantage of this spatial variation and convert incident light to electrical voltages and currents is the photothermoelectric (PTE) effect in graphene.

The mechanism can be understood as follows. The photovoltage generated as a
result of the PTE effect can be written as [64]

\[
V_{ph} = \int S(\mu, x) \frac{dT}{dx}(x) dx
\]  

(3.5)

where \( T \) is the temperature of graphene, \( S \) is the Seebeck coefficient, \( \mu \) is graphene’s Fermi level, and \( x \) is the spatial coordinate. The Seebeck coefficient in graphene is expressed as [64]

\[
S(\mu) = -\frac{\pi^2 k_B^2 T}{3e} \frac{1}{\sigma} \int \sigma d\mu
\]  

(3.6)

where \( \sigma \) is the electrical conductivity of graphene, \( \mu \) is graphene’s Fermi level, \( k_B \) is the Boltzmann constant, \( T \) is the temperature, and \( e \) is the elementary charge. For Fermi levels with the same magnitude and the opposite signs, the Seebeck coefficient also has opposite signs.

Suppose light is incident on a uniformly doped graphene. A symmetric temperature profile is generated after light is absorbed. On one side of the junction, the product of the Seebeck coefficient and the temperature gradient produces a photovoltage. On the other side of the junction, the Seebeck coefficient is the same but the temperature gradient is opposite in sign. The integral of the product then produces a photovoltage that cancels out with the previous photovoltage, resulting in zero net voltage and current.

If light is incident on a graphene p-n junction instead. The Seebeck coefficients of the two sides would be opposite in sign and the photovoltages from the two sides would add constructively instead of canceling out. The net effect is then a photovoltage across the p-n junction and corresponding photocurrents.

### 3.2 Graphene Fermi level spatial variation by electrolyte nanopatterning

Portions of this section have appeared in Reference [65].

Modulation of charge carrier concentration of semiconductors lies at the heart
of many electronic and optoelectronic device operation principles [66, 67]. This modulation is especially essential for two-dimensional (2D) van der Waals materials [68, 61, 69, 70, 71, 72, 73, 74] where the free carrier density change is usually much stronger (2 orders of magnitude) compared to bulk materials and can be dynamically tuned with electrostatic gating methods. In recent years, rapidly developing device concepts and applications impose stronger and stronger requirements on the spatial resolution and highest-achievable carrier concentration of gating techniques. For example, a spatially sharp (∼15 nm) p-n junction and a high carrier density contrast across the junction is the key to the realization of concepts such as tunnel diodes [75] and negative electron refractive index [76]. A strong in-plane electric field across the junction as a result of the junction sharpness facilitates electron-hole pair separation in the photovoltaic (PV) effect [77] and can thus improve the quantum efficiency of PV-based solar cells and photodetectors [78]. Many novel device concepts also rely on the ability to create metamaterials with spatial carrier density variations down to the nanometer scale, including for instance graphene with periodically doped nanodisk or nanoribbon arrays for complete optical absorption in the visible and near-infrared [79, 80], graphene with doped waveguide, bend and resonator patterns for a plasmon-based nanophotonic network [81], and superlattices based on graphene and other 2D materials for concepts such as electron beam supercollimation [82, 83, 84, 85]. Implementing these concepts calls for a gating method that allows for sharp p-n junctions with narrow depletion regions (∼15 nm), a small minimum gating feature size, large carrier density contrasts (10^{14} \text{cm}^{-2}), strong in-plane electric fields (> 1 \times 10^8 \text{V m}^{-1}), and the versatility to generate complex spatial doping profiles within a small area.

The state-of-the-art electrostatic gating technique for modulating charge carrier concentration and creating p-n junctions is the metal-dielectric split gate technique [86, 87, 88]. This method is based on the electric field effect [89], described in Sec. 3.1.1, in which electric voltages are applied across a gate dielectric to induce extra charges on the 2D material surface. A p-n junction can be created by applying opposite electric potentials to the two sides of a boundary to induce charges with
opposite polarities. Although this technique is convenient, several limitations restrict its use when more extreme requirements are desirable. In terms of carrier density contrast, dielectric-based gating can only induce a carrier concentration variation $\Delta n$ of less than $2 \times 10^{13}$ cm$^{-2}$ for typical dielectrics such as SiO$_2$, HfO$_2$, SiN, and hexagonal-BN, due to a maximal applicable voltage across the dielectrics before the dielectric breakdown (molecular bond breakage and defects) [54, 55, 56]. In terms of junction sharpness, the carrier density has a slowly varying profile across the junction due to electric field divergence in dielectrics, with a characteristic length similar to the thickness of the dielectric, making it hard to create sharp junctions at nanoscale without using extremely thin (a few nanometers) dielectrics which typically have undesirable leakage and tunneling currents. Furthermore, due to wire-packaging difficulties and fabrication limitation of the electrodes, complex gating patterns and device geometries with large numbers of gating electrodes at the nanoscale is practically challenging.

In this section, I present a nanopatterned electrolytic gating concept that allows for a junction sharpness down to 15 nm and a minimum gating feature size of 30 nm. In contrast to dielectric-based gating, electrolyte gating can concentrate excess charges directly on the surface of the 2D material and reach a capacitance of $C = 3.2 \, \mu F \, cm^{-2}$ (250 times higher than a typical 300 nm SiO$_2$ gate) [58, 90, 91], which enables carrier density modification up to $\Delta n = 10^{14}$ cm$^{-2}$. Since patterning of electrolyte is challenging, a general method for local electrolyte gates at nanoscale has not been demonstrated so far. To achieve this goal we introduce a lithographic masking technique based on e-beam over-exposed poly(methyl methacrylate) (PMMA) that can screen ions in electrolyte. This e-beam patterned mask can prevent the mask-protected areas from being in contact with, and thus modulated by, the electrolyte gate. Hence this technique effectively creates lithographically-defined local electrolyte gates. Previously, masking of the contacts to create electrolyte gating channels or lateral doping profiles at micrometer scale has been shown with materials such as SU-8 and hydrogen silsesquioxane (HSQ) [92, 93, 94, 95]. However, SU-8 is more commonly used as a photoresist for microstructure patterning. Previous works have demonstrated SU-8 as an e-beam resist for nanometer size patterning, but only for large pitch structures
(~ hundreds of nm) [96], which makes it unsuitable for creating nanoscale electrolyte gates. HSQ is a high resolution e-beam resist that is capable of creating sub-10 nm patterns. However, no previous studies have been performed on the usage of HSQ as a mask for electrolyte at the nanoscale or investigated HSQ’s impenetrability against electrolyte ions. Here I demonstrate patterning of electrolyte gates at the nanoscale. To argue that this technique can create nanometer-sharp junctions and spatial carrier density profiles with feature sizes down to tens of nanometers, I study the junction profile and provide several experimental proofs for the ion-impenetrability of the mask.

### 3.2.1 Overview of the electrolyte nanopatterning technique

Figure 3-2 illustrates the technique for a graphene sheet. When a voltage is applied between the electrolyte top gate and the graphene, ions in the electrolyte accumulate on the graphene surface, only in regions that are uncovered by the PMMA mask, creating an electrolyte gating pattern defined by the shape of the mask. An additional SiO$_2$ back gate allows weak $p$ or $n$ doping of the regions covered by the mask.

Figure 3-2: Geometry and working principle of nanoscale electrolytic doping of 2D materials with a PMMA screening mask. $n_1$ and $n_2$ denote charge carrier densities in the mask-protected region and the exposed region, respectively. The charge carrier density contrast is defined as $\Delta n = |n_1 - n_2|$. 
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3.2.2 Simulated spatial carrier density profile

For an electrolyte gate voltage of 15 V, a carrier density contrast of $\Delta n \sim 10^{14}$ cm$^{-2}$ can be created at the PMMA mask boundary across only $\sim$ 15 nm, as shown in the blue curve in Figure 3-3(a), produced by finite element simulations with COMSOL-Multiphysics [97]. Plotted in Figure 3-3(b) in the blue curve is the calculated in-plane

![Figure 3-3: Simulated charge carrier density profile for a single junction, compared between the proposed electrolyte-PMMA-mask gating scheme and a metal-dielectric split gating scheme. Inset: Simulated charge carrier density profile for the proposed electrolyte-PMMA gating scheme with a periodic PMMA mask with width $l = 30$ nm and thickness $d = 100$ nm. (d) Simulated in-plane electric field intensity $E_{in-plane}$ for a single junction, compared between the proposed electrolyte-PMMA-mask gating scheme and a metal-dielectric split gating scheme. Simulation parameters used in (c) and (d) are summarized below: The gate voltages are $V_{tg} = 15$ V for the electrolyte-PMMA gating scheme, and $V_{lg} = -60$ V and $V_{rg} = 60$ V for the metal-dielectric gating scheme. The dielectric gate has a thickness of 60 nm. The PMMA mask has a thickness of 100 nm. A gap of 100 nm is assumed between the two metal split gates. In the calculation of $E_{in-plane}$, an additional hexagonal boron nitride capping layer of 1 nm on top of the 2D material is included.]

In the calculation of $E_{in-plane}$, an additional hexagonal boron nitride capping layer of 1 nm on top of the 2D material is included.
electric field intensity across the junction, showing a maximum magnitude as high as $E_{\text{in-plane}} = 550 \text{MV m}^{-1}$ at the close vicinity of the mask boundary. The simulation assumes a Stern-Gouy-Chapman electrical double layer model [98] of the electrolyte ions and calculates the electric potential and the flux of ions under the influence of both ion diffusion due to the ionic concentration gradient and ion migration due to the electric field. This process is governed by the Poisson-Nernst-Planck equations. The discontinuity in the carrier density profile is caused by the difference in the electric permittivity between electrolyte medium and cross-linked PMMA mask ($\varepsilon_{\text{PEO}} = 5$ and $\varepsilon_{\text{PMMA}} \sim 20$).

For comparison, the simulated doping contrast and the in-plane electric field are much lower in a metal-dielectric split gate, as indicated in the red curves in Figure 3-3, rescaled for better visibility with a factor of 5. A carrier density contrast of at most $\Delta n = 2 \times 10^{13} \text{cm}^{-2}$ (1 order of magnitude lower than that with the electrolyte-PMMA-mask technique) across a length scale of $\sim 100 \text{nm}$ is induced when a voltage of $\sim 60 \text{V}$ is applied, corresponding to an in-plane electric field of $E_{\text{in-plane}} = 3 \times 10^7 \text{V m}^{-1}$. This simulation assumes a dielectric constant of 3.9 (SiO$_2$) and a thickness of 60 nm for the gate dielectric, and a gap of 100 nm between the two gate electrodes, which are typical values in the literature[86, 87]. The dielectric thickness and the gap width between the gate electrodes are the limiting factors for the junction sharpness. To achieve a sharpness of $\sim 15 \text{nm}$, both the dielectric and the gap width have to be similar in size too (see more details below). The former would result in undesirable leaking and tunneling currents and the latter is currently challenging from a fabrication standpoint.

In summary, this nanopatterned electrolyte gating technique can enable sharp junctions at the nanoscale, and carrier density contrast and in-plane electric field orders of magnitude higher than split metal gate structures.

**Model for electrolyte ions and finite element simulation**

The Stern-Gouy-Chapman electrical double layer (EDL) model [98, 60] is assumed for ions on the surface of objects immersed in an electrolyte. According to the model,
two parallel layers of charged ions are formed on this surface. The first layer, the Stern layer, accounts for the ions' closest approach to the electrode surface and has a thickness on the order of the ionic radius, giving rise to a linear change in the electric potential. The second layer, the Gouy-Chapman diffuse layer, consists of fully solvated ions that can diffuse but are attracted to the Stern layer through Coulomb interaction, resulting in an exponential change in the electric potential. This model only assumes Coulomb interaction between the ions and a constant electric permittivity throughout the electrolyte, neglecting the viscosity of the electrolyte fluid.

In the COMSOL [97] finite element simulation of the electrolyte-PMMA-mask system, ions are assumed to be mobile but confined to the electrolyte diffuse layer region (verified in Section 3 of this Supplementary Information). The relative electric permittivity of the underlying poly(ethylene oxide) (PEO) polymer matrix is assumed to be 5 [99, 100]. When a gate voltage is applied, the charged ions migrate due to the electric field created by the potential difference, and at the same time diffuse as a result of the ionic concentration gradient. This physical process can be modeled by the Nernst-Planck equation:

\[
\frac{\partial c}{\partial t} = \nabla \left[ D \nabla c + \frac{D e z e}{k_B T} c \nabla \phi \right]
\]

(3.7)

where \(c\) is the ion concentration, \(t\) is time, \(D\) is the diffusivity of the ions, \(z\) is the valence of the ionic species, \(e\) is the elementary charge, \(k_B\) is the Boltzmann constant, \(T\) is the temperature, and \(\phi\) is the electric potential. The first and second terms correspond to the diffusion and migration processes, respectively. This equation can then be solved in combination with the Poisson’s equation that relates the electric potential to the ionic concentration. An additional layer that has the same electric permittivity but forbids diffusion of ions is incorporated in the simulation to represent the Stern surface layer (a thickness of 1 nm is assumed to account for the ionic radius of PEO–LiClO\(_4\) [60, 101]), and a region with relative electric permittivity of 20 represents the PMMA mask. Finally, we assume a perfect conducting surface as the boundary condition at the 2D material surface.
The steady-state solution of the coupled equations for the electric potential enables us to deduce the out-of-plane displacement field at the 2D material surface, which in turn allows us to calculate the induced charge carrier density profile on the 2D material. The in-plane electric field in the junction is then given by

$$e|E_{\text{in-plane}}| = 2.5\hbar v_F \alpha^{1/3}(n')^{2/3}$$

(3.8)

where $\hbar$ is the reduced Planck constant, $v_F$ is the Fermi velocity in graphene, $\alpha$ is the strength of Coulomb interactions given by $\alpha = e^2/\epsilon_r \hbar v_F$, and $n'$ is the charge carrier density gradient at the $p$-$n$ interface. Here we note that in the calculation of $E_{\text{in-plane}}$, the geometry of the electrolyte-PMMA-mask system is slightly modified to incorporate a hexagonal boron nitride capping layer of 1 nm on top of the 2D material to keep the carrier density profile a smoothly varying function so that equation (3.8) can be used.

Since the sharpness of the junction which we deduce from the numerical simulation depends on the electric permittivity values used, we study the sharpness dependencies on these parameters for a range of values. Figure 3-4(a) shows the carrier density profiles for different values of $\epsilon_{\text{PEO}}$ which vary in the literature from 5 to 25 [100, 103, 104]. These curves indicate that a higher value of $\epsilon_{\text{PEO}}$ would lead to a sharper junction. For a conservative value of $\epsilon_{\text{PEO}} = 5$, which was used in our simulations, the characteristic decay length of the carrier density profile is $\sim 15$ nm, and for $\epsilon_{\text{PEO}} > 10$, the decay length is $< 10$ nm. Figure 3-4(b) shows the carrier density profile for different values of $\epsilon_{\text{PMMA}}$. The value of $\epsilon_{\text{PMMA}}$ was determined to be 20 from model fitting in our electrochemical experiments which will be described in Section 3 of the Supplementary Information. Here the figure shows that allowing an error range from 10 to 25, the sharpness of the junction remains below 15 nm. In addition to these two parameters, Figure 3-4(c) shows that the thickness of the PMMA mask, allowing it to vary from 100 nm to 300 nm, does not alter the sharpness of the junction significantly.

In addition, since the model treats the 2D material as a perfect conductor with a constant electrostatic potential, no charge redistribution is considered in this model.
Figure 3-4: Dependence of the sharpness of metal-dielectric split gate junctions on: (a) the gap width between the two split gate electrodes, and (b) the dielectric thickness. Carrier density contrast $\Delta n$ for each curve is normalized for easier comparison between the profiles. For (a), a constant dielectric thickness of 20 nm is assumed; for (b), a constant gap width of 20 nm is assumed.

In reality, the intense charge carrier density peak on the PMMA side (as seen in Figure 1(c) in the main text and Figure 3-4) will likely subside due to this charge redistribution.

**Sharpness limit of metal-dielectric split gate junctions**

Two factors limit the sharpness of $p$-$n$ junctions created by the commonly used metal-dielectric split gate technique: the thickness of the gate dielectric and the gap between the two split gate electrodes. The dependence on the thickness of the dielectric is due to the electric field divergence in dielectric materials. Figure 3-5 illustrates these two dependencies: Figure 3-5(a) shows simulated normalized carrier density profile for metal-dielectric split gate $p$-$n$ junctions with a constant dielectric thickness of 20 nm and various gap widths; Figure 3-5(b) shows the same profile for junctions with a constant electrode gap width of 20 nm and various dielectric thicknesses.

The curves indicate that when the thickness of the dielectric is larger than the gap width between the electrodes, the sharpness of the junction is limited by the dielectric thickness (Figure 3-5(a)); when thickness of the dielectric is smaller than the gap, the sharpness is limited by the gap width. Thus, to achieve a junction sharpness of a few nanometers, both the dielectric thickness and the gap width have to be only a few nanometers in size too. Unfortunately, the former would result in
Figure 3-5: Dependence of the sharpness of metal-dielectric split gate junctions on: (a) the gap width between the two split gate electrodes, and (b) the dielectric thickness. Carrier density contrast $\Delta n$ for each curve is normalized for easier comparison between the profiles. For (a), a constant dielectric thickness of 20 nm is assumed; for (b), a constant gap width of 20 nm is assumed.

undesirable leaking and tunneling currents and the latter is currently challenging from a fabrication standpoint.

3.2.3 Cross-linked PMMA mask: fabrication and validation

To implement this electrolyte gating technique with the screening mask, the choice of material for the mask is essential and several requirements need to be met. To ensure high spatial carrier density modulation resolution, the lithographic resolution of the mask has to be high. To ensure correct junction profile results calculated, the assumptions made in the simulation have to be experimentally verified for the mask of choice, which include the mask’s impenetrability to ions in the electrolyte, the straightness of the mask sidewalls, and the ability for the electrolyte to fill, wet and maintain contact with finely patterned nanostructures.

One suitable candidate for the mask is e-beam cross-linked PMMA. In addition to being a high resolution e-beam resist [102, 105], the e-beam cross-linking of this material produces a high carbon atom density material matrix that is nearly impermeable to electrolyte ions. Commonly used as a positive-tone e-beam resist, PMMA becomes negative-tone when exposed at a much higher electron dose ($\sim 20\,000\,\mu\text{C}\,\text{cm}^{-2}$) which cross-links macromolecules and transforms the resist into higher-density graphitic
nanostructures through a carbonization process [106, 107, 108]. Duan et al. [108] have systematically studied the e-beam overexposure cross-linking process of PMMA. When irradiated with electron beams at a normal dose, PMMA in the exposed areas is scissored and decomposed into low-weight molecules and volatile groups (such as CO₂, H₂, CH₃O), resulting in the exposed PMMA being soluble in developers. When the e-beam dose is further increased, the abundant dangling bonds on these low-weight PMMA molecules cross-link to form carbon-carbon covalent bonds, replacing the weaker van der Waals force between the macromolecules in unexposed PMMA and increasing the film density [108]. Since the typical length of such carbon-carbon covalent bonds in organic compounds is 120-154 pm [109], much smaller than the polyethylene-oxide(PEO)-wrapped Li⁺ ions (∼ 1 nm) and the ClO₄⁻ ions (∼ 250 pm) in the electrolyte, the ions cannot penetrate the PMMA mask and reach the 2D material surface. Furthermore, this covalently-bonded structure also enhances the solvent resistance of PMMA, making it insoluble and free from delamination or cracking in common solvents such as acetone, methanol and isopropyl alcohol. Therefore e-beam cross-linked PMMA promises an effective screening mask in our electrolyte/mask selective gating scheme.

Cross-linked PMMA’s impermeability to electrolyte ions

To experimentally investigate cross-linked PMMA’s impermeability to ions, I first use atomic force microscopy (AFM) to evaluate the morphology of the mask surface and then perform cyclic voltammetry (CV) measurements to examine any potential ion infiltration or ion-induced electrochemical behavior at the surface of mask-protected graphene.

The AFM image of the cross-linked PMMA (Figure 3-6) shows a continuous and smooth surface. Within a 25 um × 25 um area, the root mean square (RMS) surface roughness is 0.32 nm, indicating a uniform dielectric layer without major defects or pinholes and promising high insulation.

Fig. 3-7 (a) shows the schematic diagrams and an optical micrograph of devices used to investigate the mask impermeability through electrochemical cyclic voltam-
Figure 3-6: Morphology of an e-beam cross-linked PMMA layer, measured by an atomic force microscope. The root-mean-square surface roughness is 0.32 nm.

metry measurements. Five CVD graphene samples are covered with PMMA masks of different thicknesses (250 nm, 80 nm, 40 nm, 35 nm, 10 nm) and solid polymer electrolyte PEO–LiClO₄ is then deposited on top of the masked samples. Another sample is exposed directly to the electrolyte. An electrical voltage applied between the gate electrode and the graphene surface follows a sawtooth pattern between −2 V and 2 V at a sweeping rate of 0.5 V/s. Inset of Fig. 3-7 (b) shows the CV curves for different thicknesses of cross-linked PMMA masks from 0 nm to 250 nm. The measured current can be attributed to capacitive charging, electrochemical charge transfer, or charge carrier leakage. The CV curves show that significantly reduced current is observed for the PMMA-mask-protected graphene samples, even for a mask thickness of only 10 nm, qualitatively indicating good impermeability of the mask.

To quantitatively analyze the PMMA impermeability, I calculate from the CV curves the total capacitance $C_{\text{tot}}$ of the electrolyte/PMMA mask system as follows:

$$C_{\text{tot}} = \frac{dQ}{dV} = \frac{I}{dV} \quad (3.9)$$
Figure 3-7: Cyclic voltammetry characterization of electrolyte-covered graphene samples protected by PMMA masks of different thicknesses: (a) Measurement schematic diagrams for the cyclic voltammetry (CV) characterization and an optical micrograph of the measured devices. An electrical voltage is applied between the gate electrode and the graphene surface and ramped linearly with time from −2 V to 2 V back and forth at a rate of 0.5 V/s for a few times. (b) Capacitance of the PMMA-mask/electrolyte system extracted from the CV measurements (red dots) and fitted to a simple model (blue curve) as a function of the mask thickness. The area between the two yellow dotted lines indicates the 95% confidence interval of the fitting. Inset: Measured CV curves for samples with different PMMA mask thicknesses. The arrows indicate the voltage sweeping directions.

where $Q$ is the charge accumulated on the capacitor, $I$ is the measured current, and $dV/dt$ is the voltage sweeping rate. Figure 2(b) in main text plots the instantaneous capacitances (red dots) of the system calculated from currents at $V = 0.2$ V for different mask thicknesses. We model the total electrolyte/PMMA mask system as an electrolyte capacitor in series with a PMMA mask capacitor, with the total capacitance $C_{\text{tot}}$ given by

$$
\frac{1}{C_{\text{tot}}} = \frac{1}{C_{\text{elec}}} + \max \left( \frac{d - d_0}{\varepsilon_r \varepsilon_0 A}, 0 \right)
$$

(3.10)

Here the electrolyte has a capacitance of $C_{\text{elec}}$, which can be calculated from the CV curve for the mask-uncovered graphene sample. The PMMA mask is modeled as a parallel plate capacitor with plate area $A$, dielectric constant $\varepsilon_r$, original thickness $d$
and a conjectured ion infiltration layer of thickness $d_0$ (defined by a layer of PMMA mask that is penetrated and filled by diffused electrolyte ions). Taking the dielectric constant $\epsilon_r$ of the PMMA mask and the ion infiltration layer thickness $d_0$ as fitting parameters, the total capacitance calculated from the CV measurements are fitted to this model. The data points and the model (blue line in Fig. 3-7(b)) show good agreement. The conjectured ion infiltration layer is extracted to be 1.5 nm in thickness, with a standard error of 3.4 nm. The dielectric constant of the PMMA mask is extracted to be 20 (with a 95% confidence interval of (19, 21)), in rough agreement with previous experiments [92] where e-beam cross-linked PMMA was used as a gate dielectric. The slight deviation of the experimental data from the model can be accounted for by the nonuniform capacitor plate area in the experiments as a result of the manual drop casting of electrolyte on the graphene samples. This quantitative analysis provides further evidence that the mask provides reliable protection against the ions in the electrolyte, with an estimated ion infiltration layer of thickness $1.5 \pm 3.4$ nm into the PMMA mask.

**Electrolyte wetting of cross-linked PMMA nanostructures**

To implement the electrolyte-PMMA-mask gating technique, the electrolyte must be able to fill, wet and maintain contact with finely patterned cross-linked PMMA nanostructures. Due to the balance between adhesive and cohesive forces between a liquid and solid, a liquid drop might have the tendency to avoid contact with the solid surface, which is undesirable in the case of this gating technique.

To verify electrolyte’s wetting of the PMMA nanostructures, cross-sectional scanning electron microscopy (SEM) is used to verify the electrolyte wetting. Cross-linked PMMA is patterned into nanowires and electrolyte is deposited on top of the nanostructures. Cleaving of the sample exposes the cross section of the nanowires and the electrolyte. Fig. 3-8 shows the SEM images of these cross sections, where from the homogeneous color of the electrolyte region we confirm the electrolyte’s ability to fill narrow slits and remain in contact with the 2D materials. The slits between the PMMA nanowires in Fig. 3-8(b) is roughly 20 nm, so it can be concluded that the
electrolyte is able to wet narrow slits of at least 20 nm and remain good contact with finely patterned nanostructures.

Cross-linked PMMA’s spatial patterning resolution

The spatial carrier density modulation resolution of the local electrolytic gates is determined by two factors: the e-beam lithography resolution of the screening mask and the sharpness of the junction. As shown in the simulation, the junction sharpness is $\sim 15$ nm, and the e-beam resolution has previously been demonstrated to be sub-10 nm[106], so the spatial modulation resolution using this technique is limited by roughly twice the junction sharpness, which is 30 nm. The simulation in the inset of Fig. 3-3(a) indicates a well-defined carrier density modulation profile resulting from periodic local electrolyte gates with a half-pitch of 30 nm.

Fig. 3-9 shows SEM images of examples of PMMA masks on graphene with this resolution and different geometries, including disks and ribbons. The cross section of the resist mask ribbons indicates straight sidewalls.

3.2.4 Proof-of-principle experiments: graphene $p$-$n$ junctions

As proof-of-principle studies, this technique is used to demonstrate the dynamical tuning of a graphene $p$-$n$ junction. The device, shown in Fig. 3-10(a) (top panel), consists of a graphene channel covered in half by a PMMA mask. The graphene is
Figure 3-9: Scanning electron micrographs (SEMs) of example fabricated PMMA masks with nanoscale dimensions.

exfoliated onto a 285 nm SiO₂ substrate thermally grown on doped Si. It is then patterned by e-beam lithography and reactive ion etching (RIE) into a channel roughly 10 µm in length and 5 µm in width. A pair of Cr/Au contacts and a PMMA mask are then defined by e-beam lithography. Solid polymer electrolyte PEO—LiClO₄ is then drop-casted to cover the entire device.

Large-range doping level control of the two regions in a p-n junction can be achieved by tuning electrolyte top gate and SiO₂ back gate voltages, where V_{tg} controls the mask-uncovered region and V_{bg} mostly controls the mask-covered region. Fig. 3-10(c) shows the channel resistance R versus V_{tg} and V_{bg}, showing four distinct characteristic regions that indicate gate-voltage-tunable charge density at a p-n interface [110]. Two intersecting lines of high resistance (white dashed), representing charge neutrality points of the two regions respectively, divide the resistance map into four low-resistance regions: p-n, p-p, n-p, and n-n. A vertical line trace of the 2D resistance map along the dotted gray line, shown in the blue curve of Fig. 3-10(b), exhibits a distinct Dirac peak indicating modulation of graphene’s Fermi level across the charge neutrality point.

Photoresponse observed at the graphene p-n junction can also be dynamically
Figure 3-10: Gate-tunable graphene $p$-$n$ junction and its photoresponse. (a) Top: Optical image of the graphene $p$-$n$ junction device before covering with the electrolyte. Half of the graphene channel is covered by a PMMA mask. Bottom: Photovoltage $V_{ph}$ spatial mapping of the $p$-$n$ junction device conducted on a near-infrared ($\lambda = 1.55 \, \mu m$) confocal scanning microscopy setup. The red circle indicates the FWHM of the laser spot ($\sim 1.7 \, \mu m$). (b) Resistance $R$ and photovoltage $V_{ph}$ as a function of $V_{tg}$, measured at $\Delta V_{bg} = -12 \, V$ (line traces for (c) and (d) along the gray dotted line). (c) Resistance $R$ as a function of $V_{tg}$ and $V_{bg}$. White dashed lines indicate charge neutrality points of the top- and bottom-gated halves of the channel, and the four regions correspond to four doping configurations of the channel. (d) Photovoltage $V_{ph}$ as a function of $V_{tg}$ and $V_{bg}$, measured at the $p$-$n$ interface.
tuned by the gate voltages. Figure 3-10(a) (bottom panel) shows the spatially-resolved open-circuit photovoltage map of the device under zero bias voltage across the channel, conducted on a near-infrared (\(\lambda = 1.55\,\mu\text{m}\)) confocal scanning microscopy setup at room temperature. As the laser excitation is scanned over the device, a large photovoltage \(V_{\text{ph}}\) is observed at the electrolyte gate defined junction. This photovoltage \(V_{\text{ph}}\) at the junction as a function of \(V_{\text{tg}}\) and \(V_{\text{bg}}\), plotted in Fig. 3-10(d), exhibits a distinct six-fold pattern with alternating photovoltage signs, showing a strong dependence of the photoresponse on the relative doping level of the graphene junction. This six-fold pattern indicates a photo-induced hot carrier-assisted photoresponse process at the graphene \(p-n\) junction known as the photo-thermoelectric (PTE) effect [64], discussed in detail in Sec. 3.1.3. A vertical line trace of the 2D photovoltage map along the same dotted gray line, plotted in the red curve of Fig. 3-10(b), shows typical non-monotonic gate voltage dependence as a result of the PTE effect.

### 3.3 Outlook

The nanoscale electrical gating technique developed in this chapter allows dynamical programming the surface of graphene and other 2D materials. This paves the way for the demonstration of numerous photonic device concepts. One example of a compact graphene thermopile in the mid-infrared is discussed in Sec. 4.1, where a carefully designed Fermi level spatial profile geometry is realized with this gating technique to enhance the photovoltage responsivity. The extreme localization of Fermi level variation also promises to enable the creation of graphene plasmonic nanoresonators with high quality factors. They are building blocks of voltage-tunable graphene metasurfaces.

To further validate this technique, experiments in two directions can be performed. First, by repeating the cyclic voltammetry measurements and the capacitance modeling several times, with an interval of days or weeks, it would be helpful to investigate the diffusion of ions and the penetration depth in the PMMA masks at longer time scales. Second, by designing and fabricating devices with nanoscale Fermi level vari-
ation building blocks (for example, plasmonic nanoresonators), it would be possible to obtain direct experimental proofs of nanoscale gating.

Furthermore, the solid polymer electrolyte PEO/LiClO$_4$ and the cross-linked PMMA mask used here show promising results. However, PEO/LiClO$_4$ electrolyte shows absorption peaks in the mid-infrared wavelengths which could present obstacles for spectroscopy, electro-optic modulation, or photodetection. A complete survey of solid polymer electrolyte ionic types and organic matrix materials would allow optimized choice for wavelengths of interest. Other than cross-linked PMMA, it would be helpful to experiment with other e-beam resists to further improve the spatial patterning resolution.
Chapter 4

Electrically-Modulated Graphene for Photonic Devices

This chapter demonstrates several photonic device concepts based on electrically-modulated graphene. To begin with, a compact graphene thermopile that takes advantage of the spatial Fermi level modulation technique developed in Sec. 3.2 is optimized and demonstrated for the thermal detection of mid-infrared light. Two high-speed photonic devices, including a photodetector and an electro-optic modulator, for the near-infrared are then introduced. Finally, a graphene-insulator-metal heterostructure is used to probe the ultimate limits of plasmon confinement down to the length scale of one atom, enabling new regimes for ultrastrong light-matter interactions.

4.1 Compact graphene thermopile in mid-IR

*Portions of this section have appeared in Reference [65].*

This section discusses the design and demonstration of a compact mid-infrared graphene thermopile, leveraging the spatial gating versatility of the technique developed in Sec. 3.2 and the PTE effect in graphene. The thermopile has 8 thermocouples connected in series and arranged in a geometry that optimizes voltage collection for free-space incident radiation with a Gaussian profile. The geometry flexibility of the
patterned electrolyte gating technique eases the fabrication process and results in a small device footprint that is comparable to the diffraction limited beam size of mid-infrared light.

In this design a complex doping pattern of graphene is created to enhance the thermopile’s photovoltage responsivity. As discussed in Sec. 3.1.3, for PTE effect, the photovoltage generated can be expressed as \( V_{\text{ph}} = \int S(n, x) \Delta T(x) \, dx \), where \( S \) is the Seebeck coefficient of graphene, a function of charge carrier density, and \( \Delta T \) is the increase in electron temperature from the environment. For free-space incident light that has a spherical Gaussian profile, the temperature gradient points in the radial direction, so the photovoltage is maximized when it is collected radially.

The designed thermopile geometry, whose equivalent circuit diagram is illustrated in Fig. 4-1, consists of several thermocouples connected in series whose photovoltages are all collected in the radial direction. Each graphene segment is considered a voltage source with a resistance. For the photovoltage to sum up along the meandering graphene channel, each segment is \( p- \) or \( n- \) doped in an alternating fashion so that neighboring photovoltages point in opposite directions (Seebeck coefficient has opposite signs). The alternating doping is achieved using our gating technique by covering every other segments with the PMMA mask and applying positive \( V_{\text{tg}} \) and negative \( V_{\text{bg}} \) respectively. Compared to existing graphene thermopiles such as that in ref. [111], this approach eliminates the need for embedded gates and external wiring of thermocouples, enabling a compact thermopile based solely on graphene.

### 4.1.1 Experimental demonstration of thermopile in mid-IR

Spatially-resolved open-circuit photovoltage mapping of this thermopile is conducted on a confocal scanning microscopy setup with a mid-infrared laser source at two wavelengths \( \lambda = 8.58 \mu \text{m} \) and \( \lambda = 7.15 \mu \text{m} \). The photovoltage between several sets of terminals (indicated with numbers in Fig. 4-1) are measured to study the individual contributions of thermocouples. As the laser spot is scanned over the device, a maximal photovoltage \( V_{\text{ph}} \) is observed at the center of the thermopile, as shown in the photovoltage spatial maps in the inset of Fig. 4-2. The spatial maximum for respon-
Figure 4-1: Equivalent circuit diagram and optical image of the compact graphene thermopile design. Graphene is etched into a circular channel with a meandering shape, with each segment acting as a voltage source and a serial resistance. The segments are p- or n-doped in an alternating way to produce photovoltage in the same direction along the channel. The doping pattern is generated by covering every other graphene segments with a PMMA mask and applying appropriate $V_{tg}$ and $V_{bg}$.

Responsivity is then plotted as a function of the number of voltage source segments between the terminals. The well-fitted linear relation at both wavelengths confirms the summation of photovoltages from each individual segment. The maximal responsivity of this device is $26.2 \text{ mV W}^{-1}$ at $\lambda = 8.58 \mu\text{m}$, when 8 voltage segments are included in the device. Compared to a previous graphene thermocouple with only one single p-n junction, studied in similar conditions [112], the carefully designed doping pattern of graphene results in an about 7 times enhancement in photovoltage responsivity. Further optimization of parameters including device dimension and the number of voltage segments can be done to achieve higher responsivity (see Supplementary Information for a detailed discussion), and the device can be suspended as in ref [111] to benefit from higher temperature gradient as well.
Figure 4-2: Photovoltage responsivity of the thermopile measured at the center of the device as a function of the number of voltage source segments included in the circuit at $\lambda = 8.58 \, \mu m$ and $\lambda = 7.15 \, \mu m$. Data points are fitted with a linear curve indicated by the dashed line. Inset: Photovoltage responsivity spatial mappings of the thermopile measured at $\lambda = 8.58 \, \mu m$, with 4, 6 and 8 voltage source segments included in the circuit, respectively. The dashed circles indicate the size of the thermopile device. The red circle indicates the FWHM of the laser spot ($\sim 30 \, \mu m$).
4.1.2 Thermoelectric simulation and optimization

The geometry of the presented mid-infrared compact graphene thermopile is designed such that the photovoltage can be most efficiently collected for free-space incident radiation with a circularly symmetric Gaussian profile. This section discusses different design parameters that can influence the photovoltage responsivity $V_{ph}$ and the noise equivalent power (NEP) of the thermopile.

In the thermoelectric simulation, the following assumptions are made. First, for graphene on a substrate that is absorptive for the mid-infrared light, the heating of electrons in graphene is dominated by the optical absorption and thermal conduction of the substrate and hence the electron temperature follows that of the substrate temperature [112]. The substrate temperature is in turn determined by the power and the FWHM of the incident laser spot. Second, the Seebeck coefficient of graphene can be tuned to its respective maximum values on both the $n$-doped and $p$-doped segments of the graphene channel and that the doping transition follows a step function. This is a valid assumption since the device scale in this mid-infrared thermopile is much larger compared to the junction transition length of 15 nm which is shown in the main text. We then conclude that the generated photovoltage depends entirely on the geometry of the device given a fixed incident laser spot. With proper selection of design parameters, one can then optimize the geometry of the thermopile to achieve better performance metrics such as photovoltage responsivity and noise equivalent power.

For the proposed thermopile, the geometry is mostly dictated by four parameters: (1) the outer radius, (2) the inner radius, (3) the connecting bridge width, and (4) the number of voltage source segments in a full circle, as illustrated in Figure 4-3(a).

To study the effects of each parameters on the photovoltage and NEP of the thermopile, we use COMSOL [97] finite element simulation to first calculate the temperature distribution of the substrate upon heating by the laser and then use the derived temperature profile as an input to calculate the thermoelectric voltage. The
Figure 4-3: (a) Proposed graphene thermopile and the design parameters. (b) Dependence of photovoltage on the dimension of the device, assuming the shape of the device is fixed. Different colors indicate different incident laser spot size.

thermal diffusion in the SiO$_2$ substrate is governed by the heat equation

$$\rho c_p \frac{\partial T}{\partial t} - \nabla (\kappa \nabla T) = \dot{q} \tag{4.1}$$

where $\rho$, $c_p$, and $\kappa$ are the density, heat capacity, and the thermal conductivity of the material, respectively, and $\dot{q}$ is the heat flux. Constant input laser power with different FWHM spot sizes is inputted as heat flux to the substrate and the resulting temperature profiles at the steady state are obtained. The temperature profiles are then treated as inputs to the thermoelectric process according to equation (3.5) and the photovoltages generated across the thermopile are computed at the two terminals indicated in Fig. 4-3.

Keeping the shape of the device fixed, I first study the influence of the overall device dimension on the photovoltage responsivity for a given laser spot size. Fig. 4-3(b) shows that for a constant laser power profile, the photovoltage obtains a maximum when the outer radius of the thermopile is roughly comparable to the FWHM of the laser power profile. This makes intuitive sense since the majority of the temperature change can be collected along the radial graphene channel when the channel length is comparable to the laser spot radius.

The four parameters mentioned above all have monotonic influence on the pho-
tovoltage responsivity. By increasing the outer radius, decreasing the inner radius, decreasing the connecting bridge width, and increasing the number of voltage source segments of the thermopile, more photovoltage can be collected along the channel because of the increased effective channel length. However, increasing the channel length will also increase the total resistance of the channel, which in turn will result in a larger Johnson-Nyquist noise \( v_n = \sqrt{4k_B T R} \) (where \( k_B \) is the Boltzmann constant, \( T \) is the temperature and \( R \) is the total resistance of the device) and increase the NEP of the device, which is another important figure-of-merit for infrared detectors in practice. Figure 4-4 shows the influence of these four parameters on the NEP of the thermopile. As expected, the monotonic trend in the impact of these parameters on the photovoltage is counter-balanced by the increase of the channel resistance in the

\[
\text{Figure 4-4: Dependence of the noise equivalent power (NEP) of the thermopile on the four design parameters: (a) the outer radius, (b) the inner radius, (c) the connecting bridge width, and (d) the number of voltage source segments in a full circle. The laser spot is fixed to be 30 \, \mu m.}
\]
NEP calculation. Therefore an optimized NEP can be achieved by carefully choosing the parameters. Here, I only investigated the effects of each parameters by keeping the other three parameters constant, just to obtain an intuitive understanding of the dependence, but a more comprehensive optimization can be performed across the entire parameter space to achieve a global optimized device design. Such optimization can be done using standard nonlinear optimization algorithms [113].

4.2 High-speed graphene-based photonic devices in near-IR

Thanks to the ultrafast carrier dynamics in graphene that occurs at the picosecond time scale, graphene can respond to rapidly modulated incident light and can generate electro-optic modulation even when driven at a high frequency in excess of GHz. This section summarizes the demonstration of two high-speed graphene-based photonic devices that I have contributed to as part of this thesis. The first is a high-speed graphene photodetector integrated with a silicon photonic waveguide. This detector has a photocurrent responsivity of 0.36 A/W which is comparable to state-of-the-art germanium photodetectors that are used in standard silicon photonic integrated circuits nowadays. The frequency response of the detector exhibits a 3 dB-cutoff of 42 GHz. The second photonic device is a high-speed graphene-based electro-optic modulator integrated with a photonic crystal nanocavity. The nanocavity enhanced light-matter interaction enables efficient electrical tuning of the cavity reflection with a modulation depth of 3.2 dB and a cutoff frequency of 1.2 GHz.

4.2.1 Photodetector in a silicon photonic integrated circuit

*Portions of this section have appeared in Reference [8].*

The leading photodetector technologies for photonic integrated circuit (PIC) are presently based on bulk semiconductor materials such as Ge [114] and InP [115]. However, the integration of bulk semiconductor-based on-chip detectors has faced
challenges including a spectral response limited by the material’s bandgap, an intrinsic speed limited by the material’s carrier mobility, and in some cases front-end changes in CMOS processing. The family of 2D materials has emerged as an alternative platform for broadband ultrafast photodetection [116] with its capability to be assembled nearly defect-free into heterostructures and integrated onto PICs.

This section presents the design and demonstration of a graphene-based photodetector integrated with a silicon photonic waveguide. Fig. 4-5(a) illustrates the schematic of this design. The single layer graphene (SLG) is encapsulated by hexagonal boron nitride (hBN). The mobility of BN-encapsulated graphene can reach up to 80 000 cm$^2$/Vs at room temperature, exceeding that of traditional semiconductors such as Ge by 1-3 orders of magnitude. The 2D heterostructure is fabricated in a BEOL step on a silicon-on-insulator (SOI) PIC, which was fabricated in a CMOS-compatible process. A waveguide width of 520 nm supports a single transverse-electric (TE) mode shown in the simulated mode in Fig. 4-5(b). The multilayered 2D material stack is assembled onto the photonic chip using van der Waals (vdW) assembly [117]. One-dimensional contacts are formed at the edge of graphene [117], and combined with a wide channel (40 µm) design, enables a device resistance as low as $\sim 77 \Omega$. Solid polymer electrolyte PEO/LiClO$_4$ is spun on the entire chip to gate the graphene device.

To generate a graphene $p$-$n$ junction, one electrode is directly deposited above

![Figure 4-5: (a) Schematic of the hBN/SLG/hBN photodetector on a buried silicon waveguide. (b) The electric field energy density of the fundamental TE waveguide mode, obtained by finite-element simulation. Figure reproduced from [8].](image)
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the stack on one side of graphene to pin its Fermi level according to the metal’s work function. The other side of graphene is electrically gated with electrolyte so its Fermi level is dynamically adjustable. The junction is formed at the edge of the electrode and the electrode is positioned only 200 nm from the waveguide to induce a p-n junction near the optical mode. This process is illustrated in Fig. 4-6(b).

Fig. 4-6(a) presents responsivity measurements as a function of $V_{GS}$ and $V_{DS}$ when the detector is illuminated via the waveguide at 25 µW continuous-wave (c.w.) laser inside the waveguide. Here the responsivity is defined as the ratio of the short-circuit photocurrent to the optical power in the waveguide, $R = I_{ph}/P_{in}$. The top electrolyte

Figure 4-6: (a) Measured responsivity as a function of gate-source $V_{GS}$ and drain-source $V_{DS}$ voltages. (b) Top panel: Electron temperature profile of the SLG under c.w. optical excitation from the waveguide (top panel). Bottom panel: The Seebeck coefficient profiles of the SLG at different $V_{GS}$ and $V_{DS}$. (c) High-speed response of the graphene photodetector. The red dashed line shows the fitting to the experiment results with a RC low-pass filter model. The extracted 3dB cutoff frequency is at 42 GHz. (d) Spectral response of the normalized photocurrent for c.w. laser excitation. Figure reproduced from [8].
gate allows independent tuning of graphene’s Fermi level across the waveguide mode. Scanning $V_{GS}$ and $V_{DS}$ produces a 6-fold pattern in the photocurrent, which qualitatively matches the behavior of the PTE effect. The photocurrent reaches a maximum of 0.36 A/W at $V_{GS} = 2$ V and $V_{DS} = 1.2$ V, which is a 3-fold improvement over previously reported waveguide-integrated graphene photodetectors [118, 119, 7].

Fig. 4-6(c) shows dynamic response of the detector, measured by coupling two narrowband (1 MHz) laser sources with a detuning frequency $\Delta f$ ranging from 1 to 50 GHz into the waveguide. The interference of these two laser fields produces an intensity oscillation at frequency $\Delta f$. The extracted 3 dB cutoff frequency of this detector is 42 GHz, matching the highest previously reported graphene photodetector speed [120]. The spectral response shown in Fig. 4-6(d) indicates broadband operation wavelength range from 1510 to 1570 nm.

4.2.2 Modulator with photonic crystal nanocavity

*Portions of this section have appeared in Reference [9].*

This section leverages graphene’s high-speed electro-optic property for the demonstration of a graphene-based high-speed free-space amplitude modulator. Previously, several prototype graphene electro-optic modulators have been realized by integrating graphene with cavities [121, 122]. However, these devices require electrolyte gating to change graphene’s Fermi level, which is not ideal for dynamic modulation due to the limited modulation speed to kHz.

Here, a modulator device concept based on a graphene-hBN-graphene capacitor integrated with a planar photonic crystal (PPC) cavity is demonstrated. The device geometry is illustrated in Fig. 4-7(a). The PPC cavity greatly amplifies the absorption of light into the two graphene sheets. The modulation occurs as the top and bottom graphene layers are oppositely doped by the induced electrostatic potential; when the respective Fermi levels are shifted to larger than half of the incident photon energy, Pauli blocking suppresses the optical absorption and leads to increased cavity reflectivity. This can be described using graphene’s optical conductivity introduced in Sec. 3.1.2 and is conceptually illustrated in the upper panel of Fig. 4-7(b).
Figure 4-7: (a) Top panel: Schematic of the cavity-graphene electro-optic modulator. Bottom panel: FDTD simulation of the cavity energy intensity from the top and from the side. (b) Top panel: Band diagram of two graphene sheets at different gate voltage illustrating the concept of the modulator. Bottom panel: Normalized reflection intensity of the cavity at $\lambda = 1551$ nm as a function of $V_G$. (c) Normalized electro-optic $S_{21}$ frequency response of the graphene modulator at different DC gate voltages. Black dashed lines indicate 0 and $-3\,\text{dB}$, respectively. Figure reproduced from [9].

The lower panel of Fig. 4-7(b) shows reflectivity modulation with a depth of 3.2 dB within a voltage swing of only 2.5 V.

The dynamic modulation characteristic of this modulator is measured by coupling in RF power from a 20 GHz network analyzer (NWA), detecting the modulated reflected light with an InGaAs avalanche photodiode (APD), and sending the electrical signal of the APD back into the NWA and measuring the $S_{21}$ parameter. Fig. 4-7(c) shows the normalized $S_{21}$ as a function of the modulation frequency for three different gate voltages, indicating a 3 dB cutoff frequency of 1.2 GHz. The cutoff frequency is limited by the $RC$ time constant of the graphene-hBN-graphene capacitor.

### 4.3 Probing the ultimate confinement of graphene plasmons

*Portions of this section have appeared in Reference [10].*

Apart from the interests in graphene for modulation and photodetection applications, there are numerous other opportunities offered by graphene in optics and
photonics, including plasmonics, polaritonics, nonlinear optics, to name a few. In particular, plasmons in graphene have promised extreme confinement of light into tiny spatial dimensions, which offers appealing avenues for applications such as microscopy, sensing, and nanoscale lasers. This section summarizes one collaborative effort with the Institute of Photonic Sciences (ICFO, Spain) in the fundamental investigation of the ultimate confinement of plasmons in graphene, where a graphene-hBN-metal platform allows the physical limits of (out-of-plane) confinement of propagating plasmons down to the ultimate physical boundary of a one-atom-thick layer ($\lambda_0/26000$) without sacrifices in damping.

Plasmons have long been regarded as a pathway for confining light below the diffraction limit. For bulk-metal based plasmonic systems, tapers [123], grooves [124], and metal-insulator-metal waveguides [125] have been proposed for confining propagating or resonant plasmons. However, Landau damping in metals imposes a trade-off between optical field confinement and losses. For plasmons in two-dimensional materials, the restoring force by the long-range Coulomb interactions can be controlled by tailoring the external environment. This is fundamentally different from bulk metal-based plasmonic systems. The device geometry discussed in this section aims to achieve out-of-plane plasmon confinement and wavelength compression through engineering of graphene’s external environment.

Fig. 4-8(a) illustrates the device consisting of graphene encapsulated by atomically thin dielectric material hBN and covered by a metallic rod array. The advantages of the periodic metal-insulator-graphene system are twofold. First, the presence of the metal results in efficient screening of the graphene plasmons, squeezing the so-called screened graphene plasmons (SGPs) into the graphene-metal gap without reducing their lifetime. Second, metal rods facilitate efficient coupling between far-field light and the strongly confined plasmons, where the width of the rods defines the resonant conditions for the plasmon modes. Fig. 4-8(b) illustrates FDTD simulation of the field profile of a unit cell, showing plasmons launched at the metal edges and confined between the metal and graphene. Bringing the metal closer to graphene enhances the vertical confinement, as shown both in the FDTD simulation and in the graphene
Figure 4-8: (a) Device design for probing ultimate plasmon confinement limits. Graphene is encapsulated in a dielectric and covered by an array of gold rods. A gate voltage $V_{BG}$ is applied between Si and graphene to control the Fermi level of graphene. (b) and (c) Simulated plasmonic field magnitude profiles for metal-graphene separations of 10 and 1 nm. (d) Simulated plasmon wavelength, $\lambda_p$, as a function of metal-graphene spacer thickness $s$ for the two materials used in the experiments. The vertical dashed line refers to the fundamental limit: a monolayer h-BN spacer. Colored circles correspond to the two sets of devices discussed in the paper. The dotted lines represent the model where the metal was considered as a perfect conductor in combination with the local graphene conductivity model. The dash-dotted lines represent the nonlocal graphene conductivity model (obtained from the random-phase-approximation), but still metal as a perfect conductor. The solid lines represent the model where nonlocal optical response for both metal and graphene is considered. (e) Extinction spectra for $w$ ranging from 33 to 212 nm, fixed $g = 38 \pm 4$ nm, and fixed $E_f = 540$ meV. Dashed lines are guides to the eye showing the evolution of each resonance with $w$. Figure reproduced from [10].

conductivity model prediction in Fig. 4-8(b). To this end, in this device a monolayer of hBN spacer is used, vertically confining the plasmon below 1 nm.

The coupling between far-field light and the confined plasmons through metal gratings allows probing the system with Fourier transform infrared (FTIR) transmission measurements. Fig. 4-8(c) shows the extinction spectra obtained for different metal ribbon widths. For all ribbon widths, there are clearly visible graphene plasmonic resonance peaks, indicating that the extreme confinement in the vertical direction does not introduce intolerable optical loss. Even with a ribbon width $w = 33$ nm where both the lateral confinement and the vertical confinement are strong, the graphene
plasmon still shows a visible resonance with high extinction values.

This fundamental investigation shows that 2D-material heterostructures can be considered as a powerful toolbox for nanophotonics with vertical subnanometer precision. The metallic structure can also be used as a nearby efficient gate to enable molecular sensing with even higher resolution, to enhance nonlinear effects, or to design photodetectors with plasmon-enhanced sensitivity and tunability.

### 4.4 Outlook

The work presented in this chapter are initial demonstrations of photonic devices enabled by electrically-modulated graphene, showing it will be possible to engineer device designs to fully utilize some of graphene’s properties that are fundamentally different from those of other materials not atomically thin. However, to gain full advantage of these and to realize performances that can unambiguously beat the state-of-the-art technologies, further improvements are needed in several aspects.

For high-speed graphene electro-optic modulation and photodetection, the currently demonstrated devices are limited by their $RC$ time constant in terms of operation speed. It is necessary to optimize the device geometry and reduce the footprint for smaller resistance and parasitic capacitance in order to push the speed into the intrinsically-limited regime of hundreds of GHz. In addition, free-space graphene modulators based on nanocavities have the potential to be arranged in a two-dimensional array for the realization of the high-speed SLM architecture based on tunable cavity arrays. To this end, a large-scale demonstration of modulator arrays based on chemical-vapor-deposited (CVD) large-area graphene and hBN would be useful. This calls for an improved graphene material platform from a material synthesis perspective as well, where high-quality graphene with little nanoscale strain variation and few defects is required for high carrier mobility. This improved material synthesis process will also benefit further demonstration of device concepts based on graphene plasmons, where currently the quality factor of plasmonic nanoresonators is limited by graphene’s low carrier mobility in large-area samples.
Chapter 5

Conclusions and Outlook

We are at an exciting stage in the field of optoelectronic devices for optical control. More and more technologies in data communications, high-performance computing, display, imaging, artificial intelligence, and quantum computation are now demanding a device capable of spatiotemporal modulation of light at high speeds. With the emergence of novel materials, new synthesis methods that enable bulky conventional materials to be presented with new form factors, and the perfection of nanofabrication and manufacturing process and techniques, new avenues are now open where fundamentally different electro-optic phenomena can be exploited to enable new functionalities such as high-speed modulation.

However, the transition from new material platforms to new electro-optic modulation technologies is not straightforward. To take advantage of the fast intrinsic response provided by the new materials means having to sacrifice other excellent properties of the previously used material or having to abandon mature manufacturing processes that over the years have been perfected for scalability and low cost.

The research presented in this thesis aims to bridge this gap and to explore spatial light modulator designs where new materials can be utilized for their fast response time without having to modify the SLM’s other figure-of-merits, including the modulation mode, driving voltage, pixel pitch, efficiency, array size, and the CMOS compatibility. While it was not possible in this thesis to experimentally realize such a holy grail, the work presented here made several initial exploratory attempts in the
theory and design and laid out a road map that should lead to the demonstration of a high-speed spatial light modulator with high diffraction efficiency, CMOS-compatible driving voltages, and a CMOS-compatible manufacturing process.

5.1 High-Speed SLM Architecture with Tunable Microcavity Arrays

This thesis proposes a SLM architecture based on arrays of electrically-tunable microcavities. The microcavities are used as a way to enhance high-speed electro-optic effects that are typically very weak, and also as a method to engineer the amplitude and phase of the reflected light. A general design methodology that combines analytical modeling of the microcavities with FDTD numerical simulations is developed for systematic optimization of microcavities according to design requirements such as reflectivity and driving voltages [43].

This has led to two optimized designs, one for the phase-only modulation mode and another for the amplitude mode, both able to achieve cavity resonance shifts of more than a linewidth at standard-CMOS-compatible voltages of less than $2 \text{ V}$ with the Pockels material $\text{BaTiO}_3$. While the microcavity’s mode confinement is beneficial for light-matter interaction and for avoiding neighboring pixel crosstalk, it limits the fill factor of the pixel which consequently leads to low diffraction efficiency. A phase mask is included in the architecture as a way to expand the fill factor via mode propagation and to compensate the phase curvature as a result of the propagation.

The experimental realization of these designs as a fully functional microcavity array with high-speed independent electronic control to each pixel is the obvious next step. Although a design for trivial fabrication and experimental implementation is proposed and optimized for proof-of-principle demonstration, the performance of this design is less than ideal in terms of driving voltage due to the low cavity quality factor allowed with the external microcavity array design. The ultimate realization of a high-speed SLM with CMOS-compatible driving voltages calls for the implementation of
the micropillar vertical cavity design or the Gaussian defect vertical cavity design. The high-speed individual electronic control of each pixel also necessitates large-scale high-speed logic gates such as those offered by CMOS circuitry. The schematic of such architecture is illustrated in Fig. 5-1.

Figure 5-1: Schematic cross section of spatial light modulators with two-dimensional tunable microcavity arrays on a complementary metal-oxide-semiconductor (CMOS) backplane. Each phase shifter pixel consists of a one-sided vertical microcavity laterally confined by a Gaussian-shaped defect, with electrical contacts connected to the CMOS driving circuit.

Several key challenges in the fabrication of this structure include: (1) the Gaussian shape definition; (2) the deposition of the side metal contact; and (3) the implementation of the phase mask (not illustrated here).

When defining the Gaussian shape, it is important to maintain enough accuracy of the shape, because deviation from the shape can lead to degradation of the cavity’s intrinsic quality factor (shown in Sec. 2.3.3). Three potential approaches can be used for this process, including direct resist reflow, grayscale resist lithography followed by reflow, and resist reflow followed by substrate etching. Direct resist reflow is the simplest process but allows limited control of the reflowed shape. Reflow followed by etching adds another control step enabled by selectivity engineering of the etching process. Grayscale lithography followed by reflow offers the most versatility through a pre-shaping of the resist before the reflow process.
The deposition of the side contact can be realized by angled evaporation or sputtering. Here, it is the best to use a photoresist with a thickness larger than the height of the microcavity which is a few micrometers tall. If angled evaporation is used, when opening windows for the metal deposition, it is necessary to make sure that the aspect ratio of the window is not too large. This ensures that the metal can reach the surface of the substrate without getting blocked. The phase mask concept allows each vertical pillar to be placed several micrometers from each other, which strongly reduces the precision requirement and difficulty for the fabrication.

The phase mask can be implemented with 3D grayscale lithography as in Sec. 2.5.2 or nanoimprint lithography. Because the phase curvature for the Gaussian-defect vertical at the location of the mask resembles that of a spherical wave, the phase mask can also be replaced by a microlens array to achieve similar performance. Here, precise alignment of the mask to existing microcavities underneath is necessary.

5.2 High-Speed Electro-Optic Material Graphene

On the material side, this thesis investigates the novel 2D material graphene and proposes and demonstrates a graphene surface dynamical electrical gating technique that has spatial resolution down to $< 30 \text{ nm}$ [65].

While most photonic devices demonstrated in this thesis do not directly take advantage of this technique, this technique can enable future demonstration of high-quality graphene plasmonic metasurfaces when combined with a high-quality CVD encapsulated graphene platform [126]. In particular, by creating nanoscale periodic modulation of the graphene Fermi level, plasmonic nanoresonators can be created without degradation of the quality factor due to edge effects caused by harsh etching process. The CVD-grown graphene sandwiched by two uniform CVD-grown hBN films can also provide a flat substrate with minimal nanoscale strain variation and an encapsulation that protects graphene from the environment, both leading to higher carrier mobility.

The technique can also benefit from further experimentation of different electrolyte
and mask materials. For example, an ion with a larger atomic number is advantageous for two reasons. First, a larger ionic radius makes it harder for the ions to permeate through the mask’s pin holes, implying better mask protection. Second, a larger ionic mass leads to a lower ionic polarization resonance frequency. This means that the optical absorption will be reduced in the electrolyte, especially in the mid-infrared or terahertz range.

5.3 Outlook

In conclusion, the research presented in this thesis represents a step towards the demonstration of a new high-speed spatial light modulator architecture for spatiotemporal control of light. With subsequently developed fabrication processes and integration with a CMOS backplane, a GHz spatial light modulator with near unity diffraction efficiency and standard-CMOS-compatible driving voltages is possible in both phase-only and amplitude modulation modes. This new technology would strongly advance applications such as optical interconnects, optical information processing, quantum computation, imaging, display, and programmable optical tweezers.
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