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GENERALIZED SENSITIVITY ANALYSIS OF NONLINEAR PROGRAMS

PETER STECHLINSKI†, KAMIL A. KHAN‡, AND PAUL I. BARTON§

Abstract. This paper extends classical sensitivity results for nonlinear programs to cases in which parametric perturbations cause changes in the active set. This is accomplished using lexicographic directional derivatives, a recently developed tool in nonsmooth analysis based on Nesterov’s lexicographic differentiation. A nonsmooth implicit function theorem is augmented with generalized derivative information and applied to a standard nonsmooth reformulation of the parametric KKT system. It is shown that the sufficient conditions for this implicit function theorem variant are implied by a KKT point satisfying the linear independence constraint qualification and strong second-order sufficiency. Mirroring the classical theory, the resulting sensitivity system is a nonsmooth equation system which admits primal and dual sensitivities as its unique solution. Practically implementable algorithms are provided for calculating the nonsmooth sensitivity system’s unique solution, which is then used to furnish \( B \)-subdifferential elements of the primal and dual variable solutions by solving a linear equation system. Consequently, the findings in this article are computationally relevant since dedicated nonsmooth equation-solving and optimization methods display attractive convergence properties when supplied with such generalized derivative elements. The results have potential applications in nonlinear model predictive control and problems involving dynamic systems with mathematical programs embedded. Extending the theoretical treatments here to sensitivity analysis theory of other mathematical programs is also anticipated.
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1. Introduction. Fiacco and McCormick [11] characterized primal and dual variable first-order sensitivities of parametric nonlinear programs (NLPs) from linearized KKT conditions, furnished by application of the classical implicit function theorem under appropriate regularity conditions. However, the theory of Fiacco and McCormick yields no information in the presence of active index set changes under parametric perturbations. In this article, the aforementioned classical sensitivity results are extended to include active index set changes; parametric sensitivities of NLPs are characterized by evaluating lexicographic directional (LD-) derivatives of nonsmooth equation-based reformulations of KKT systems.

Built from the theory of lexicographic differentiation [30], the LD-derivative is a nonsmooth extension of the classical directional derivative and can be used in established methods for nonsmooth equation-solving and optimization. LD-derivatives...
have been used successfully to furnish generalized derivative information for linear programs (for use in sensitivity analysis of ordinary-differential equations with linear programs embedded) [16], lexicographic linear programs [13], as well as optimization problems with nonsmooth dynamical systems embedded [20, 39]. As the LD-derivative satisfies sharp calculus rules, generalized derivatives of the problems outlined above can be evaluated using a tractable numerical implementation; a nonsmooth vector forward mode of automatic differentiation has been developed [21] for automatable and relatively cheap LD-derivative computation, extending established automatic differentiation methods [15]. For an overview of the theory of LD-derivatives, the reader is referred to [1].

This article shows that, when applied to the setting of parametric NLPs under appropriate regularity conditions, the LD-derivatives approach furnishes an auxiliary nonsmooth and nonlinear equation system that describes NLP primal and dual variable sensitivities. Said system admits a unique solution under complete coherent orientation [34] of nonsmooth equation-based reformulations of KKT systems. Complete coherent orientation is implied by the linear independence constraint qualification (LICQ) and strong second-order sufficiency and guarantees primal and dual variable NLP solution mappings that are piecewise differentiable in the sense of Scholtes [37] and unique in a neighborhood of a reference problem parameter. Moreover, the unique solution of said system can be used to obtain lexicographic derivatives of the primal and dual variable solution mappings, which are guaranteed to be elements of the B-subdifferential (and therefore Clarke’s generalized Jacobian [3]) of the solution mappings and thus computationally relevant; dedicated nonsmooth equation-solving algorithms (e.g., semismooth Newton methods [32] and LP-Newton methods [7]) and nonsmooth optimization methods (e.g., bundle methods for local optimization [26]) can be applied with convergence properties similar to their smooth counterparts.

Tracing back to the influential works of Kojima [24] on NLPs and Robinson [35] on generalized equations, a series of results have been obtained in the literature to address parametric sensitivities of NLPs in the presence of active index set changes [17, 38, 25, 6], culminating in a practical method to calculate directional derivatives of the primal variable solution in the form of an auxiliary convex quadratic program (QP) with a linear program embedded [33]. It is straightforward to calculate B-subdifferential elements of nonsmooth equation-based reformulations of NLP KKT systems (see [9, Chapter 10] and, in particular, [9, Proposition 10.1.16]) for use in furnishing KKT points via nonsmooth equation-solver methods; various methods for finding KKT triples of variational inequalities (VIs) are discussed, with numerical advantages and drawbacks highlighted. Arguments advocating a nonsmooth equation system reformulation over smoothening approximations are given in [9, section 9.1]. However, there is currently no theory for computing B-subdifferential elements of primal and dual variable NLP solutions (i.e., generalized derivative first-order sensitivity information) until this article, extending the classical results of Fiacco and McCormick by removing their restrictive assumption of strict complementarity.

An overview of sensitivity analysis theory for mathematical programs is found in [10, 12, 2, 23, 8]; [8, section 5.7] presents a detailed account of current sensitivity analysis theory for parametric NLPs, as well as complementarity problems, VIs, and mathematical programs with equilibrium constraints (MPECs). This article focuses on a nonsmooth equation-based reformulation of NLP KKT systems using the minimum function, but the results can be generalized to any suitable nonlinear complementarity problem (NCP) function reformulation of NLP KKT systems and to mixed complementarity problems (MiCPs) and VIs under suitable regularity conditions. For
example, an auxiliary variable formulation in the spirit of [7, Example 2], which has shown to have numerical benefits, can be treated with the present theory. Extensions to sensitivity analysis of other mathematical programs are expected using the theoretical machinery presented here.

The rest of this article is structured as follows. Necessary background material is presented in section 2. Section 3 details existence and computation of generalized derivatives of nonsmooth inverse and implicit functions, including a specialization to MiCPs useful for present purposes in section 4. Generalized derivatives of NLPs are given in section 5, including a connection to familiar regularity conditions and a scheme for evaluating the unique solution of the nonsmooth and nonlinear sensitivity system. Future work and conclusions are given in section 6.

2. Background material. Unless specified otherwise, the following notational conventions are used. $\mathbb{N}$ and $\mathbb{R}_+$ denote the positive integers and nonnegative real numbers, respectively. $\mathbb{R}^n$ is the Euclidean space of $n$-dimensions (equipped with the Euclidean norm $||\cdot||$) and the vector space $\mathbb{R}^{m \times n}$ is equipped with the corresponding induced norm. A set is denoted by an uppercase letter (e.g., $H$). The canonical projections of $H \subset \mathbb{R}^n \times \mathbb{R}^m$ onto $\mathbb{R}^n$ and $\mathbb{R}^m$ are denoted by $\pi_x H$ and $\pi_y H$, respectively.

Vector-valued functions and vectors in $\mathbb{R}^n$ are denoted by lowercase boldface letters (e.g., $\mathbf{h}$) whose $i$th component is denoted by $h_i$. Given a function $\mathbf{h} : \mathbb{R}^n \to \mathbb{R}^m$ and a nonempty subset $J \equiv \{j_1, \ldots, j_s\} \subset \{1, \ldots, m\}$ with $s \leq m$ and $j_l < j_{l+1}$ $\forall l \in \{1, \ldots, s-1\}$, let $\mathbf{h}_J \equiv (h_{j_1}, \ldots, h_{j_s})$ (i.e., the components of $\mathbf{h}$ indexed by $J$). Similarly, given a vector $\mathbf{h} \in \mathbb{R}^m$, let $\mathbf{h}_J$ denote its components indexed by $J$.

Matrix-valued functions and matrices in $\mathbb{R}^{m \times n}$ are denoted by uppercase boldface letters (e.g., $\mathbf{H}$). Parenthetical subscripts are used to indicate the column vector of a matrix (e.g., the matrix $\mathbf{H} \in \mathbb{R}^{m \times n}$ has the $k$th column $\mathbf{h}_{(k)} \in \mathbb{R}^m$ whose $i$th component is $h_{(k),i}$), a leftmost submatrix of a matrix (e.g., $\mathbf{H}_{(k)} \equiv [\mathbf{h}_{(1)} \cdots \mathbf{h}_{(k)}] \in \mathbb{R}^{m \times k}$), or to indicate a sequence of vectors or vector-valued functions. The $k$th row of $\mathbf{H} \in \mathbb{R}^{m \times n}$ is denoted by $\mathbf{h}_k \in \mathbb{R}^{1 \times n}$. Unless stated otherwise, parenthetical superscripts (e.g., $\mathbf{h}^{(j)}$) are used for lexicographic differentiation. $\mathbf{0}_n$ denotes the zero vector in $\mathbb{R}^n$, $\mathbf{0}_{m \times n}$ denotes the $m \times n$ zero matrix, and $\mathbf{I}_n$ denotes the $n \times n$ identity matrix. The notation $(\mathbf{M}, \mathbf{N})$ is used for a well-defined vertical block matrix (or vector): $[\mathbf{M} \ \mathbf{N}]$. For convenience in inductive proofs, an empty matrix with $m$ rows but no columns is denoted by $\emptyset_{m \times 0}$ and concatenated with $\mathbf{H} \in \mathbb{R}^{m \times n}$ as follows:

$$[\mathbf{H} \ \emptyset_{m \times 0}] = [\emptyset_{m \times 0} \ \mathbf{H}] = \mathbf{H}.$$ 

Let $\text{diag}(a_1, \ldots, a_m) \in \mathbb{R}^{m \times m}$ denote the diagonal matrix with $(i, i)$-entry $a_i \in \mathbb{R}$.

Given $\mathbf{H} \in \mathbb{R}^{m \times n}$, nonempty subset $J \equiv \{j_1, \ldots, j_s\} \subset \{1, \ldots, m\}$ satisfying $s \leq m$ and $j_l < j_{l+1}$ $\forall l \in \{1, \ldots, s-1\}$, and nonempty subset $I \equiv \{i_1, \ldots, i_r\} \subset \{1, \ldots, n\}$ satisfying $r \leq n$ and $i_l < i_{l+1}$ $\forall l \in \{1, \ldots, r-1\}$, let $\mathbf{H}_{J, \bullet}$ denote the rows of $\mathbf{H}$ indexed by $J$ and $\mathbf{H}_{\bullet, I}$ denote the columns of $\mathbf{H}$ indexed by $I$. That is,

$$\mathbf{H}_{J, \bullet} \equiv \begin{bmatrix} h_{(1),j_1} & h_{(2),j_1} & \cdots & h_{(n),j_1} \\ h_{(1),j_2} & h_{(2),j_2} & \cdots & h_{(n),j_2} \\ \vdots & \vdots & \ddots & \vdots \\ h_{(1),j_s} & h_{(2),j_s} & \cdots & h_{(n),j_s} \end{bmatrix} \in \mathbb{R}^{s \times n},$$

$$\mathbf{H}_{\bullet, I} \equiv \begin{bmatrix} h_{(i_1)} \\ h_{(i_2)} \\ \vdots \\ h_{(i_r)} \end{bmatrix} \in \mathbb{R}^{m \times r}.$$ 

The following convention is adopted: given two distinct index sets, i.e., nonempty subsets $J_1, J_2 \subset \{1, \ldots, m\}$ such that $J_1 \cap J_2 = \emptyset$, the matrix $\mathbf{H}_{J_1 \cup J_2, \bullet}$ denotes the
columns of $H$ indexed by $J^*$, where $J^*$ is the index set formed by merging $J_1$ and $J_2$ with proper ordering. $H_{J^*} = h_{J^*}$ and $h_{J^*}$ are defined in a similar spirit. Let $J_{x^0} \in \mathbb{R}^{s \times m}$ denote the rows of $I_m$ indexed by $J$ (i.e., the matrix whose $k$th row is equal to $e_i$, where $e_i$ denotes the $i$th unit coordinate vector in $\mathbb{R}^m$).

2.1. Generalized derivatives. Let $X \subset \mathbb{R}^n$ be open and $f : X \to \mathbb{R}^m$ be locally Lipschitz continuous on $X$. By Rademacher's theorem, $f$ is differentiable at each point $x^0 \in X \setminus \mathcal{Z}_f$, where the subset $\mathcal{Z}_f \subset X$ has zero (Lebesgue) measure. The $B$-subdifferential of $f$ at $x^0$ is equal to

$$
\partial^B f(x^0) \equiv \left\{ H \in \mathbb{R}^{m \times n} : H = \lim_{i \to \infty} Jf(x^{(i)}), \lim_{i \to \infty} x^{(i)} = x^0, x^{(i)} \in X \setminus \mathcal{Z}_f \forall i \in \mathbb{N} \right\}
$$

and is nonempty and compact. The Clarke (generalized) Jacobian of $f$ at $x^0$ [3] is defined as

$$
\partial f(x^0) \equiv \text{conv} \partial^B f(x^0).
$$

If $f$ is continuously differentiable ($C^1$) at $x^0$, then $\partial f(x^0) = \partial^B f(x^0) = \{Jf(x^0)\}$. If $f$ is differentiable at $x^0$, then $Jf(x^0) \in \partial f(x^0)$. If $f$ is piecewise differentiable ($PC^1$) [37] at $x^0$ then, by [31, Lemma 2],

$$
\partial^B f(x^0) = \{Jf(x^0) : i \in I_f^{\text{ess}}(x^0)\},
$$

where

$$
I_f^{\text{ess}}(x^0) \equiv \{i \in \{1, \ldots, k\} : x^0 \in \text{cl}(\text{int}\{\eta \in N_{x^0} : f(\eta) = f(i)(\eta)\})\}
$$

is the set of essentially active indices of $f$ at $x^0$ with respect to a set of $C^1$ selection functions $\{f_1, \ldots, f_k\}$ defined on a neighborhood $N_{x^0} \subset X$ of $x^0$. Corresponding to the essentially active indices are the set of essentially active selection functions of $f$ at $x^0$, defined as $E_f(x^0) \equiv \{f_i : i \in I_f^{\text{ess}}(x^0)\}$. Note that the class of piecewise differentiable functions of order-$r$ ($PC^r$) is defined analogously as the class of $C^r$ functions.

Given $W \subset \mathbb{R}^n \times \mathbb{R}^m$ open and $g : W \to \mathbb{R}^q$ Lipschitz continuous on a neighborhood of $(x^0, y^0) \in W$, let $g_{x^0} \equiv g(x^0, \cdot)$ and $g_{y^0} \equiv g(\cdot, y^0)$. Let $Z_{g_{x^0}} \subset \pi_x(W; x^0) \subset \mathbb{R}^m$ and $Z_{g_{y^0}} \subset \pi_y(W; y^0) \subset \mathbb{R}^n$ be the zero measure subsets for which $g_{x^0}$ and $g_{y^0}$ are not differentiable, respectively. The partial Clarke (generalized) Jacobian of $g$ with respect to $y$ at $(x^0, y^0)$ is the convex hull of the partial $B$-subdifferential of $g$ with respect to $y$ at $(x^0, y^0)$,

$$
\partial_y^B g(x^0, y^0) \equiv \partial^B[g(x^0, \cdot)](y^0).
$$

The Clarke (generalized) Jacobian projection of $g$ with respect to $y$ at $(x^0, y^0)$ is defined as

$$
\pi_y \partial g(x^0, y^0) \equiv \{N \in \mathbb{R}^{q \times m} : \exists [M \ N] \in \partial g(x^0, y^0)\}.
$$

If $g$ is $C^1$ at $(x^0, y^0)$, then $\pi_y \partial g(x^0, y^0) = \partial_x g(x^0, y^0) \equiv \{J_x g(x^0, y^0)\}$. The generalized derivatives $\partial_x^B g(x^0, y^0)$ and $\pi_x \partial g(x^0, y^0)$ are defined similarly.

Suppose that $g$ is $PC^1$ at $(x^0, y^0) \in W$ with selection functions $\{g_1, \ldots, g_k\}$ and essentially active indices $I_g^{\text{ess}}(x^0, y^0)$. For use in their analysis of piecewise smooth equations, Ralph and Scholtes [34, p. 607] made use of the Cartesian product of partial Jacobians of essentially active selection functions, called here the combinatorial partial Jacobian of $g$ with respect to $y$ at $(x^0, y^0)$,
\[ \Lambda_y g(x^0, y^0) \equiv \{ M \in \mathbb{R}^{q \times m} : M_{(i,:)} = J_y g(\delta_i, :)(x^0, y^0), \forall i \in \{1, \ldots, q\}, \delta \in \Delta_g(x^0, y^0) \} \]
\[ = \prod_{j=1}^{q} \{ J_y g(\delta_i, j) : i \in I_{\text{ess}}^{g}(x^0, y^0) \}, \]

where the combinatorial vectorization of the essentially active indices of \( g \) at \((x^0, y^0)\) is given by
\[ \Delta_g(x^0, y^0) \equiv \{ \delta \in \mathbb{N}^q : \delta_i \in I_{\text{ess}}^{g}(x^0, y^0), i \in \{1, \ldots, q\} \}. \]

The combinatorial partial Jacobian of \( g \) with respect to \( x \) is defined similarly.

**Example 2.1.** Let \( g : \mathbb{R}^2 \to \mathbb{R} : (x, y) \mapsto \max(0, \min(x, y)) \), which is \( PC^1 \) on \( \mathbb{R}^2 \).

The subset of \( \mathbb{R}^2 \) at which \( g \) is not differentiable is given by
\[ Z_g = \{(x, y) : y = x, x \geq 0, y \geq 0\} \cup \{(x, y) : y = 0, x \geq 0\} \cup \{(x, y) : x = 0, y \geq 0\}. \]

Then \( \{g(1), g(2), g(3)\} \) is a set of essentially active \( C^1 \) selection functions of \( g \) at \((0, 0)\), where
\[ g(1) : (x, y) \mapsto 0, \quad g(2) : (x, y) \mapsto x, \quad g(3) : (x, y) \mapsto y. \]

Hence,
\[ \partial^B g(0, 0) = \{ J_y g(1)(0, 0) : i \in \{1, 2, 3\} \} = \{[1 0], [0 1], [0 0]\}, \]
from which it follows that
\[ \partial g(0, 0) = \{[\lambda_1 \lambda_2] : \lambda_1, \lambda_2 \geq 0, \lambda_1 + \lambda_2 \leq 1\}, \]
and thus
\[ \pi_y \partial g(0, 0) = \{\lambda : \lambda \in [0, 1]\}. \]

To calculate the partial Clarke Jacobian, consider
\[ \hat{g} \equiv g(0, \cdot) : \mathbb{R} \to \mathbb{R} : y \mapsto \max\{0, \min\{0, y\}\}, \]
and note that \( \hat{g}(y) \equiv 0 \) \( \forall y \in \mathbb{R} \). Hence,
\[ \partial_y g(0, 0) = \partial^B_y g(0, 0) = \{0\}. \]

The combinatorial partial Jacobian of \( g \) with respect to \( y \) at \((0, 0)\) evaluates as
\[ \Lambda_y g(0, 0) = \{ J_y g(1)(0, 0) : i \in \{1, 2, 3\} \} = \{0, 1, 0\}. \]

Therefore, \( \partial^B_y g(0, 0) \subset \Lambda_y g(0, 0) \subset \pi_y \partial g(0, 0) \), where the inclusions are strict.

The Clarke Jacobian is the smallest convex-valued generalized derivative satisfying a number of useful properties: a mean-value, inverse, and implicit function theory; recovery of the subdifferential from convex analysis whenever the Lipschitzian function is scalar; and a necessary optimality condition, among others [3, 29]. Moreover, the Clarke Jacobian has practical application due to computational relevance; dedicated nonsmooth methods exhibit attractive convergence rates when supplied with Clarke Jacobian elements. However, it is challenging to compute Clarke Jacobian elements.
in general, for a number of reasons: the Clarke Jacobian satisfies inclusion-based calculus rules, componentwise computation may not yield a Clarke Jacobian element of a vector-valued function, etc.

Before proceeding, we briefly discuss other generalized derivatives that are prevalent in the literature. The Mordukhovich (M-) subdifferential [28] and coderivative [29, 27] satisfy a number of desirable properties, including ones the Clarke Jacobian lacks. For example, there are situations in which the M-subdifferential satisfies sharp calculus rules but the Clarke Jacobian does not. As the B-subdifferential is contained in the M-subdifferential, methods furnishing B-subdifferential elements yield M-subdifferential elements as well (which is the case in this article). The proximal subdifferential [3, 4] is applicable to functions that are not Lipschitzian and is used in stability analysis theory [5] but is not suitable for the aforementioned dedicated nonsmooth methods. Linear Newton approximations (LNAs; see [9], for example) are straightforward to compute but lack desirable properties of Clarke’s constructions (e.g., an LNA element of a differentiable function is not necessarily the derivative [19, Example 5.2], and an LNA element of a convex scalar-valued function is not necessarily a subgradient).

2.2. Lexicographic differentiation and the lexicographic directional derivative. Let \( X \subset \mathbb{R}^n \) be open and \( f : X \rightarrow \mathbb{R}^m \). The directional derivative of \( f \) at \( x^0 \in X \) in the direction \( d \in \mathbb{R}^n \) is denoted by \( f'(x^0; d) \). The class of lexicographically smooth functions and the lexicographic (generalized) derivative were introduced by Nesterov [30]: given that \( f \) is locally Lipschitz continuous on \( X \), \( f \) is said to be \textit{lexicographically smooth} (L-smooth) at \( x^0 \in X \) if for any \( k \in \mathbb{N} \) and any \( M = [m(1) \cdots m(k)] \in \mathbb{R}^{n \times k} \), the following higher-order directional derivatives are well-defined:

\[
\begin{align*}
 f_{x^0,M}^{(0)} & : \mathbb{R}^n \rightarrow \mathbb{R}^m : d \mapsto f'(x^0; d), \\
 f_{x^0,M}^{(j)} & : \mathbb{R}^n \rightarrow \mathbb{R}^m : d \mapsto (f_{x^0,M}^{(j-1)})'(m(j); d) \quad \forall j \in \{1, \ldots, k\},
\end{align*}
\]

\( f \) is said to be \textit{lexicographically smooth} (L-smooth) on \( X \) if it is L-smooth at each point \( x \in X \). The class of L-smooth functions is closed under composition and includes all \( C^1 \) functions, convex functions [30], and \( PC^1 \) functions [21]. L-smooth functions that are not \( PC^1 \) on their domain include the Euclidean norm (or any \( p \)-norm with \( 2 \leq p < \infty \)), solutions of parametric ODEs and DAEs with certain \( PC^1 \) right-hand-side functions [1], and the function

\[ f : \mathbb{R}^2 \rightarrow \mathbb{R} : (x, y) \mapsto \inf_{k \in \mathbb{N}} \left| x - \frac{y}{k}\right|, \]

which was suggested by Jeffrey Pang and illustrated by Roshchina [36].

Given any nonsingular matrix \( M \in \mathbb{R}^{n \times n} \) and \( f : X \rightarrow \mathbb{R}^m \) L-smooth at \( x^0 \), the mapping \( f_{x^0,M}^{(n)} \) is necessarily linear [30, Theorem 2] and the \textit{lexicographic (L-) derivative} of \( f \) at \( x^0 \) in the directions \( M \) is defined as

\[ J_L f(x^0; M) \equiv J f_{x^0,M}^{(n)}(0_n) \in \mathbb{R}^{m \times n}. \]

The \textit{lexicographic (L-) subdifferential} of \( f \) at \( x^0 \) is defined as

\[ \partial^L f(x^0) \equiv \{ J_L f(x^0; N) : N \in \mathbb{R}^{n \times n}, \det N \neq 0 \}. \]
Introduce by Khan and Barton [21], the LD-derivative is defined as follows: given any \( k \in \mathbb{N} \), any \( M = [m_1, \ldots, m_k] \in \mathbb{R}^{n \times k} \), and \( f : X \rightarrow \mathbb{R}^m \) L-smooth at \( x^0 \in X \), the LD-derivative of \( f \) at \( x^0 \in X \) in the directions \( M \) is

\[
\frac{df(x^0; M)}{dx} = \begin{bmatrix}
\frac{df(x^0; m_1)}{dx} \\
\vdots \\
\frac{df(x^0; m_k)}{dx}
\end{bmatrix}.
\]

The LD-derivative is uniquely defined for any \( M \in \mathbb{R}^{n \times k} \) and \( k \in \mathbb{N} \) and satisfies the linear equation system

\[
f'(x^0; M) = J_f(x^0; M)M
\]

if, in addition, \( M \) is square and nonsingular. Equation (1) mirrors the relationship between the classical directional derivative and the Jacobian matrix. Indeed, if \( f \) is differentiable at \( x^0 \), then \( f'(x^0; M) = J_f(x^0; M) \) and \( \partial f(x^0) = \{J_f(x^0)\} \). If \( M \) has one column, the LD-derivative is equivalent to the directional derivative.

A convincing case on the usefulness of L-derivatives has been made in [19, 21]: if \( f \) is \( PC^1 \) at \( x^0 \) (which is pertinent to this article), then \( f \) is L-smooth at \( x^0 \) and \( \partial f(x^0) \subset \partial f(x^0) \); if \( f \) is a scalar-valued function that is L-smooth at \( x^0 \) (i.e., objective functions), then \( \partial f(x^0) \subset \partial f(x^0) \); and if \( f \) is L-smooth at \( x^0 \), then \( \partial f(x^0) \) is a subset of the plenary hull [42] of the Clarke Jacobian (whose elements are no less useful than Clarke Jacobian elements in nonsmooth methods using matrix-vector products, for example). The L-derivative \( J_f(x^0; M) \), which can be furnished via computing an LD-derivative for a square and nonsingular \( M \) and solving (1), is therefore computationally relevant in nonsmooth equation-solving methods (e.g., semismooth Newton methods and the LP-Newton methods) and nonsmooth optimization methods (e.g., bundle methods).

The L-subdifferential is nonempty and bounded, with the function’s local Lipschitz constant providing a bound [30]. (The same properties hold true for the B-subdifferential, Clarke Jacobian, and M-subdifferential.) When viewed as a set-valued mapping, the B-subdifferential, Clarke Jacobian, and M-subdifferential are outer-semicontinuous (also called upper-semicontinuous), which is not true of the L-subdifferential. Outer-semicontinuity is desirable since it provides some robustness to numerical error. However, since the L-subdifferential is a subset of all three in the \( PC^1 \) setting, it benefits from the same robustness to numerical error. Of course, this moderate robustness is weaker than the usual sense, which would require the set-valued mappings to be continuous or even Lipschitz with respect to some appropriate metric. Notwithstanding, this moderate level of robustness can be sufficient to achieve attractive convergence behavior (e.g., in nonsmooth equation-solving methods). Other notions of robustness have been pursued (e.g., because of its normal-cone-based definition, the M-subdifferential benefits from other properties the Clarke Jacobian lacks).

Importantly, the LD-derivative obeys a sharp chain rule [21], unlike the Clarke Jacobian: let \( X \subset \mathbb{R}^n \) and \( Y \subset \mathbb{R}^m \) be open and \( h : X \rightarrow Y \) and \( g : Y \rightarrow \mathbb{R}^q \) be L-smooth at \( x^0 \in X \) and \( h(x^0) \in Y \), respectively. Then, the composition \( g \circ h \) is L-smooth at \( x^0 \); for any \( k \in \mathbb{N} \) and any \( M \in \mathbb{R}^{n \times k} \), the chain rule for LD-derivatives is given as

\[
[g \circ h]'(x^0; M) = g'(h(x^0); h'(x^0; M))
\]

which reduces to Nesterov’s chain rule [30, Theorem 5] when the directions matrix is square and nonsingular and reduces further to the classical chain rule if the participating functions are differentiable. Thanks to said sharp chain rule, a nonsmooth
vector forward mode of automatic differentiation to calculate LD-derivatives has been recently developed [21]. The property that LD-derivatives are well-defined for singular or nonsquare directions matrices is crucial for the LD-derivative chain rule (2); given a nonsingular directions matrix \(M\), the intermediate directions matrix \(h'(x^0; \mathbf{M}) \in \mathbb{R}^{m \times k}\) is permitted to be singular or nonsquare. This is important in problems where the directions matrix is not chosen a priori (e.g., if the directions matrix is the output of an embedded problem).

Example 2.2. Recall the function \(g : \mathbb{R}^2 \to \mathbb{R} : (x, y) \mapsto \max(0, \min(x, y))\) in Example 2.1. Let \(M = I_2\) be the directions matrix. For any \(d \in \mathbb{R}^2\),

\[
\begin{align*}
g^{(0)}_{0, I_2}(d) &= \max(0, \min(d_1, d_2)), \\
g^{(1)}_{0, I_2}(d) &= \max(0, d_2),
\end{align*}
\]

from which it follows that

\[
g'(0, 0; I_2) = \begin{bmatrix} g^{(0)}_{0, I_2}(1, 0) & g^{(0)}_{0, I_2}(0, 1) \end{bmatrix} = \begin{bmatrix} 0 & 1 \end{bmatrix}.
\]

Using (1),

\[
J_L g(0, 0; I_2) = \begin{bmatrix} 0 & 1 \end{bmatrix} \in \partial^L g(0, 0) \subset \partial^B g(0, 0).
\]

(Observe that \(g^{(2)}_{0, I_2}(d) = d_2\) is linear and \(J g^{(2)}_{0, I_2}(0, 0) = \begin{bmatrix} 0 & 1 \end{bmatrix}\), as expected.) Choosing instead \(M = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}\) yields

\[
g'(0, 0; \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}) = \begin{bmatrix} 0 & 1 \end{bmatrix},
\]

which furnishes the L-derivative

\[
J_L g(0, 0; \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}) = g'(0, 0; \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}) \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}^{-1} = \begin{bmatrix} 1 & 0 \end{bmatrix} \in \partial^L g(0, 0) \subset \partial^B g(0, 0).
\]

Choosing \(M = -I_2\) gives \(g'(0, 0; -I_2) = \begin{bmatrix} 0 & 0 \end{bmatrix}\), which yields

\[
J_L g(0, 0; -I_2) = \begin{bmatrix} 0 & 0 \end{bmatrix} \in \partial^L g(0, 0) \subset \partial^B g(0, 0).
\]

Alternatively, define the functions

\[
h : \mathbb{R}^2 \to \mathbb{R} : (x, y) \mapsto \min(x, y), \\
f : \mathbb{R} \to \mathbb{R} : z \mapsto \max(0, z).
\]

Then \(g \equiv f \circ h\) and the LD-derivative chain rule (2) yields

\[
\begin{align*}
[f \circ h]'(0, 0; I_2) &= f'(h(0, 0); h'(0, 0; I_2)) = f'(0; [0 & 1]) = \begin{bmatrix} 0 & 1 \end{bmatrix}, \\
[f \circ h]'(0, 0; [0 & 1]) &= f'(h(0, 0); h'(0, 0; [0 & 1])) = f'(0; [0 & 1]) = \begin{bmatrix} 0 & 1 \end{bmatrix}, \\
[f \circ h]'(0, 0; -I_2) &= f'(h(0, 0); h'(0, 0; -I_2)) = f'(0; [0 & 0]) = \begin{bmatrix} 0 & 0 \end{bmatrix},
\end{align*}
\]

as above.
3. Nonsmooth inverse and implicit functions: Existence and generalized derivative information. Clarke provided inverse and implicit function theorems for locally Lipschitz continuous functions (Theorem 7.1.1 and its corollary in [3]); a Lipschitzian function admits a local inverse (implicit) function near one of its domain points (zeros) if Clarke Jacobian projections contain no singular matrices at said domain point (zero). However, these two results do not describe generalized derivative information of the inverse or implicit functions.

Khan and Barton [22] described generalized derivative information for inverse functions, in the form of an LD-derivative, assuming L-smoothness of the participating functions (see [22, Theorem 1]). A sufficient condition less restrictive than Clarke Jacobian projections containing no singular matrices exists for the piecewise differentiable case due to the work of Ralph and Scholtes [34]. Using the present terminology and the remark following [34, Definition 16], coherent orientation and complete coherent orientation of piecewise differentiable functions are defined.

**Definition 3.1.** Let \( X \subset \mathbb{R}^n \) and \( Y \subset \mathbb{R}^m \) be open and \( g : X \times Y \rightarrow \mathbb{R}^m \) PC at \((x^0, y^0) \in X \times Y \). The function \( g \) is called coherently oriented with respect to \( y \) at \((x^0, y^0) \) if all matrices in \( \partial_y g(x^0, y^0) \) have the same nonvanishing determinant sign. The function \( g \) is called completely coherently oriented with respect to \( y \) at \((x^0, y^0) \) if all matrices in \( \Lambda_y g(x^0, y^0) \) have the same nonvanishing determinant sign. \( g \) is called (completely) coherently oriented with respect to \( y \) on \( W \subset X \times Y \) if it is (completely) coherently oriented at each \((x, y) \in W \). \( g \) is called (completely) coherently oriented with respect to \( y \) if it is (completely) coherently oriented with respect to \( y \) on \( X \times Y \).

As noted by Ralph and Scholtes [34], complete coherent orientation of piecewise affine functions is a natural generalization of the P-matrix property (i.e., every principal minor has positive determinant sign) for linear complementarity problems. The authors provide the example

\[
f : \mathbb{R}^2 \rightarrow \mathbb{R}^2 : x \mapsto \begin{bmatrix}
\min(x_1, 0.5x_1 + 0.5x_2) \\
\min(x_2, 0.5x_1 + 0.5x_2)
\end{bmatrix},
\]

which is coherently oriented on its domain, but not completely coherently oriented. (If the dimension of the preimage and image space of a function are equal, then the definition of (complete) coherent orientation extends as expected using the (combinatorial Jacobian) B-subdifferential instead of the (combinatorial partial Jacobian) partial B-subdifferential of said function [34].) In particular,

\[
\partial_B f(0, 0) = \left\{ \begin{bmatrix} 1 & 0 \\ 0.5 & 0.5 \end{bmatrix}, \begin{bmatrix} 0.5 & 0.5 \\ 0 & 1 \end{bmatrix} \right\},
\]

but the matrix

\[
\begin{bmatrix}
0.5 & 0.5 \\
0.5 & 0.5
\end{bmatrix} \in \Lambda f(0, 0)
\]

has determinant equal to zero.

Theorem 1 in [22] is adapted here, including the piecewise differentiable case since a PC* function is L-smooth.

**Theorem 3.2.** Let \( X \subset \mathbb{R}^n \) be open and \( f : X \rightarrow \mathbb{R}^n \) be L-smooth (PC*) at \( x^0 \in X \). If \( f \) is a Lipschitz (PC*) homeomorphism at \( x^0 \), then the corresponding local inverse function \( f^{-1} \) of \( f \) around \( x^0 \) is L-smooth (PC*) at \( y^0 \equiv f(x^0) \); for any
\(k \in \mathbb{N}\) and any \(M \in \mathbb{R}^{n \times k}\), \([f^{-1}](y^0; M)\) is the unique solution \(N \in \mathbb{R}^{n \times k}\) of the equation system

\[f'(x^0; N) = M.\]

**Remark 3.3.** As noted by the authors of [22], if \(f\) in Theorem 3.2 is L-smooth at \(x^0\), then \(f\) is a Lipschitz homeomorphism at \(x^0\) if \(\partial f(x^0)\) contains no singular matrices by [3, Theorem 7.1.1]. Theorem 3.2 also augments [34, Theorem 5] with generalized derivative information; if \(f\) in Theorem 3.2 is \(PC^r\) at \(x^0\), then \(f\) is a \(PC^r\)-homeomorphism at \(x^0\) if and only if \(f\) is coherently oriented at \(x^0\) and the directional derivative mapping \(f'(x^0; \cdot)\) is invertible. (Other equivalencies are presented in [34, Theorem 5].)

Implicit functions can be built from homeomorphisms; the zero of a function determines an implicit function if and only if an auxiliary mapping admits a local inverse at said zero (see [37, Lemma 3.2.1]). Theorem 2 in [22] is adapted here and augmented with the \(PC^r\) case since complete coherent orientation of a \(PC^r\) function at one of its zeros gives a \(PC^r\) implicit function (see [34, Corollary 20]).

**Theorem 3.4.** Let \(X \subset \mathbb{R}^n\) and \(Y \subset \mathbb{R}^m\) be open and \(g : X \times Y \to \mathbb{R}^m\) L-smooth (\(PC^r\)) at \((x^0, y^0) \in X \times Y\). Suppose that \(g(x^0, y^0) = 0_m\) and, in addition, the auxiliary mapping \(f : X \times Y \to \mathbb{R}^n \times \mathbb{R}^m : (x, y) \mapsto (x, g(x, y))\) is a Lipschitz (\(PC^r\)-) homeomorphism at \((x^0, y^0)\). Then, there exist a neighborhood \(N_{x^0} \subset X\) of \(x^0\) and a Lipschitz continuous (\(PC^r\)-) function \(r : N_{x^0} \to \mathbb{R}^m\) such that, for each \(x \in N_{x^0}\), \((x, r(x))\) is the unique vector in a neighborhood of \((x^0, y^0)\) satisfying \(g(x, r(x)) = 0_m\). Moreover, \(r\) is \(L\)-smooth (\(PC^r\)) at \(x^0\); for any \(k \in \mathbb{N}\) and any \(M \in \mathbb{R}^{n \times k}\), the \(LD\)-derivative \(r'(x^0; M)\) is the unique solution \(N \in \mathbb{R}^{m \times k}\) of the equation system

\[g'(x^0, y^0; (M, N)) = 0_{m \times k}.\]

In addition, the following statements hold:

(i) If \(g\) is \(L\)-smooth at \((x^0, y^0)\) and \(\pi_g \partial g(x^0, y^0)\) contains no singular matrices, then \(f\) is a Lipschitz homeomorphism at \((x^0, y^0)\).

(ii) If \(g\) is \(PC^r\) at \((x^0, y^0)\) and completely coherently oriented with respect to \(y\) at \((x^0, y^0)\), then \(f\) is a \(PC^r\)-homeomorphism at \((x^0, y^0)\).

**Proof.** The first part of the theorem is proved: the case in which \(g\) is \(L\)-smooth at \((x^0, y^0)\) and \(f\) is a Lipschitz homeomorphism at \((x^0, y^0)\) is a restatement of [22, Theorem 2]. Suppose that \(g\) is \(PC^r\) at \((x^0, y^0)\) and \(f\) is a \(PC^r\)-homeomorphism at \((x^0, y^0)\). According to [37, Lemma 3.2.1], the zero \((x^0, y^0)\) of \(g\) implies the existence of such a \(PC^r\) implicit function \(r\) since \(r(x) = f^{-1}_y(x, 0_m) \forall x \in N_{x^0}\), where \(f^{-1}(u, v) \equiv (f^{-1}_x(u), f^{-1}_y(u, v)) \in \mathbb{R}^n \times \mathbb{R}^m\) for \((u, v)\) in a neighborhood of \((x^0, 0_m)\) is the corresponding \(PC^r\) local inverse of \(f\). Since \(g\) is \(PC^r\) (and therefore \(L\)-smooth) at \((x^0, y^0)\), [37, Proposition 4.2.1] implies that \(f\) is a Lipschitz homeomorphism at \(x^0\), from which (4) follows again by [22, Theorem 2].

Next, statement (i) follows from [40, Lemma 3.1] and [3, Theorem 7.1.1]. Statement (ii) holds by the following arguments: the \(PC^r\) function \(r\) is immediately furnished from [34, Corollary 20] and the auxiliary mapping \(f\) is therefore \(PC^r\) at \((x^0, y^0)\) by construction. As the zero \((x^0, y^0)\) of \(g\) implies the implicit function \(r\), \(f\) admits a local inverse \(f^{-1}\) at \((x^0, y^0)\) which satisfies \(r(x) = f^{-1}_y(x, 0_m) \forall x \in N_{x^0}\) by [37, Lemma 3.2.1]. Moreover, since \(f^{-1}_x\) is the identity mapping, \(f^{-1}\) is \(PC^r\) at \(x^0\) since \(r\) is \(PC^r\) on \(N_{x^0}\). \(\square\)
Observe that

\[ h \in \mathbb{R}^n \quad \text{is} \quad L\text{-smooth at } x. \]

Denote the residual function for this equation system as

\[ f(\mathbf{d}; \mathbf{x}) \]

Starting from this equivalence, the following inductive argument then shows that

\[ f(\mathbf{d}; \mathbf{A}) = f(\mathbf{x}; [M(\mathbf{j}) \quad \mathbf{d} \quad \mathbf{A}]) \begin{bmatrix} 0_{(j+1) \times q} \end{bmatrix}, \]

where \( M_{(0)} \equiv 0_{n \times 0} \).

**Proof.** Choose \( \mathbf{d} \in \mathbb{R}^n \) and \( \mathbf{A} \in \mathbb{R}^{n \times q} \), and set \( \mathbf{B} \equiv [M(\mathbf{j}) \quad \mathbf{d} \quad \mathbf{A}] \in \mathbb{R}^{n \times (j+1+q)} \).

It follows from the definition of the intermediate directional derivatives \( f_{x,M}^{(j)} \) that

\[ f_{x,M}^{(j)} \equiv f_{x,M}^{(j)} \]

and so \( h \equiv f_{x,M}^{(j)} \). Thus, \( h \) is L-smooth, and

\[ h_{d,A}^{(0)} \equiv f_{x,B}^{(j)} \]

Starting from this equivalence, the following inductive argument then shows that

\[ h_{d,A}^{(p+1)} \equiv f_{x,B}^{(j+1+p)} \]

for each \( p \in \{0, 1, \ldots, q-1\} \). Assume that this statement is true for some \( p \in \{0, 1, \ldots, q-2\} \); taking directional derivatives then yields

\[ h_{d,A}^{(p+1)} \equiv f_{x,B}^{(j+1+p)} \]

from which it follows that \( h_{d,A}^{(p+1)} \equiv f_{x,B}^{(j+1+p)} \), completing the inductive step. The final claim of the lemma then follows immediately from the constructive definition of the LD-derivative.

**Lemma 3.6.** Assume the setting of Theorem 3.2 with \( f \) an L-smooth, Lipschitz homeomorphism at \( x^0 \). The \( j \)th column of \( N \equiv [f^{-1}](y^0, M) \) is the unique solution \( n \) of the equation system

\[ 0_n = f_{x,N(j-1)}^{(j-1)}(n) - m_{(j)}. \]

Denote the residual function for this equation system as

\[ h : \mathbb{R}^n \rightarrow \mathbb{R}^n : \mathbf{d} \mapsto f_{x,N(j-1)}^{(j-1)}(\mathbf{d}) - m_{(j)} \].

Then, \( h \) is L-smooth on \( \mathbb{R}^n \); for any \( \mathbf{d} \in \mathbb{R}^n \) and any \( \mathbf{A} \in \mathbb{R}^{n \times q} \),

\[ h' \equiv f'(x^0; [N(j-1) \quad \mathbf{d} \quad \mathbf{A}]) \begin{bmatrix} 0_{j \times q} \end{bmatrix}, \]

\[ r' \equiv f'(x^0; M) \begin{bmatrix} 0_{j \times q} \end{bmatrix}. \]

Observe that \( h \) is the mapping \( \mathbf{v} \mapsto r(\mathbf{v}) - m_{(j)} \); the chain rule for LD-derivatives implies that \( h \) is L-smooth on \( \mathbb{R}^n \) and that \( h'(d; A) = r'(d; A) \), as required.

**Lemma 3.7.** Assume the setting of Theorem 3.4 with \( g \) L-smooth at \( (x^0, y^0) \) and \( f \) a Lipschitz homeomorphism at \( (x^0, y^0) \). The \( j \)th column of \( N \equiv r'(x^0; M) \) is the unique solution \( n \) of the equation system

\[ 0_n = g_{x,N(j-1)}^{(j-1)}(y^0, M(j-1)) \begin{bmatrix} m_{(j)} \end{bmatrix}. \]
Denote the residual function for this equation system as

\[ h : \mathbb{R}^m \to \mathbb{R}^m : d \mapsto g^{(j-1)} \left(\begin{bmatrix} x^h \\ y^h \end{bmatrix} : \begin{bmatrix} M_{(j-1)} & m_{(j)} \\ N_{(j-1)} & d \end{bmatrix} \right), \]

Then, the function \( h \) is \( L \)-smooth on \( \mathbb{R}^m \); for any \( d \in \mathbb{R}^m \) and any \( A \in \mathbb{R}^{m\times q} \),

\[ h'(d; A) = g' \left(\begin{bmatrix} x^0 \\ y^0 \end{bmatrix} : \begin{bmatrix} M_{(j-1)} & m_{(j)} \\ N_{(j-1)} & d \end{bmatrix} \right) \begin{bmatrix} 0_{n\times q} \\ A \end{bmatrix}. \] 

**Proof.** Choose any \( d \in \mathbb{R}^m \) and \( A \in \mathbb{R}^{m\times q} \), and define an auxiliary mapping

\[ r : \mathbb{R}^{n+m} \to \mathbb{R}^n : v \mapsto g^{(j-1)} \left(\begin{bmatrix} x^0 \\ y^0 \end{bmatrix} : \begin{bmatrix} M_{(j-1)} \\ N_{(j-1)} \end{bmatrix} \right) (v). \]

According to Lemma 3.5, \( r \) is \( L \)-smooth on \( \mathbb{R}^{n+m} \), and, for any \( v \in \mathbb{R}^{n+m} \) and \( C \in \mathbb{R}^{(n+m)\times q} \),

\[ r'(v; C) = g' \left(\begin{bmatrix} x^0 \\ y^0 \end{bmatrix} : \begin{bmatrix} M_{(j-1)} \\ N_{(j-1)} \end{bmatrix} \right) \begin{bmatrix} 0_{n\times q} \\ C \end{bmatrix}. \]

By construction of \( r \), for any \( w \in \mathbb{R}^m \),

\[ h(w) = r \left(\begin{bmatrix} m_{(j)} \\ w \end{bmatrix} \right); \]

the chain rule for LD-derivatives then implies that \( h \) is \( L \)-smooth on \( \mathbb{R}^m \) and that

\[ h'(d; A) = r' \left(\begin{bmatrix} m_{(j)} \\ d \end{bmatrix} : 0_{n\times q} \\ A \right). \]

The claimed result then follows from (7).

Lemma 3.7 provides a way to solve the nonsmooth and nonlinear equation system (4). Assuming the settings of Theorem 3.4 and Lemma 3.7, the mapping \( N \mapsto g'(x^0, y^0; (M, N)) \) is not necessarily continuous, but the mappings

\[ n \mapsto g^{(j-1)} \left(\begin{bmatrix} x^h \\ y^h \end{bmatrix} : \begin{bmatrix} M_{(j-1)} \\ N_{(j-1)} \end{bmatrix} \right) \begin{bmatrix} m_{(j)} \\ n \end{bmatrix} \]

are continuous for each \( j \in \{1, \ldots, k\} \) [22]. Consequently, (4) can be decomposed columnwise and solved from left to right, using a nonsmooth equation-solving method for each columnwise solve (i.e., solving (5) for \( j = 1, 2, \ldots, k \)). Invoking nonsmooth equation-solving methods requires a generalized derivative element at each iteration, which can be furnished from (6); for example, the \((l+1)\)th iteration of a nonsmooth Newton method is obtained by solving the linear equation system

\[ h'(v(l); I_m) (v(l+1) - v(l)) = -h(v(l)) \]

for \( v(l+1) \), where \( h'(v(l); I_m) \) is given by (6) and can be computed by, for example, a nonsmooth vector forward mode of automatic differentiation [21]. The iteration scheme (8) produces \( n_{(j)} \) (i.e., the \( j \)th column of \( N \equiv r'(x^0; M) \)).

If \( g \) is \( PC^1 \) at \((x^0, y^0)\), then Proposition 2 in [22] can also be applied to compute \( N \), which cycles through a set of essentially active selection functions and performs linear equation solves per cycle. As remarked in [22] after Proposition 2, said algorithm scales worst-case linearly with respect to the number of selection functions and according to the linear equation solves needed. (Similarly, Proposition 1 in [22] may be applied instead of Lemma 3.6 in the \( PC^1 \) case.) More recently, a branch-locking procedure has also been developed [18, section 4] to solve (4) more efficiently.
4. Specialization of results to the minimum function. To calculate parametric sensitivities of the motivating problem (i.e., NLP KKT nonsmooth equation systems), LD-derivatives of the mapping min are detailed in this section. Let the generalized inequalities $\prec$ and $\succeq$ denote lexicographic ordering; given $x, y \in \mathbb{R}^n$,

$$x \prec y \text{ if and only if } \exists j \in \{1, \ldots, n\} \text{ s.t. } x_i = y_i \forall i < j \text{ and } x_j < y_j,$$

$$x \succeq y \text{ if and only if } x = y \text{ or } x \prec y.$$

The generalized inequalities $\succ$ and $\preceq$ are defined similarly. Let the lexicographic-minimum function return the lexicographically ordered minimum of two vectors:

$$\text{Lmin} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n : (x, y) \mapsto \begin{cases} x & \text{if } x \succeq y, \\ y & \text{if } x \succ y. \end{cases}$$

The lexicographic-matrix-minimum, which compares two matrices lexicographically (by rows), is defined as

$$\text{LM} \text{min} : \mathbb{R}^{m \times n} \times \mathbb{R}^{m \times n} \to \mathbb{R}^{m \times n} : (X, Y) \mapsto \begin{bmatrix} (\text{Lmin}(X_1^T, Y_1^T))^T \\ (\text{Lmin}(X_2^T, Y_2^T))^T \\ \vdots \\ (\text{Lmin}(X_m^T, Y_m^T))^T \end{bmatrix}.$$

Given $n \in \mathbb{N}, n \geq 2$, the shifted-lexicographic-minimum is defined as

$$\text{SL} \text{min} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{n-1} : (x, y) \mapsto \begin{cases} (x_2, \ldots, x_n) & \text{if } x \succeq y, \\ (y_2, \ldots, y_n) & \text{if } x \succ y. \end{cases}$$

The shifted-lexicographic-matrix-minimum $\text{SL} \text{min} : \mathbb{R}^{m \times n} \times \mathbb{R}^{m \times n} \to \mathbb{R}^{m \times (n-1)}$ is defined similarly as $\text{LM} \text{min}$ with $\text{Lmin}$ replaced by $\text{SL} \text{min}$ and returns the shifted-lexicographic-minimums of the rows of $X$ and $Y$.

**Lemma 4.1.** The LD-derivative of the componentwise minimum function min : $\mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ at $(x, y) \in \mathbb{R}^n \times \mathbb{R}^n$ in the directions $(M, N) \in \mathbb{R}^{2n \times k}$ evaluates as

$$\text{min}'(x, y; (M, N)) = \text{SL} \text{min} \left( [x \ M], [y \ N] \right) \in \mathbb{R}^{n \times k}.$$

**Proof.** Let $M = [m_{(1)} \ldots m_{(k)}] \in \mathbb{R}^{n \times k}$ and $N = [n_{(1)} \ldots n_{(k)}] \in \mathbb{R}^{n \times k}$. By virtue of [21, Example 4.3], the LD-derivative of min at $(x_1, y_1)$ in the directions

$$D_{(1)} = \begin{bmatrix} m_{(1),1} & m_{(2),1} & \cdots & m_{(k),1} \\ n_{(1),1} & n_{(2),1} & \cdots & n_{(k),1} \end{bmatrix} = \begin{bmatrix} M_1 \\ N_1 \end{bmatrix} \in \mathbb{R}^{2 \times k}$$

is evaluated as

$$\text{min}'(x_1, y_1; D_{(1)}) = \begin{cases} [1 \ 0]D_{(1)} & \text{if } \text{fsign} \left( (x_1, M_1^T) - (y_1, N_1^T) \right) \leq 0, \\ [0 \ 1]D_{(1)} & \text{if } \text{fsign} \left( (x_1, M_1^T) - (y_1, N_1^T) \right) > 0, \end{cases}$$

where the first-sign function $[14]$ is given as

$$\text{fsign} : \mathbb{R}^q \to \{-1, 0, 1\} : \eta \mapsto \begin{cases} \text{sign}(\eta_i^*), & \text{with } i^* \equiv \min\{i : \eta_i \neq 0\}, \\ 0 & \text{if } \eta = 0_q, \end{cases}$$

$$\text{sign}(\eta_i), & \text{if } \eta \neq 0_q,$$
and \( \text{sign}(\cdot) \) denotes the signum function. Noting that \( x \leq y \) if and only if \( f \text{sign}(x - y) \leq 0 \) and \( x > y \) if and only if \( f \text{sign}(x - y) > 0 \), it follows that

\[
\begin{align*}
\min'(x_1, y_1; D_{(1)}) &= (\text{SLMin} \ ( (x_1, M^T_1) - (y_1, N^T_1) ))^T \\
&= (\text{SLMin} ( [x M]^T e(1), [y N]^T e(1)))^T.
\end{align*}
\]

The result follows by definition of the shifted-lexicographic-matrix-minimum and noting that \( \min' (x,y; (M,N)) = (\min'(x_1, y_1; D_{(1)}), \ldots, \min'(x_n, y_n; D_{(n)})) \), where

\[
D_{(i)} = \begin{bmatrix} m_{(1),i} & m_{(2),i} & \cdots & m_{(k),i} \\
 n_{(1),i} & n_{(2),i} & \cdots & n_{(k),i}
\end{bmatrix} = \begin{bmatrix} M_i \\
 N_i \end{bmatrix} \quad \forall i \in \{1, \ldots , n\}. \quad \Box
\]

The LD-derivative chain rule yields LD-derivatives of compositions of minimum and \( C^1 \) functions.

**Lemma 4.2.** Let \( X \subset \mathbb{R}^n \) and \( Y \subset \mathbb{R}^m \) be open. Let \( f : X \times Y \to \mathbb{R}^v \) and \( g : X \times Y \to \mathbb{R}^r \) be \( C^1 \) at \( (x,y) \in X \times Y \). The LD-derivative of the mapping \( \min \circ (f,g) : X \times Y \to \mathbb{R}^v \) at \( (x,y) \) in the directions \( (M,N) \in \mathbb{R}^{(n+m)\times k} \) is given by

\[
\begin{align*}
&[\min \circ (f,g)]' ((x,y); (M,N)) \\
&= \text{SLMmin} ([f(x,y); Jf(x,y)(M,N)], [g(x,y); Jg(x,y)(M,N)]) \in \mathbb{R}^{r\times k}.
\end{align*}
\]

**Proof.** Define the mapping \( q : X \times Y \to \mathbb{R}^{2v} : (\eta_x, \eta_y) \mapsto (f(\eta_x, \eta_y), g(\eta_x, \eta_y)) \). Then,

\[
Jq(x,y) = \begin{bmatrix} Jf(x,y) \\
 Jg(x,y) \end{bmatrix} \in \mathbb{R}^{2v \times (n+m)},
\]

and, by the LD-derivative chain rule (2) and Lemma 4.1,

\[
[\min \circ (f,g)]' ((x,y); (M,N)) \\
= \min' ((f(x,y); q(x,y); (M,N))) \\
= \min' ((f(x,y); Jq(x,y) \begin{bmatrix} M \\
 N \end{bmatrix})) \\
= \min' ((f(x,y); \begin{bmatrix} Jf(x,y) \\
 Jg(x,y) \end{bmatrix} \begin{bmatrix} M \\
 N \end{bmatrix})) \\
= \text{SLMmin} ([f(x,y); Jf(x,y)(M,N)], [g(x,y); Jg(x,y)(M,N)]),
\]

as required. \( \Box \)

A specialization of Theorem 3.4 to a useful function form is given; generalized derivative information is obtained for an MiCP function.

**Theorem 4.3.** Let \( X \subset \mathbb{R}^n \) and \( Y \subset \mathbb{R}^m \) be open. Let \( f : X \times Y \to \mathbb{R}^q \), \( g : X \times Y \to \mathbb{R}^r \), and \( h : X \times Y \to \mathbb{R}^{m-q} \) be \( C^1 \) at \( (x^0, y^0) \in X \times Y \). Suppose that \( \Theta_{\min}(x^0, y^0) = 0_m \), where

\[
\Theta_{\min} : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^m : (x,y) \mapsto \begin{bmatrix} h(x,y) \\
 \min(f(x,y), g(x,y)) \end{bmatrix}.
\]

Let

\[
\begin{align*}
\alpha &\equiv \{i \in \{1, \ldots, q\} : f_i(x^0, y^0) = 0 < g_i(x^0, y^0)\}, \\
\beta &\equiv \{i \in \{1, \ldots, q\} : f_i(x^0, y^0) = 0 = g_i(x^0, y^0)\}, \\
\gamma &\equiv \{i \in \{1, \ldots, q\} : f_i(x^0, y^0) > 0 = g_i(x^0, y^0)\}.
\end{align*}
\]
Suppose that $\Theta_{\min}$ is completely coherently oriented with respect to $y$ at $(x^0, y^0)$. Then, there exist a neighborhood $N_{x^0} \subset X$ of $x^0$ and a function $r : N_{x^0} \rightarrow \mathbb{R}^m$ that is $P^1$ on $N_{x^0}$ such that, for each $x \in N_{x^0}$, $(x, r(x))$ is the unique vector in a neighborhood of $(x^0, y^0)$ satisfying $\Theta_{\min}(x, r(x)) = 0_m$. Moreover, for any $k \in \mathbb{N}$ and any $M \in \mathbb{R}^{n \times k}$, the LD-derivative $r'(x^0; M)$ is the unique solution $N \in \mathbb{R}^{m \times k}$ of the equation system

\begin{align}
(9a) & \quad 0_{(m-q)\times k} = J_x h(x^0, y^0) M + J_y h(x^0, y^0) N, \\
(9b) & \quad 0_{|\alpha| \times k} = J_x f_\alpha(x^0, y^0) M + J_y f_\alpha(x^0, y^0) N, \\
(9c) & \quad 0_{|\gamma| \times k} = J_x g_\gamma(x^0, y^0) M + J_y g_\gamma(x^0, y^0) N, \\
(9d) & \quad 0_{|\beta| \times k} = \text{SLMmin}(Jf_\beta(x^0, y^0)(M, N), Jg_\beta(x^0, y^0)(M, N)).
\end{align}

Proof. Theorem 3.4 can immediately be applied to yield the following: there exist a neighborhood $N_{x^0} \subset X$ of $x^0$ and $P^1$ mapping $r : N_{x^0} \rightarrow \mathbb{R}^m$ such that, for each $x \in N_{x^0}$, $(x, r(x))$ is the unique vector in a neighborhood of $(x^0, y^0)$ satisfying $\Theta_{\min}(x, r(x)) = 0_m$. Moreover, for any $k \in \mathbb{N}$ and any $M \in \mathbb{R}^{n \times k}$, the LD-derivative $r'(x^0; M)$ is the unique solution $N \in \mathbb{R}^{m \times k}$ of the equation system

\[0_{m \times k} = \Theta_{\min}(x^0, y^0; W),\]

where $W \equiv (M, N)$, which is equivalent to

\[0_{(m-q)\times k} = J_x h(x^0, y^0) M + J_y h(x^0, y^0) N,\]

by Lemma 4.2. By definition of the shifted-lexicographic-matrix-minimum, (10) is equivalent to the equation system

\begin{align}
(11) & \quad 0_{|\alpha| \times k} = \text{SLMmin} \left([f_\alpha(x^0, y^0) \ Jf_\alpha(x^0, y^0) W], [g_\alpha(x^0, y^0) \ Jg_\alpha(x^0, y^0) W]\right), \\
(12) & \quad 0_{|\gamma| \times k} = \text{SLMmin} \left([f_\gamma(x^0, y^0) \ Jf_\gamma(x^0, y^0) W], [g_\gamma(x^0, y^0) \ Jg_\gamma(x^0, y^0) W]\right), \\
(13) & \quad 0_{|\beta| \times k} = \text{SLMmin} \left([f_\beta(x^0, y^0) \ Jf_\beta(x^0, y^0) W], [g_\beta(x^0, y^0) \ Jg_\beta(x^0, y^0) W]\right).
\end{align}

By definition of the set $\alpha$, $f_\alpha(x^0, y^0) = 0_{|\alpha|} < g_\alpha(x^0, y^0)$ (i.e., componentwise), which gives that

\[\text{SLMmin} \left([f_\alpha(x^0, y^0) \ Jf_\alpha(x^0, y^0) W], [g_\alpha(x^0, y^0) \ Jg_\alpha(x^0, y^0) W]\right) = \text{SLMmin} \left([0_{|\alpha|} \ Jf_\alpha(x^0, y^0) W], [g_\alpha(x^0, y^0) \ Jg_\alpha(x^0, y^0) W]\right) = Jf_\alpha(x^0, y^0) W.\]

Similarly,

\[\text{SLMmin} \left([f_\gamma(x^0, y^0) \ Jf_\gamma(x^0, y^0) W], [g_\gamma(x^0, y^0) \ Jg_\gamma(x^0, y^0) W]\right) = \text{SLMmin} \left([0_{|\gamma|} \ Jf_\gamma(x^0, y^0) W], [g_\gamma(x^0, y^0) \ Jg_\gamma(x^0, y^0) W]\right) = Jg_\gamma(x^0, y^0) W.\]
Also, \( f_\beta(x^0, y^0) = 0_{|\beta|} = g_\beta(x^0, y^0) \) by definition of the set \( \beta \):

\[
\text{SLMin} \left( [f_\beta(x^0, y^0), Jf_\beta(x^0, y^0)W], [g_\beta(x^0, y^0), Jg_\beta(x^0, y^0)W] \right) \\
= \text{SLMin} \left( [0_{|\beta|}, Jf_\beta(x^0, y^0)W], [0_{|\beta|}, Jg_\beta(x^0, y^0)W] \right) \\
= \text{LMmin} (Jf_\beta(x^0, y^0)W, Jg_\beta(x^0, y^0)W).
\]

Therefore (11), (12), and (13) yield (9b), (9c), and (9d), respectively.

A sufficient condition for complete coherent orientation of the mapping outlined in Theorem 4.3 is detailed next.

**Lemma 4.4.** Assume the setting of Theorem 4.3. For each \( i \in \{1, \ldots, m\} \) and \( J \subset \beta \), let

\[
v_{i}^{(J)} : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R} : (x, y) \mapsto \begin{cases} h_i(x, y) & \text{if } i \in \{1, \ldots, m - q\}, \\
f_i(x, y) & \text{if } i - (m - q) \in \alpha \cup J, \\
g_i(x, y) & \text{if } i - (m - q) \in \gamma \cup (\beta \setminus J). \end{cases}
\]

If all matrices in the set \( \{J_{y}v_{i}^{(J)} \in \mathbb{R}^{m \times m} : J \subset \beta\} \) have the same nonvanishing determinant sign, then the mapping \( \Theta_{\min} \) is completely coherently oriented with respect to \( y \) at \((x^0, y^0)\).

**Proof.** By construction of the sets \( \alpha, \beta, \) and \( \gamma, E \equiv \{v_{i}^{(J)} : J \subset \beta\} \) is a set of selection functions of the mapping \( \Theta_{\min} \) at \((x^0, y^0)\). Assume for now that \( E \) is a set of essentially active selection functions. Noting that \(|E| = 2^{|\beta|}\), enumerate the power set of \( \beta \) by \( P(\beta) = \{J_1, J_2, \ldots, J_{|E|}\} \). Let \( \phi_{i}(J) \equiv v_{i}^{(J_i)} \) for each \( i \in \{1, \ldots, |E|\} \). Then, \( \{\phi_{1}(J_1), \ldots, \phi_{|E|}(J_{|E|})\} = E \) is a set of essentially active selection functions of the mapping \( \Theta_{\min} \) at \((x^0, y^0)\), with essentially active indices \( I_{e_{\min}}^{\text{ess}}(x^0, y^0) = \{1, \ldots, |E|\} \).

The combinatorial vectorization of the essentially active indices is thus given by

\[
\Delta_{\Theta_{\min}}(x^0, y^0) = \{\delta \in \mathbb{R}^m : \delta_i \in \{1, \ldots, |E|\}, i \in \{1, \ldots, m\} \} = \{1, \ldots, |E|\}^m.
\]

For any \( J_1, J_2 \in P(\beta), v_{i}^{(J_1)} = v_{i}^{(J_2)} \) for every \( i \in \alpha \cup \gamma \) by definition of the mappings \( v_{i}^{(J)} \). Consequently, \( J_{y}v_{i}^{(J_1)}(x^0, y^0) = J_{y}v_{i}^{(J_2)}(x^0, y^0) \) and for any \( i, l \in I_{e_{\min}}^{\text{ess}} \)
\( J_{y}\phi_{i}(J_1)(x^0, y^0) = J_{y}\phi_{i}(J_2)(x^0, y^0) \) \( \forall j \in \alpha \cup \gamma \). For each \( k \in \{1, \ldots, |E|\} \), let \( \Delta_{J_k} \equiv \{\delta \in \Delta_{\Theta_{\min}}(x^0, y^0) : \phi_{k}(J_1) = \phi_{(\delta_i)_i} \} \) \( \forall j \in \beta \). Note that \(|\Delta_{\Theta_{\min}}(x^0, y^0)| = |E|^m\),

\[
\bigcup_{k \in \{1, \ldots, |E|\}} \Delta_{J_k} = \Delta_{\Theta_{\min}}(x^0, y^0),
\]

and, by symmetry, \(|\Delta_{J_k}| = |\Delta_{J_k}| \) for any \( l \in \{1, \ldots, |E|\}\);

\[
\sum_{i=1}^{|E|} |\Delta_{J_i}| = |E||\Delta_{J_i}| = |\Delta_{\Theta_{\min}}(x^0, y^0)| = |E|^m
\]

implies that \(|\Delta_{J_k}| = |E|^{m-1}\).

Given \( \delta \in \Delta_{\Theta_{\min}}(x^0, y^0) \), let

\[
M(\delta) = \begin{bmatrix} J_{y}\phi_{(\delta_1),1}(x^0, y^0) \\
J_{y}\phi_{(\delta_2),2}(x^0, y^0) \\
\vdots \\
J_{y}\phi_{(\delta_m),m}(x^0, y^0) \end{bmatrix}
\]
so that \( \Lambda_y \Theta_{\min}(x^0, y^0) = \{ M(\delta) \in \mathbb{R}^{m \times m} : \delta \in \Delta \Theta_{\min}(x^0, y^0) \} \). Then, for any \( k^* \in \{1, \ldots, |\mathcal{E}|\} \),

\[
M(\delta^*) = M \begin{pmatrix}
k^*
\vdots
k^*
\end{pmatrix} = \begin{bmatrix}
J_y \phi(k^*, 1)(x^0, y^0) \\
J_y \phi(k^*, 2)(x^0, y^0) \\
\vdots \\
J_y \phi(k^*, m)(x^0, y^0)
\end{bmatrix}
\forall \delta^* \in \Delta J_{k^*}.
\]

Moreover,

\[
\begin{bmatrix}
J_y \phi(k^*, 1)(x^0, y^0) \\
J_y \phi(k^*, 2)(x^0, y^0) \\
\vdots \\
J_y \phi(k^*, m)(x^0, y^0)
\end{bmatrix} = \begin{bmatrix}
J_y v^{(J_{k^*})}(x^0, y^0) \\
J_y v^{(J_{k^*})}(x^0, y^0) \\
\vdots \\
J_y v^{(J_{k^*})}(x^0, y^0)
\end{bmatrix}
\]

for some \( J_{k^*} \in \mathcal{P}(\beta) \). That is, \( \Lambda_y \Theta_{\min}(x^0, y^0) \) contains at most \(|\mathcal{E}|\) distinct matrices, each of which corresponds to \( J_y v^{(\mathcal{J})} \) for some \( \mathcal{J} \subset \beta \); \( \Theta_{\min}(x^0, y^0) \) is completely coherently oriented with respect to \( y \) at \((x^0, y^0)\) if and only if all matrices in the set \( \{ J_y v^{(\mathcal{J})} \in \mathbb{R}^{m \times m} : \mathcal{J} \subset \beta \} \) have the same nonvanishing determinant sign.

Suppose that \( \mathcal{E} \) is not a set of essentially active selection functions and let, without loss of generality, \( \mathcal{J} \subset \mathcal{E} \) be a set of essentially active selection functions of the mapping \( \Theta_{\min}(x^0, y^0) \). By the above arguments, there are \( \chi \leq |\mathcal{E}| \) distinct matrices in \( \Lambda_y \Theta_{\min}(x^0, y^0) \), denoted \( Y_1, \ldots, Y_{\chi} \), which necessarily satisfy \( \{ Y_1, \ldots, Y_{\chi} \} \subset \{ J_y v^{(\mathcal{J})} \in \mathbb{R}^{m \times m} : \mathcal{J} \subset \beta \} \). It immediately follows that if all matrices in the set \( \{ J_y v^{(\mathcal{J})} \in \mathbb{R}^{m \times m} : \mathcal{J} \subset \beta \} \) have the same nonvanishing determinant sign, then \( \Theta_{\min}(x^0, y^0) \) is completely coherently oriented with respect to \( y \) at \((x^0, y^0)\).

\textbf{Remark 4.5.} Given mappings \( G : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \to \mathbb{R}^{n_1} \), \( H : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \to \mathbb{R}^{n_2} \), the MiCP (see [8]) associated with \((G, H)\) is to find a pair \((u, v) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}\) such that

\[
G(u, v) = 0_{n_1},
0_{n_2} \leq v \perp H(u, v) \geq 0_{n_2}.
\]

Theorem 4.3 therefore yields sensitivities for parametric MiCPs with \( C^1 \) mappings \((G, H)\) by setting \( y \equiv (u, v) \) and \( f(x, y) \equiv v \) (i.e., \( x \) is the problem parameter here). Since MiCPs generalize NCPs, sensitivities for parametric NCPs with smooth participating function are also obtained.

\textbf{5. Lexicographic derivatives of solutions of nonlinear programs.} Let \( D_p \subset \mathbb{R}^p \) and \( D_x \subset \mathbb{R}^x \) be open. Let \( f : D_p \times D_x \to \mathbb{R} \), \( g : D_p \times D_x \to \mathbb{R}^m \) and consider the following parametric NLP:

\[
\phi(p) \equiv \min_{x \in D_x} f(p, x),
\text{s.t.} \quad g(p, x) \leq 0_m,
\]

in which \( p \) is a problem parameter and \( \phi \) the objective-value function. Suppose that \( f \) and \( g \) are differentiable at \((p^0, x^0) \in D_p \times D_x\) and that \((p^0, x^0, \mu^0) \in D_p \times D_x \times \mathbb{R}^m\) is a KKT point of (14); i.e., it satisfies the following MiCP:

\[
\nabla_x L(p^0, x^0, \mu^0) = 0_n,
0_m \leq \mu^0 \perp -g(p^0, x^0) \geq 0_m,
\]

\[\tag{15}\]
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where $L$ is the usual Lagrangian function associated with (14). Equation (15) can be written as a nonsmooth equation system using any suitable NCP function [41, 8]; for example, $(p^0, x^0, \mu^0)$ satisfies
\begin{equation}
\Phi_{\min}(p, x, \mu) = 0_{n+m},
\end{equation}
where
\begin{equation*}
\Phi_{\min}: D_p \times D_x \times \mathbb{R}^m \rightarrow \mathbb{R}^n \times \mathbb{R}^m : (p, x, \mu) \mapsto \left[ \nabla_x L(p, x, \mu) \right].
\end{equation*}
The feasible set of (14) with respect to $p^0 \in D_p \subset \mathbb{R}^p$ is denoted by
\begin{equation*}
K(p^0) = \{ x \in D_x : g(p^0, x) \leq 0_m \}.
\end{equation*}
Let $I \equiv \{ 1, \ldots, m \}$ and define the active set of (14) at $(p^0, x^0) \in D_p \times K(p^0)$ by
\begin{equation*}
A(p^0, x^0) \equiv \{ i \in I : g_i(p^0, x^0) = 0 \}.
\end{equation*}
The set of all multipliers satisfying the KKT conditions at $(p^0, x^0)$ is denoted by
\begin{equation*}
M(p^0, x^0) \equiv \{ \mu \in \mathbb{R}^m : (p^0, x^0, \mu) \text{ is a KKT point of (14)} \}.
\end{equation*}
For $\mu^0 \in M(p^0, x^0)$, the strongly active, degenerate (or weakly active), and inactive sets of (14) at $(p^0, x^0, \mu^0)$ are defined as
\begin{equation*}
A^+(p^0, x^0, \mu^0) \equiv \{ i \in I : g_i(p^0, x^0) = 0 < \mu_i \},
\end{equation*}
\begin{equation*}
A^0(p^0, x^0, \mu^0) \equiv \{ i \in I : g_i(p^0, x^0) = 0 = \mu_i \},
\end{equation*}
\begin{equation*}
A^-(p^0, x^0, \mu^0) \equiv \{ i \in I : g_i(p^0, x^0) < 0 = \mu_i \}.
\end{equation*}
The mapping $\Phi_{\min}$ is $PC^1$ on its domain in the sense of Scholtes [37]. If $f$ and $g$ are $C^2$ on their respective domains, then $\nabla_x L$ is $C^1$ on its domain and $\Phi_{\min}$ is $PC^1$ (and thus $L$-smooth) on its domain. Complete coherent orientation allows for application of Theorem 4.3 to characterize parametric sensitivities of (14).

**Theorem 5.1.** Let $f$ and $g$ be $C^2$ at $(p^0, x^0) \in D_p \times D_x$ and $(p^0, x^0, \mu^0) \in D_p \times D_x \times \mathbb{R}^m$ be a KKT point of (14). If $\Phi_{\min}$ is completely coherently oriented with respect to $(x, \mu)$ at $(p^0, x^0, \mu^0)$, then there exist a neighborhood $N_{p^0} \subset D_p$ of $p^0$ and a $PC^1$ mapping $(\tilde{x}, \tilde{\mu}) : N_{p^0} \rightarrow \mathbb{R}^n \times \mathbb{R}^m$ such that, for each $p \in N_{p^0}$, $(p, \tilde{x}(p), \tilde{\mu}(p))$ is the unique solution of (16) in a neighborhood of $(p^0, x^0, \mu^0)$. Moreover, for any $k \in \mathbb{N}$ and any $P \in \mathbb{R}^{p \times k}$, the LD-derivatives $\tilde{x}'(p^0; P)$ and $\tilde{\phi}'(p^0; P)$ are the unique solutions $X \in \mathbb{R}^{n \times k}$ and $U \in \mathbb{R}^{m \times k}$, respectively, of the following nonlinear equation system:
\begin{align}
(17a) & \quad \begin{bmatrix} \nabla^2_{xx} L & (J_x g_{A^+ \cup A^0})^T \\ -J_x g_{A^+} & 0_{|A^+| \times (|A^+| + |A^0|)} \end{bmatrix} \begin{bmatrix} X \\ U_{A^+ \cup A^0, \bullet} \end{bmatrix} = \begin{bmatrix} -\nabla^2_{xp} L \\ J_p g_{A^+} \end{bmatrix} P, \\
(17b) & \quad U_{A^-, \bullet} = 0_{|A^-| \times k}, \\
(17c) & \quad LM_{\min} (-J_p g_{A^0} P - J_x g_{A^0} X, U_{A^0, \bullet}) = 0_{|A^0| \times k},
\end{align}
where the arguments of the Hessians associated with $L$ and Jacobians associated with $g$ have been omitted for brevity. Moreover, the objective-value function $\phi$ is $PC^1$ on $N_{p^0}$, and its LD-derivative is given by
\begin{equation}
\phi'(p^0; P) = J_p f(p^0, x^0) P + J_x f(p^0, x^0) X.
\end{equation}
Proof. Let
\[ u : D_p \times D_x \times \mathbb{R}^m \to \mathbb{R}^m : (p, x, \mu) \mapsto -g(p, x), \]
\[ v : D_p \times D_x \times \mathbb{R}^m \to \mathbb{R}^m : (p, x, \mu) \mapsto \mu. \]

In the setting of Theorem 4.3 (with \( h, f, \) and \( g \) replaced by \( \nabla_x L, u, \) and \( v, \) respectively), \( \alpha = A^+(p^0, x^0, \mu^0), \beta = A^0(p^0, x^0, \mu^0), \) and \( \gamma = A^-(p^0, x^0, \mu^0). \) The neighborhood \( N_{p^0} \) and \( PC^1 \) mapping \( (\bar{x}, \bar{\mu}) : N_{p^0} \to \mathbb{R}^n \) satisfying \( \Phi_{\min}(p, \bar{x}(p), \bar{\mu}(p)) = 0_{n+m} \) for each \( p \in N_{p^0} \) exist by virtue of Theorem 4.3. Equation (9) implies that, for any \( k \in \mathbb{N} \) and any \( \bar{p} \in \mathbb{R}^{p \times k}, \) the LD-derivatives \( \bar{X}'(p^0; M) \) and \( \bar{\mu}'(p^0; M) \) are the unique solutions \( \bar{X} \in \mathbb{R}^{n \times k} \) and \( \bar{U} \in \mathbb{R}^{m \times k} \) of the equation system

\begin{align*}
(19a) & \quad 0_{n \times k} = J[\nabla_x L](p^0, x^0, \mu^0)(p, X, U), \\
(19b) & \quad 0_{|A^+| \times k} = Ju_{A^+}(p^0, x^0, \mu^0)(p, X, U), \\
(19c) & \quad 0_{|A^-| \times k} = Jv_{A^-}(p^0, x^0, \mu^0)(p, X, U), \\
(19d) & \quad 0_{|\bar{\mu}| \times k} = \text{LMmin}(Ju_{\bar{\mu}}(p^0, x^0, \mu^0)(p, X, U), Jv_{A^0}(p^0, x^0, \mu^0)(p, X, U)).
\end{align*}

Note that
\[ Jv_{A^-}(p^0, x^0, \mu^0)(p, X, U) = \begin{bmatrix} 0_{|A^-| \times p} & 0_{|A^-| \times m} & I_{A^-, \bullet} \end{bmatrix} \begin{bmatrix} P \\ X \\ U \end{bmatrix} = U_{A^-, \bullet}. \]

Hence, (19c) is equivalent to (17b). Furthermore,
\[ Ju_{A^+}(p^0, x^0, \mu^0)(p, X, U) = \begin{bmatrix} -J_p g_{A^+}(p^0, x^0) & -J_x g_{A^+}(p^0, x^0) \end{bmatrix} \begin{bmatrix} 0_{|A^+| \times m} \\ P \\ X \end{bmatrix} = -J_p g_{A^+}(p^0, x^0)P - J_x g_{A^+}(p^0, x^0)X, \]
and
\[ J[\nabla_x L](p^0, x^0, \mu^0)(p, X, U) = \begin{bmatrix} \nabla^2_{xx} L(p^0, x^0, \mu^0)P + \nabla^2_{xp} L(p^0, x^0, \mu^0)X + (J_x g(p^0, x^0))^T U \\
\nabla^2_{xp} L(p^0, x^0, \mu^0)P + \nabla^2_{xx} L(p^0, x^0, \mu^0)X + \\
\quad + [(J_x g_{A^+}(p^0, x^0))^T \quad (J_x g_{A^0}(p^0, x^0))^T] \begin{bmatrix} U_{A^+} \\ U_{A^0} \end{bmatrix}, \]

since \( U_{A^-, \bullet} = 0_{|A^-| \times k} \). Thus, (17a) is furnished by rearranging (19a) and (19b).

Last,
\[ \text{LMmin}(Ju_{A^0}(p^0, x^0, \mu^0)(p, X, U), Jv_{A^0}(p^0, x^0, \mu^0)(p, X, U)) = \text{LMmin}(-J_p g_{A^0}(p^0, x^0)P - J_x g_{A^0}(p^0, x^0)X, U_{A^0}, \bullet); \]
(17c) is recovered from (19d).

Hence, \( \phi \) satisfies \( \phi(p) = f(p, \bar{x}(p)) \) for \( p \in N_{p^0} \) and is therefore \( PC^1 \) on \( N_{p^0} \) as the composition of a \( C^2 \) and \( PC^1 \) function. Defining \( \bar{x}(p) \equiv (p, \bar{x}(p)) \) for \( p \in N_{p^0}, \) it follows that \( \phi(p) = [f \circ \bar{x}](p), \) from which the LD-derivative chain rule (2) yields
\[ \phi'(p^0; P) = f'(\bar{x}(p^0); \bar{x}'(p^0; P)) = [J_p f(p^0, x^0) \quad J_x f(p^0, x^0)] \begin{bmatrix} P \\ X \end{bmatrix}. \]
Familiar nonlinear programming regularity conditions can be shown to guarantee complete coherent orientation of the nonsmooth mapping $\Phi_{\text{min}}$. First, a sufficient condition for complete coherent orientation is given in terms of a set of matrices having the same nonvanishing determinant sign (compare to Lemma 4.4).

**Lemma 5.2.** Given the setting of Theorem 5.1, if all matrices in the set

$$\{H(\mathcal{J}) \in \mathbb{R}^{(n+|A^+|+|\mathcal{J}|) \times (n+|A^+|+|\mathcal{J}|)} : \mathcal{J} \subset A^0(p^0, x^0, \mu^0)\}$$

have the same nonvanishing determinant sign, where

$$H(\mathcal{J}) = \begin{bmatrix} \nabla_{xx}^2 L(p^0, x^0, \mu^0) & (J_x g_{A^+ \cup \mathcal{J}}(p^0, x^0))^T \\ -J_x g_{A^+ \cup \mathcal{J}}(p^0, x^0) & 0_{(|A^+|+|\mathcal{J}|) \times (|A^+|+|\mathcal{J}|)} \end{bmatrix},$$

then $\Phi_{\text{min}}$ is completely coherently oriented with respect to $(x, \mu)$ at $(p^0, x^0, \mu^0)$.

**Proof.** Define the mappings

$$u : D_p \times D_x \times \mathbb{R}^m \to \mathbb{R}^m : (p, x, \mu) \mapsto -g(p, x),$$

$$v : D_p \times D_x \times \mathbb{R}^m \to \mathbb{R}^m : (p, x, \mu) \mapsto \mu.$$

In the same vein as Lemma 4.4, if all the matrices in the set $\{M(\mathcal{J}) \in \mathbb{R}^{(n+m) \times (n+m)} : \mathcal{J} \subset A^0(p^0, x^0, \mu^0)\}$ have the same nonvanishing determinant sign, where

$$M(\mathcal{J}) = \begin{bmatrix} \nabla_{xx}^2 L(p^0, x^0, \mu^0) & (J_x g(p^0, x^0))^T \\ -\text{diag}(a_1, \ldots, a_m)J_x g(p^0, x^0) & I_m - \text{diag}(a_1, \ldots, a_m) \end{bmatrix},$$

$$a_i(p^0, x^0, \mu^0) = \begin{cases} 1 & \text{if } i \in A^+(p^0, x^0, \mu^0), \\ 1 & \text{if } i \in \mathcal{J}, \\ 0 & \text{if } i \in \mathcal{J}' , \\ 0 & \text{if } i \in A^-(p^0, x^0, \mu^0), \end{cases}$$

for each $i \in \{1, \ldots, m\}$, and $\mathcal{J}' = A^+(p^0, x^0, \mu^0) \setminus \mathcal{J}$, then $\Phi_{\text{min}}$ is completely coherently oriented with respect to $(x, \mu)$ at $(p^0, x^0, \mu^0)$.

Without loss of generality, let the submatrix $(J_x g(p^0, x^0))^T$ be equal to

$$\begin{bmatrix} (Jg_{A^+ \cup \mathcal{J}}(p^0, x^0))^T & (Jg_{A^- \cup \mathcal{J}'}(p^0, x^0))^T \end{bmatrix}$$

under $q \in \mathbb{N} \cup \{0\}$ column permutations. By symmetry, the submatrix

$$-\text{diag}(a_1, \ldots, a_m)J_x g(p^0, x^0)$$

is equal to the matrix

$$\begin{bmatrix} -Jg_{A^+ \cup \mathcal{J}}(p^0, x^0) \\ 0_{(|A^-|+|\mathcal{J}'|) \times n} \end{bmatrix}.$$
under \( q \) row permutations. Hence,

\[
\det(M(J)) = \det \begin{pmatrix}
\nabla^2_{xx} L(p^0, x^0, \mu^0) & (J_x g(p^0, x^0))^T \\
-d(\text{diag}(a_1, \ldots, a_m)) J_x g(p^0, x^0) & I_m - \text{diag}(a_1, \ldots, a_m)
\end{pmatrix}
\]

\[
= (-1)^q \det \begin{pmatrix}
\nabla^2_{xx} L(p^0, x^0, \mu^0) & (J_{g_{A+ \cup J}}(p^0, x^0))^T & G(J) \\
-J_{g_{A+ \cup J}}(p^0, x^0) & 0_{(|A^+|+|J|) \times (|A^+|+|J|)} & 0_{(|J'|+|J^-|) \times (n+|A^+|+|J|)} \\
0_{(|J'|+|J^-|) \times (n+|A^+|+|J|)} & I_{|J'|+|J^-|} & I_{|J'|+|J^-|}
\end{pmatrix},
\]

where

\[
G(J) = \begin{bmatrix}
(J_{g_{J}}(p^0, x^0))^T & (J_{g_{A^-}}(p^0, x^0))^T \\
0_{(|A^+|+|J|) \times |J'|} & 0_{(|A^+|+|J|) \times |J^-|}
\end{bmatrix}.
\]

It therefore follows that, for any \( J \subset A^0(p^0, x^0, \mu^0) \),

\[
\text{sign}(\det(M(J))) = \text{sign}(\det \begin{pmatrix} H(J) & G(J) \\
0_{(|J'|+|J^-|) \times (n+|A^+|+|J|)} & I_{|J'|+|J^-|}
\end{pmatrix})
\]

\[
= \text{sign}(\det H(J)). \quad (21)
\]

Assuming that \( f \) and \( g \) are \( C^2 \) on their respective domains, the strong second-order sufficient condition is recalled.

**Definition 5.3** (strong second-order sufficient condition). The strong second-order sufficient condition (SSOSC) is said to hold at \((p, x, \mu) \in D_p \times D_x \times \mathbb{R}^m\) if

\[
d^T \nabla^2_{xx} L(p, x, \mu) d > 0 \quad \forall d \in \mathbb{R}^n \setminus \{0_n\} \text{ satisfying } (\nabla_x g_i(p, x))^T d = 0 \quad \forall i \in A^+(p, x, \mu).
\]

If the LICQ, SSOSC, and strict complementarity hold at a KKT point \((p, x, \mu)\) (i.e., \( \mu_i - g_i(p, x) > 0 \quad \forall i \in I \)), the active index set is unchanged under continuity of \( g \) and sufficiently small parameter perturbations, allowing for an application of the classical implicit function theorem to yield the sensitivities for primal and dual variable solutions of (14) [10]. To remove the strict complementarity condition, a lemma is first needed which shows that complete coherent orientation holds under LICQ and SSOSC.

**Lemma 5.4.** Let \((p^0, x^0, \mu^0) \in D_p \times D_x \times \mathbb{R}^m\) be a KKT point of (14) satisfying SSOSC. Assume that LICQ holds at \((p^0, x^0)\). Then, \( \Phi_{\text{min}} \) is completely coherently oriented with respect to \((x, \mu)\) at \((p^0, x^0, \mu^0)\).

**Proof.** By Remark 5.2.3 and the proof of [37, Proposition 5.2.1] (SSOSC implies the second-order sufficiency condition used by the author),

\[
\text{sign}(\det(H(J))) = \text{sign}(\det(V(J)^T \nabla^2_{xx} L(p^0, x^0, \mu^0) V(J)))
\]
∀J ⊂ A^0(p^0, x^0, \mu^0), where H(J) is defined in (20) and the columns of the matrix V(J) form a basis of the nullspace of the matrix J_xg_{A∪J}(p^0, x^0). Moreover, all the matrices in the set

{V(J)^T \nabla^2_x L(p^0, x^0, \mu^0) V(J) : J ⊂ A^0(p^0, x^0, \mu^0)}

have the same positive determinant since SSOSC holds at (p^0, x^0, \mu^0). Equation (21) therefore yields that all the matrices in the set

{H(J) ∈ \mathbb{R}^{(n+|A^+|+|J|)×(n+|A^+|+|J|)} : J ⊂ A^0(p^0, x^0, \mu^0)}

have the same positive determinant since LICQ holds at (p^0, x^0). The result follows from Lemma 5.2.

An extension of Fiacco and McCormick’s classical result is thus given (without strict complementarity), which furnishes an equation system whose unique solution describes L-derivatives of the primal and dual variables with respect to parametric perturbations.

**Theorem 5.5.** Let f and g be \( C^2 \) at \((p^0, x^0) ∈ D_p \times D_x \) and \((p^0, x^0, \mu^0) ∈ D_p × D_x × \mathbb{R}^m \) be a KKT point of (14) satisfying SSOSC. Assume that LICQ holds at \((p^0, x^0)\). Then, there exist a neighborhood \( N_{p^0} ⊂ D_p \) of \( p^0 \) and a \( PC^1 \) mapping \((x, \bar{\mu}) : N(p^0) → \mathbb{R}^n × \mathbb{R}^m \) such that, for each \( p ∈ N_{p^0}, (x, \bar{\mu}(p)) \) is an isolated strict local minimum of (14) and \((p, x(p), \bar{\mu}(p)) \) is the unique KKT point in a neighborhood of \((p^0, x^0, \mu^0)\). Moreover, for any nonsingular \( P_0 ∈ \mathbb{R}^{p×p}, \) the L-derivatives \( J_x(x(p), P_0) \) and \( J_{\mu}(x(p), P_0) \) are the unique solutions \( X_L ∈ \mathbb{R}^{n×p} \) and \( U_L ∈ \mathbb{R}^{m×p} \), respectively, of the following linear equation system:

\[ \begin{bmatrix} X \\ U \end{bmatrix} = \begin{bmatrix} X_L \\ U_L \end{bmatrix} P_0, \]

where \((X, U)\) is furnished as the LD-derivative solution of (17) with \( k = p \) and \( P = P_0 \). The L-derivative \( J_{\phi}(p^0; P_0) \) of the objective-value function \( \phi \), which is \( PC^1 \) on \( N_{p^0} \), is the unique vector \( z ∈ \mathbb{R}^{1×np} \) that solves the following linear equation system:

\[ zP_0 = J_p f(p^0, x^0) + J_x f(p^0, x^0) X. \]

**Proof.** The existence of \( N_{p^0} \) and \( PC^1 \) mapping \((x, \bar{\mu}) \) such that \((p, x(p), \bar{\mu}(p)) \) is the unique KKT point in a neighborhood of \((p^0, x^0, \mu^0)\) follows immediately from Theorem 5.1 and Lemma 5.4. That \( x(p) \) is an isolated strict local minimum of (14) for each \( p ∈ N_{p^0} \) follows from the following observations: by reducing the neighborhood \( N_{p^0} \), as necessary, \((p, x(p), \bar{\mu}(p)) \) satisfies SSOSC and \((p, x(p)) \) satisfies LICQ for each \( p ∈ N_{p^0} \) (by the classical sensitivities result in [10]). Moreover, a KKT point of (14) satisfying SSOSC implies \( x(p) \) is a strict local minimum of (14) for each \( p ∈ N_{p^0} \) by [10, Lemma 3.2.1]. Its isolation follows from the uniqueness of \((p, x(p), \bar{\mu}(p)) \) in a neighborhood of \((p^0, x^0, \mu^0)\).

The \( PC^1 \) mapping \( \phi \) satisfies \( \phi(p) = f(p, x(p)) \) for \( p ∈ N_{p^0} \) by Theorem 5.1. Since \( P_0 \) is nonsingular, the linear equation system \( zP_0 = \phi'(p^0; P_0) \) admits a unique solution \( z^* ∈ \partial^L \phi(p^0) ⊂ \partial^B \phi(p^0) \). The result follows from (18).

**Remark 5.6.** If, in addition, strict complementarity holds at \((p^0, x^0, \mu^0)\) in Theorem 5.5, then the classical result of Fiacco and McCormick is recovered: in this case, \( A^0(p^0, x^0, \mu^0) = ∅ \) and the nonsmooth equation system (17) reduces to the classical sensitivity linear equation system by choosing \( P = I_p \). Moreover, \( X = X_L = J_x(x(p^0; I_p) = J \bar{x}(p^0), U = U_L = J_{\mu}(p^0; I_p) = J \bar{\mu}(p^0) \), and \( z = J_{\phi}(p^0; I_p) = J\phi(p^0) \).
Remark 5.7. It is straightforward to extend the results to generalized derivatives of parametric NLPs with equality constraints. In fact, a more general sensitivities result can be given, which is applicable to different KKT nonsmooth equation system reformulations and the case where the participating functions are not necessarily $C^1$: let the first part of the setting of Theorem 5.1 hold with $f$ and $g$ instead only $C^1$ with (Fréchet) derivatives that are L-smooth at $(p^0, x^0) \in D_p \times D_x$ and let $\Phi_{NCP}(p^0, x^0, \mu^0) = 0_{n+m}$, where

$$
\Phi_{NCP} : D_p \times D_x \times \mathbb{R}^m \to \mathbb{R}^n \times \mathbb{R}^m : (p, x, \mu) \mapsto \left[ \nabla_x L(p, x, \mu), \psi_{NCP}(-g(p, x), \mu) \right],
$$

and $\psi_{NCP} : \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}^m$ is any suitable NCP function that is L-smooth at $(p^0, x^0, \mu^0)$. If the auxiliary mapping $(p, x, \mu) \mapsto (p, \Phi_{NCP}(p, x, \mu))$ is a Lipschitz homeomorphism at $(p^0, x^0, \mu^0)$, the conclusions of Theorem 5.1 hold with (17) replaced by the equation system

$$
0_{n \times k} = [\nabla_x L(p^0, x^0, \mu^0; (P, X, U))],
$$

$$
0_{m \times k} = \psi_{NCP} \left( \left[ -g(p^0, x^0) \right], \left[ -J_p g(p^0, x^0), -J_x g(p^0, x^0) \right] \cdot 0_{m \times n} \cdot 1_m \right),
$$

The theory is illustrated with an example, inspired by the one in [45].

Example 5.8. Consider the following parametric NLP:

$$
\begin{align*}
\min_{x \in \mathbb{R}^2} & \quad x_1^2 + x_2^2 + 2(p_1 x_1 + p_2 x_2) + x_2 \\
\text{s.t.} & \quad -x_1 + p_1 \leq 0, \\
& \quad 2x_1^2 + x_2 - 10 \leq 0, \\
& \quad -x_2 + 0.5 + p_2 \leq 0.
\end{align*}
$$

(23)

Let $p^0 = (0, 0)$. Then, $(p^0, x^0, \mu^0)$ is the unique KKT point of (23) where $x^0 = (0, 0.5)$ and $\mu^0 = (0, 0.2)$. As a function of the parameter value, the isolated strict local minimum of (23) in a neighborhood of $p^0$ is given by

$$
\bar{x} : N_{p^0} \to \mathbb{R}^2 : p \mapsto (|p_1|, |p_2 + 0.5|),
$$

where $N_{p^0} = (-1, 1)$. Moreover, for each $p \in N_{p^0}$, $(p, \bar{x}(p), \bar{\mu}(p))$ is the unique KKT point of (23) in a neighborhood of $(p^0, x^0, \mu^0)$, where

$$
\bar{\mu} : N_{p^0} \to \mathbb{R}^3 : p \mapsto (\max(4p_1, 0), 0, \max(4p_2 + 2, 0)).
$$

The $PC^1$ mappings $\bar{x}$ and $\bar{\mu}$ are the primal and dual variable solutions of (23) for different parameter values and correspond to the implicit functions outlined in Theorem 5.5. The objective-value function satisfies

$$
(24) \quad \phi : N_{p^0} \to \mathbb{R}^2 : p \mapsto p_1^2 + (p_2 + 0.5)^2 + 2(p_1|p_1| + p_2|p_2 + 0.5|) + |p_2 + 0.5|.
$$

Note that $A(p^0, x^0) = \{1, 3\}$ with strongly active set $A^+(p^0, x^0) = \{3\}$ and weakly active set $A^0(p^0, x^0) = \{1\}$. Though strict complementarity does not hold $(p^0, x^0, \mu^0)$, Theorem 5.5 is applicable as LICQ holds at $(p^0, x^0)$ and SSOSC holds
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at \((p^0, x^0, \bar{\mu}^0)\). Equation (17) yields the following nonsmooth and nonlinear equation system:

\[
\begin{bmatrix}
2 & 0 & -1 & 0 \\
0 & 2 & 0 & -1 \\
0 & 1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
X_{11} \\
X_{21} \\
U_{11}
\end{bmatrix}
= 
\begin{bmatrix}
-2 & 0 \\
0 & -2 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
P_{11} \\
P_{12} \\
P_{21} \\
P_{22}
\end{bmatrix},
\]

(25)
\[ \text{LMmin}\left([X_{11} - P_{11} & X_{12} - P_{12}], [U_{11} & U_{12}]\right) = [0 & 0]. \]

The solution of (25) yields LD-derivatives as functions of \(p\):

\[
\bar{x}'(p^0; P) \equiv \begin{bmatrix} \text{fsign}(P_{11}, P_{12}) & 0 \\ 0 & 1 \end{bmatrix} P
\]

and

\[
\bar{\mu}'(p^0; P) \equiv \text{LMmax}\left( \begin{bmatrix} 4P_{11} & 4P_{12} \\ 0 & 0 \\ 4P_{21} & 4P_{22} \end{bmatrix}, \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \right),
\]

where \(\text{LMmax}\) is the lexicographic-matrix-maximum, defined similarly as \(\text{LMmin}\).

For \(P\) nonsingular,

\[
J_L\bar{x}(p^0, P) = \begin{bmatrix} \text{fsign}(P_{11}, P_{12}) & 0 \\ 0 & 1 \end{bmatrix}
\]

and

\[
J_L\bar{\mu}(p^0, P) = \begin{cases} 
\begin{bmatrix} 4 & 0 \\ 0 & 0 \end{bmatrix} & \text{if } \text{LMmax}([4P_{11} & 4P_{12}], [0 & 0]) = [4P_{11} & 4P_{12}], \\
\begin{bmatrix} 0 & 4 \\ 0 & 0 \end{bmatrix} & \text{if } \text{LMmax}([4P_{11} & 4P_{12}], [0 & 0]) = [0 & 0] \\
\begin{bmatrix} 0 & 0 \\ 0 & 4 \end{bmatrix} & \text{if } \text{LMmax}([4P_{11} & 4P_{12}], [0 & 0]) = [0 & 0]
\end{cases}
\]

are elements of the L-subdifferentials of the primal and dual solutions, and

\[
J_L\phi(p^0, P) = [0 & 1 & 0 & 2] \begin{bmatrix} I_p \\ J_L\bar{x}(p^0, P) \end{bmatrix}.
\]

Calculate the B-subdifferentials of \(\bar{x}\) and \(\bar{\mu}\) at \(p^0\) from the closed-form solutions:

\[
\partial^B\bar{x}(p^0) = \left\{ \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \right\}, \quad \partial^B\bar{\mu}(p^0) = \left\{ \begin{bmatrix} 4 & 0 \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 \\ 0 & 4 \end{bmatrix} \right\}.
\]

Noting that \(\phi\) in (24) is \(C^1\) at \(p = p^0\), with \(J\phi(p^0) = [0 & 3]\), observe that

\[
J_L\bar{x}(p^0; P) \in \partial^L\bar{x}(p^0) \subset \partial^B\bar{x}(p^0), \\
J_L\bar{\mu}(p^0; P) \in \partial^L\bar{\mu}(p^0) \subset \partial^B\bar{\mu}(p^0), \\
J_L\phi(p^0; P) \in \partial^L\phi(p^0) = \partial^B\phi(p^0) = \{J\phi(p^0)\} = \{[0 & 3]\}.\]
Finally, complete coherent orientation is confirmed to hold (i.e., Lemma 5.4): the set \( \Lambda_{\mathbf{x}, \mathbf{p}} \Phi_{\min}(\mathbf{p}^0, \mathbf{x}^0, \mathbf{\mu}^0) \) contains two distinct elements, which have determinant one and two, implying that complete coherent orientation holds at \((\mathbf{p}^0, \mathbf{x}^0, \mathbf{\mu}^0)\). The set of matrices outlined in Lemma 5.2 is equal to

\[
\{ \mathbf{H}(\mathcal{J}) : \mathcal{J} \in \{\{1\}, \emptyset\} \} = \left\{ \begin{bmatrix} 2 & 0 & -1 & 0 \\ 0 & 2 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}, \begin{bmatrix} 2 & 0 & 0 \\ 0 & 2 & -1 \\ 0 & 1 & 0 \end{bmatrix} \right\};
\]

both matrices have the same nonvanishing determinant sign (the determinants are equal to one and two, respectively), in agreement with Lemma 5.2.

Practically implementable methods to solve the nonsmooth and nonlinear sensitivity system (17) (and thereby obtain L-derivatives of primal and dual variable sensitivities) are outlined as follows. In the spirit of Proposition 2 in [22] can be applied to compute L-derivatives (and therefore B-subdifferential elements) of \( \Phi \) by performing up to \( 2|A^0(\mathbf{p}^0, \mathbf{x}^0, \mathbf{\mu}^0)| \) linear equation solves, instead of solving the nonsmooth and nonlinear equation system (17). In this approach, \(|(A^0(\mathbf{p}^0, \mathbf{x}^0, \mathbf{\mu}^0) - 1)p| \) comparisons of elements in the worst case are needed in the verification stage to terminate the for loop.

Alternatively, Lemma 3.7 provides a way to solve (17) directly using a nonsmooth equation-solving method; assuming the setting of Theorem 5.5, the nonsmooth sensitivity system (17) can be solved columnwise (from left to right) using, for example, the nonsmooth Newton method (8) with \( \mathbf{v}(l) \equiv (\mathbf{x}(l), \mathbf{\mu}(l)) \) to furnish the \( j \)th columns \( \mathbf{x}(j) \) and \( \mathbf{\mu}(j) \) of \( \mathbf{X} \) and \( \mathbf{U} \), respectively, and \( \mathbf{h}'(\mathbf{v}(l); \mathbf{I}_m) \) replaced by

\[
\Phi'_{\min} \begin{bmatrix} \mathbf{p}^0 \\ \mathbf{x}^0 \\ \mathbf{\mu}^0 \end{bmatrix} ; \begin{bmatrix} \mathbf{P}(j-1) & \mathbf{P}(j) & 0_{p \times n} & 0_{p \times m} \\ \mathbf{X}(j-1) & \mathbf{x}(j) & \mathbf{I}_n & 0_{n \times m} \\ \mathbf{U}(j-1) & \mathbf{\mu}(l) & 0_{m \times n} & \mathbf{I}_m \end{bmatrix} \begin{bmatrix} 0_{p \times n} & 0_{p \times m} \\ \mathbf{I}_n & 0_{n \times m} \\ 0_{m \times n} & \mathbf{I}_m \end{bmatrix}.
\]

Motivated by this, a hybrid algorithm is proposed as Algorithm 1, with a user-chosen critical number \( \beta_{\text{crit}} \) dictating which of these two methods is used: either cycling through linear equation system solves, or nonsmooth equation-solving.

- \( \beta_{\text{crit}} = m \) corresponds to application of Proposition 2 in [22] (i.e., solving the linear equation system (27) until a solution is verified in line 7).
- \( \beta_{\text{crit}} = -1 \) corresponds to application of nonsmooth equation-solving methods (i.e., solving (28) using (26)), regardless of the weakly active set size.
- \( \beta_{\text{crit}} = 0 \) corresponds to solving a linear equation system (i.e., Fiacco and McCormick’s classical result), given an absence of weakly active indices and performing nonsmooth equation solves otherwise.

The verification test in line 7 for the cycling approach may mistakenly fail for a correct solution, because of numerical error (e.g., due to the coefficient matrix on the left-hand side of (27) having a high condition number). Such false negatives have been observed in practice [43] when applying the cycling approach (i.e., Proposition 2 in [22]) to solve \( PC^1 \) equation systems. The method of iterative refinement [44] has successfully alleviated this issue in the aforementioned work and can be optionally added to the cycling part of Algorithm 1.

The for-loop beginning on line 14 in Algorithm 1 updates the set of weakly active indices by definition of \( \text{LMmin} \), in the spirit of [18, section 4]: if \(-J_{\mathbf{p}\mathbf{g}}(\mathbf{p}^0, \mathbf{x}^0)\mathbf{p}(j) -
\( J_x g_l(p^0, x^0) a < b_l \) for some \( l \in A^0 \) and \( j = j^* \), then the corresponding vector (i.e., 
\(-J_p g_l(p^0, x^0) P - J_x g_l(p^0, x^0) A \) instead of \( B_l \)) is the lexicographically ordered minimum. The remaining \( p - j^* \) comparisons (in the case of verifying the solution of (27)) or nonsmooth equation method solves (in the case of solving (28)) are not needed.

### Algorithm 1. Evaluate L-derivatives of primal and dual variable solutions.

**Require:** \( \beta_{\text{crit}} \in \{-1, 0, 1, \ldots, m\} \), nonsingular \( P \in \mathbb{R}^{p \times p} \)

1. **procedure** **CALCULATE** \((J_L x(p^0; P), J_L \mu(p^0; P))\)
2. \( A^0 \leftarrow A^0(p^0, x^0, \mu^0), A^+ \leftarrow A^+(p^0, x^0, \mu^0), A^- \leftarrow A^-(p^0, x^0, \mu^0). \)
3. for \( j = 1, \ldots, p \) do
   4. if \( |A^0| \leq \beta_{\text{crit}} \) then
      5. for all \( J \subseteq A^0 \) do 
         6. Solve the following linear equation system for \((a, b) \in \mathbb{R}^{(n+m) \times 1}:\)
            \[
            \begin{bmatrix}
            \nabla^2_{xx} L \\
            -J_x g_{A^+}
            \end{bmatrix}
            \begin{bmatrix}
            (J_x g_{A^+ U J})^T \\
            0_{(|A^+|) \times (|A^+| + |J|)}
            \end{bmatrix}
            \begin{bmatrix}
            a \\
            b_{A^+ U J}
            \end{bmatrix}
            = \begin{bmatrix}
            -\nabla_{xp}^2 L \\
            J_p g_{A^+}
            \end{bmatrix}
            p_{(j)},
            \]
       7. if \( 0_{|A^0|} = \min (-J_p g_{A^0} p_{(j)} - J_x g_{A^0} a, b_{A^0}) \) then 
      8. go to 21
   9. end if
10. end for
12. else 
   13. Solve the following nonsmooth equation system for \((a, b) \in \mathbb{R}^{(n+m) \times 1}:\)
            \[
            \begin{bmatrix}
            \nabla^2_{xx} L \\
            -J_x g_{A^+}
            \end{bmatrix}
            \begin{bmatrix}
            (J_x g_{A^+ U A^0})^T \\
            0_{(|A^+|) \times (|A^+| + |A^0|)}
            \end{bmatrix}
            \begin{bmatrix}
            a \\
            b_{A^+ U A^0}
            \end{bmatrix}
            = \begin{bmatrix}
            -\nabla_{xp}^2 L \\
            J_p g_{A^+}
            \end{bmatrix}
            p_{(j)},
            \]
            \[\min (-J_p g_{A^0} p_{(j)} - J_x g_{A^0} a, b_{A^0}) = 0_{|A^0|}.\]
   14. end if
   15. for all \( l \in A^0 \) do 
      16. if \( -J_p g_l(p^0, x^0) P - J_x g_l(p^0, x^0) a < b_l \) then 
      17. Set \( A^0 \leftarrow A^0 \setminus \{l\}, A^+ \leftarrow A^+ \cup \{l\} \)
      18. else if \( -J_p g_l(p^0, x^0) P - J_x g_l(p^0, x^0) a > b_l \) then 
      19. Set \( A^0 \leftarrow A^0 \setminus \{l\}, A^- \leftarrow A^- \cup \{l\} \)
   20. end if
21. end for
23. Solve the equation system \((A, B) = (X_L, U_L) P\) for \((X_L, U_L) \in \mathbb{R}^{(n+m) \times p}\).
24. return \((X_L, U_L)\).
25. end procedure
Example 5.9. Consider applying Algorithm 1 to the parametric NLP (23). Let $P = I_2$ and $\beta_{\text{crit}} = 1$. Then, $A^0 = \{1\}$, $A^- = \{2\}$, $A^+ = \{3\}$, and solving two equation systems (at worst) is guaranteed to furnish the sensitivities since $2 |A^0| = 2$.

For $j = 1$, the linear equation system (27) associated with $J = \emptyset$ is given by

\[
\begin{bmatrix}
2 & 0 & 0 & -1 \\
0 & 2 & -1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
b_1 \\
b_3
\end{bmatrix}
= \begin{bmatrix}
0 \\
-2 \\
1 \\
0
\end{bmatrix},
\]

\begin{align*}
b_1 &= 0, \\
b_2 &= 0,
\end{align*}

which is solved to yield $a = (-1, 0)$ and $b = (0, 0, 0)$. The LD-derivative test in line 7 fails since $\min(-2, 0) \neq 0$; the inner for loop does not terminate. The linear equation system (27) associated with $J = \{1\}$ has solution $a = (1, 0)$ and $b = (4, 0, 0)$. In this case, $\min(0, 4) = 0$ and the LD-derivative test passes; the following assignments are made: $A \leftarrow (1, 0)$, $B \leftarrow (4, 0, 0)$, $A^0 \leftarrow \emptyset$, and $A^+ \leftarrow \{1, 3\}$.

For $j = 2$, the linear equation system (27) associated with $J = \emptyset$ is given by

\[
\begin{bmatrix}
2 & 0 & 0 & 0 \\
0 & 2 & -1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
b_1 \\
b_3
\end{bmatrix}
= \begin{bmatrix}
-2 \\
1 \\
0
\end{bmatrix},
\]

\begin{align*}
b_2 &= 0,
\end{align*}

since the weakly active set is empty (i.e., a solve of the classical sensitivity system). The solution is given by $a = (0, 1)$ and $b = (0, 0, 4)$,

\[
A \leftarrow I_2, \quad B \leftarrow \begin{bmatrix} 4 & 0 \\ 0 & 0 \\ 0 & 4 \end{bmatrix},
\]

and $(X_L, U_L) = (A, B)$ is a correct L-derivative of primal and dual solutions.

Repeating the problem with $P = I_2$ and $\beta_{\text{crit}} = 0$ (i.e., an aversion to cycling through linear equation solves in the presence of weakly active sets) yields the following: for $j = 1$, the nonsmooth and nonlinear equation system (28) is given by

\[
\begin{bmatrix}
2 & 0 & 0 & -1 \\
0 & 2 & -1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
b_1 \\
b_3
\end{bmatrix}
= \begin{bmatrix}
-2 \\
0 \\
0 \\
1
\end{bmatrix},
\]

\begin{align*}
b_2 &= 0,
\end{align*}

which admits unique solution $a = (1, 0)$ and $b = (4, 0, 0)$. The following assignments are made: $A \leftarrow (1, 0)$, $B \leftarrow (4, 0, 0)$, $A^0 \leftarrow \emptyset$, and $A^+ \leftarrow \{1, 3\}$. For $j = 2$, (29) is solved to yield $a = (0, 1)$ and $b = (0, 0, 4)$ and the assignments in (30) are made.

Application of the new method to a class of parametric QPs is straightforward.
Example 5.10. Consider the following parametric QP:

\[
\phi(p) = \min_{x \in D_x} 0.5x^T H x + x^T G p
\]

(31)

\[
\text{s.t. } C x \leq F p,
\]

where \(C \in \mathbb{R}^{m \times n}, F \in \mathbb{R}^{m \times p}, \) and \(H \in \mathbb{R}^{n \times n}\) are matrices with real-valued elements. Given a reference parameter value \(p^0 \in D_p \subset \mathbb{R}^p\), let \((p^0, x^0, \mu^0) \in D_p \times D_x \times \mathbb{R}^m\) be a KKT point of (31); \((p^0, x^0, \mu^0)\) satisfies the system of equations

\[
H x + G p + \mu^T C = 0_n,
\]

\[
\min(F p - C x, \mu) = 0_m.
\]

Given the index set \(I \equiv \{1, \ldots, m\}\), the active, strongly active, weakly active, and inactive index sets of (31) at \((p^0, x^0)\) are equal to, respectively,

\[
A(p^0, x^0) \equiv \{i \in I : C_i x^0 = F_i p^0\},
\]

\[
A^+(p^0, x^0, \mu^0) \equiv \{i \in I : C_i x^0 - F_i p^0 = 0 < \mu^0_i\},
\]

\[
A^0(p^0, x^0, \mu^0) \equiv \{i \in I : C_i x^0 - F_i p^0 = 0 = \mu^0_i\},
\]

\[
A^-(p^0, x^0, \mu^0) \equiv \{i \in I : C_i x^0 - F_i p^0 < 0 = \mu^0_i\}.
\]

Let \(H\) be positive definite, which implies SSOSC holds at \((p^0, x^0, \mu^0)\). Let the active constraint matrix \(C_{A^+}\) be full row rank, which implies LICQ holds at \((p^0, x^0)\). Then, according to Theorem 5.5, the nonsmooth equation system

\[
\begin{bmatrix}
H & (C_{A^+} + A^0)^T \\
-C_{A^+} & 0_{|A^+| \times |(A^+| + |A^0|)}
\end{bmatrix}
\begin{bmatrix}
X \\
U_{A^+ \cup A^0, *}
\end{bmatrix}
= \begin{bmatrix}
-G \\
-F_{A^+}
\end{bmatrix},
\]

\[
U_{A^-, *} = 0_{|A^-| \times p},
\]

\[
\text{LMmin}(-F_{A^0} - C_{A^0} X, U_{A^0, *}) = 0_{|A^0| \times p},
\]

admits the unique solution \((X_L, U_L) \in \mathbb{R}^{(n+m) \times p}\) which are B-subdifferential elements of primal and dual variable solutions of (31) at \(p = p^0\):

\[
X_L \in \partial L \tilde{x}(p^0) \subset \partial B \tilde{x}(p^0)
\]

and

\[
U_L \in \partial L \tilde{\mu}(p^0) \subset \partial B \tilde{\mu}(p^0).
\]

(In this case, \(P = I_p\) is chosen.) Moreover, a B-subdifferential element of the objective-value function \(\phi\) at \(p = p^0\) is calculated as \(x^T H X_L \in \partial L \phi(p^0) \subset \partial B \phi(p^0)\).

6. Conclusions. Parametric sensitivities for NLPs exhibiting active set changes have been obtained. The primal and dual variables sensitivities are characterized by L-derivatives, which are computationally relevant (as elements of the B-subdifferential, M-subdifferential, and Clarke Jacobian) and calculated as the unique solution of an auxiliary nonsmooth and nonlinear equation system. The classical sensitivity theory of Fiacco and McCormick is recovered in the absence of active index set changes (i.e., strict complementarity). The regularity conditions on the NLPs are shown to be implied by LICQ and SSOSC and there is no competing theory for furnishing
computationally relevant generalized derivatives (i.e., B-subdifferential elements) of solutions of NLPs (and MiCPs). Often in practice a well-conditioned nonsingular (or even orthonormal) matrix is chosen for the directions matrix when calculating an LD-derivative. However, since LD-derivatives are well-defined for singular (or even nonsquare) directions matrices and satisfy a sharp chain rule, automatable computation of generalized derivative information in applications involving nonsmooth optimization problems with nonsmooth dynamical systems embedded (or vice versa) is possible. Though the minimum-function reformulation of the KKT system is used in this work, the theory developed here is without loss of generality in this regard as it can be extended to other NCP function reformulations.

As mentioned earlier, applying the theoretical tools used here to other types of mathematical programs (e.g., VIs and MPECs) is of interest going forward. The results in this article assume the computational costs associated with computing a KKT point and verifying its regularity are already incurred, as in the classical theory, since the focus here is the subsequent sensitivity analysis step. However, analyzing the computational complexity of computing sensitivities of solutions of NLPs using the theory in this article warrants investigation; choosing an appropriate value of $\beta_{\text{crit}}$ in Algorithm 1 requires consideration of the computational complexity of the cycling approach (which scales exponentially with the number of weakly active sets in the worst case) and the nonsmooth equation-solving approach (which is presently unclear). Using the sensitivity results here in model predictive control and dynamic optimization problems is another direction for future work.
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