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1. Introduction

1.1. Background

Probability distributions over rankings (or permutations) play a central role in the modeling and the design
of a wide range of practical systems, including systems for ranked elections, multiobject tracking, sport and
game rankings, prediction markets, and providing personalized recommendations. As an example, consider
the system for conducting ranked elections. In a ranked election, the objective is to determine the winning
ranking of the candidates as opposed to just the winning candidate. In such systems, distributions over
rankings can be used to describe the population preferences over the candidates. When there are N candidates
contesting the election, there are N! possible rankings of the candidates, and the probability associated with
each ranking is interpreted as the fraction of the population for which the particular ranking is the most
preferred ranking.

In practice, observed data provide only limited or partial information about the underlying distribution. The
challenge then is to estimate the complex distribution, which in the most generality, has O(N!) (or more
precisely, N! —1) unknowns, from far fewer data points. To overcome this challenge, one approach is to
assume that the distribution obeys a certain parametric form with few parameters (see Section 1.2 for details).
These parameters can then be estimated from the observed data. Although the parametric approach has found
great success in many applications, it suffers from model misspecification issues when the particular as-
sumptions fail to hold in an application at hand.

Another approach is to learn the simplest distribution consistent with the observations. This approach is
inspired by the ideas of signal compression in signal processing, in which large signals, such as image, audio,
and video files, are maintained in a compressed form and reconstructed as needed. Such compression, of course,
leads to loss in information. However, if the underlying signal has (an approximate) sparse decomposition in an
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appropriate basis, then the loss in information is small, and the original signal can be reconstructed from its
compressed version with high fidelity; see the discussion on compressed sensing in Section 1.3.1.

A definition of simplest distribution or probability mass function (PMF) is that it is well approximated by a
PMF with a sparse support. The support of a distribution comprises the rankings with nonzero probability
mass, and a PMF with a sparse support puts probability mass on only a few rankings. Assuming that the
underlying PMF is indeed sparse, we collect and maintain only partial information about the PMF and
reconstruct it as needed. The assumption of sparsity is well motivated in many practical contexts (Donoho
2006, Jagabathula and Shah 2011). For instance, in the context of ranked elections, sparsity assumption implies
that the population decomposes into a small number of types, with each type corresponding to a preferred
complete ranking of the candidates. Such an observation may be justified by noting that, although there are
several candidates, only a few criteria about them determine the preferred rankings of the population.

Motivated by this discussion, we consider the problem of reconstructing the sparsest PMF from first-order
partial information. The concrete setup is as follows. Suppose there are N items and a particular problem
context is modeled by a PMF A over the N! permutations or rankings. We collect and maintain partial in-
formation about the PMF in the form of the N X N first-order marginal matrix M, where the entry M;; is the
probability that item i is ranked at position j. Because A has about N! degrees of freedom and M has at most N>
degrees of freedom, multiple PMFs A are consistent with M. Assuming that the underlying PMF is indeed
sparse, we focus on the problem of finding the sparsest PMF A, the one with the smallest support size, that is
consistent with M. Our key objective is to propose a method with strong theoretical guarantees.

The first-order marginals are the most common type of partial information for the ranking PMF (see
Jagabathula and Shah 2011 for a discussion on other, more complex, types of partial information). In practice,
it is often easy to collect and maintain this information. For instance, in a ranked election setting, where N
candidates or options must be rank-ordered by a population of individuals, the population opinion can be
elicited by asking each individual from a representative sample if they rank candidate i at position j or not. By
contrast, it is cognitively more difficult for an individual to provide a complete ranking of all the N candidates,
increasing the chances of mistakes.

Another example comes from the multiobject tracking problem in which goal is track the identities of N
objects from noisy measurements of positions and identities. The positions of the objects are tracked by the
deployed sensors, but because of measurement noise, when two objects pass by a sensor at the same time, the
sensor can measure the positions of the two objects, but may confuse their identities. As a result, one can only
maintain a probability distribution over the mappings from the objects to their corresponding positions. Such
one-to-one mappings between two sets of the same number of elements are equivalent to rankings, so the
resulting probability distribution is an PMF on the N! rankings. Instead of maintaining the entire distribution,
one maintains only the first-order partial information and reconstructs the underlying PMF as needed.

Finally, betting markets also serve as sources of the first-order marginals. In horse racing or a ranked
election, there are N! possible outcomes. Therefore, a betting mechanism designed to aggregate information
about the probabilities of the possible outcomes cannot allow betting on all possible outcomes. A simpler
betting mechanism will allow the traders to bet on a collection of outcome pairs such as “candidate i will finish
at position j.” The resulting bids provide fist-order partial information, from which one wishes to recover the
underling PMF over all possible rankings. See Agrawal et al. (2008) for details on such a betting mechanism.

1.2. Related Prior Work

There is a large amount of literature devoted to learning structurally simple ranking PMFs from partial
observations. Most prior work has focused on parametric approaches. Given the nature of the topic, the
literature is quite diverse, and hence, it is not surprising that the same ranking model appears under different
names in different areas. In what follows, we provide a succinct overview of the literature.

1.2.1. Learning Parametric Models. To being with, the monograph by (Diaconis 1988, chapter 9) provides a
detailed history of most of the models and references given below. Most of the parametric models proposed in
the literature start with the observation that a ranking model is equivalently specified by the order statistics of
N random variables Yi,...,Yy. When items are products and the random variables Y;s are interpreted as
utilities assigned to products, the resulting model class is referred to a random utility based model.

In the simplest setting, it is assumed that Y; = u; + X; where the u; are parameters and the X; are inde-
pendent, identically distributed, random variables. Once the distributions of X;s are specified, the model is
specified. This class of models was proposed nearly a century ago by Thurstone (1927). A specialization of the
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above model when the X;s are assumed to be normal with mean 0 and variance 1 is known as the Thurstone-
Mosteller model. This is also known as the probit model.

Another specialization of the Thurstone model is realized when X;s are assumed to have Gumbel or logit
distributions (one of the extreme value distributions). This model has been credited differently across
communities. Holman and Marley established that this model is equivalent (see Yellott (1977) for details) to a
generative model where the N objects have positive weights w;, ..., wy associated with them, and a random
permutation of these N objects is generated by recursive selection (without replacement) of objects in the first
position, second position and so on with selection probabilities proportional to theirs weights. As per this, the
probability of object i being preferred over object j (i.e., object i is ranked higher compared with object j) is
w;/(w; + w;). The model in this form is known as the Luce model (Luce, 1959) and the Plackett model (Plackett,
1975)." In the context when the partial observations are choice observations (i.e., the observation that an item
is chosen from an offered subset of items), this model is called the multinomial logit model (MNL) after
McFadden (1973), who called it conditional logit; also see Debreu (1960).

The MNL model is of central importance for various reasons. It was introduced by Luce to be consistent
with the axiom of independence from irrelevant alternatives (IIA). The model was shown to be consistent with the
induced preferences assuming a form of random utility maximization framework whose inquiry was started
by Marschak (1959) and Marschak and Radner (1972). Very early on, simple statistical tests and simple
estimation procedures were developed to fit such a model to observed data (McFadden 1973). The IIA
property possessed by the MNL model is not necessarily desirable as evidenced in many empirical scenarios.
Despite such structural limitations, the MNL model has been widely used across application areas primarily
because of the ability to learn the model parameters easily from observed data. For example, see Ben-Akiva
and Lerman (1985) and McFadden (1981, 2000) for applications in transportation and Guadagni and Little
(1983) and Mahajan and van Ryzin (1999) for applications in operations management and marketing.

With the view to addressing the structural limitations of the MNL model, a number of generalizations to this
model have been proposed over the years. Notable among these are the so-called nested MNL model and
mixtures of MNL models (or MMNL models). These generalizations avoid the IIA property and continue to be
consistent with the random utility maximization framework at the expense of increased model complexity; see
Ben-Akiva (1973), Ben-Akiva and Lerman (1985), Boyd and Mellman (1980), Cardell and Dunbar (1980), and
McFadden and Train (2000) for examples. The interested reader is also referred to an overview article on this
line of research by McFadden (2000). Although generalized models of this sort are in principle attractive, their
complexity makes them difficult to learn while avoiding the risk of overfitting. More generally, specifying an
appropriate parametric model is a difficult task, and the risks associated with mis-specification are costly in
practice. For an applied view of these issues, see Bartels et al. (1999), Debreu (1960), and Horowitz (1993).
Thus, although these models are potentially valuable in specific well-understood scenarios, the generality of
their applicability is questionable.

Most of the development in the utility-based models has occurred in the context when the partial ob-
servations are choice observations. Within this context, these models are also called choice models. With a
focus on first-order marginals, our work differs from the previous body of work not only in eliminating
parametric assumptions but also in the type of the partial observations considered.

As an alternative to the MNL model (and its extensions), one might also consider the parametric family of choice
models induced by the exponential family of distributions over permutations. These may be viewed as the models
that have maximum entropy among those models that satisfy the constraints imposed by the observed data. The
number of parameters in such a model is equal to the number of constraints in the maximum entropy optimization
formulation, or equivalently the effective dimension of the underlying data (Koopman 1936, Koopman-Pitman-
Darmois theorem). This scaling of the number of parameters with the effective data dimension makes the ex-
ponential family obtained via the maximum entropy principle very attractive. Philosophically, this approach
imposes on the model only those constraints implied by the observed data. On the flip side, learning the parameters
of an exponential family model is a computationally challenging task (Crain 1976, Beran 1979, Wainwright and
Jordan 2008) because it requires computing a partition function possibly over a complex state space.

1.2.2. Learning Nonparametric Models. Parametric models either impose strong restrictions on the structure of
the model and/or are computationally challenging to learn. To overcome these limitations, we consider a
nonparametric approach to learning the model from the observed first-order marginals.

The given partial data most certainly does not completely identify the underlying model. There are multiple
models that are (near) consistent with the given observations, and we need an appropriate model selection
criterion. In the parametric approach, one uses the imposed parametric structure as the model selection criterion.
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On the other hand, in the nonparametric approach considered in this paper, we use simplicity, or more precisely
sparsity (support size of the distribution), as the criterion for selection: specifically, we select the sparsest model
or the distribution with the smallest support size from the set of models that are (near) consistent with the
observations. This nonparametric approach was first proposed by Jagabathula and Shah (2008, 2011) and
developed further by Farias et al. (2009, 2013). Following Farias et al. (2009, 2013) and Jagabathula and Shah
(2008, 2011), we restrict ourselves to observations that are in the form of first-order marginals.

A major issue with the identification of sparse models from marginal information is the associated
computational cost. Recovering a distribution over permutations of N objects, in principle, requires identifying
probabilities of N! distinct permutations. The first-order marginal information can be thought of as a linear
projection of the ranking model on the (N — 1)* dimensional space. Thus, finding a sparse model consistent
with the observations is equivalent to solving a severely under-determined system of linear equations with N!
variables, with the aim of finding a sparse solution. As a result, at a first glance, it appears that the com-
putational complexity of any procedure should scale with the dimension of the variable space, N!.

In Farias et al. (2009, 2013) and Jagabathula and Shah (2008, 2011), the authors identified the so-called
signature condition on the space of ranking models and showed that whenever a model satisfies the signature
condition and noiseless marginal data are available, it can be exactly recovered in an efficient manner from
marginal data with computation cost that scales linearly in the dimension of the marginal data ((N — 1)? for
first-order marginals) and exponentially in the sparsity of the model. Indeed, for sparse models, this is
excellent. The authors also established that the signature condition is necessary for the recovery of the
underlying model, in that if the underlying model does not satisfy the signature condition, then the sparsest
model consistent with the observed data are not unique, resulting in nonidentification. Finally, they also
established that the signature family (the family of ranking models satisfying the signature condition) is dense in
the space of sparse models: a randomly chosen model with a small enough sparsity (support size) satisfies the
signature condition with a high probability. The precise sparsity scaling depends on the type of marginal data
available; for instance, for the first-order marginals, the authors show that a randomly generated model with
sparsity up to O(N log N) satisfies the signature conditions. In summary, the works of Farias et al. (2009, 2013)
and Jagabathula and Shah (2008, 2011) provide a complete characterization of the exact recovery of underlying
sparse models from noise-free partial observations: the true model can be recovered if and only if it belongs to
the signature family, and if does belong to the signature family, then it can be recovered efficiently.

1.3. Our Contributions

The main contribution of this paper is to extend prior works (Jagabathula and Shah 2008, 2011; Farias et al.
2009, 2013) to the settings where (a) the available data are not noise free or (b) the underlying model is not
sparse. These settings are, of course, closer to practice. Specifically, we consider the problem of finding the
sparsest model that is near consistent with—or equivalently, within a distance ¢ of—the first-order marginal
data. We discuss how our methods and results extend to general types of marginal information at the end.

Our objective is to provide strong recovery guarantees and design computationally efficient algorithms.
Specifically, we consider the following questions: (a) if the underlying model is K sparse and belongs to the
signature family, how can we recover it from noisy first-order information in an efficient manner? (b) If the
underlying model does not belong to the signature family and is perhaps even dense, how good is a sparse
approximation from the signature family?

The first question pertains to efficient recovery of a sparse model from the signature family when there is
noise in the observations. Without any restrictions, a brute-force exhaustive search is the only possible way to
recover the sparsest model. Such an exhaustive search has (’}f) ~ exp(O(KN log N)) computational complexity,
scaling exponentially in N. Furthermore, prior work (Jagabathula and Shah 2008, 2011; Farias et al. 2009, 2013)
has shown that, even in noise-free settings, it is necessary for the ranking model to belong to the signature
family for efficient recovery to be possible, and the signature family is dense in the class of sparse models.
Motivated by these reasons, we restrict our search to the signature family of distributions. Although existing
work has proposed algorithms to recover ranking models from the signature family in noise-free settings,
these algorithms do not extend to noisy settings. In fact, it is a priori unclear if even the signature family lends
itself to an efficient search. We show that the signature family can indeed be searched efficiently.

To elaborate on our result, note that the space of first-order marginal information is equivalent to the space
of doubly stochastic matrices (this equivalence is explained in detail in subsequent sections). Given this,
finding the sparsest model in the signature family that is near consistent with the given first-order marginal
information is equivalent to determining the convex decompositions (in terms of permutations) of all doubly
stochastic matrices that are within a ball of small radius around the given observation matrix and choosing
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the sparsest convex decomposition. It follows from Birkhoff-von Neumann’s celebrated result (Birkhoff 1946,
von Neumann 1953) that a doubly stochastic matrix belongs to an (N — 1)* dimensional polytope, also called
the Birkhoff polytope, with the permutation matrices as the extreme points and that there is an efficient
description of the polytope.

By exploiting the structures of the Birkhoff polytope and the signature family and adapting the multi-
plicative weights update framework of Plotkin-Shmoys-Tardos (Plotkin et al. 1995), we are able to devise a
novel algorithm that reduces the problem of finding a K-sparse model within the signature family that is near
consistent with the given first-order marginal information into solving a sequence of linear programs, each of
which can be efficiently solved. The algorithm is described in detail in the proof of Theorem 1. Our algorithm
finds a model with sparsity at most O(¢~2K log N) in the signature family in time exp(®(K log N)) if there exists a
model in signature family with sparsity K that approximates the data well; here, ¢ is the approximation error.

The complexity exp(®(KlogN)) is exponentially smaller than the brute-force exp(®(KNlogN)) complexity
noted previously. This result is similar in spirit to many of the recently developed sparse model learning
methods under the framework of compressed sensing, which establish that a sparse model can be learned
efficiently by solving a convex program.

The second question pertains to the generality of the signature family in the space of all ranking models. In
particular, is there a sparse enough model in the signature family that is near consistent with the marginal
information from a broad class of models? We establish that for a very large class of models, including very
dense models such as the models from the MNL or exponential family, there exists a model of sparsity
O(N/&?) in the signature family that is within ¢ (in £, norm) of the first-order marginals generated by the
underlying model (see Theorem 2).

To put the sparsity bound of N/e? in perspective, our problem involves obtaining the sparsest convex
decomposition of a point in the Birkhoff polytope. It follows from Caratheodory’s theorem that it is possible to
find a convex decomposition of any doubly stochastic matrix with at most (N — 1)* + 1 extreme points, which
in turn implies that the sparsest model consistent with the observations has a support of at most
(N =1)* +1 = ©(N?). Of course, the sparsity bound of O(N/&?) is significantly smaller than @(N?). The reason
is that if we allow for an ¢ error, we can shave off a factor N from the sparsity bound. Specifically, we establish
that in as much as first-order marginals are concerned, any ranking model can be ¢-approximated by a model
(not necessarily in the signature family) with sparsity or support size O(N/¢?). More precisely, we show that any
nonnegative valued doubly stochastic matrix can be e-approximated in the £, sense by a convex combination
of O(N/&?) permutation matrices (Theorem 3). In such generality, we show that the bound O(N/&?) is tight
(in the scaling of N) by exhibiting a doubly stochastic matrix that requires Q(N) sparsity to guarantee e-error.

Combining the results of Theorems 2 and 3, we note that even with the restriction to the signature family,
the sparsity scaling is still O(N/&?), implying that we are not losing much as far as the worst-case sparsity
scaling is concerned. We also argue in Section 3 after the statement of Theorem 3 that picking an arbitrary
solution consistent with the observations most certainly will result in ©(N?) sparsity, which is significantly
suboptimal with respect to the optimal sparsity of O(N/&?).

We establish the effectiveness of our approach by applying our sparse model learning procedure to the well-
studied ranked election data of the American Psychological Association (APA) (i.e., the data used by in
Diaconis 1989). Interestingly enough, through sparse model approximation of the election data, we find
structural information in the data similar to that unearthed by Diaconis (1989). The basic premise in
Diaconis (1989) was that by looking at linear projections of the ranked election votes, it may be possible to
unearth hidden structure in the data. Our sparse approximation captures similar structural information from
projected data suggesting the utility of this approach in unearthing nonobvious structural information.

We also test the decision accuracy of the sparse model on the classical assortment optimization problem,
which deals with the decision of determining the revenue maximizing subset of products from a universe of N
products. Demand is modeled in these settings using a distribution A over the rankings of the N products. Each
ranking denotes a preference ordering over the products. When a customer is offered a subset S of products,
she is assumed to sample a ranking ¢ from A and choose the most preferred offered product. We compare the
revenue under the optimal assortment and that under the assortment computed using the sparse distribution.
We observe that the loss in revenues from using the sparse distribution is no more than 3.3% on average.

1.3.1. Thematic Relation: Compressed Sensing. This work is thematically related to the recently devel-
oped theory of compressed sensing and streaming algorithms and further to classical coding theory and
signal processing (Shannon 1949, Nyquist 2002). In the compressive sensing literature (Candes and Tao 2005;
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Candes and Romberg 2006; Candes et al. 2006a, b; Donoho 2006), the goal is to estimate a signal by means of a
minimal number of measurements. Operationally this is equivalent to finding the sparsest signal consistent
with the observed (linear) measurements. In the context of coding theory, this corresponds to finding the most
likely transmitted code word given the received message (Reed and Solomon 1960, Gallager 1962, Sipser and
Spielman 1996, Luby et al. 2001). In the context of streaming algorithms, this task corresponds to maintaining a
minimal data structure to implement algorithmic operations (Tropp, 2004, 2006; Cormode and Muthukrishnan
2006; Gilbert et al. 2007; Berinde et al. 2008). Despite the thematic similarity, existing approaches to com-
pressive sensing are ill-suited to the problem at hand; see Jagabathula and Shah (2011), where the authors
establish that the generic restricted null space condition—a necessary and sufficient condition for the success of
the convex optimization in finding sparsest possible solution—is not useful in the setting considered here. In a
nutshell, the projections of the signal we observe are a given as opposed to being a design choice. Put another
way, the present paper can be viewed as providing a nontrivial extension to the theory of compressive sensing
for the problem of efficiently learning distributions over permutations.

1.4. Organization

The rest of the paper is organized as follows. In Section 2, the precise problem statement along with the
signature condition is introduced. We also introduce the MNL and exponential family parametric models. The
main results of this paper are stated in Section 3. These results are established in Section 4. In Section 5, we
study the application of our results to the popular APA and sushi data sets. Using a simple heuristic motivated
by the signature condition, we learn sparse approximations of the observed data. We show that the sparse
approximations can capture nontrivial structure present in the data and can also lead to accurate decisions.
Finally, we conclude in Section 6 with a discussion on how the methods we propose for first-order marginal
data extend to general types of marginal data.

2. Setup
Given N objects or items, we are interested in a ranking model or distribution over permutations of these N
items. Let Sy denote the space of N! permutations of these N items. A ranking model (equivalently, a
distribution over Sy) can then be represented as a vector of N! dimension with nonnegative components, all of
them summing up to 1. The observations we consider here are the marginal distributions of the choice model.
Specifically, throughout this paper, we primarily restrict ourselves to first-order marginal information. We
point out how our results extend to general marginal information in the discussion (Section 6).

More precisely, let A denote a ranking model or a distribution over Sy. Then, the first-order marginal
information, M(A) = [M;;(A)], is an N x N doubly stochastic matrix with nonnegative entries defined as

Mij(/\) = Zsl /\(O)l{g(z‘)=]'}/

where o € Sy represents a permutation, o(i) denotes the rank of item i under permutation o, and 1, is the
standard indicator with 14} =1 and g1} = 0.

We assume that there is a ground-truth model A and the observations are a noisy version of M. Specifically,
let the observations be D =M+ 1 so that |||, <0 for some small enough 6 >0, where |||, denotes the
Frobenius norm

N
2 _ 2
lInll; = Z Mij-
ij=1

Without loss of generality, we assume that D is also doubly stochastic (or else, it is possible to transform it into
that form). The goal is to learn a distribution A over Sy so that it’s first-order marginal M(/) approximates D
(and hence M) well and the support of A, ||Ally is small. Here

IAllo2 {0 € S : A(a) > O}

Indeed, one way to find such A is to solve the following program: for a choice of approximation error ¢ > 0,

minimize ||u|], over ranking models u

1
such that [|[M(u) - Dl < e. )

Suppose the sparsest solution has sparsity K. Then, as noted previously, a brute-force exhaustive search is the
only possible way to recover the sparsest model when there are no additional restrictions, and such an



Farias, Jagabathula, and Shah: Sparse Preference Lists
Stochastic Systems, 2020, vol. 10, no. 4, pp. 335-360, © 2020 The Author(s) 341

approach has (') ~ exp(@(KN log N)) computational complexity, scaling exponentially in N. The question then
is whether this could be improved on significantly.

2.1. Question 1
Is it possible to solve (1) with a running time complexity that is far better than O(exp(KNlog N)), at least for a
reasonable large class of observations D?

We obtain a faster algorithm by restricting our search to models that belong to the signature family that was
introduced in earlier work (Jagabathula and Shah 2008, 2011; Farias et al. 2009, 2013), defined as follows:

2.1.1. Signature Family. A distribution A is said to belong the signature family if for each permutation ¢ that is
in the support (i.e., A(o) > 0) there exist an pair i, j such that (i) = j and ¢’(i) # j for any permutation ¢’ in the
support. Equivalently, for every permutation ¢ in the support of A, there exists a pair 7, j such that o ranks 7 at
position j, but no other permutation in the support ranks i at position j.

The above definition states that each element in the support of A has its signature in the data. In other
words, we solve the following program instead:

minimize ||ully over ranking models in signature family p

such that [[M(u) —Dl|, < e. @
The structure of the family allows for efficient search. In particular, we show that the program (2) can be
solved approximately with computational complexity scaling polynomially in N but exponentially in K, where
K is the optimal value of (2).
Given that we can efficiently search the signature family for sparse solutions, the next natural question is
how general the signature family is.

2.2. Question 2
Is there a sparse enough model in the signature family that is near consistent with the marginal information
from a broad class of ranking models?

We answer this question by showing that when the underlying ranking model is the MNL model or the
exponential family of models, then there exists a ranking model of sparsity O(N/¢?) in the signature family
that is within ¢ (in £, norm) of the first-order marginals generated by the underlying model. We now describe
the two parametric models, MNL and exponential family, before we describe our answers to the previ-
ous questions.

2.2.1. MNL Model. Here we describe the version of the model as introduced by Luce (1959) and Plackett (1975).
This is a parametric model with N positive valued parameters, one each associated with each of the N items.
Let w; > 0 be parameter associated with item i. Then the probability of permutation ¢ € Sy is given by
(Marden 1995)

Py(0) = @)

= Yo 1(j)
=1

j=1 Wort(j) ¥ Wor(jer) T T Wory '
Above, o71(j) =i if o(i) = .

2.2.2 Exponential Family Model. Now we describe an exponential family of distributions over permutations.
The exponential family is parameterized by N? parameters 0; for 1 <i,j < N. Given such a vector of pa-
rameters 0, the probability of a permutation ¢ is given by

1<ij<N

1
= ———ex Oijoij |, (4)
Z(Q) p(]g%;l\] ] ])
where Z(0) = Y oes, exp(Zi<ijen 0505); 0 = 1 if and only if (iff) o(i) = j and 0;; = 0 otherwise. It is well known
that with respect to the space of all first-order marginal distributions, the previously described exponential
family is dense. Specifically, for any doubly stochastic matrix (the first-order marginals) M = [M;;] with M;; > 0
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for all i, , there exists O € RN*N so that the first-order marginal induced by the corresponding exponential family is
precisely M. An interested reader is referred to, for example, Wainwright and Jordan (2008) for details on this
correspondence between parameters of exponential family and its marginals.

3. Main Results
As the main results, we provide answers to the two questions raised above. We provide the answers to each of
the questions in turn.

3.1. On Question 1 (Efficient Algorithm to Solve (1))

We show that by restricting ourselves to the signature family, we can improve the running time complexity
from O(exp(®(KNlogN)) (when using the brute-force algorithm) to O(exp(®(KlogN)))—effectively shaving
off a factor of N from the exponent—to obtain an approximate solution. More precisely, we can establish the
following result.

Theorem 1. Given a noisy observation D and ¢ € (0,1/2), suppose there exists a model A in the signature family such that
IAlly = K and ||D = M(A)||, < &. Then, we can find a solution A such that ||A]l, = O(e72Klog N) and ||D — M(M)]|,, < 2¢
with a running time complexity of exp(@(Klog N)).

The proof of Theorem 1 is constructive in the sense that it proposes an algorithm to find a sparse model with
the stated guarantees. The algorithm uses structural properties of the Birkhoff polytope and the models in the
signature family along with an adaptation of the multiplicative weights update framework of Plotkin-Shmoys-
Tardos (Plotkin et al. 1995) to reduce (2) into a sequence of linear programs, each of which can be solved
efficiently. The result of Theorem 1 establishes that as long as there is a model of sparsity K in the signature
family that is an e-fit to the observations D, we can shave off a factor of N in the exponent from the running
time complexity at the cost of introducing a factor of log N in the sparsity.

The theorem applies to any combination of K and ¢ that satisfy the conditions of the theorem. Therefore, the
computational effort expended can be controlled by running the algorithm with a smaller value of K, but at the
expense of a worse approximation guarantee &.

3.2. On Question 2 (Generality of the Signature Family)

The guarantee of Theorem 1 is contingent on the existence of a sparse model in the signature family that is an
e-fit to the data. It is natural to wonder if such a requirement is restrictive. Specifically, given any doubly
stochastic matrix D, there are two possibilities. First, it may be the case that there is no model in the signature
family that is an e-fit to the data; in such a case, we may have to lose precision by increasing ¢ in order to
find a model in the signature family. Second, even if there did exist such a model, it may not be sparse enough;
in other words, we may end up with a solution in the signature family whose sparsity scales like @(N?). Our
next result shows that both scenarios described previously do not happen; essentially, it establishes that the
signature family of models is dense enough that for a large class of data vectors, we can find a sparse enough
model in the signature family that is an e-fit to the data. More specifically, we can establish that the signature
family is dense as long as the observations are generated by an MNL model or an exponential family model.

Theorem 2. Suppose D is a noisy obseruvation of first-order marginal M(A) with ||[D — M(A)||, < € for some € € (0,1/2) and
model A such that

1. either A is an MNL model with parameters wy, ..., wy (and without loss of generality wy < wp < ... < wy) such
thatfor L = N° for some 6 € (0,1);

N vlog N 5)

— —_ 4
25 we N

2. or A is an exponential family model with parameters O such that for any set of four distinct tuples of integers (i, j1),
(i2,,j2), (i3,3), and (ig,js) (with 1 < iy, jx <N for 1 <k <4)

exp(@im + Qizjz) <
OPWGiji + Yip) oo N, ©6)
exp(6i3j3 + 9,'4]‘4) &

Then, there exists a A in the signature family such that: ||D — M)\, <2e and ||Ally = O(N/€2).
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Remark. The conditions (5) and (6) can be further relaxed by replacing 1/log N (in both of them) by Clog N/&? for an
appropriately chosen (small enough) constant C > 0. For the clarity of the exposition, we have chosen a somewhat
weaker condition.

We have established in Theorem 2 that (under appropriate conditions) the rich families of MNL and
exponential models can be approximated by sparse models in signature families as far as first-order marginals
are concerned. Both families induce distributions that have full support. Thus, if the only thing we care about
are first-order marginals, then we can just use sparse models in the signature family with sparsity only O(N)
(ignoring ¢ dependence) rather than distributions that have full support.

The conditions (5) and (6) imply that for dense distributions under the MNL and the exponential family
models to be approximated by a sparse distribution in the signature family, the dense distribution cannot
be too spiky and must be close to the uniform distribution. Intuitively, we need such a condition because
of the following reason. The permutations in the support of a distribution belonging to the signature fam-
ily must each have a signature edge, for which the permutations should all be well separated or spread
out. Therefore, a member of the signature family will be able to approximate the underlying dense
distribution only if the dense distribution is also spread out or, equivalently, if the dense distribution is close to a
uniform distribution.

To understand these conditions better, let us focus on condition (5). It can be seen that for this condition to
be satisfied, it is sufficient for wy/w; < +/log N. That is, the largest and smallest attraction values are no more
than a factor of /log N apart. This condition is satisfied in settings where there is sufficient heterogeneity in
population preferences such that each item is preferred by a nontrivial fraction of the population. Such a
condition will be satisfied, for instance, in a market with horizontally differentiated products (say, different
flavors of the same product) or when we restrict our attention to a subset of popular items. As an example, in
Section 5, we discuss the APA ranked election setting in which the population votes for five candidates. It can
be seen from Figure 1 that there is no clear consensus among the population on any particular rank ordering of
candidates and the distribution is very spread out.

To put the sparsity bound O(N/¢?) in context, we establish that given any doubly stochastic matrix D and
¢ >0, there exists a model A with sparsity O(N/&?) such that |[M(A) - Dl|, < ¢. Thus, we show that by
allowing a small error of ¢, one can obtain a significant reduction from ®(N?) to O(N/&?) in the sparsity of the
model that is needed to explain the observations. More precisely, we have the following theorem.

Theorem 3. For any doubly stochastic matrix D and ¢ € (0,1), there exists a model A such that ||Ally < N/&* and
IM(A) - Dll, < e.

Figure 1. Comparison of the CDFs of the True Distribution and the Sparse Approximation We Obtain for the APA Data Set
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Note. The x axis represents the 5! = 120 different permutations, ordered so that nearby permutations, are close to each other with respect to the
pairwise transposition distance.
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We emphasize here that this result holds for any doubly stochastic matrix D. In such generality, this result
is in fact tight in terms of the dependence on N of the required sparsity. To see that, consider the uniform
doubly stochastic matrix D with all of its entries equal to 1/N. Then, any model A with o(N) support can
have at most N *0(N) = o(N?) nonzero entries, which in turn means that the ¢, error |[M(A) — D||, is at least
V(N2 —0(N?))/N? ~ 1 for large N.

In the light of Theorem 3, the sparsity scaling of O(N/¢?) that we established in Theorem 1 implies that we
are not losing much in terms of worst-case sparsity scaling by the restriction to the signature family.

The result of Theorem 3 also justifies why picking an arbitrary model (by solving the convex relaxation,
obtained by replacing the {p-norm by the {;-norm, of the program in (1)) can be significantly suboptimal for
our problem. Specifically, suppose we are given a doubly stochastic matrix D and a tolerance parameter ¢ > 0.
Then, all the consistent models A, which satisfy |[M(A) — D||, < ¢, have the same ¢; norm. We claim that most of
such consistent models A have sparsity ©(N?). More precisely, following the arguments presented in the proof
of Farias et al. (2013, theorem 1), we can show that the set of doubly stochastic matrices D such that |D — D||, < ¢
and can be written as M(A) = D for some model A with sparsity K < (N —1)* has an (N —1)> dimensional
volume of zero. It thus follows that picking an arbitrary consistent model A will most certainly yield a model
with sparsity ©(N?); this is a factor N off from the sparsest solution, which has a sparsity of O(N) (ignoring the
¢ dependence).

We prove Theorem 3 in Section 4 using the probabilistic method. An alternate way to obtain a sparsity
bound is to use the Frank-Wolfe (FW) theory (see Jaggi 2013 and references therein). The FW algorithm is an
iterative algorithm designed for constrained convex optimization. In each iteration, the algorithm linearizes
the convex objective at the current iterate and then moves toward the minimizer of the linear approximation
over the constraint space. To apply the FW theory, we can obtain an approximate convex decomposition of a
doubly stochastic matrix D by solving the following convex program

minimize ||M - D|} over M
such that M e Birkhoff polytope. (7)

Because the Birkhoff polytope has an efficient description, this convex program can be solved efficiently using
the FW algorithm. In each iteration, the FW algorithm adds at most one permutation to the solution, because,
after K iterations, the algorithm finds a solution with sparsity at most K. (Jaggi 2013, theorem 1) shows that the
FW algorithm obtains an ¢ approximation in |||, norm in C/&? iterations, where C is the curvature constant.
When the objective function is |||[3, the curvature constant can be shown to be equal to the twice of the
diameter of the Birkhoff polytope:

C = maximize 2||X-Y|} over X,Y
such that X,Y are doubly stochastic.

Because |X;; — Yj| <1 for all 1 <i,j <N, a trivial upper bound for C is 2N?, which gives a O(N?/¢?) sparsity
bound. Clearly, this is a factor N off from the bound of O(N/ £2) we derived in Theorem 3. A more careful
argument provides us with a tighter bound. Note that

IX-YIB= > (Xj-Yy)* < > [Xy—Yyl< > (Xy+Yy)=2N,
1<7j<N 1<ij<N 1<ij<N

where the first inequality follows because 0 < |X;; — Y| <1 for all 1 <i,j <N, the second inequality follows
from the triangle inequality for |-|, and the last equality from 3;; Xj; = 3;; Y;; = N. We thus obtain the upper
bound C < 4N, resulting in the sparsity guarantee 4N/&?, which is a factor 4 off the guarantee we obtain in
Theorem 3.

The FW theory does not provide any tightness guarantee for the sparsity bound of 4N/¢?. However, as we
argued above, O(N/&?) sparsity bound is indeed tight. Moreover, solving the program in (7) can provide a
significantly suboptimal solution to (1), especially when the optimal sparsity is < N.
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Finally, the guarantee of Theorem 1 cannot be obtained by applying the FW algorithm to solve the problem
in (7) by replacing the objective function with |[M — D||,, because the curvature constant for the || - ||, norm
is unbounded.

In the next sections, we present the proofs of Theorems 1-3 before we present the results of our empir-
ical study.

4. Proofs

4.1. Proof of Theorem 1

We are given a doubly stochastic observation matrix D. Suppose there exists a model u in the signature family
such that ||u|ly = K and ||[M(u) — DJ|, < ¢. Then, the algorithm we describe finds a model A such that ||A||, =
O(¢72Klog N) and IM(A) — DJ|, < 2¢ in time exp(®(KlogN)). The algorithm proposes a way to search over the
signature family efficiently. Before we describe the algorithm, we introduce a representation of the models in
the signature family, which allows us to reduce the problem into solving a collection of linear programs (LPs).

4.1.1. Representation of the Signature Family. We start by developing a representation of models from the
signature family that is based on their first order marginal information. All the relevant variables are rep-
resented as vectors in N? dimension. For example, the data matrix D = [Dj] is represented as an N? di-
mensional vector with components indexed by tuples for the ease of exposition: D;; will be denoted as D;; and
the dimensions will be ordered as per the lexicographic ordering of the tuples, that is, (i,j) < (7,) iff i <7 or
i=1i and j <j. Therefore, D in a column vector form is

D = [D(l/]) D(1/2) “e D(LN) D(Z,l) e D(N,N)]T.

In a similar manner, we represent a permutation ¢ € Sy as a 0-1 valued N? dimensional vector as ¢ = [0;]
with o(;; =1 if 0(i) = j and 0 otherwise.

Now consider a model in the signature family with support K. Suppose it has the support o!,...,cX with
their respective probabilities py, ..., px. Because the model belongs to the signature family, the K permutations
have distinct signature components. For each k, let (i, jx) be the signature component of permutation ¢* so that
o (ix) = ji (ie., G]{ik’jk) =1) but ¥ (it) # ji (i-e., 0l = 0) for all K’ # k and 1 <k’ < K. Now let M = [M;)] be the
first-order marginals of this model. Then, it is clear from our notation that M ;) = px for 1 <k < K and M,
is a summation of a subset of the K values py,...,pk, for any other (i,j), 1 <i,j <N.

The previous discussion leads to the following representation of a model from the signature family. Each
model is represented by an N? x N? matrix with 0-1 entries, say Z = [Z )] for 1 <i,j,7,7 < N:in Zg i )
the index (i, j) represents the row index and the index (i’,j’) represents the column index. The ranking model
with support K is identified with its K signature components (i, ji), 1 <k < K. The corresponding Z has all
N? — K columns corresponding to indices other than these K tuples equal to 0. The columns corresponding to
(ix,jx), for all 1 <k <K, indices are nonzero with each column representing a permutation consistent with
signature condition: for each (i, jx), 1 <k <K,

Z( )y €01}, forall 1<ij<N, ®)
7 () (i) = 1, 9)
Zipio) =0 1 () € (i jie) : 1<K <K, K # Kk}, (10)
N N
Z Z(i,[)(ikrjk) = 1, Zz(f,j)(ik,jk) = 1, forall 1< l,] <N. (11)
(=1 =1

Observe that (9) and (10) enforce the signature condition, whereas (11) enforces the permutation structure. In
summary, given a set of K distinct pairs of indices, (i, jx) for 1 <k < Kwith 1 < i, jx <N, (8)—(11) represent the
collection of all possible sets of permutations in the signature family with these indices as their signa-
ture components.

Given the previous representation, the problem of finding a model of support K within the signature family
that is within an e-ball of the observed first-order marginal data, D, may be summarized as finding a Z
satisfying (8)—(11) and, in addition, satisfying ||D — ZD||, < ¢. The remainder of this section will be devoted to
solving this problem tractably.
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4.1.2. Efficient Representation of the Signature Family. Indeed, a signature family model with support K can, in
principle, have any K of the N? possible tuples as its signature components. Therefore, one way to search the
signature family for models with support K is to first pick a set of K tuples (there are (N ) such sets) and then
for that particular set of K tuples, search among all Zs satisfying (8)—(11). It will be the complexity of this
procedure that essentially drives the complexity of our approach. To this end we begin with the following
observation: the problem of optimizing a linear functional of Z subject to the constraints (8)—(11) is equivalent
to optimizing the functional over the constraints:

Z(ijGii) €011, forall 1<ij<N, (12)
L) ioie) = 1 (13)
Zij)Gj) =0 if (i) € {(ie.ji) : 1<K <K, K #K}, (14)
N N
;Z(i,f)(ik,jk) = 1, ;Z([,j)(ik,jk) = 1, forall 1< l,] <N. (15)
=1 =1

It is easy to see that the points described by the set of Equations (8)—(11) are contained in the polytope
described by Equations (12)—(15). Thus, in order to justify our observation, it suffices to show that the polytope
is the convex hull of points satisfying (8)-(11). However, this immediately follows from the Birkhoff-Von
Neumann theorem.

4.1.3. Searching the Signature Family. We now describe the main algorithm that will establish the result of
Theorem 1. The algorithm succeeds in finding a model A with sparsity ||/\||O = O(¢7?KlogN) and error IM(A) —
D||,, < 2¢ if there exists a model p in signature family with sparsity K that is near consistent with D in the sense
that [|[M(u) — D||, < & (note that || - ||, < || - |l). The computation cost scales as exp(©(KlogN)). Our algorithm
uses the so-called multiplicative weights algorithm used within the framework developed by Plotkin et al. (1995)
for fractional packing (also see Arora et al. 2012). The algorithm starts by going over all possible (N ) subsets of
possible signature components in any order until the desired choice model A is found or all the possible
subsets are exhausted. In the latter case, we declare the infeasibility of finding a K sparse model in the
signature family that is near consistent. Now consider any such set of K signature components, (i, jx) with
1 <k < K. By the definition of the signature family, the values Dy; ;, for 1 <k < K are probabilities of the K
permutations in the support. Therefore, we check if 1 —¢ < 3¢, Dy ;) < 1+ €. If not, we reject this set of K
tuples as signature components and move to the next set. If yes, we continue toward finding a model with
these K as signature components and the corresponding probabilities.

The model of interest to us, and represented by a Z satisfying (8)—(11), should be such that D = ZD. Put
another way, we are interested in finding a Z such that

K
. 2
D(i,j) —-¢ < kE Z(l])(lk]k)D(lk]k) D(z]) +¢&, forall 1<i ] < N7, (16)

Z satisfies (8) — (11). (17)

This is precisely the setting considered by Plotkin-Shmoys-Tardos (Plotkin et al. 1995): Z is required to
satisfy a certain collection of difficult linear inequalities (16) and a certain other collection of easy convex
constraints (17) (easy, because these constraints can be replaced by (12)—(15), which provide a relaxation with
no integrality gap as discussed earlier). If there is a feasible solution satisfying (16) and (17), then the
procedure in Plotkin et al. (1995) finds a Z that satisfies (16) approximately and (17) exactly. Otherwise, the
procedure provides a certificate of the infeasibility of the program; that is, a certificate showing that no
signature choice model approximately consistent with the data and with the K signature components in
question exists. We describe the precise algorithm next.

For ease of notation, we denote the choice model matrix Z of dimension N? x N2 (effectively N2 x K) by a
vector z of KN? dimension; we think of (16) as 2N? inequalities denoted by Az > b with A being a 2N? x KN?
matrix and b being a 2N? dimensional vector. Finally, the set of z satisfying (17) is denoted %. Thus, we are
interested in finding z € % such that Az > b.

The framework in Plotkin et al. (1995) essentially tries to solve the Lagrangian relaxation of Az > b over z € P
in an iterative manner. To that end, let p, be the Lagrangian variable (or weight) parameter associated with
the (th constraint alz > b, for 1 < ¢ < 2N? (where a, is the {th row of A). We update the weights iteratively:
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lett € {0,1,...} represent the index of the iteration. Initially, t = 0 and p,(0) = 1 for all £. Given p(t) = [p(t)], we
find z' by solving the linear program

maximize > pe(t)(ajz - by)
14
over z € co(P). (18)

By our earlier discussion, co(?) is the polyhedron defined by the linear inequalities (12)—-(15), so that optimal
basic solutions to the LP above are optimal solutions to the optimization problem obtained if one replaced
co(?) with simply . Now in the event that the LP is infeasible, or if its optimal value is negative, we declare
immediately that there does not exist a K-sparse choice model with the K signature components in question
that is approximately consistent with the observed data; this is because the program is a relaxation to (16) and (17)
in that (16) has been relaxed via the lagrange multiplier p(t). Furthermore, if the original program was feasible,
then our LP should have a solution of nonnegative value because the weights p(t) are nonnegative. Assuming
we do not declare infeasibility, the solution z; obtained is a K-sparse choice model whose signature com-
ponents correspond to the K components we began the procedure with.

Assuming that the linear program is feasible, and given an optimal basic feasible solution z;, the weights
p(t+1) are obtained as follows: for 6 = min(e/8,1/2), we set:

pe(t+1) = pg(l - 5(a§zf - bf)). (19)

The update (19) suggests that if the {th inequality is not satisfied, we should increase the penalty imposed by
pe(t) (in proportion to the degree of violation) or else, if it is satisfied, we decrease the penalty imposed by p;(t)
in proportion to the slack in the constraint. Now, a[z — b, €[-2,2]. To see this note that, first, b, € [0,1],
because it corresponds to an entry in a nonnegative doubly stochastic matrix D. Furthermore, alz' € [0,1 + ¢]
because it corresponds to the summation of a subset of K nonnegative entries D; ;), 1 <k < K and by choice
we have made sure that the sum of these K entries is at most 1 + €. Hence, the multiplicative update to each of
the p¢(-) is by a factor of at most (1 +20) in a single iteration. Such a bound on the relative change of these
weights is necessary for the success of the algorithm.

Now, assume we have not declared infeasibility for all t < T and consider the sequence of solutions, z'.
Furthermore, set T = 64¢72In(2N?) = O(e 2logN), and define 2 =1 3/ z!. Then, we have via corollary 4 in
Arora et al. (2012) (see also their section 3.2), that

a?i >by—¢, forall1<¢<2N2 (20)

Now 2 corresponds to a choice model (call it A) with support over at most O(KT) = O(%log N) permutations
because each z' is a choice model with support over K permutations in the signature fam11y Furthermore, (20)
implies that IM(A) - DJ|,, < 2e.

Finally, the computational complexity of the previously described algorithm, for a given subset of K
signature components, is polynomial in N. Therefore, the overall computational cost of the previously de-
scribed algorithm is dominated by term (N ), which is at most N?X. That is, for any K > 1, the overall
computation cost of the algorithm is bounded above by exp(@(KlogN)). This completes the proof of
Theorem 1.

4.1.4. Using the Algorithm. It is not a priori clear if for given observation D, there exists a model in the signature
family of sparsity K within some small error ¢ > 0 with ¢ < ¢y where ¢ is most error we wish to tolerate. The
natural way to adapt the previous algorithm is as follows. Search over increasing values of K and for each K
search for ¢ = ¢y. For the first K for which the algorithm succeeds, it may be worth optimizing over error ¢ by
means of a binary search: €y/2,€9/4,.... Clearly such a procedure would require O(log1/¢) additional run of
the same algorithm for the given K, where ¢ is the best precision we can obtain.

4.2. Proof of Theorem 3

We prove this theorem using the probabilistic method. Given the doubly stochastic matrix D, there exists a
model (by Birkhoff-von Neumann’s result) A such that M()\) D. Suppose we draw T permutations (samples)
independently according to the dlstr1but10n A. Let A denote the empirical distribution based on these T
samples We show that for T = N/&?, on average IM(A) = DJ|, < e. Therefore, there must exist a model with
T = N/&? support size whose first-order marginals approximate M within an ¢, error of ¢.
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To that end, let 01, 09,...,0r denote the T samples of permutations and A be the empirical distribution (or
ranking model) that puts 1/T probability mass over each of the sampled permutations.

Now consider a pair of indices 1 <i,j < N. Let X!, denote the indicator variable of the event that o(i) = j.
Because the permutations are drawn independently and in an identically distributed manner, Xf]- are inde-
pendent and identically distributed (i.i.d.) Bernoulli variables for 1 <t < T. Furthermore,

P(x;=1) =E|xj| = Dy
Therefore, the (i,j) component of the first-order marginal M(A) of A is the empirical mean of a Binomial

random variable with parameters T and Dj;, denoted by B(T, D;). Therefore, with respect to the randomness
of sampling,

1 79
:T; X} =Dy | == Var(B(T, Dy))
1
=75 TDy(1 - Dy)

where we used the fact that D;; € [0,1] for all 1 <i,j < N. Therefore,

ZX

|[m(4) - Dl = £ 3

< _lf
z

N
- 22
a3 (22)
where the last equality follows from the fact that D is a doubly stochastic matrix and hence its entries sum up
to N. From (22), it follows that by selecting T = N/¢?, the error in approximating the first-order marginals,
IM(A) — D||,, is within ¢ on average. Therefore, the existence of such a model follows by the probabilistic
method. This completes the proof of Theorem 3.

4.3. Proof of Theorem 2
We prove Theorem 2 using the probabilistic method as well. Suppose that we observe D, which is a noisy
version of the first-order marginal M(A) of the underlying model A. As per the hypothesis of Theorem 2, we
shall assume that A satisfies one of the two conditions: either it is from MNL model or from exponential family
with regularity condition on its parameters. For such A, we establish the existence of a sparse model A that
satisfies the signature conditions and approximates M(A) (and hence approximates D) well.

As in the proof of Theorem 3, consider T permutations drawn independently and in an identical manner
from distribution A. Let A be the empirical distribution of these T samples as considered previously. Following
the arguments in the proof of Theorem 3, we obtain (similar to (22)) that

N N
E[HM(/\) - M(A)”i] <= (23)
For the choice of T = 4N/¢?, using Markov’s inequality, we can write
A 1
B([M(1) - M)z &) < 7. (24)

Because ||[M(A) — D||, < ¢, it follows that [|[M(A) — D||, < 2¢ with probability at least 3/4.

Next, we show that the A thus generated satisfies the signature condition with a high probability (at least
1/2) as well. Therefore, by union bound we can conclude that A satisfies the properties claimed by Theorem 2
with probability at least 1/4.

To that end, let E; be the event that o, satisfies the signature condition with respect to set (01, ..., 0r). Because
all the permutations o1,...,0r are chosen in an i.i.d. manner, the probabilities of all the events are identical.
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We wish to show that P(U1<rEf) < 1/2. This will follow from establishing TP(E{) < 1/2. To establish this, it is
sufficient to show that P(ES) < 1/N? because T = 4N/&2.

To that end, suppose o1 is such that o1(1) =1iy,...,01(N) = in. Let F; = {04(j) #i;, 2 <t < T}. Then by the
definition of the signature condition, it follows that

Therefore,

j-1
. F;). (25)

We will establish that the right side of (25) is bounded above by O(1/N?) and hence TP(E;) = O(¢72/N) < 1/2
for N large enough as desired. To establish this bound of O(1/N?) under two different conditions stated in
Theorem 2, we consider in turn the two cases: (i) A belongs to the MNL family with condition (5) satisfied,
and (ii) A belongs to the max-ent exponential family model with condition (6) satisfied.

4.3.1. Bounding (25) Under MNL Model with (5). Let L = N° for some 6 > 0 as in the hypothesis of Theorem 2
under which (5) holds. Now
P(Fy) =1-P(Fy)
=1-P(op(1) £iy; 2<t<T)
=1-P(oa(1) #i)""

) T-1
:1_(1- el ) . (26)
D=1 Wr

For j > 2, in order to evaluate IP’(FC| ﬂ] ! 1 F9), we shall evaluate 1 — P(Fj| ﬂ] ! 1 F9). To evaluate P(F; | ﬂ] ! 1 F9), note
that the conditioning event M,_ FC suggests that for each oy, 2 <t < T, some assignments (ranks) for first j —
items are given and we need to fmd the probability that jth item of each of the o0y,..., 01 are not mapped to z]
Therefore, given ﬂ F”, the probability that 02(j) does map to i; is w;/(Xrex W), where Xisthesetof N—j+1
elements that does not include the j—1 elements to which 02(1),...,02(j — 1) are mapped to. Because by
assumption (without loss of generality), w; < --- < wy, it follows that Skex Wy > Z,ﬁ;’“ wy. Therefore,

]‘_1 wl T-1
IP’(F]-‘ QF;) > ( th) : (27)
= k=
T w; T-1
1-[1-— 1
]Fll ( AL ) ]
0T ” T-1
< 11N
E - ( ZN —j+1 ) ]
L[ T-1
wN
I—[ 1- (1 ZN L+1 ) l
=1

]
:ll—(l ZN“Zﬁ’l )T_T. (28)

Therefore, it follows that
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Let W(L,N) = wy/(Z5F wy). By hypothesis of Theorem 2, it follows that W(L,N) < y/log N/N and L = N°.
Therefore, from above it follows that

P(Ef) <

Nl

N

<

Ty/logN g
‘T)l : 2

1-0 (exp

where we have used the fact that 1 —x = exp(—x)(1 + O(x?)) for x € [0,1] (with x = \/log N/N) and because
T =N/e, (1+0(logN/N?)" =1+ 0(1) = ©(1). Now

exp (— Ti'lli),gN) = exp (—4\/10gN/€2) <1 (30)

Therefore, using the inequality 1 —x < exp(—x) for x € [0, 1], we have
P(ES) < exp(~Lexp (—4\/10g N/ez)). (31)
Because L = N° for some 6 > 0 and exp(—4+/log N/e?) = o(N°/?) for any 6 > 0, it follows that

P(ES) < exp(—@(Né/z))
< O(1/N?).

(32)

Therefore, it follows that all the T samples satisfy the signature condition with respect to each other with
probability at least O(1/N) < 1/4 for N large enough. Therefore, we have established the existence of the
desired sparse model in signature family. This completes the proof of Theorem 2 under MNL model with
condition (5).

4.3.2. Bounding (25) Under Exponential Family Model with (6). As before, let L = N° for some 6 > 0 (the choice of
0 > 0 here is arbitrary; for simplicity, we shall think of this 6 as being the same as that used previously). Now

P(FS) = 1 - P(Fy)
=1-P(o(1) #iy; 2<t < T)
=1-P(oa(1) # i) . (33)

To bound the right side of (33), we need to carefully understand the implication of (6) on the exponential
family distribution. To start with, suppose parameters 0;; are equal for all 1 <i,j < N. In that case, it is easy to
see that all permutations have equal (1/N!) probability assigned and hence the probability P(c2(1) # i1) equals
1-1/N. However, such an evaluation (or bounding) is not straightforward because the form of exponential
family involves the partition function. To that end, consider 1 <i # i < N. Now by the definition of exponential
family (and o0, is chosen as per it),

1

P(o2(1) = 1) = 7(0)

5 e[

o€Sn (1)

Z exp (Z leﬁkl)l. (34)
geSN(1—1) k#1,1

_exp(61)
A

Here, Sy(1 — i) denotes the set of all permutations in Sy that map 1 to i

SN(l e i) = {(7 e Sy : 0(1) = i}.
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Given this, it follows that

P(o2(1) =) exp(01)] Soesy1—i) eXp(Zkz1, Onion)]

= . 35
P(o2(1) =) exp(61¢)| 2 pesya—ir) €XP(Zkz1, Oxipn) | (35)

Next, we will consider a one-to-one and onto map from Sy(1 — i) to Sy(1 — ") (which are of the same
cardinality). Under this mapping, suppose ¢ € Sy(1 — i) is mapped to p € Sy(1 — ). Then we shall have that

exp (Z leekl) ylog N exp (Z kale) (36)
This, along with (35) will imply that

Ploa(1) = 1) _
Box(m) = 1) = VBN 7
This in turn implies that for any i, P(02(1) = i) < 4/log N/N, which we shall use in bounding (33).

To that end, we consider the following mapping from Sy(1 — i) to Sy(1 — i'). Consider a 0 € Sy(1 — i). By
definition (1) = i. Let q be such that 6(q) = 7. Then map ¢ to p € Sny(1 — ') where p(1) =, p(q) =i and p(k) =
o(k) for k #1,q. Then,

exp(Z oxbk) _ exp(01i + Og)
exp(Zu pubu)  exp(O1r + Oy) (38)

< logN,

where the last inequality follows from condition (6) in the statement of Theorem 2. From the previous
discussion, we conclude that

P(F§) =1 -P(o2(1) # i)

1— \llogN) ~ (39)
N .

<1-

For j > 2, in order to evaluate ]P’(Fcl ﬁ]{, 11 F7), we evaluate 1 — P(F| ﬂjf_ F7). To evaluate P(Fj| ﬂ][ 1 F9), note that
the conditioning event M_ FC suggests that for each 04, 2 <t < T, some assignments (ranks) for first j — 1 items
are given and we need to fmd the probability that the jth item of each of the oy,...,0r are not mapped to i;.
Therefore, given ,_ 1F§, we wish to evaluate (an upper bound on) probability of az(]) mapping i; given that we
know assignments of 05(1),...,02(j — 1). By the form of the exponential family, conditioning on the assign-
ments 0(1),...,02(j — 1), effectively we have an exponential family on the space of permutations of remaining
N —j+1 element. With respect to that, we wish to evaluate bound on the marginal probability of o(j)
mapping to i;. By an argument identical to the one used previously to show that P(02(1) = i) < y/logN/N, it
follows that

P(eal) =117 =

N-j+1

2ylogN
<SES, (40)
where we have used the fact that j <L = N° < N/2 (for N large enough). Therefore, it follows that
2logN|"'|"
P(ES) < 1—(1— & ) l (41)

N
From here on, using arguments identical to those used above (under MNL model), we conclude that

P(Ej) < exp(—@(Né/z))
<O(1/N?). (42)

This completes the proof for max-ent exponential family with condition (6) and hence that of Theorem 2.
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5. Empirical Study
This section is devoted to answering the following, inherently empirical, question:

Can sparse models fit to limited information about the underlying true model be used to effectively uncover in-
formation one would otherwise uncover with ostensibly richer data?

In this section, we describe two empirical studies we conducted that support an affirmative answer to this
question. The objective of the first study is to determine whether the recovered sparse distribution retains
useful structural information present in the underlying dense distribution. The second study determines
whether the decisions made using the sparse distribution are accurate. For the purposes of the first study, we
used the well-known APA data set, first used by Diaconis (1989), and for the second study, we used the sushi
preference data set, described in detail in Kamishima et al. (2005). We describe our findings and conclusions
from each of these studies next.

5.1. APA Data Set: Capturing the Structure of the Underlying Distribution

The APA data set comprises the ballots collected for electing the president of APA. Each member expresses
her/his preferences by rank ordering the candidates contesting the election. In the year under consideration,
there were five candidates contesting the election and a total of 5,738 votes that were complete rankings. This
information yields a distribution mapping each permutation to the fraction voters who vote for it. Given all
the votes, the winning candidate is determined using the Hare system (see Fishburn and Brams 1983 for details
about the Hare system).

A common issue in such election systems is that it is a difficult cognitive task for voters to rank order all the
candidates even if the number of candidates is only five. This, for example, is evidenced by the fact that, of
more than 15,000 ballots cast in the APA election, only 5,738 of them are complete. The problem only worsens
as the number of candidates to rank increases. One way to overcome this issue is to design an election system
that collects only partial information from members. The partial information still retains some of the structure
of the underlying distribution, and the loss of information is the price one pays for the simplicity of the
election process. For example, one can gather first-order partial information, that is, the fraction of people who
rank candidate i to position r. As discussed by Diaconis (1989), the first-order marginals retain useful un-
derlying structure such as the following: (1) candidate 3 has a lot of love (28% of the first-position vote) and
hate (23% of the last-position vote) votes; (2) candidate 1 is strong in second position (26% of the vote) and
has a low hate vote (15% of last-position vote); and (3) voters seem indifferent about candidate 5.

Having collected only first-order information, our goal will be answer natural questions such as: who
should win the election? or what is the socially preferred ranking of the candidates? Of course, there is not a
definitive manner in which these questions might be answered. However, having a complete distribution over
permutations affords us the flexibility of using any of the several rank aggregation systems available. In order
to retain this flexibility, we will fit a sparse distribution to the partial information and then use this sparse
distribution as input to the rank aggregation system of choice to determine the winning ranking. Such an
approach would be of value if the sparse distribution can capture the underlying structural information of the
problem at hand. Therefore, with an aim to understand the type of structure sparse models can capture, we
first considered the first-order marginal information of the data set (or distribution). We let A denote the
underlying true distribution corresponding to the 5,738 complete rankings of the five candidates. The 5 x5
first-order marginal matrix D is given in Table 1.

For this D, we ran a heuristic version of the algorithm described in Section 4.1. Roughly speaking, the
heuristic tries to find in a greedy manner a sparse model in the signature family that approximates the
observed data. It runs very fast (polynomial in N) and seems to perform essentially as good as guaranteed by

Table 1. First-Order Marginal Matrix Where the Entry Corresponding to Candidate i and Rank j Is the Percentage of Voters
Who Ranked Candidate i at Position j

Rank
Candidate 1 2 3 4 5
1 18 26 23 17 15
2 14 19 25 24 18
3 28 17 14 18 23
4 20 17 19 20 23
5 20 21 20 19 20
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the algorithm of Section 4.1. However, we are unable to prove any guarantees for it. To keep exposition simple
and avoid distraction, we skip description of the heuristic from here (an interested reader can find the heuristic
in Jagabathula 2011). Using the heuristic, we obtained the following sparse model A:

24153 0.211990
32541 0.202406
15432 0.197331
43215 0.180417
51324 0.145649
23154 0.062206.

In this description of the model A, we adopted the notation used in Diaconis (1989) to represent each rank-list
by a five-digit number in which each candidate is shown in the position it is ranked, that is, 24153 represents
the rank-list in which candidate 2 is ranked at position 1, candidate 4 is ranked at position 2, candidate 1 is
ranked at position 3, candidate 5 is ranked at position 4, and candidate 3 is ranked at position 5. The support
size of A is only six, which is a significant reduction from the full support size of 5! = 120 of the underlying
distribution. The average relative error in the approximation of M by the first-order marginals M(1) is less
than 0.075, where the average relative error is defined as

1o M), -

ij
25 1<ij<5 Dy
This measure of error, being relative, is more stringent that measuring additive error. The main conclusion we
can draw from the small relative error we obtained is that the heuristic we used can successfully to find sparse

models that are a good fit to the data in interesting practical cases.

5.1.1. Structural Conclusions. Now that we have managed to obtain a huge reduction in sparsity at the cost of
an average relative error of 0.075 in approximating first-order marginals, we next try to understand the type of
structure the sparse model is able to capture from just the first-order marginals. More importantly, we will
attempt to compare these conclusions with conclusions drawn from what is ostensibly richer data.

5.1.1.1. Comparing Cumulative Distribution Functions. We begin with comparing the staircase curves of the
cumulative distribution functions (CDFs) of the actual distribution A and the sparse approximation A in
Figure 1. Along the x axis in the plot, the permutations are ordered such that nearby permutations are close to
each other in the sense that only a few transpositions (pairwise swaps) are needed to go from one permutation
to another. The figure visually represents how well the sparse model approximates the true CDF.

Now, one is frequently interested in a functional of the underlying ranking model such as determining a
winner, or perhaps, determining a socially preferred ranking. We next compare the conclusions drawn from
applying certain functionals to the sparse model we have learned with the conclusions drawn from applying
the same functional to what is ostensibly richer data:

5.1.1.2. Winner Determination. Consider a functional of the distribution over rankings meant to capture the
most socially preferred ranking. There are many such functionals, and the Hare system provides one such
example. When applied to the sparse model we have learned, the Hare systems yields the permutation 13245
as the socially preferred ranking. Now, one may use the Hare system to determine a winner with all of the
voting data. These data are substantially richer than the first order marginal information used by our ap-
proach. In particular, they contain 5,738 votes, each a total ordering of the candidates (from which our first
order marginal information was derived), and approximately 10,000 additional votes for partial rankings of
the same candidates. Applying the Hare system here also yields 1 as the winning candidate as reported by
Diaconis (1989).

Rank Aggregation. In addition to determining a winner, the Hare system applied to a model also yields an
aggregate permutation that, one may argue, represents the aggregate opinions of the population in a fair way.
Now, as reported previously, the Hare system applied to our sparse model yields the permutation 13245. As it
turns out, this permutation is in remarkable agreement with conclusions drawn by Diaconis using higher-order
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partial information derived from the same set of 5,738 votes used here. In particular, using second-order
marginal data, that is, information on the fraction of voters that ranked candidates {i,j} to positions {k, [}
(without accounting for order in the latter set) for all distinct i,j,k,[ yields the following conclusion, para-
phrased from Diaconis (1989): There is a strong effect for candidates {1,3} to be ranked first and second and
for candidates {4, 5} to be ranked fourth and fifth, with candidate 2 in the middle. Diaconis goes on to provide
some color to this conclusion by explaining that voting is typically along partisan lines (academicians versus
clinicians), and as such, these groups tend to fall behind the candidate groups {1,3} and {4, 5}. Simultaneously,
these candidate groups also receive hate votes wherein they are voted as the least preferred by the voters in
the opposing camp. Candidate 2 is apparently something of a compromise candidate. Remarkably, we have
arrived at the very same permutation using the first order data.

Sparse Support Size. It is somewhat tantalizing to relate the support size (six) of the sparse model learned
with the structure observed in the data set by Diaconis (1989) discussed in our last point: there are effectively
three types (groups) of candidates, viz. {2}, {1,3}, and {4,5}, in the eyes of the partisan voters. Therefore, all
votes effectively exhibit an ordering/preference over these three groups primarily and therefore effectively the
votes are representing 3! = 6 distinct preferences. This is precisely the size of the support of our sparse
approximation; of course, this explanation is not perfect since the permutations in the model learned split up
these groups.

5.2. Sushi Preference Data Set: Accuracy of Assortment Decisions

We now use the sushi preference data set to show that the sparse distribution recovered from first-order
marginal data can result in accurate operational decisions, such as the assortment decision. We start with a
brief primer on the assortment optimization problem. Then, we describe the sushi preference data set that we
use for our study, after which we present our results and conclusions.

5.2.1. Assortment Optimization. Retailers routinely face the task of deciding which subset or assortment of
products to offer to each customer. They choose this subset from a much larger universe of N products that are
available on the market, typically with the objective to maximize their revenue or profit from each visiting
customer. This decision problem is referred to in the literature as the assortment optimization problem, and it is
one of the most commonly studied operational decision problems.

In its most general form, the assortment problem can be formulated as follows. We let r; denote the revenue
or profit earned by the retailer for a unit sale of product j and P(j, S) the probability that a customer chooses
product j from offer set S C [N] (where [N] denotes the short-form notation for {1,2,...,N}) of products.
Suppose that the objective of the retailer is to maximize the expected revenue or profit from each customer
visit. Then, to make the decision, the retailer must solve the following set optimization problem: max{¥es
1jP(j,5):S € ¥}, where & C 2[NT is the collection of feasible assortments. The constraints on the assortments are
driven by practical business considerations. The simplest, yet nontrivial, constraint is a constraint on the size
of the offered assortment. For instance, in ecommerce settings, the retailer often offers a fixed number of
products, as determined by the available screen real estate. If C is the number of products the retailer must
offer, then ¥ = {S C [N]:|5| = C}. In other settings, the retailer can offer either C or less than C products, in
which case the feasible set becomes & = {S C [N]:|S| < C}.

In order to determine the optimal assortment, the retailer must predict the demand P(j, S) she would observe
for each product j in response to each subset S of products she offers. To model the demand, a discrete choice
model is commonly used. The most well-studied choice model class is the so-called random utility maximization
(RUM) class. As shown in Farias et al. (2013), the RUM model is equivalently described by a distribution A over
the rankings of the N products. Each ranking ¢ represents the preference ordering of the customer over the N
products, with lower ranked products assumed to be preferred over the higher ranked products. When offered a
subset S of products, each arriving customer samples a rank ordering o according to distribution A and chooses
the most preferred product according to o from among the offered set of products; that is, the customer
chooses product j such that o(j) < o(i) for all i € S\ {j}. Formally, the demand P(j, S) can be expressed as

B(jS) = 25 A0) Ly coviesiniy

0€SN
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Given the choice model A, the retailer then computes the expected revenue or profit R*(S) for each offer set S as

RYS) = 2 11+ | 25 A0)  Lo(jyeoty v iesi} |-

jes 0€ESN

and then determines the optimal assortment by searching over the set of all feasible subsets. The compu-
tational complexity of the search depends on the structure of the choice model and that of the constraints. See
Jagabathula (2014) for an overview of the known results on carrying out this search either exactly or ap-
proximately in an efficient fashion.

The underlying distribution A may be complex. Therefore, instead, the retailer could use a sparse distri-
bution that is fit to partial information to make the assortment decision. This raises the question of the
accuracy of the resulting decision. To answer this question, we use the popular sushi preference data and
assess the accuracy on the assortment decision when the retailer is constrained to offer exactly C products, for
some 1 < C < N. We describe the data set next.

5.2.2. Sushi Preference Data Set. This is a publicly available data set® consisting of preference orderings of
different people collected over different sushi types. The complete details of the data set are described in
Kamishima et al. (2005). We use a part of the data set that consists of 5,000 complete rankings over N =10
varieties of sushi. These data were collected through a survey in which each respondent provided a complete
ranking of the 10 varieties of sushi in the order of their preference. This data set provides a distribution over
permutations, where the weight of each permutation is equal to the fraction of survey respondents who
provided that particular ranking. As done earlier, we let A denote this ground truth distribution that is based
on the 5,000 rankings. Table 2 provides the list of the 10 sushi varieties and the corresponding 10 x 10 first-
order marginal matrix D.

We used the greedy heuristic described in Jagabathula (2011) to fit a sparse distribution to this first-order
marginal data. Using the heuristic, we obtained the sparse distribution over rankings A presented in Table 3.
Each row in the table corresponds to a ranking of the 10 sushi varieties ordered in the decreasing order of their
preference from left to right. The number at the end of the row is the probability weight A(c) for the particular
ranking o. The sparse distribution has a support size of 18. With only 18 rankings, compared with the 5,000
rankings in the ground truth distribution, we are able to obtain an average relative error of 0.102 in ap-
proximating the first-order marginal data, where the average relative error is defined as

1o M), -

ij
100 1<i,j<10 Dy

5.2.3. Accuracy of Assortment Decisions. It is clear that the sparse distribution provides a good approximation
of the first-order marginal data. However, what is not clear is if it can provide a good assortment decision. For
that, we compute the optimality gap from using the assortment obtained using the sparse distribution.

Table 2. First-Order Marginal Matrix Where the Entry Corresponding to Sushi i and Rank j is the Percentage of Survey
Respondents Who Ranked Sushi i at Position j

Rank
Sushi 1 2 3 4 5 6 7 8 9 10
ebi 9 11 12 14 14 12 10 8 6 4
anago 11 11 11 11 10 10 10 10 8 8
maguro 8 15 16 15 14 12 8 6 4 2
ika 5 6 9 11 13 14 13 12 10 7
uni 15 13 10 7 6 6 6 6 11 20
ikura 11 13 13 12 9 8 8 7 10 9
tamago 4 4 5 7 9 10 13 15 17 16
toro 34 20 13 9 7 5 4 4 2 2
tekka-maki 2 5 9 12 14 15 17 14 9 3
kappa-maki 1 1 2 3 5 8 11 17 22 30
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Table 3. Distribution over Rankings Obtained by Fitting a Sparse Distribution to the First-Order Marginal Data in Table 2

Permutations Weights
ikura kappa tamago ika uni ebi anago tekka maguro toro 0.0134
tekka anago kappa tamago ebi ikura uni ika toro maguro 0.0225
ebi tamago toro kappa anago uni ika ikura maguro tekka 0.0268
tamago maguro tekka ikura ika anago uni toro kappa ebi 0.0381
ika maguro tamago ebi kappa uni toro anago tekka ikura 0.0428
anago tekka maguro tamago uni toro ika ikura ebi kappa 0.0487
uni toro ebi tekka ika ikura anago maguro kappa tamago 0.0645
ebi ika maguro ikura toro anago tekka uni tamago kappa 0.0647
toro ikura ebi uni tekka tamago maguro kappa anago ika 0.0754
maguro uni ika toro tamago kappa ikura ebi tekka anago 0.0791
toro uni tekka maguro ika ebi tamago anago kappa ikura 0.0444
toro uni ika tekka tamago maguro ebi anago ikura kappa 0.0105
toro anago uni ika ikura maguro ebi tekka tamago kappa 0.0937
uni maguro toro ebi tekka tamago anago ika ikura kappa 0.0213
uni toro maguro ebi anago tekka tamago ika ikura kappa 0.0750
ikura toro anago maguro ebi tekka tamago kappa ika uni 0.1063
toro ebi ikura anago maguro ika kappa tekka uni tamago 0.1099
anago ikura toro tekka maguro ebi ika tamago kappa uni 0.0629

Notes. Each row is a permutation in the support of the distribution. The 10 sushi varieties are listed in the decreasing order of their preference
from left to right; the names of sushi varieties tekka-maki and kappa-maki have been shortened to tekka and kappa, respectively. The number at
the end of the row is the probability weight of the corresponding permutation. There is a total of 18 rows; that is, the support size of the sparse
distribution is 18.

We consider the following setup. We assume that the ground truth distribution A collected from the 5,000
respondents is representative of the population preferences over these 10 varieties of the sushi. Assuming that
each arriving customer must be offered exactly C varieties of sushi, we consider the problem of determining
the subset of sushi varieties that maximizes the expected revenue. We assume that when offered a subset of
sushi varieties, an arriving customer samples a ranking o from distribution A and then chooses the most
preferred offered sushi variety according to 0. In our setup, we assume that the customer does not have an
outside option; that is, the customer will always purchase something. This assumption easily holds when all of
the 10 sushi varieties are acceptable to all the customers at the current prices (note that the sushi prices are
fixed and we can only change the offer sets), which is reasonable because these are the most popular sushi
varieties. Our analysis can be readily replicated when one has access to information on the outside option.

For each value of offer set size C, we find the optimal assortments:

* R S R
S €arg Sg[rzfluﬁgjzc (S)and S € arg SQ[II{}]%LC (S),

Table 4. Comparison of the Revenues from Optimal Assortments and the Approximations Obtained Using the Sparse
Distribution at All Possible Offer Set Sizes

Revenue Rel. error

Size —_—
Optimal Sparse approx.

1 4.49 4.49 0.00%
2 4.14 4.08 1.58%
3 3.88 3.64 6.30%
4 3.70 3.62 2.17%
5 3.55 3.37 5.21%
6 341 3.21 5.98%
7 3.30 3.16 4.40%
8 3.21 3.03 5.38%
9 3.12 3.05 2.28%
10 3.02 3.02 0.00%

Notes. Revenues are reported in normalized price units, as reported in Kamishima et al. (2005). We observe that the average relative error across
the sizes is about 3.3%, indicating that sparse distributions have good decision accuracy.
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where we use the normalized price available in the data set for each sushi variety j as its revenue r;. Table 4
presents our results. We consider all possible offer set sizes, C =1,2,...,10. For each offer set size, we report
the corresponding optimal revenue RA(S*), the true revenue R*(5) from offering the estimate S, and the relative
error, defined as |R*(S*) — RA(§)| JRM(S), from making the suboptimal decision. We note from our results that
even with just 18 permutations, the decision obtained by the sparse model is always within 6.5% of the
optimal revenue. The average error across the 10 offer set sizes is only 3.3%, indicating that sparse models
have good decision accuracy.

Figure 2 graphically represents the exact and the approximate optimal assortments. Each row corresponds
to an offer set size and each column corresponds to a sushi variety. For each row, all the black squares
represent the sushi varieties in both $* and §, that is, the set S* N 5. The dark gray squares represent the sushi
varieties in the optimal assortment but not in the estimate, that is, the set S* \ S. Finally, the light gray squares
represent S\ 5*. The white squares represent sushi varieties that were not in either of the sets S* or 5. As is
evident from the figure, most of the squares are black, visually indicating that the assortments obtained using
the sparse distribution result in decisions that are close approximations of the true decisions.

6. Discussion
6.1. Summary
Distributions over rankings form an integral part of various important decision-making tasks. Sparse ap-
proximations to the underlying true ranking models based on (information-) limited observed data are
particularly attractive as they are simple and hence easy to integrate in complex decision-making tasks. In
addition, learning sparse models from marginal data provides a nonparametric approach to maintaining and
learning complex distributions over rankings. This paper has taken important steps toward establishing a
sparse model approximation as a viable option.

As the first main result, we considered the problem of efficiently recovering a sparse model that is near
consistent with the observed first-order marginals. We showed that the signature family of models lends itself

Figure 2. Graphical Representation of the Optimal Assortments Under All Possible Offer Set Sizes
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bi anago maguro ika uni ikura tamago toro tekka kappa

Notes. For each offer set size, the row represents the optimal and approximate offer sets, where the approximation is obtained using the sparse
distribution. The names of sushi varieties tekka-maki and kappa-maki have been shortened to tekka and kappa, respectively. A black square
represents a product that is part of both the optimal and approximate offer sets. A dark gray square represents a product that is part of the
optimal offer set and not the approximate offer set. A light gray square represents a product that is part of the approximate offer set but not the
optimal offer set. All white squares represent products that are not part of either offer set. The presence of mostly black squares visually indicates
that the sparse distribution obtains a close approximation of the true decision.
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to efficient search. In particular, if there is a model A of sparsity K in the signature family that is an e-fit to the
data, then we can find a model of A of sparsity at most O(¢"2KlogN) that is an e-fit to the data in time
exp(©(KlogN)), as opposed to the brute-force time complexity of exp(®(KNlogN)). The computational ef-
ficiency is obtained by exploiting the particular structures of the Birkhoff polytope and the signature family.
In prior work, the signature condition was shown to be necessary for efficient and exact recovery of the
underlying model from noise-free data. This work establishes the robustness of the signature condition.

As the second main result, we showed that the signature family is general and restricting our search to the
signature family results in no loss of worst-case sparsity. Specifically, when the underlying ranking model
belongs to the MNL or the exponential family, then under appropriate regularity conditions, there exists a
model in the signature family with sparsity O(N/&?) that is an e-fit to the first-order marginal data. We also
showed that the first-order marginals from any model can be e-approximated with a model (not necessarily
from the signature family) with sparsity O(N/¢&?); this bound is tight (in the scaling of N) because there exists a
doubly stochastic matrix that requires Q(N) sparsity to guarantee ¢ error. As a result, even with the restriction
to the signature family, there is no loss in terms of worst-case sparsity scaling.

In the recently popular compressive sensing literature, the restricted null space condition has been shown to
be necessary and sufficient for efficient learning of sparse models via linear programs. It was shown in the past
that this restricted null space condition (or effectively a linear programming relaxation of our problem) is
ineffective in learning sparse ranking models. In that sense, this work shows that signature conditions are
another set of sufficient conditions that help learn sparse ranking models computationally efficiently.

Our result currently does not establish the optimality of the scaling of the sparsity level with respect to the
error term ¢. Based on our proof technique, we conjecture that the scaling is indeed tight. Establishing this
rigorously is a promising avenue for future work.

6.2. Beyond First-Order Marginals

Theorems 3 and 2, which establish the generality of the signature family, can be extended in a reasonably
straightforward way to other types of marginal information (Jagabathula and Shah 2011 is the basis of this
assertion). The key result that strongly exploits the structure of the first-order marginals, however, is the
algorithm in Theorem 1. The computational efficiency of the algorithm relies on the Birkhoff-Von Neumann
result and will not readily extend to other types of marginal information. The algorithm extends to higher-
order marginals with possibly a computationally complex oracle to check the feasibility of a signature model
with respect to the higher-order marginal. Indeed, it would be an important direction for future research to
overcome this computational threshold by possibly developing better computational approximations. The
heuristic used in Section 5 is quite efficient (polynomial in N) for first-order marginals. It is primarily inspired
by the exact recovery algorithm based on the signature condition used in our earlier work. We strongly believe
that such a heuristic is likely to provide a computationally efficient procedure for higher-order marginal data.

6.3. Signature Condition and Computational Efficiency

We established that the signature condition enables efficient search for a sparse model, effectively knocking
off a factor N from the computational complexity of the, otherwise best, brute-force algorithm. However, it is
worth asking the question whether alternative algorithms that do not rely on the signature condition can
provide a speedup relative to brute-force search. As it turns out, the following can be shown: Assume there
exists a sparse model, with sparsity K, that approximates the observed first-order marginals (i.e., the doubly
stochastic matrix) within accuracy e. Then, we can recover a sparse model (not necessarily in the signature
family) with sparsity at most K that approximates the observed first-order marginals to within ¢ in time
(%)K x exp(KlogK). If K is close to N, then this computational cost is worse by a factor of (%)K compared with
the approach that relies on the signature condition in Section 4.1. Furthermore, this alternate heuristic has no
natural generalization to observed data outside of the first-order marginal information. In contrast, the
approach we have followed, by relying on the structure afforded by the signature family, suggests a fast
(polynomial in N) heuristic that can potentially be applied for many distinct types of marginal data; this is the
very heuristic used in Section 5. Establishing theoretical guarantees for this heuristic remain an important
direction for future research.

Now we provide a brief description of the algorithm hinted at previously. The algorithm is similar to that
described in Section 4.1. Specifically, it tries to find K permutations and their associated probabilities, so that
the resulting distribution has first-order marginals that are near consistent with the observations. Now the
K unknown permutations are represented through their linear relaxations implied by the Birkhoff-Von
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Neumann result, that is, (8) and (11). Under the signature condition, the associated probabilities were dis-
covered implicitly by means of (9) and (10). However, without the signature condition, the only option we
have is to search through all possible values for these probabilities. Because we are interested in approxi-
mation accuracy of ¢, it suffices to check (K/&)X such probability vectors. For a given such probability vector,
we are left with the problem of searching for K permutations with these probabilities that have their cor-
responding first-order marginals well approximated by the observed data. Using similar ideas described in
Section 4.1, we can find a sparse model with sparsity K efficiently (within time polynomial in N) if there
existed a sparse model with sparsity K and the particular quantized probability vector that approximated the
observations sufficiently well. Because the algorithm will start search over increasing values of K and for a
given K, over all (K/&)X distinct probability vectors, the effective computation cost will be dominated by the
largest K value encountered by the algorithm. This effectively completes the explanation of the algorithm and
its computational cost.

Endnotes

"1t is worth noting a very similar Bradley-Terry (Bradley 1953) model, where each object i has weight w; > 0 associated with it; this model is,
however, different from the model proposed by Plackett and Luce in the probabilities it assigns to each of the permutations.

2Gee http: // www.kamishima.net/sushi/.
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