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Abstract

A real-time feedback control algorithm is developed for scheduling manufacturing sys-
tems in which there are three important classes of activities: operations, failures, and
starvation or blockage. The scheduling objectives are to keep the actual production
as close to the demand as possible, and to keep the level of work-in-process (WIP)
inventory as low as possible. In the production scheduling algorithm, the level of
work-in-process inventory is involved in three phases of the decision making proce-
dure. For the long-term capacity planning, the bufter sizes and average buffer levels
are allocated so as to have enough system capacity to achieve the demand. Conse-
quently, we determine the total average work-in-process inventory and its allocation.
When a demand or machine parameter changes, we recompute the WIP distribution.
The scheduling system recalculates the production rates in real-time whenever a ma-
chine fails or is starved or blocked. For selecting the actual loading times, starvation
and blockage are also a concern of the decision making. When the system reaches
the steady-state, the production control algorithm generates the same policy as in a
KANBAN system. That is, the production rates are equal to the demand. Moreover,
if the system drifts away from the steady-state due to random events such as machine
failures and starvation or blockage, real-time policy changes are made such that the

system rtecovers as soon as possible.

To begin with, we study a two-machine, one-part-type system, to get insight into
the buffer effects and production control policies. The result from the simple case
is extended, step by step, to more and more complicated and realistic systems. As
a real world application, we study a wafer fabrication facility, the Integrated Circuit
Laboratory of MIT. The feedback control policy has been used for the simulation of
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the MIT Twin-Well CMOS process production contrel. Simulation results are pre-

sented.
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1 Introduction

Manufacturing systems are complex. Large numbers of machines, workers, and part
types are often involved. The large number of random events makes the scheduling of
manufacturing systems difficult. For example, in a semiconductor fabrication factory,
dozens of part types are produced simultaneously by hundreds of workers on dozens
of machines. Each part type follows a predefined process which consists of hundreds
of operations. Machines are subject to random failures, and need set-up changes
for different part types. Maintenance and rework must be considered. Workers are
absent at random. These factors result in long throughput time, large work-in-process
(WIP) inventory, and significant lateness.

Lateness is the time difference between actual production and demand. If the
actuai production is ahead of the demand (negative lateness or earliness), final prod-
uct inventory accumulates. If the actual production is behind the demand (positive
lateness), customers are unsatisfied, and sales may be lost.

Throughput time (sometimes called cycle time or lead time) is the time that a part
spends in the system. The shorter the throughput time is, the faster the system can
respond to customer orders, and the sooner that lateness can be reduced. Throughput
time consists of waiting times in buffers and processing times on machines.

Work-in-process (WIP) inventory is the number of unfinished parts in the system,
which consists of the material in buffers and the pieces being processed on machines.
The less the WIP, the shorter the throughput time. However, too little inventory will
reduce the system capacity, which will increase the tardiness.

To improve the efficiency of production, we would like to reduce inventory, through-
put time, and tardiness simultaneously. In this thesis, a real-time feedback control
algorithm is developed for scheduling manufacturing systems. The scheduling objec-
tives are to keep the actual production as close to the demand as possible, and to

keep the level of WIP as low as possible.

1.1 The role of WIP in manufacturing systems

WIP inventory in manufacturing systems is not always bad. It is usually regarded
as a bad thing because it takes space, costs money for handling, and increases the
throughput time. In addition, parts must pass through several operations before
being inspected. If an operation produces defective parts, and there is much WIP
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inventory between operations, many parts will be produced before the faulty operation
is discovered. But inventory does have some properties from which the production
managers can benefit. They are listed in the following.

Operation independence: In serial production systems, two machines in series
without intervening WIP must be perfectly synchronized to operate effectively. Oth-
erwise, even if they have the same average variable processing times, the first machine
sometimes finishes an operation before the second. The first must wait to unload the
finished piece before it begins the next piece. Putting a buffer and some amount of
WIP between the two machines will provide independence of their operations. The
two machines do not have to finish operations at exactly the same instant to operate
effectively.

Breakdown impact absorption: In real manufacturing systems, all machines are
subject to random failures. In the case of two machines in series without a buffer
between them, if first machine is broken, the second machine will be starved after it
finishes its current operation since there is no part available for it to work on next.
Similarly, if the second machine is down, the first machine will be blocked when
it finishes its current operation since there is no space to unload the finished part.
However, putting a buffer and some amount of WIP between the two machines allows
an operation to continue when the another machine is down.

Setup changes: WIP inventory allows two machines in series to work on different
part types, even if there is a significant setup time required to change from one part
type to another.

Spatial decomposition: The huge sizes of manufacturing systems and the variety
of random events involved are always hard to deal with in real-time decision making.
WIP inventory allows a system to be divided into several approximate linear systems
and to be scheduled separately to some extent. It is like warehouses between factories.

Thus, the WIP inventory in a manufacturing system affects significantly the
throughput time and the tardiness. The properties of WIP and the effects of buffers
in manufacturing systems have drawn a lot of attention and interest from researchers.
In this thesis, we study how WIP can be used with a sophisticated control policy. One
key question is: what is the minimal necessary WIP and how should it be allocated

in a manufacturing system to make the production effective?
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1.2 Previous research

There is a large body of literatur> in production scheduling. Much of it is surveyed
in Graves [18]. Many of the works before the early 80’s are based on combinatoriol
optimization/ integer programming or mixed integer methods ([1], [24], [25], (30], [31],
[32], and [37]). Some other works are based on queuing network models ({10}, (17],
and [38]).

Since the large number of machines, workers, part types, and operations ave in-
volved in real production systems, hierarchical structures have been proposed for
production control in order to reduce the problem size and compiexity ([7], [13]), [15],
[19], and [20]). The goal is to replace one large problem by a set of many small
ones because latter is invariably easier to solve. Even still, the variety of random
events associated with the manufacturing procedures make the traditional optimiza-
tion methods, in many cases, inadequate or inappropriate for production scheduling,
especially in real time.

Since the early 80’s, production flow models have been developed to further reduce
the complexity of the scheduling problems. In those formulations, the part movement
in a production system is treated as continuous flow so that the dimension of the
model is reduced dramatically. Furthermore, the system dynamics of the production
flow models are in a form that is appropriate for conircl theory and techniques.

Using Rishel’s methodology {33], Kimemia and Gershwin [23] investigated the
optimal flow controller’s structure and determined that it is a hedging point feed-
back control policy. Tsitsiklis [35] proved the convexity of the value function that
satisfies the Hamilton-Jacobi-Bellman equations and determines the optimal con-
troller. Gershwin, Akella, and Choong [16] proposed a heuristic approximation of
the value function. Akella and Kumar [3] solved analytically the Hamilton-Jacobi-
Bellman equation to obtain the optimal! value function for a simple one-part-type,
one-machine system. Van Ryzin [36] studied the delay of the production flow in a
buffer and obtained a numerical solution for a one-part-type, two-machine system.
In short, much effort has been directed to the development of the production flow
control models, for both analytical solutions and approximation methods. (Also see
(2], [28], [29], [34], and [14].)

Work-in-process (WIP) inventory plays a very important role in production schedul-
ing. It has drawn a great deal of attention from researchers, Conway et al. [11]
studied the effects of WIP in serial production lines. Burman et al. [9] investigated
the relation between the WIP level and the system performance of integrated circuit
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manufacturing lines. Zeghmi studied inventory buffers in a production line [39]. Be-
cause of the complex way that WIP interacts with all the random events, the WIP
control in a dynamic environment, such as real-time scheduling production systems,

is still not well solved and understood.

1.3 Qutline of the thesis

A real-time feedback control algorithm is developed for scheduling manufacturing
systems. Three important classes of activities are considered. They are operations,
machine failures, and starvation or blockage. The algorithm also responds to changes
of demand and machine parameters. The major contribution of this thesis is that we
explicitely introduce buffer sizes, average buffer levels, and starvation and blockage
fraction as control parameters for long term capacity planning of manufacturing sys-
tems. Initially, the production control problem is formulated as a dynamic program,
By using the Bellman’s equation, the dynamic program is transformed to a stochas-
tic linear program, which represents a feedback cont.«} law. Whenever a failure or
repair occurs, or the production surplus reaches a boundary, the production rates are
recalculated according to the feedback information on the system siate . To estimate
the unknown parameters in the feedback control linear program, namely, the hedg-
ing point and buffer sizes, a frequency-duration method is developed to forinulate an
approximation of the relationship among buffer levels, buffer spaces, starvation, block-
age, machine parameters, and demand. Under the long term capacity constraints, a
nonlinear prograin is set up to minimize the buffer level and space. Consequently, we
determine the Work-In-Process inventory distribution in the system. Whenever a de-
mand or machine parameter changes, we recompute the WIP distribution by solving
the nonlinear program.

In Section 2, we study a real wafer fabrication faciclity, the MIT Integrated Circuit
Laboratory, to find the important phenomena which should be taken into account for
production scheduling. Section 3 describes the systems which are under study. The
system assumptions are described. Notation and terminology are introduced there.
The activities, constraints, and objectives are discussed. The simplest case of the
manufacturing system model, two-machine, one-part-type tandem production lines,
is studied in Section 4. We investigate the buffer effects and the reiation between
WIP and starvation or blockage. A hedging policy is derived from the dynamic

program. The results of the simple case are extended to N-machine, one-part-type
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systems in Section 5. Each part travels in a fixed sequence: Machine 1, Buffer 1,
... Machine N. A machine in the middle of the production line can be ecither starved
or blocked. The production control algorithm for single-part-type systems is then
extended to multiple-part-type tandem production lines. The two-machine, two-
part-type systems are studied in Section 6 and N-machine, M-part-type systems in
Section 7. An approximate linear system method is developed to allocate capucity for
each part type at each machine such that the parameters of the feedback controller
are estimated by solving a nonlinear program for each single-part-type sub-system.
We study single-part-type reentrant systems in Section 8, and multiple-part-type
reentrant systems in Section 9. The approximate linear system method is extended to
allocate capacity for each operation at each machine for reentrant systems. Based on
the algorithms developed in the preceding sections, the bounds on the WIP inventory
are established in Section 10.

As an application, the real-time scheduling algorithm is used to simulate the semi-
conductor fabrication production control at the integrated circuit laboratory of MIT.
In Section 11, we discuss the simulation of the MIT Twin-Well COMS process produc-
tion control. Also, a multi-process example is presented there. Some implementation

issues are briefly discussed in Section 12. Concluding remarks are in Section 13.
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2 A wafer fabrication facility

In this section, we describe the important phenomena in semiconductor fabrication
which should be censidered for scheduling. We focus our attention on collecting and
understanding events (both those under the manager’s control and those that are not),
and describing the related concepts, such as fabrication processes, operation sets,
production machines, support equipment, operation workers, support technicians,
activities, objectives, etc. Most of our observations are taken from the MIT Integrated

Circuit Laboratory.

2.1 Overview of semiconductor manufacturing

The overall semiconductor manufacturing procedure can be roughly divided into six
subprocedures: circuit design and mask preparation, wafer preparation, wafer fab-
rication, probe test and sort, assembly, test and classify. Wafer fabrication, probe
test, sort, and assembly take place in a clean room, a room in which the the at-
mosphere is purified so that the particulate count and humidity are kept to within
very narrow limits. Many of the support machines described below are used for the
maintenance of atmospheric quality. Figure 1 illustrates the manufacturing process
flow for a semiconductor firm. The solid arrows indicate the material flow while the
dashed arrows represent the information flow. In terms of the product structures, the
six subprocedures are described in the following:

Circuit design and mask preparation: According to marketing information and
technology development, new circuits are laid out with the aid of computers. A mnsk
is a glass plate with a hard opaque surface material such as chromium. An image
is created in a mask via a pattern generator and associated processes which remove
material using a directed electron beam in a high vacuum.

Wafer preparation: This process begins with quartz which is refined into elec-
tronics grade silicon. The silicon is grown into cylindrical crystals four to six inches
in diameter. Some newer systems use eight inch wafers and there is experimental
work with twelve inch wafers. During growth, controlled amounts of dopant atoms
are incorporated to the crystal. The cylinders are sliced into wafers which are then
buffed and polished. These wafers are then ready for fabrication of circuits.

Wafer fabrication: A wafer fabrication procedure is performed in a wafer fab
factory, which contains a number of machines and a workforce. Corresponding to dif-
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ferent final products, a number of fabrication processes are run in a wafer fab. Each
of the fabrication processes is a sequence of processing steps the wafers pass through
during the manufacturing. Common processes include CMOS, NMOS, and Bipolar.
Less common processes serve to make monolithic accelerometers, flow transducers,
microphones, etc. Each of the processes creates useful three-dimensional structures,
such as transistors, capacitors, resistors, and transducers, on the wafers. Each po-
tential integrated circuit device is called a die, which consists of a number of those
structures.

Wafer probe and sort: Each die on a wafer is inspected by using a wafer probe.
Rejects are marked {sorted) so as to be discarded in the assembly procedure. The
inventory of probed wafers is called die inventory. The wafer probe process consists
of one or only a few steps. In some firms, these steps are thought of simply as the
final steps of the fabrication processes [26].

Assembly: In this process, wafers are sawed and rejected die are discarded. Good
die are electrically connected and sealed in packages of various types [26].

Test and classify: Two test processes, raw test and final test, are involved here.
In the raw test (or class test) process, packaged devices are subjected to a series
of tests to determine device performance. As a result of this test, the devices are
categorized into bins based on the measured performance of one or more attributes
such as device speed, power consumption, tolerance of voltage variance, etc. Final
tests are performed before delivering products to customers, according to the orders
[26].

In the following subsections, we focus on the wafer fabrication procedure. We
discuss fabrication processes, operation sets, machines, and human reeources involved

in wafer fabrication. Activities, constraints, and objectives are also listed.

2.2 Semiconductor wafer fabrication

In this section, we focus on the wafer fabrication procedure. We discuss fabrication
processes, operation sets, machines, and human resources involved in wafer fabrica-

tion. Activities, constraints, and objectives are also listed.

2.2.1 Fabrication processes and operation sets

In a wafer fabrication factory, wafers are grouped in lots. The number of wafers in

a lot i usually a constant. They are grouped this way because many machines are
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designed to work on many wafers at the same time; because changing operations on
some machines can be expensive; and because this makes it easier to trace the path
of a wafer through the system for the purpose of determining causes of poor yield.
Usually a wafer fab factory produces more than one product. For each product type,
an operation sequence is performed to create the required structures on the wafers.
We refer to the predefined sequence of operations as the fabrication process (or fab
process). Since hundreds of operations are involved in a fab process, the operations
are divided into groups, called processing steps (or unit processes). Each processing
step has an associated operation set (or opset) which consists of several operations in
sequence and information used for the operations such as machine name, processing
time, and handling time. An opset also specifies some parameters like furnace recipe
number and photomask ID.

Figure 2 depicts a simple fab process for two-mask polysilicon gate capacitor,
which consists of fifteen processing steps. Each block in the graph represents a pro-
cessing step. Each processing step has a associated operation set. The first processing
step is field oxidation, and the associated opset is dfield5k.set, and so on. All the op-

erations at the present step must be completed before wafers go to the next slep.

Table 1 illustrates an example of opset, named dfield5k.set. It consists of three
operations, RCA clean, diffusion, and inspection, in sequence. The machines used
for the operations are: RCA wet station, furnace B1, and nanospec, respectively.
The wafers undergoing this opset visit the RCA wet station first, then furnace BI,
followed by inspection at nanospec. All three operations must be completed before
the wafers are ready for the next opset. The required operation times and handling
times are listed in the table. The operation time is the amount of time needed to
finish the operation. The handling time is the amount of time during which the worker
performs the operation (such as the loading and unloading of the diffusion operation).
The specified parameters provide further information to support each operation. For
example, recipe# 240 contains the information about the temperature set-up and gas

inputs for the fuiaace, and so on.

2.2.2 Inspection

Most processing steps are ended by an inspection operation. The purpose of inspec-
tion is to control the product quality and to test machine performance. Decisions

are made according to the inspection results. For example, good wafers which pass
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N-type Si Field oxide Field oxide Wat field
(100) #! DfieldSk.set |, Pattern || oxide etch
Phfieldpkt.set Wox6k.set
Y
LPCVD Gate oxida Re
sist ash
g;ii’;;ii::: lt—| DgatelO0.set gl ash.set
Resist coat Backside ploy Backside oxid
Phcoat . set plasma etch wet etch
: Plpoly5Sk.set 7| Hoxlk.set
Y
Phosphorous Phosphorous

glass wet etch depoation x;istta.h
Wphosl.2k.set a4 DphosS8.net .80

Polysilicon Polysilicon
pattern plasma etch Reaist ash
Phpolypkt .set |- Plpoly5Sk.set Ash.set

Capacitor

Figure 2: Two mask poly gate capacitor process
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L dfieldb5k.set

No. operation machine parameter op time hdl time
1 RCA clean RCA wet station 2 hrs 0 min 2 hrs 0 min
2 diffusion furnace B1 recipe: 240 7 hrs 30 min 0 hra 30 min
film spec +
avg: 6100 0 hrs 30 min
range: 500
3 inspection nanospec thickness 0 hra 16 min 0 hrs 16 min
top:
center:__
left:__
right:___
bottom:__
total time 10 hrs 0 min 3 hrs 30 min

Table 1: An example of opset: dfield5k.set

inspection are sent to a downstream buffer to queue for the next processing step, and
bad wafers which fail inspection are either sent for rework or scrapped to the trash
can. Most rework occurs at the photo step.

Not all of the production wafers go to inspection machines. Usually, only control
(pilot) wafers or sample wafers are sent for inspection. When a wafer fails inspection,
the cause of the failure is carefully investigated, and then support technicians are
notified to maintain or repair machines.

Frequently, rework requires off-route operations (i.e., extra operations) such as an
extra strip in an etch area sink. In this case, one or more machines would be visited
by the rework wafers on the way back to the upstream buffers. Additionally, rework
could also cause lot splitting. That is, a portion of a lot may be reworked while the
remainder waits for the rework sub-lot to catch up or, alternatively, the two sub-lots

continue through the process independently.

2.2.3 Machines

In this subsection we describe the machines involved in semiconductor fabrication.
In terms of function of the machines, we divide them into two basic groups, ie.,
support equipment and production r:achines. Machines in different wafer fab factories

may not be exactly the same. The discussion here is based on the Integrated Circuit



Laboratory of MIT.

Support equipment

Support equipment in a wafer fab is never visited by the wafers. The operation states
of production machines depend on the status of these machines. If one of the support
machines is down or undergoing maintenance, one or more production machines will
be down. In general, performing maintenance on each of the support machines causes
a shutdown of the clean room if the system is fully utilized. The IC Laboratory of
MIT is run only twelve hours a day and five days a week. Consequently, maintenance
is usually done during the off time. We refer to the whole set of support equipment
as the house system. Following is a list of support equipment in the IC Laboratory
of MIT.

Clean air flow: The laminar flow of filtered air is used to maintain a dust-free
environment in clean rooms. This flow is provided by fans mounted on the roof, by a
maze of ducts, and by filters located above the clean rooms.

Emergency water: This is ordinary cold city water. It is used in emergencies to
wash a person splashed by chemicals.

Process vacuum: This is used to pick up wafers and hold wafers in place during
processing.

Cleaning vacuum: These are used to vacuum the rooms clean or clean up spills.
The centrally located pumps collect waste, and the tanks must be emptied when full.
The hoses are attached to the plug points in the wall from which pipes lead to the
machines.

Compressed air: This can be used to operate pneumatic equipment. A dessicant
at the main pumps dries the air.

Process chilled water (pcw): This is water used to control the temperature of
equipment. It is recycled and reheated or recooled as required.

Solvent tank: A variety of chemicals are used and dumped. They are poured down
the solvent waste sinks where they drain into a special underground storage tank and
then are taken to long term storage.

City waste: Other chemicals are neutralized to ph of 7 and dumped into the city
sewer.

Fume ezhaust: This is a system of ducts and fans that perform the work required

to exhaust toxic fumes from fume hoods.
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Power: Several different voltages, currents and phases are available. All of the ma-
chines require electricity to run. A backup power supply exists, so power is essentially
always available.

Deionized (DI) water: This can be considered as a storage tank with fixed volume
and a production system with a maximum replenishment rate.

Humidity controllers and temperature controllers: Excessive moisture can damage
wafers by accelerating undesirable chemical reactions on chemically active surfaces.
Therefore the humidity in the clean rooms is controlled. The temperature in the
clean room is controlled to within 4 1 degree because wafer dimensions depend on
temperature and some equipment are highly temperature sensitive.

Tank farm: Semiconductor fabrication requires clean dry gases. At MIT, three
tanks of Argon, Nitrogen and Oxygen supply the building with these gases.

Local gases: These are small tanks of gases placed in cabinets near the equipment
which use them.

Local gas vents: To ensure that the leakage of a gas cylinder does not poison
anyone, the air from the gas cabinets is exhausted.

Safety alarms: Fire and gas leaks are reported by safety alarms. The clean room
is equipped with fire extinguisher, fire pumps, hydrogen monitors, and toxic gas

monitors.

Production machines

Wafers visit the production machines and occupy them for certain periods of time.
These production machines impose capacity constraints on the production rates. Fol-
lowing is a list of production machines in the MIT ICL.

HMDS vacuum bake vapor prime and image reversal system (Model 3/10): Wafers
are sprayed with a dehydrating chemical, HMDS, at 150° C. A dedicated commercial
oven is used for this operation, which requires house vacuum, power, and a dry and
particle-free environment.

Photoresist coater & developer (GCA 1006 Wafertrack): After HMDS, wafers are
loaded on the GCA wafer coating track for photoresist coating. The pre-exposure
bake is done in the in-line contact oven module. After the exposure, the exposed
wafers are developed on the GCA developing track. Post-development hard baking
is done in a in-line oven.

Wafer stepper system (GCA 4800 DSW): This equipment does the exposure. The
pattern transfer from an appropriate mask is carried out in a GCA 4800 , 10X direct
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step-on wafer system equipped with a 10-78-45 g-line lens. All the relevant informa-
tion about stepping a given mask pattern on a wafer are stored in a job specification
file in a dedicated PDP-11. Operation times are longer for wafers with smaller feature
sizes, due to the greater precision required for alignment.

Asher: In all baseline steps, resist is removed in a photoresist stripper (Drytek
Model Megstrip 6).

Dry etching: This is done in a plasma. Due to an applied voltage the ions in
the plasma bombard the silicon target perpendicularly to the surface. The surface is
etched away where it is not covered by resist. There are three plasma etchers in the
MIT ICL. Silicon-nitride etching and polysilicon etching are done in etcher-1 (LAM
480). Etcher-2 (LAM 594) is used for oxide etching. Metal etching is done in etcher-3
(LAM 690).

Wet etching (wet chemical process station): In addition to the dry etching steps,
stripping of oxide and silicon nitride is done using wet chemistries. The wafer is
placed in a bath, and the etch eats away at the parts of the layer not covered by
resist.

RCA cleaning: Before wafers are loaded into furnaces, they are cleaned in a wet
station using various chemicals.

" Ozidation furnaces: The MIT ICL is equipped with BTU oxidation furnaces.
These machines are used to expose wafers to hot gases at a variety of pressures for
oxidation or diffusion. Furnaces consist of quartz tubes, gas controllers, temperature
controllers, a suspended loading system, and a dedicated PDP-11 computer.

Chemical vapor deposition (CVD): Layers can be deposited on wafers, in furnaces,
from gases by a process called chemical vapor deposition (CVD). If the process occurs
at low pressure, it is called low pressure chemical vapor deposition (LPCVD). There
are four LPCVD tubes in MIT ICL.

Sputtering system (CVC 601): AlSi is the baseline first level metal. It is deposited
in a CVC sputtering system in the dc megnetron sputtering mode.

Ion implanter: In MIT ICL, ion implantation is done in an ETON medium current
machine (model NV 3206). This machine injects ions into wafers.

Microscope: This is used for inspection in opsets like photo and etching.

Surface profiler (DEKTAK IIA): A surface profiler is essentially a phonograph
needle that measures the height of the bump that it crossses.

Ellipsometer (GSC L116BL-26A): This measures the reflection of a laser beam off
the measured thin film layer.
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Junction sectioner (PIC 2015D): This machine carves a groove in the wafer, stains
the wafer, and then a microscope is used to identify the depth of the dopant.

Automatic four point probe: This measures the resistivity of the incoming silicon
wafers and of the doped layers formed or grown on it.

CV-plotter (MDC CSM-16): This machine measures the space charge capacitance
as a function of reverse bias voltage on a junction.

Film thickness measurement system (Nanospec/AFT 010-0180): This equipment

measures the thickness of thin films on wafers.

2.2.4 Human resources

In a wafer fab, a workforce is needed to run the fab processes. Technicians do oper-
ations and maintain equipment. Process engineers are responsible for the execution
of designed processes and for monitoring machine performance and device character-
istics. According to their responsibilities, we group them as operation workers and
support technicians.

Operation workers are the group of people who are in charge of operations. They
either carry wafers from one machine to another or are assigned to a certain machine
and spend periods of time there to perform operations. As resources, they impose
capacity censtraints on production rates. That is, no person can be more than 100%
busy performing operations. The period of time required by an operation worker
to do an operation on a machine is called handling time. Depending on experience,
different people need different handling times to do the same operation. In the wafer
fab industry, operation workers are usually assigned to sector or a group of muchines.
They might only know how to turn the machines on or off, load or unload wafers, and
press buttons to start or end operations. In a research laboratory, operation workers
carry wafers around to perform operations. They are usually more knowledgeable
and more actively involved in process design and product development. In the MIT
IC laboratory, about 60 graduate students are involved in wafer fabrication, and
most of them are in the operation worker category. Using students as workers causes
scheduling complexity because of their complex personal schedules.

Support technicians are those who do not perform operations, and so they do
not impose capacity constraints on production rates directly. But they do impose
constraints on the availability of both of production machines and support equipment.
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2.3 Activities

In this section, we discuss the activities that occur in a wafer fab factory. In terms
of degree of control, we categorize activities as controllable activities, uncontrollable

and predictable activities, and uncontrollable and unpredictable activities.

Controllable activities

This kind of activity can be arranged by a decision-maker or 2 manager of a wafer
fab factory. Usually we can only decide when to start an activity and cannot change
the time that an activity requires.

Production operations: The major activities in a IC fab are production operations,
such as wafer processing, wafer inspection, and so on. These activities are well studied
and accurately timed.

Set-ups: To convert a production machine from one operation to another may
require cleaning the machine, changing chemistries, or performing adjustments. All
such activities are called set-up changes.

Multiple routings: As we mentioned earlier, for every operation, there are qualified
machines suitable for performing the operation. Sometimes, multiple generations of
the same machine type are available for the same operation. Certain operations have
their choice of the generations, while others are restricted to certain sub-classes.

Preventative maintenance: Some regular procedures must be performed to main-
tain both production and support machines.

Specified events for huinan resources: Both operation workers and support tech-
nicians are subject to some specified events. For example, new worker training,
technician training, group meetings, overtime, and vacations are all activities that
scheduling should be concerned about.

Environment control: We need to do some tests regularly to casure that yield
does not suffer from variability in consumables, particle counts, humidity, machine
performance, and other critical parameters.

Overtime: Overtime is often used to make up for tardiness.

Uncontrollable and predictable activities

This kind of activity cannot be arranged by decision-makers or managers, but they

know when they will happen and how long they will take.
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Holidays: All human resources take holidays off. We must account for these events
in advance.

Special time schedules: Some of the operation workers and support techniciar.s are
subject to special time schedules. For example, the maintenance technician from the

manufacturer of a equipment may be available only during certain period of time.

Uncontrollable and unpredictable activities

For these activities, we do not know either when they will happen or how long they
will take. The only thing we can do is to respond as quickly as possible. But we
may have statistical data on uncontrollable and unpredictable activities for long term
planning.

Machine failure and repair: Both production and support machines are subject
to random failures and need random repair times.

Random absence of human resources: Both operation workers and support tech-
nicians are subject to random absences due to illness, accident, etc.

Defective wafers: At various points in ‘he fab process, entire wafers are discarded,
either because the wafers failed inspection or because they are broken.

Rework: Sometimes, one or more op:rations can be redone when a wafer fails
inspection. Sometimes, rework requires extra off-process operations on the way back
to the upstream buffers.

Engineering holds on lots: Sometimes, a certain process will be stopped until some
experimental results are obtained or engineering decisions are made.

Demand change: The production demand is a function of tke customer orders and

production yield and usually varies randomly.

2.4 Constraints

Semiconductor fabrication require machines, people, wafers, time, and so on. Each of
the requirements imposes constraints on the scheduling. Here we assume that circuit
design and mask preparation, wafer preparation, and process design have been done
before we implement fab processes.

Production machine capacily: Production. machines process a certain number of

wafers at a time. It takes a certain amount of time to perform an operation on a

machine.
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Support machine availability: Support machines do not impose capacity con-
straints on production rates directly. But if one support machine is down, one or
more production machi~~s may be down.

Dewn-time delay: For some support machines, if they go down, one or more
production machines win be down after a time delay. For example, if the clean sir
system is down, the number of dust particles will increase in the clean room. V/hen
the number reaches a certain value, all the machines which need the laminar flow of
the clean air will be preveated from working.

Operation worker capacity: Each person takes a certain amount of time to com-
plete an operation, and each person is limited to operations that he or she knows how
to perform. Workers are often trained to operate more than one piece of equipment
(cross training), but each worker has limits. There are also a limited number of people
available.

Support technician capacity: Each technician takes a certain amount of time to
maintain or repair a machine. The support technician availability affects the repair
times of both production and support machines, and therefore system capacity.

Operation sequence: In a fab process, operations have to be performed one aiter
another following a pre-defined sequence.

Limited load size: The number of wafers a machine can process simultaneously
may be variable with an upper limit. For instance, the diffusion tubes in the MIT
ICL can process 100 wafers in a single operation.

Limited waiting time: At some points in a fab process, wafers cannot wait for a
long time in a buffer, because exposing the wafer surface in the air will decrease yield.
For example, after RCA clean, diffusion operations must be done as soon as possible
without letting the wafers wait in a buffer for a long time.

Shifts: Some wafer fab factories are operated one or two shifts per day that total
to less than 24 hours. Wafers must not be in certain states at the end of the final
shift of the day. Therefore, some operations cannot be started late in a shift, because
they will not be completed by the end of the day.

Pilot wafer runs: A pilot wafer is often run through a series of processing steps
before running the whole lot. By grouping compatible lots, the scheduler can increase

capacity by having lots share pilot wafer runs and setup changes.
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2.5 Summary

In this section, we have discussed many of the events associated with wafer fabrica-
tion. We have attemtped to describe the issues which are important for production
scheduling. The purpose has been to list and understand the events so that scheduler
can be designed to account for these phenomena.

In following sections, we construct mathematical models for scheduling manufac-
turing systems. We focus our attention on a set of important phenomina such as
machine random failure, starvation or blockage, and operation. Because of the limi-
tation of available solution techniques, some important issues such as set-up changes
and rework are not included in the mathematical models we will develop.
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3 The model of a manufacturing system

In this section, we introduce a general model of a manufacturing system. In Section
3, we construct a real-time scheduler for the simplest case of this model. In later
sections, we construct controllers for more and more complex systems, until we are

able to control a system just as general as the one presented here.

3.1 Time

In a manufacturing system, many measurements are based on different time framnes.
For instance, the time to fail is measured only when a machine is operational, and
the frequency of failure is based on the time during which the manufacturing facility
is functional for production activities. Usually, & measurement is defined only on
a specified time frame. It often becomes practically meaningless when the underly-
ing time frame is changed. In the following, we define three time frames and the

complementary frames associated with them.

3.1.1 Clock time

It is the time measured by a clock. Define T, to be the set of clock time, which

satisfies
T. = {t € RU{—o00, +00}}. (1)

Define C. to be the complement of the clock time, which is an empty set:
Cc = 0.

8.1.2 Working time

Working time is a subset of clock time. It is the time during which the manufacturing
system is functional for production activities. Since most manufacturing facilities are
closed on holidays and some are run only one or two shifts a day, it is convenient,
sometimes, to make measurements based on the working time.

Define T, to be the set of working time, which satisfies

Tw = {t € T.|the system is functional for production}. (2)
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Define C,, to be the complement of the working time, which satisfies
T,+C, =T..

In general, working time consists of shift hours and overtime. The complement of the

working time consists of holidays and off time (such as weekends).

3.1.83 Operational time

Operational time is a subset of the workiny time. It is associated with an individual
resource. Operational time is the time during which the resource is able to perform
production activities. A machine can change setup, or produce parts only when it is
operational. Most resources in a manufacturing system subject to disruptions. For
example, all machines fail randomly and need preventative maintenance. Operational
time is needed to define some important quantities, such as starvation fraction and
blockage fraction since a machine can be starved or blocked only wheu it is opera-
tional.

Define Ti; to be the set of operational time associated with Resource i, which

satisfies
Toi = {t € T,,|Resource i is operational }. (3)

Define C,; to be the complement of the operational time of Resource i within T,

which satisfies
T+ Cox =T,.

3.1.4 The relationship among the time frames

Fig. 3 illustrates the relationship among the three time frames defined above. The
clock time, T, is the universal set, which consists of the working time, T, and its
complement, C,. The operational time, T.;, and its complement, C.;, are comple-
mentary subsets of working time.

Since we do not consider issues like holidays and overtime in this thesis, we assume
that the absolute time and working time are identical. That is, we assume that
Cw = 0. In the following, the time axis is the working time unless we redefine it

explicitly.
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operational time clock time
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operational time
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Figure 3: The relationship among the frames of time

3.2 Material flow

For each part type, the parts go through the system following a predefined operation
sequence. The operation sequence is called a process, which contains the route and
operation information. For example, a semiconductor fabrication process consists of
the machine name, recipe number, processing time, temperature, gas configuration,
and so on, for each operation [5].

To reduce the complexity of the problem, we model the movement of parts in
the system as a continuous flow. We model a machine as a valve with a switch
which is randomly on and off. When the switch is on, the materiel flows through
the machine. The flow is incompressible so no material can be accumulated in the
machine. Therefore, at any given time, the flow rates at the two ends of the machine
must be the same. A buffer can be viewed as a tank in which material is allowed to
accumulate.

In contrast, material is allowed to accumulate inside a machine in the compressible
flow model. In this case, the production flow is not only delayed in buffers, but
also in machines. The compressible flow model is appropriate for “pizza-oven-type”
machines. That is, a machine can handle more than one job at a time, and the
processing times may be different. An individual part can be loaded or unloaded when

the machine is processing some other parts. Van Ryzin [36] studied the phenomenon
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of delay in machines as well as in buffers.

3.3 Resources

A resource is any part of the manufacturing system that is used to perform or to
support an operation. Machines, buffers and workers are resources. By function,
machines are divided into two groups: operation machines and support equipment [5).
The operation machines are those which perform operations directly. The support
equipment, such as the DI water and gas supplies in a wafer fabrication factory, are

never visited by parts.

We assume that the human resources and the support equipment are always available.
Consequently, the operation machines and buffers are the resources which imgose ca-
pacity constraints to the scheduling problem. However, the methods developed in
this paper can be extended to take the human resources and the support equipment
into account. In the following, we will simply use “machine” to indicate an operation

machine.

3.3.1 Machines

The manufacturing system under study includes a total of N machines. All machines
are subject to random failures and need random repair times. For each machine, the
time to fail is the time interval from a repair to next failure. The time to repair is
the time interval from a failure to the instant when the machine is repaired.

Define a;(t) to represent the state of Machine i (i = 1,2,.. .wN). It is a binary
variable which is 1 if the machine is operational and 0 otherwise. We define the

machine state vector
a(t) = (au(t),...,an(t)).

Failures and repairs on different machines are assumed to be independent. Given
that Machine 7 is operational, the probability of a failure in a small interval of length
6t is p;6t. The probability that a failed machine is repaired during a §t time interval
is given by r;6¢. The parameters p; and ; are the failure and repair rates for machine
i(¢=1,2,...,N). The dynamics of the machine state are therefore governed by

p[a,—(t + 6t) = lla,-(t) = 0] = r;6t,
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ploi(t + 6t) = Olai(t) = 1] = pidt, (4)
(i=1,2,...,N).

For Machine ¢, the time to fail is thus modeled by exponentially distributed ran-
dom variable with mean 1/p;, which is measured in the frame of operational time, T};.
The time t) repair is also an exponentially distributed random variable with mean
1/r;, which is defined on the complement of the operational time, C,;. These two
random variables are independent. The average time interval during which Machine
i is up once and down once is measured within the working time frame. The length
of such an interval is 1/r; + 1/p;.

The model assumes that machine failure rates do not depend on the part flow
rates, starvation, or blockage. That is, we assume time-dependent, rather than event-
dependent failures.

We also assume that all machines are flexible enough so that we can neglect setup
change times, and that the preventative maintenance activities do not occur on the
time scale of repairs and failures. The only activities that we are considering are
operations and failures and the effects of emptying and filling of buffers. (The term
activity is defined in Section 2.4.)

Finally, we assume that the frequency of operations is an order of meagnitude
greater than the frequency of failures, and that the durations of operations are an
order of magnitude less. We focus our attention on the time scale in which individual
failures are important, but individual operations are not. Thus we study produc-
tion rates, and approximate cumulative productions and buffer levels as continuous

quantities (and represent them with real numbers rather than integers).

3.3.2 Buffers

There are M part types in the system. For part type k (k = 1,... yM), a total of
Ly operations are required. We assume that there are buffers between every two
consecutive operations. Therefore, there are Lj, — 1 buffers to store the Type k parts.
The total number of buffers in the system is then equal to ™M, L, — M. All buffers
in the system are homogeneous. That is, each buffer holds only identical parts.

Let Buffer (j, k) be the buffer between the j** and j + 1**(j = 1,2,...,L; — 1)
operation for the Type k parts (k = 1,2,..., M). We use bj, to represent the buffer
level, i.e., the number of parts in Buffer (j, k). We represent material as continuous

flow. Therefore, bjx is a real number, i.c., it is not restricted to be integer-valued.
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The buffer level bj;, is a part of the WIP inventory. It is a key factor for production
control. The buffer level is directly related to how long the production can last
without starving the adjacent downstream machine when a machine is down. If the
downstream machine is starved too much, the production demand cannot be satisfied,
and if the downstream machine is starved too little, then excess WIP inventory exists.

Define u;i to be the production rate of the j** operation of Type k parts, which is
the frequency that the j** operation is performed on the Type k parts.

The dynamics of the buffer level are governed by

bjk = wjke —wjpe, (G=1,..., L —Lk=1,...,M). (5)

Define Bjj to be the size of Buffer (j,k). The buffer size Bj) is not necessarily the
physical buffer size. It is a control parameter (which we determine below) which is
used as a threshold to block the upstream machine. We choose it to limit WIP when
more WIP does not lead to better performance. Although the model can be easily
extended to include the physical buffer sizes, to focus our attention to WIP inventory
allocation, we assume that there is an unlimited amount of physical space for each
buffer in the system. That means that there is no upper limit for Bj,. The buffer

level bj;, satisfies
Bjr>b;, 20, (6)

(G=1,2,....,L = L;k=1,2,..., M).

Define s;i to be the empty space in Buffer (j, k), which satisfies
bk + sjx = Bijx,

J=12,...,L—1; k=1,2,...,M).

Here, we would like to emphasize that the empty space s; is equally important as the
buffer level bj). for production control. The empty space s;,. determines how long the
production can last without blocking the adjacent upstream machine when a machine

is down.
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3.4 Activities

An activity is a pair of events associated with a resource [15]. The first event corre-
sponds to the start of the activity, and the second is the end of the activity. Only
one activity can appear at a resource at any time. The three important classes of

activities which are included in the model are listed as follows:

Operations: The major activities in a manufacturing system are production oper-
ations. It takes a certain amount of time to perform an operation on a machine.
Sometimes, operation times are random. However, for highly automated machines,
the variances of operation times are usually very small. We treat the operation
times as deterministic. Production operations are controllable activities. That is,
the decision-maker can decide when and where to perform the activities, as long as

machines are not occupied with any other activities.

Machine failure and repair: All machines are subject to random failures and need
random repair times. The time to fail is the length of the time period from a repair
to the next failure, which is measured in the operational time frame, T,;. The time to
repair is the length of the time period from a failure to next repair, which is measured
in the complementary frame of the op«rational ‘ime, C,;. Machine failures and repairs
are uncontrollable and unpredictable activities. We assume that the time to fail and
the time to repair are exponentially distributed random variables and that failures
may occur even when the machine is idle (time-dependent failures in the working

time frame).

Starvation and blockage: A machine is starved when it is idle because there are no
parts in any of its upstream buffers. A machine is blocked when it is idle becsuse
all of its downstream buffers are full. Starvation and blockage are uncontrollable and
unpredictable activities. That is, the decision-maker cannot know in advance when
and where starvation or blockage will occur. A machine can be starved or blocked
only when it is operational.

An operation is blocked when the associated machine is operational and the down-
stream buffer is full and the adjacent downstream machine is down. An operation is
starved when the associated machine is operational and the upstream is empty and
different from those of machines. When an operation is starved or blocked, the asso-
ciated machine may work on the other operations which require the same machine.
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If a machine performs only one operation, operation starvation or blockage is the
same as machine starvation or blockage. For each part type, we assume that the first
operation is never starved and the last operation is never blocked. Define f;-’k to be
the blockage fraction. It is the fraction of operational time, T,;, during which the jtt
operation of Type k parts is blocked. Define 1 to be the starvation fraction. It is
the fraction of operational time, T,;, during which the j** operation of Type k parts
is starved.

In general, the starvation and blockage fractions are functions of machine param-

eters, buffer levels, buffer sizes, and production demands.

3.5 Constraints

Production is subject to many constraints. Some of them are common to all manu-
facturing procedures, such as capacity constraints and feasible demand constraints.
Others only can appear in specific manufacturing environments, such as the limited
furnace chamber size and the permissible delay time between consecutive operations
in semiconductor fabrication. In our model, two kinds of constraints are considered.

They are

Capacity constraints: It takes a certain amount of time for a machine to perform
an operation and a machine is only available for so many hours a day. The produc-
tion rates are constrained by the current capacity of the system.

Define 6;j;, to be the operation index which is 1 if Machine i performs the jtb
operation on Type k parts, and 0 otherwise. Since we do not consider multiple route

case in this paper, the operation index should satisfy
N .
Yobi=1, (G=1...,Lyk=1,...,M). )

Define 7ik to be the processing time of the j** operation of Type k parts. The

current or instantaneous capacity is then defined by
z{j'kw‘ji___l}rjkujksaa" (i=12...,N) (8)

where 7j,u;y is the fraction of time during which Machine i performs the j** operation
on Type k parts if 6;;, = 1. The capacity constraints simply say that no machine can
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be more than 100% busy to perform operations. As a machine fails or is repaired,

i.e., as the machine state changes, the set of feasible instantaneous production rates

changes.
An instantaneous production rate is feasible if and only if it is a member of the

capacity constraint set
Qo) = {u | Z{j'kwm:l}rjkujkga.', for all 7 and u>0}. (9)

Note that the capacity set is independent of the control policy. That is, the system

can at most have so much capacity no matter what kind of control policies we use.

Operation sequence constraints: We assume that for each part type, operations have
to be performed one after another following a pre-defined sequence. That means
that there is only one path for each part type to go through the system. We do not

consider the multiple route case.

3.6 Problem feasibility

A manufacturing system has certain capacity. It only can achieve demand within
a limited range. This range represents the long term capacity of the system. It is
useful information for long term planning and marketing decisions. By taking the

time average of (8), we have

1 /T 1 /T .
E{j,klﬂ;,-,.:l}{-j"-/(; Tjku_,'kdt}si;/o o;dt, (z =1,2,..., N) (10)

If the system is ergodic and in steady state, then

I l/T dt = Ti = 1.2 N ‘11
T—I'IOIOT 0 aid _ri+Pi, (1"—" Lt AL ] )' ( )
Let
. 1 /T
e = Jim 7 [ winde. (12)

When the system is in steady state, the long term average production rates are the
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same for all operations on the sa.ne part type. Therefore,

1
1

p=dx,  (k=1,...,M). (13)

Plugging (13) into (10}, the long term capacity is given by

_ i .
Z{j.klO.-,,,--l}Tj"“"S,.i n p,-’ (1, = 1, 2, veey N) (14)

The long term capacity set is

_ _ T . _
= {ix, (k=1,...,M) | Z{j.klauﬁl}rjkuksri et for all ¢ and %,>0}. (15)

©on

Define dy to be the production demand for part type k which usually is a function
of time. We assume that the frequency of the demand change is an order of magnitude
smaller than that of failures. That is, the amount of time during which the system is
in steady state is much greater than its time in transient states. A demand is feasible

if and only if it is a member of the long term capacity constraint set (15).

3.7 Objectives

In different manufacturing environments, the production control objectives may be

different. We emphasize the following objectives:

Lateness and inventory: To increase sales and keep good business relations with
customers, we want to deliver products on time. At the same time we do not want
excess inventory. Consequently, we must keep production close to demand.

Define z;;, to be the production surplus of the j** operation of Type k parts, which

satisfies
ik = Ujp — di, (j':l,...,Lk;k:l,...,‘M). (16)
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Define the production surplus vector
a:(t) = {a:jk;(j = 1,...,Lk;k = 1,...,M)}.

It should be noticed that the production surplus is not the same as WIP inventory.
The production surplus is the cumulative difference between production and demand.
Large surplus does not always indicate high WIP inventory. Alse, the surplus can be
negative (backlog) but WIP cannot.

For the final operation of part type k, if the surplus zp, is positive, more material
has been produced than is required. This surplus or safety stock helps to reduce the
impact of machine failures. However, it has a cost. A material handling system
must be devoted to sterage. In addition, working capital has been expended in the
acquisition and processing of stored materials. This capital is not recovered until the
final product inventory is sold. If the surplus =, is negative, there is a backlog
which is even more costly. Backlog represents unsatisfied customers. In this case,
sales and goodwill may be lost.

It should also be noticed that the production surplus is different from lateness.
Lateness is the time difference between the due date and the actual shipment from
the system. Since we represent material as continvous flow, lateness is a continu-
ous variable. Fig.4 illustrates the relations among demand, production, surplus, and
lateness, at the final stage of a production process. Positive surplus always indicates
negative lateness (actual shipment is ahead of due date). Negative surplus always
indicates positive lateness (actual shipment is behind due date). Most often, large
surplus indicates large tardiness. At any given time, the production surplus is inde-
pendent of the future production. However, when production surplus is negative, the
lateness depends on the future production (see Fig.4). This is the major reason that
we choose the production surplus as the feedback variable instead of lateness.

The objective of minimizing the lateness and final product inventory is equivalent
to minimizing the absolute value of the surplus of the final operation for each part
type, zr,r. (k = 1,2,...,M). That is because both objectives minimize the area

between the actual production and demand.

The work-in-process (WIP) inventory: Whenever possible, we want to keep WIP
inventory in a manufacturing system as small as possible, because it takes space,

costs money for handling, and increases the throughput time. However, too little

41



cumulative
4 production

surplus x(t)

actual

production demand

lateness at t

Y

Figure 4: Demand, production, surplus, and lateness

42



work-in-process inventory will increase starvation and blockage, and therefore reduce
production rates.

The work-in-process inventory consists of the parts in buffers and the working
pieces on machines. Minimizing WIP inventory is equivalent to choosing the small-
est buffer sizes and average buffer levels such that we just have enough capacity to

achieve the demand.

The throughput time: This is the time a part spends in the system. It is also called
cycle time or lead time. The shorter the throughput time is, the faster the system
can respond to customer orders, and the faster the firin can develop new products
and processes. The throughput time consists of the waiting times in buffers and
the processing times on machines. The waiting times in buffers are proportional {o
the buffer levels. Consequently, minimizing the buffer levels and buffer sizes also
minimizes throughput time.

Therefore, we formulate the production control as an optimization problem in
which we minimize the average WIP level and are constrained to meet demand. The

decision variables are the instantaneous production rates and buffer levels.
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Figure 5: Two-machine, one-part-type system

4 Two machine, one part type systems

In this section, we study the simplest case, a two-machine, one-part-type system.
The results in this section are extended to more complex and realistic systems in the
subsequent sections.

As illustrated in Fig. 5, the system consists of two machines (t = 1,2) and one
buffer. For Machine 7, the failure rate is p; and the repair rate is ;. One part type is
produced. Each part needs an operation with processing time 7; on Machine 1 and an
operation with time 7; on Machine 2. A buffer is located between the two machines.
We assume that Machine 1 is never starved and Machine 2 is never blocked.

4.1 Dynamic optimization

The production flow rate control can be formulated as a dynamic optimization prob-
lem. Given an initial surplus state z(¢,), and machine state a(to), we wish to specify

a feedback control strategy for production during to<t<T that satisfies
. T . .
J(2(to), (to), to) = min E{[ 9(z,b)dt | =(to), a(to)} (17)
0

subject to:

\,

1w <ay;
Tauz<ajy;

11 20,u3>0;
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where the system dynamics and buffer constraints are

:i:1=u1--d;
i:gz‘uz—d;
b=1uy — uy;

B2>b>0.

The function g(z,b) is a convex function which penalizes =(t) and b(t) for being too

positive or too negative, It satisfies

lim g¢(z,b) = oo,

Il —o00
e 9(528) = 2,

and ¢(0,0) = 0. The constraints are specified in the form of u€Q(a), where Q) is
given by (9). Assume that the initial buffer level b(t,) satisfies

b(to) = $1(t0) - zg(to). (18)

The buffer level, b, is a function of the surplus =, which can be determined by (5),
(16), and (18),
b(t) = z1(t) — za(t). (19)

Therefore, by plugging (19) and (18) into (17), the value function J is not an explicit
function of the buffer level b(t).

There is no a technique available to solve this dynamic optimization problem an-
alytically. A numerical solution was obtained by Van Ryzin [36) for the two-machine,
one-part-type case. It was shown that the production surplus z-space is divided into
regions. For each a, each region in z-space corresponds to a specific production de-
cision rule. Unfortunately, the numerical method is very time consuming and not
efficient enough to be extended to more complicated systems. Instead, we develop
an approximation method to solve the production control problem, which can be

extended to more complicated systems.
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4.2 Feedback control law

If the optimal value function J(z,a,to) is known, the optimal production flow rate u

can be determined by solving the linear programming problein [see Appendix A):

mjn{-(%:-];ul + g—;’;uz} (20)
subject to:
T Say;
TaU2 S a;
u; 20,13 2>0;
where

:i:lzul—d;
:i!z:‘u:—d;
b=1uy — uy;

B>b>0.

By inspecting the linear program (20), we can make the following observations.

Observation 1: The right hand side of the inequalities in the constraint set are ran-
dom parameters. Therefore, the shape and size of the capacity constraint set change

randomly with the machine status af(t).

Observation 2: The linear program (20) represents a real-time feedback control law
since the LP is determined by = and a. When the production surplus £ and machine
state o are fed back from the shop-floor, a new production rate, u, is generated by

solving the linear program.

Observation 3: The objective function is linear in the production rate u. The con-
straint set is a convex polyhedron of u. Therefore, the optimal production policy
u(t) takes on values at the extreme points of the constraint set. The coefficients of u
in the objective are functions of production surplus z. Therefore, for each machine
state a, an optimal production policy divides the z-space into a set of regions in
which the production rate is constant. Each region corresponds to an extreme point
of the constraint set. However, the regions do not cover the whole z-space. If the
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gradient of J does not exist, or is zero, an unique optimal solution may not exist.
In the following text, we assume that the gradient of J exists. This assumption is
not actually restrictive since we can replace the gradient with the subgradient of J.

The subgradient always exists since the value function J is continuous and convex [35).

In the case that both machines are operational (a; = 1 and a; = 1), Fig. 7 illustrates
the regions in z-space. The two straight lines are the zero-buffer and full-buffer bound-
aries since the buffer level is a linear function of z. The feasible region of a-space
lies between the zero buffer boundary (b = 0) and the full buffer boundary (b = B ).
The other two curves are the coefficient boundaries, which are the sets of points in
which one of the coefficients of the objective function in (20) is zero (8J/8z; = 0).
The feasible area of the z-space is divided into four mutually exclusive regions which
correspond to the four extreme points of the constraint set. In each region, the pro-
duction rate u is constant. The intersection of the coefficient boundaries is called
the hedging point, which is the desirable operating state of the system. The feedback
controller (20) always attempts to drive the system to the hedging point, and to keep
it at there. Intuitively, this is because that the hedging point is a global minimum
of the value function J. There might be more than one hedging point if the value
function J is not strictly convex. But all hedging points must form a convex set since
J is convex. In the subsequent sections, we only consider the cases which have an

unique hedging point.

Observation 4: Both the coefficient boundaries are attractive (See [16] for a simi-
lar problem.) That is, when the system state reaches a boundary, it crosses the
boundary back and forth while it moves along on a boundary towards the hedging
point. This phenomena is referred to as chattering on a boundary which severely af-
fects the efficiency of the production control algorithm. To avoid chattering, a set of
conditional constraints is used to guide the system to move to the hedging point when
production surplus z reaches a coefficient boundary. The conditional constraints are
stated in Section 4.5. Consequently, the production rates are constant on boundaries

in z-spsce.

Observation 5: Since the production rates are constant in every region as well as
on every boundary in z-space, the linear program (20) yields a piecewise constant
solution, u(t). Therefore, the production rates do not have to be calculated at every
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Figure 6: The capacity set when both machines are operational

time instant. They need only to be computed when machine state a changes or when

production surplus z(t) reaches a boundary.

We have discussed some properties of the optimal production policy by inspecting
the necessary optimality condition which is in the form of linear programming for-
mulation. However, we do not know the optimal shape and position of the coefficient
boundaries in z-space. In the following subsections, we construct approximations for
the boundary shape and position and buffer size such that the system behavior and

performance are satisfactory.

4.3 System behavior specification

In this section, we specify a list of requirements regarding system behavior, which
serves as the guide for the construction of approximations in the subsequent subsec-

tions. The desirable system behavior specifications are:

(a) When Machine 1 fails, keep Machine 2 producing without changing its production
plan until the buffer is empty.

(b) When Machine 2 fails, keep Machine 1 producing without changing its production
plan until the buffer is full.
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The behavior requirements are the considerations of spatial decomposition. For ex-
ample, for a large factory, when a single machine fails, we do not want to change the
production plan of the entire factory unless we have to. Consequently, we would like
to separate the machines as much as possible to reduce the effects of machine fail-
ures. This consideration is essential for dividing a system into several sub-systems in
a hierarchical structure. In this case, the state of Machine 1 does not affect Machine
2 if the buffer is not empty, and the state of Machine 2 does not affect Machine 1 if
the buffer is not full.

It is important to note that these specifications are not necessarily optimal ac-
cording to (17). They are heuristic cpproximations. In latter sections, we will see

that these specifications reduce the complexity of the production control problem.

4.4 The desirable boundary shape in z-space

From the discussion in the previous sections, we see that the production controller
(20) is characterized by the shape and position of the coefficient and the buffer-size
boundaries in z-space. In this section, we determine the proper boundary shape such
that the system behaves as specified in Section 4.3. Consequently, we construct an
approximate, J, of the optimal J function. For simplicity, we assume that the hedging
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point does not change with machine state . Suppose that the system has reached
the hedging point and both machines are operational. The production rate decision
is then u; = u; = d, so the system stays at the hedging point indefinitely. Then
consider the following situation. Suppose that at time ¢ after the system reaches the
hedging point, Machine 1 fails (a; = 0) and Machine 2 is still operational (a, = 1).
According to the behavior requirement (a) of Section 4.3 and the capacity constraints
(9), the production decision should be u; = 0 and u, = d until the buffer is empty.
Before the buffer is empty, z; decreases at rate d and z, is constant. Therefore the
system state (z1,22) moves along a horizontal line towards the zero buffer boundary
(z1 = z3). Before the system reaches the zero buffer boundary, the coefficient of u,
remains to be zero (8J/0z; = 0). From the observation above, we conclude that the
coefficient boundary defined by (8J/8z, = 0) must be straight ard horizontal, and
must go through the hedging point.

Similarly, the other boundary must be straight and vertical, and must go through
the hedging point.

The desirable boundary shape in z-space is illustrated in Fig.8. Regions (1), (2),
(4) and the dashed boundaries are the transient states. This is because, after the
system reaches the hedging point, it will never go above the horizontal boundary and
to the right of the vertical boundary. On the horizontal boundary, z, is constant
(2 = d). On the vertical boundary, z, is constant (v1 = d). When the buffer is
empty, Machine 2 cannot produce faster than Machine 1. When the buffer is full,

Machine 1 cannot produce faster than Machine 2.

4.5 The conditional constraints

To avoid chattering on the coefficient boundaries and to respect the buffer constraints,
we need to impose a set of conditional constraints to the linear program.

Define (21, 22) to be the hedging point which is the desirable value of (,,z,), and is
assumed to be independent of «. The components of the hedging point are unknown
and will be determined in Section 4.7.4. The conditional constraints are

if &y=2, B>b>0, and oy =1, then u, =d;

if ¢3=25, B>b>0, and a; =1, then u;=d;

if =0, then wu;>u,;

if b=B, then u;<u,.
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which say that when the system reaches the vertical boundary, the production rate
of Machine 1, u;, should be equal to the demand d. When the system reaches the
horizontal boundary, the production rate of Machine 2, u,, should be equeal to the
demand. When the buffer is empty, Machine 2 cannot produce faster than Machine
1. When the buffer is full, Machine 1 cannot produce faster than Machine 2.

4.6 The linear program for real-time feedback control

To ensure that the coefficient boundaries in z-space are horizontal and vertical and

go through the hedging point, linear program (20) becomes

muin{al(a:,a,t)(:m — z1)u; + ax(z, o, t)(z2 — 23)us} 21)
subject to:
MU Sy,
T2U2 S 05
u1 20, u220;
if 2y =2, B>b>0, and a; =1, then u, = d;
if 22=25, B>b>0, and a; =1, then u, = d;
if =0, then u;>u,;
if b=8, then wu;<uy;
where
T = u; — d;
Ty = uy — d;
b= Uy — Uz,
B>b>0.

in which a;(z, @, ) is a positive function over the feasible region in z-space. Different
forms of a;(z, @, t) correspond to different value functions. Comparing (21) and (20),

we have the approximete gradient

aJ

-8?1 = al(z, a,t)(:cl —_ Zl);
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(—96?;-]; = ay(z, o, t)(z2 — 23).

The vertical boundary in the x-space corresponds to 8J/8z; = 0 (or z; = z1).
The horizontal boundary corresponds to 8J/8z; = 0 (or z» = z,). By inspecting
the feedback controller (21), the choice of a;(x,,t) does not affect the production
control policy u(t) in this case. That means that all convex functions which give us the
same vertical and horizontal boundaries in x-space are equally good choices of value
functions for this scenario. For simplicity, we choose a;(z,a,t) = as(z,a,t) = 1.
This choice of a; corresponds to a family of quadratic J functions whose level set,
sg = {z € R? | J(=,a) < B}, is an ellipse centered at the hedging point (z, z;).

Note that the coefficient of u, is not a function of z;. Therefore, if the buffer is
neither empty nor full, (21) indicates that the production flow rate, u;, is indepen-
dent of the flow rate u,, the machine state a;, and the surplus state ;. The same
observation can be made for u;. Coupling occurs only when the buffer is either empty
or full as specified in the conditional constraints.

When the system reaches the hedging point, the scheduler generates the same
policy as in a KANBAN system. That is, the production rates are equal to the
demand. Moreover, if the system drifts away from the hedging point due to random
events such as machine failures or starvation or blockage, new policies are generated
such that the system recovers as soon as possible.

In the linear program, there are three parameters we need to determine. They are
the components of the hedging point (21, 2;) and the buffer size B. In the following
subsections, we formulate approximations for those unknowns.

4.7 Control parameter estimation

In this section, we estimate the unknown parameters of the feedback control linear
program (21). In doing so, we develop a frequency-duration method to formulate
an approximate relationship among starvation, blockage, buffer hedging level, buffer
hedging space, machine parameters, and demand. A pair of starvation and blockage
constraints ‘are also formulated. A nonlinear optimization problem is set up to de-
termine the buffer size. The hedging point is determined such that the average final

product inventory is minimized.
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4.7.1 Starvation and blockage

If the buffer size is small, Machine 1 will be blocked soon after Machine 2 fails. If
the amount of material in the buffer is small, Machine 2 will be starved soon after
Machine 1 fails.

Define z* to be the buffer hedging level (see Fig. 8). It is the buffer level when the

system reaches the hedging point, which satisfies
2=z — 2. (22)

Define 2* to be the buffer hedging space. It is the room left for more parts in the
buffer when the system reaches the hedging point, which satisfies

=B -2 (23)

Fig.9 illustrates a sample cumulative production trajectory for a system in which
U12U,, where U; is the maximum service rate of Machine ¢ (i = 1,2). We start with
a empty buffer. At the beginning, both machines produce at maximum rates, while
Machine 2 starts after Machine 1 finishes the first part. When the system reaches
the hedging point, both cumulative production graphs are parallel to the cumulative
demand graph. When Machine 1 fails at time #;, Machine 2 continues to produce
and starts to consume the material in the buffer. The buffer becomes empty at time
t2, and Machine 2 is starved until Machine 1 is repaired at time 3. In this case, the
length of the period of starvation [t2,t;] is a function of the demand, the buffer level,
and the time to repair Machine 1. In general, during the time Machine 1 is down,
Machine 2 can fail. Therefore, the amount of time that Machine 2 is starved is also
affected by the failures of Machine 2.

A similar observation can be made for the blockage of Machine 1. That is, the
amount of time that Machine 1 is blocked is a function of demand, the buffer space,
the time to repair Machine 2, and the failures of Machine 1.

Let f} and ff be the blockage and starvation fraction of i** operation at Machine
i (i = 1,2), which are defined in Section 2.4. In the following, we estimate the star-
vation and blockage fractions in terms of buffer hedging level and space, machine
parameters, and demand. Since we are considering the time average, we treat both
machines as if they have deterministic failure-repair cycles with length (1/r; + 1/p;).

But the starting time of the cycles are random.
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The starvation fraction of Machine 1: Since we assumed that Machine 1 is never

starved, the starvation fraction of Machine 1 is

fi=o. (24)

The starvation fraction of Machine 2: Assume that the demand is a member of
the long term capacity set {) (15). Then the system has enough capacity to recover
from machine breakdowns. That 1s, when the system leaves the hedging point due to
Machinc 1 going down, it is very likely that the system will come back to the hedging
point after Machine 1 is repaired and before the next failure of Machine 1. Therefore,
at the instant that Machine 1 goes down, the system state = is very likely Lo be in
the shaded area of Fig.10, which is the feasible area of the z-space that satisfies

b> 2.

As an estimate, we assume that z® is the amount of material in the buffer at the
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instant that Machine 1 goes down. Consider the average time interval during which
Machine 1 is up once and down once. The length of the average intervalis 1/, 4-1/p,.
While Machine 1 is down, Machine 2 can be down, or produce, or be starved (I'ig.11).

Let 8; be the average amount of time that both machines are down during an
average Machine 1 up-down period. Note that the Machine : down-time is measured in
the complementary frame of the operational time associated with Machine : (1 = 1, 2).
The length of the average Machine 1 up-down interval is measured in the working
time frame. Therefore, to calculate f3;, we need to convert the machine down times
to the frame of working time. In the working time frame, the fraction of time that

Machine ¢ is down is given by

Pi .
=1,2).
7'.'+P." (i=12)

The amount of time that both machines are down during (1/7, + 1/p;) is

1 1 D P2
fr = (—+— )
™M P TP T2Hp2
_ 1 _m
ry T2 + p2

Let 3; be the average amount of time that Machine 2 produces when Machine 1 is
down during an average period in which Machine 1 is up once and down once. When
Machine 1 is down, the production at Machine 2 is maintained by the material in the
buffer. To calculate 3;, we need to know how much material is in the buffer at the
instant that Machine 1 goes down and what the average production rate of Machine
2 is during that time.

Let @; be the average production rate when Machine 2 is producing, which is

governed by

1 1 1

—(1 = f2)i = (— + —)d; 25

(1= )i = (- + ) (25)
or
= (72 + pa)d

r2(1 - f1)

where (1 — f3) is the amount of time that Machine 2 produces during an average
Machine 2 up-down interval. Equation (25) says that the cumulative production at
Machine 2 equals the cumulative demand during an interval of length (1/r; + 1/p;).

i

Since we assumed that the average amount of material in the buffer is zb at the
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Figure 11: The average cycle time of Machine 1 breakdown
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instant that Machine 1 goes down, we have approximately

_ f__ — ro(1 - f})z*
fa = (r2+p2)d

Let 85 be the average amount of time that Machine 2 is starved when Machine
1 is down during an interval of length 1/r; + 1/p;. Since the starvation fraction of
Machine 2 is defined in the operational time frame, we have to convert it to the frame
of working time in order to celculate ;. In the working time frame, the fraction of

time that Machine 2 is starved is

(—2
T2 + p2

)f-

Therefore, the amount of time that Machine 2 is starved during an up-down cycle of

Machine 1 is ) )
-+ SN

But, since Machine 2 cannot be starved when Machine 1 is up,

1
Br= (-4 N2

The s satisfy .
P +ﬂ2+ﬂa=;-- (26)

After manipulation, this leads to

1 b T1 +P1 s 1 bre __ 1
dz + rlpl f2 dz 2 — 1‘1’ (27)
or 5
1 1 =
fi=1——F—7=(=~-5) (28)
mtm-dm d

Equation (27) describes the relationship among the buffer hedging level z°, the starva-
tion fraction f7, the demand, and the machine parameters. In this case, the demand
and machine parameters are known. The buffer hedging level and the starvation
fraction are decision variables.

Fig.12 depicts the relationship described by Equation (27) in the space of decision
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B

Figure 12: The relationship among 2%, f}, d, r;, and p,

variables (f], z%), for given demand and machine parameters, r, and p,. The follow-

ing observations can be made.

Observation 1: Since the buffer hedging level 2 is non-negative, the starvation frac-
tion of Machine 2, f;, is bounded from above by p,/(r; + p;). This coincides with our
intuition. To see this, suppose that Machine 2 is a perfect machine which never fails.
Then, the operational time frame of Machine 2 is identical to the frame of working
time. Machine 2 is starved whenever Machine 1 fails, which leads to

s __ 4!
fi rn+p’

if the buffer hedging level is zero.
When Machine 2 is not perfect, the same result holds since

T2 » T2 P1
(1'2 + pa )fz—(fz + p2 )(1‘1 + p )

where the left-hand-side is the starvation fraction of Machine 2 in the working time
frame. The right-hand-side is the time fraction in the working time frame that Ma-

chine 1 is down and Machine 2 is up.
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Observation 2: Since the starvation fraction of Machine 2 is non-negative, the feasible
region of z° in the equality constraint (27) is bounded from above by d/r,. This differs
from the real situation because of the approximation of not considering the variances

of the failure and repair time.

Observation 3: The buffer hedging level z* is a concave function of the starvation

fraction of Machine 2 on its feasible region f; € [0,p,/(r1 + p1)).

The blockage fraction of Machine I: By similar reasoning, the blockage fraction of
Machine 1, f?, satisfies

1, yratPg 1, .
dz — f1 fl = 1 (29)
or 1 l
z.
= (= ->) (30)
mtm-T: d

Equation (29) describes the relationship among the blockage fraction of Machine 1,
the buffer hedging space, the demand, and machine parameters.

The blockage fraction of Machine 2: Since we assumed that Machine 2 is never
blocked, the blockage fraction of Machine 2 is

f£=o. (31)

When we have excess capacity, we can keep WIP as low as possible by making starva-
tion and blockage as large as possible (and meeting demand). We do that by keeping
buffer size and buffer level small. However, we have to ensure that there is enough
capacity to maintain production. The starvation and blockage fractions must there-

fore satisfy

L(—-—flzuln (32)
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o (1—13)

ra P2

Up>d, (33)

where U; is the maximum service rate of Machine i. In this case, U; = 1/7; (i=1,2).
We assume that the demand d is a member of the constraint set (15). Conditions
(32) and (33) ensure that both machines have enough capacity to achieve the demand
given the blockage and starvation fractions. Let D; be the isolated capacity of Ma-
chine ¢ which is given by

Ti

D; =-
i + pi

Ui, (t=1,2).

After a rearrangement, the starvation and blockage constraints, (32) and (33), become

d

b< -

1 <1 D’ (34)
d

<] - =,

2—-1 D2 (35)

Note that since f2, f € [0, 1], feasible demand must satisfy
0 < d < min{D,, D,}.

4.7.2 The buffer hedging level and space

In the previous subsection, we formulated the relations among the starvation and
blockage fractions, the buffer hedging level and space, the demand, and the machine
parameters. In this section, we establish a nonlinear programming problem to mini-
mize both buffer hedging level and space.

As we discussed in Section 2, one of the objectives is to minimize the WIP inven-
tory, which is equivalent to minimizing the average buffer level and bufter size. That
can be formulated as an optimization p-oblem, by putting (27), (29), (34), and (35)

together as follows
min{z® + z*} (36)
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subject to:

lb TtD o, lba__{_,
dz+ —— fz dz fz-—rl,
1, m2tpay 1,4 1
dz + T2P2 fl dz fl“rg’

d

f{’SI—E;

d

f;Sl—-E;

720, f2>0;

>0,  2'>0.

4.7.3 The buffer size and average buffer level

Solving (36) is equivalent to minimizing both the buffer size and average buffer level.
The buffer size is defined in Section 2.2.2 as

B = 2*+ 2°.

The average buffer level is different from the buffer hedging level. Let b be the average
buffer level, which can be obtained by taking time average of (19),

(37)

(<]
li
8
—-
|
8
~N

The relation between the hedging buffer level and the average buffer level is given by
B = zb + (Az - AI),

where Ai(z = 1,2) are the average surplus losses, which are discussed in the nex.

subsection.

4.7.4 The hedging point and surplus loss

In the preceding subsection, we determined the buffer size needed in the feedback
controller (21). In this section, we are going to determine the hedging point.

Since both machines are unreliable and can be starved or blocked, there is a
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Figure 13: The surplus loss due to failure

difference between the hedging point (=1, 2;) and the average surplus (&, z,), which

is the time average over the planning horizon of (z;,z;). The relation can be written
zi=%+ 4 (1=1,2); (38)

where A; (i = 1,2) is the average surplus loss at Machine i, which is the average
amount that z; deviates from z;.

The average surplus loss Ay(i = 1,2) consists of three components caused by
failure, starvation, and blockage. For simplicity, we assume that the three components
are independent of each other. That is, the three components can be calculated
separately. Note that the assumption is a heuristic approximation.

Fig.13 illustrates the typical surplus loss due to failures. ‘The shaded aree is the
total surplus loss due to failure during an average Machine i up-down interval. The
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area of the shaded region is equal to

1.1, d. 1,, 1,
5(;,:) d+ ta(;:) + 'é'tcid - EtciUu

where t.; is the average catch-up time needed for Machine i to recover from failures.

It is given by
d

T (U - d)’

in which U; is the maximum service rate of Machine ¢ and in this case is equal to 1/7;.
Let 47 be the average surplus loss due to failures for Machine i. Dividing the

Lei

shaded area of Fig.13 by the average time that Machine i is up once and down once,
(/7 + 1/p;), leads to

3(5)d + tal) + 3thd — 32U

& = 11
o ' opi
_ _mpi d Ui 1, .
- r; +P;2(U, _ d)(r,) ’ (Z - 1’2)‘ (39)

Let 8! be the average surplus loss due to starvation. As we did for 87, we determine
6; by dividing the total surplus loss due to starvation in an average Machine i up-
down interval by the length of the interval, 1/r; +1/p;. To do that, we use a heuristic
approximation by replacing the machine down time 1/r; with the starvation time in
the interval, f?/p;, in (39). Then
riPi d

R Lt (O R L (40

Similarly, 62, the average surplus loss due to blockage, is given by

rnpi d, U 4 ,
o= TR LTSl iy ) (41)
rt‘l'Ptz U‘l d Di

Therefore the average surplus loss is approximately given by
A = 6 +6+86

Tipi ﬂ( Ui
i +p2U; —d

WS+ Ey v Eyy, =12, @)
7 i p’ e

65



In order to deliver the products on time, we would like to minimize the absolute

value of surplus 2,. Therefore, we choose the hedging point (2, z;) such that

=0 (43)
From (22), (38), and (43), the hedging point should satisfy
22 = Az;
21 = Zb + A2' (44)

Up to this point, we have constructed the real-time scheduler for the two-machine,
one-part-type system. In Section (4.6), the feedback controller is established as a
linear programming problem with three unknown parameters, namely, the buffer size
B and the components of the hedging point, z; and z,. The buffer size is determined
in Section 4.7.3. The components of the hedging point are deter