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The discovery of orbital angular momentum (OAM) in light established a new degree of freedom
by which to control not only its flow but also its interaction with matter. Here, we show that by
shaping extremely sub-wavelength polariton modes, for example by imbuing plasmon and phonon
polariton with OAM, we engineer which transitions are allowed or forbidden in electronic systems
such as atoms, molecules, and artificial atoms. Crucial to the feasibility of these engineered selection
rules is the access to conventionally forbidden transitions afforded by sub-wavelength polaritons.
We also find that the position of the absorbing atom provides a surprisingly rich parameter for
controlling which absorption processes dominate over others. Additional tunability can be achieved
by altering the polaritonic properties of the substrate, for example by tuning the carrier density in
graphene, potentially enabling electronic control over selection rules. Our findings are best suited
to OAM-carrying polaritonic modes that can be created in graphene, monolayer conductors, thin
metallic films, and thin films of polar dielectrics such as boron nitride. By building on these findings
we foresee the complete engineering of spectroscopic selection rules through the many degrees of
freedom in the shape of optical fields.

I. INTRODUCTION

The discovery that light can possess orbital angular
momentum (OAM) [1] beyond its intrinsic spin value of
~ has brought forth a new degree of freedom for the pho-
ton. By engineering the shape of optical modes, a wide
variety of new applications has been developed includ-
ing angular manipulation of objects [2], angular veloc-
ity measurement [3], higher bandwidth communication
using novel multiplexing techniques [4, 5] (already with
on-chip implementations [6]), quantum information sys-
tems [7], quantum memory [8] and sources of entangled
light [9], which are beneficial to quantum cryptography
implementations [10, 11].

These results open the doors for another important
application of shaped optical modes, tailoring the inter-
actions between electrons and photons by enhancing or
supressing electronic transitions. For example. when
imbuing an optical mode with OAM one expects novel
selection rules based on conservation of angular momen-
tum. This would provide a rich new degree of freedom
for spectroscopy and many other studies where optical
excitation is relied on for studying and controlling mat-
ter. Unfortunately, such control over electronic tran-
sitions is not expected to be experimentally accessible
because ”the effective cross section of the atom is ex-
tremely small [compared to the wavelength of light]; so
the helical phase front [of an OAM-carrying beam of
light] is locally indistinguishable from an inclined plane
wave” [12]. In other words, the length scale mismatch
between the electronic and photonic modes leads to a
very small interaction beyond what can be observed in
most experiments. Such a prediction has been corrob-

FIG. 1: Illustration of a polaritonic vortex and the
basic setup for its interaction with an atomic sys-
tem. An electronic system, such as an atom (in white), is
placed near the center of an OAM carrying polaritonic vor-
tex mode (pictured with OAM = 3~), exciting transitions
via selection rules based on conservation of angular momen-
tum. By generating many parallel OAM carrying polaritonic
modes one can enhance the resulting signal.

orated in several theoretical studies [13–16] and is now
taken as a basic fact [17]. As a result no proposals have
been put forth for realistically controlling a wide variety
of electronic transitions using the OAM of the photon.

The reasoning and results above are not only appli-
cable to OAM-carrying light, but also any form of op-
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tical field shaping, thus implying the general infeasi-
bility of tailoring electronic selection rules with shaped
optical fields. That being said, there can exist excep-
tional cases where quadrupole transitions can be inter-
faced with OAM [18]. However these methods are very
challenging experimentally and do not extend to other
electronic transitions. Therefore, new approaches are
necessary to use shaped light to control and explore for-
bidden electronic transitions in a wide variety of atoms,
molecules, and other electronic systems. In such an ap-
proach, it is absolutely necessary to bridge the disparate
length scales of the electronic system and photon.

Recent discoveries in polariton physics, ranging from
surface plasmon polaritons (SPPs) in graphene [19–22],
to surface phonon polaritons (SPhPs) in polar dielec-
tric films [23–25], may help bridge this length scale
discrepancy as a result of their extremely short wave-
lengths, predicted to potentially be as small as just a
few nanometers. For example, plasmon and phonon po-
laritons found in materials such as graphene [19–22, 26–
28], monolayer silver [29], beryllium [30], silicon car-
bide [31], and hexagonal boron nitride (hBN) [32–34]
can have wavelengths 100-350 times shorter than the
wavelength of a far-field photon at the same frequency.
Several recent studies have predicted that as a result of
these very short wavelength polaritons, not only could
dipolar and quadrupolar transitions be greatly enhanced
[35–43], but even high-order transitions that have never
been considered could potentially become observable
[44]. Despite these studies, no previous work has consid-
ered using the shape of these highly confined modes in
order to efficiently enhance and suppress a wide variety
of electronic transitions in a selective fashion.

In this paper we show that by shaping the polaritonic
modes of a system we raise the possibility of tailoring
the selection rules for absorption, using OAM carrying
modes as an example. We show that these modes enable
new selection rules based on the conservation of angu-
lar momentum, providing a new scheme for the efficient
control of electronic transitions in atomic systems. We
can use OAM-carrying polaritons to allow convention-
ally forbidden transitions to be fast and dominant and
we can use OAM-carrying polaritons to forbid conven-
tionally allowed transitions. We further find that tun-
ing the placement of the absorber and the dispersion
of the polaritons provides a means to study many dif-
ferent electronic processes in a controllable way. The
scheme we propose in this work may open the doors to
controlling electronic selection rules with the immense
number of degrees of freedom in general shaped optical
fields. In the long run, combining this technique with
ultra-fast pulse technology can provide precise spatial-
temporal control over the electronic degrees of freedom
in myriad systems.

II. RESULTS

We start our analysis by considering the simplest sce-
nario: an atom placed inside an OAM-carrying polari-
ton mode such that the atom is concentric with the
mode’s center. This is illustrated schematically in the
top left of Figure 1. For concreteness we consider the
atomic system to be hydrogen. Although we use hy-
drogen as a particular example, the physics we demon-
strate in this work can be readily extended to many
other atomic and molecular systems, particularly those
with spherical or axial symmetry. The OAM-carrying
polariton mode, typically called vortex or vortex mode,
can be constructed from the superposition of incoming
plane wave polaritonic modes whose phase difference is
proportional to the incoming angle as:

Eq,m(ρ, z) = E0

∫ 2π

0

dα

2π
ei(qρ cos(φ−α)−ωt) q̂ + iẑ√

2
e−qzeiαm

⇒ Ez ∝ Jm(qρ)eimφe−qz (z > 0), (1)

where Eq,m(ρ, z) is the electric field profile of the mode,
Jm is the Bessel function of order m, ρ = {ρ, φ} are
the in-plane distance and angle, z and ẑ are the out-of-
plane position and direction respectively, α is the angle
of the incoming plane wave polariton in direction q̂, q
its wavevector, ω its angular frequency, and E0 its am-
plitude.

The most important parameters in our analysis are
the confinement factor of the vortex and its OAM. The
confinement factor η measures how small the wave-
length of the mode is relative to the wavelength of a
free space photon of the same frequency, and is defined
by η = qc/ω. The OAM of the mode is related to the
phase winding of the vortex, m, by ~m. For example,
in Figure 1, we show the phase profile of vortex modes
with an OAM of 3~. Throughout the text, we assume
that the polariton vortex is created in a 2D plasmonic
material with Drude dispersion. We arrive at quantita-
tively similar results for finite thickness substrates and
other dispersion relations, such as those of phonon po-
laritons, provided that the confinement factors are the
same. This is explained in detail in the Supplementary
Materials (SM).

In Figure 2, we consider the effect of the vortex po-
lariton modes on the absorption rates of different tran-
sitions, calculated to first order in perturbation theory.
For concreteness, we consider a set of transitions be-
tween principal quantum numbers 5 and 6 (with a tran-
sition free-space wavelength of 7.45 µm). In the exam-
ple explored in this figure, we consider the octupole (E3)
transition between the 5s state and the 6f0,1,2,3 states.
Normally such a transition is considered highly forbid-
den. The atom is taken to be 20 nm away from the sur-
face of the polariton-sustaining material. In Figure 2(a),
we consider the absorption rate of a plane wave polari-
tonic mode and observe that transitions rates between
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FIG. 2: Selection Rules in the absorption of OAM carrying SP(h)P modes. Calculation of the absorption rate due to
a plane wave SP(h)P (a) and an OAM carrying vortex SP(h)P (b-e) for different transitions in the family (5, 0, 0)→ (6, 3,∆m)
for two different values of confinement factor η, 2 (half-filled) and 250 (filled), with z = 20 nm. The vortex modes impose
selection rules on the electronic transitions, while the increase in confinement factor leads to an enhancement of the absorption
rate by a factor of ∼ 1011. The examples of η = 2 show that, although free space OAM carrying modes could in principle
impose the same selection rules, the difference in length scales between the polariton and the atom results in absorption rates
too small for experimental observation. The absorption rates are normalized by assuming each SP(h)P mode carries a single
photon.

different ∆m states are all non-zero. All transitions are
allowed and there is no control over the electronic dy-
namics. In contrast, when considering the absorption of
a vortex mode with mvortex = 0, 1, 2, 3 in Figures 2(b-e),
respectively, only the transition corresponding to con-
servation of angular momentum is non-zero, the remain-
ing transitions have been suppressed.

These selection rules arise naturally in the Fermi’s
Golden Rule formalism in a cylindrically-symmetric sys-
tem. In this case the transition rate is proportional to
the square of

∫
dφ e−i(mf−mi)φeimvortexφ, where ~mi and

~mf are the z-projected angular momentum of the ini-
tial and final electron states, and mvortex is the phase-
winding index of the polariton vortex mode. This pro-
portionality makes it clear that the transition rate is
zero unless:

∆m = mf −mi = mvortex. (2)

This simple equation tells us that differences in the z-
projected OAM of the electron must be supplied by the
vortex, thus justifying the interpretation of the phase
winding as an angular momentum. The reason that

plane waves do not yield the same level of control is
that a plane wave is equivalent to a superposition of
vortices with all possible angular momenta. Therefore,
the angular momentum selection rule is always satisfied
for some transition where an electron absorbs a plane
wave.

Although Equation (2) tells us which transitions are
allowed and which are not, it does not tell us in advance
if the allowed transitions happen quickly enough to be
observable. To this end, in Figure 2, we also quantify
the rates of different electronic transitions due to the
absorption of unshaped (plane wave) polaritons, as in
Figure 2(a), and shaped (vortex) polaritons, as in Fig-
ures 2(b-e). In both cases, the absorption rates are a
sharp function of confinement. For a confinement fac-
tor of 2, the non-zero E3 transitions rates are on the
order of 1 event per 10 hours while at a confinement
of 250, the rates are on the order of 1 event per 300
nanoseconds (for an atom 20 nm away from the mate-
rial’s surface), an 11 order of magnitude enhancement.
As the atom gets even closer to the surface (for exam-
ple when the atom is 5 nm away), the rate can increase
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to nearly 1 event per 500 picoseconds, which would be
considered fast even for (free-space) dipole transitions.
These quantitative results make it evident that angular
momentum conservation alone is insufficient to ensure
experimentally accessible selection rule modification: it
is also imperative to match the scale of the atom and
photon.

A notable consequence of the results presented in Fig-
ure 2 is that using SP(h)P vortex modes yields highly
enhanced and controllable electronic transitions for arbi-
trarily large values of ∆m, in contrast to the case with
plane wave (unshaped) polariton modes. In particu-
lar, by creating a vortex with a fixed OAM and placing
atoms concentric with that vortex, it is possible to forbid
conventionally allowed dipole transitions (by making the
OAM of the vortex greater than 1), and allow conven-
tionally forbidden multipole transitions, thus providing
a way to access and control conventionally disallowed
transitions which are normally invisible in spectroscopy.

Before proceeding to further analyze the ability to
control electronic transitions with shaped optical modes,
we pause to discuss some experimental considerations in
implementing the above results. Schematically, an ex-
periment to observe the effects described in this paper
would feature: a polariton-sustaining surface, absorbing
atoms, and a means to create vortex modes with differ-
ent angular momenta in the vicinity of these atoms. The
goal is to observe the modified absorption of the sample
as a function of the angular momentum of the vortex,
which can be indirectly probed by monitoring the fluo-
rescence of the sample as a result of its interaction with
the vortex. An important requirement of the polariton-
sustaining surface is that its wavelength is comparable
to the size of the orbitals of the atoms. Because of that,
optimal materials for creating vortices include ultra-thin
films of plasmonic (gold, silver), phononic (silicon car-
bide, boron nitride) materials, or 2D conductors like
graphene. Creating the vortices can be done by illumi-
nating an appropriately shaped grating coupler near the
surface, such as those used in Refs.[45–48]. Of course,
the radius of the coupler should be comparable to the
polariton wavelength so that the polariton does not de-
cay completely when propagating to the center. We
assume this situation throughout the text. Finally, we
note that while polaritonic vortices have been demon-
strated in plasmonic materials such as gold and sil-
ver, they have yet to be demonstrated in graphene or
phonon-polariton materials. Therefore, a first and ex-
citing step towards implementing our proposed scheme
is to generate vortices in these materials.

Regarding the choice of absorbing atom, because the
results of Figure 2 are for an atom centered with the vor-
tex, our scheme is most cleanly implemented on atom-
like systems whose placement can be controlled very
well, such as quantum dots. Another potential advan-
tage of quantum dots is that they can be made to have

mesoscopic sizes, allowing one to match the length scales
of the vortex with the size of the atom-like system more
easily (i.e., a smaller polariton confinement is required).
For example, for a practicable quantum dot size of 20
nm [49], one should be able to access and control conven-
tionally forbidden transitions through the use of vortices
of 70 nm wavelength, which have already been demon-
strated on thin silver films [45]. For even larger quan-
tum dot sizes, it is conceivable that the same effects we
describe here could be observed by using vortices of con-
ventional surface plasmons even on thick metallic films.

However, while the scheme we propose can be more
readily implemented with artificial atoms, it would be
of appreciable interest to implement it with the much
smaller natural atomic and molecular systems, whose
myriad forbidden multipolar transitions have been elu-
sive to spectroscopy since its early days. And while it
is potentially possible to find polaritons that are suf-
ficiently highly confined to be interfaced with atomic
and molecular emitters [44], a challenge in implement-
ing our scheme arises from the considerable uncertainty
in the placement of the atom. Therefore, we now study
the effect of off-center displacement of the atom on the
prospects for access and control over forbidden transi-
tions.

When an atom is off-center from the vortex, the
rotational symmetry around the vortex center is
broken, meaning that angular momentum conservation
no longer holds. More explicitly, the absorption
rate of a vortex by an off-center atom is no longer
related to

∫
dφ e−i(mf−mi)φeimvortexφ but rather

∫
dφe−i(mf−mi)φ

∞∑
m=−∞

Cφ0

m−mvortex
eimφJm−mvortex

(qD),

where q is the wavevector of the polariton vortex mode,
D is the radial separation between the atomic and the

vortex center and Cφ0

δm is a complex number of unit

magnitude (|Cφ0

δm| = 1) dependent on δm = m−mvortex

and the angular position of the atom φ0. The full
derivation can be found in the SM. As a result, the rate
of absorption of a single polariton vortex (of angular
momentum ~mvortex) at a distance D for a transition
between states i and f with a change in the z-projected
angular momentum ~∆m, denoted Γmvortex

(i → f,D),
becomes:

Γmvortex(i→ f,D) = J2
∆m−mvortex

(qD)Γ∆m(i→ f, 0),
(3)

where Γ∆m(i→ f, 0) is the rate of absorption of a single
vortex polariton when the atom is aligned with the vor-
tex mode of OAM ~∆m. Note that for D = 0 (centered
atom), the rate is only non-zero when the transition sat-
isfies ∆m = mvortex, in agreement with Equation (2).
Equation (3) is physically consistent with an analogous
result that has been obtained in the context of the ab-
sorption of far-field twisted light by atomic systems [50].

Equation (3), while a rather simple result, contains
much interesting physics which Figures 3 and 4 intend
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to summarize. The most obvious consequence of Equa-
tion (3) is that when the atom is off-center relative to
the vortex (D 6= 0), the non-zero value of the Bessel
function, J∆m−mvortex

(qD), allows for transitions that
were forbidden when D = 0. Since the argument of the
Bessel function in Equation (3) is qD, the strength of
the different absorption processes varies at the length
scale of the wavelength of the vortex mode and not the
size of the atom. This means that the interaction is
robust to misalignments of nanometers or even tens of
nanometers, and is not sensitive to fluctuations on the
atomic scale. For the remainder of this section, we shall
refer to the originally allowed transitions for D = 0 as
angular-momentum-conserving, and the originally dis-
allowed ones as non-angular-momentum-conserving.

In Figures 3(a-d), we calculate the rates of differ-
ent absorption transitions between initial state 5s and
final states with principal quantum number 6 as a
function of atomic displacement D for varying vortex
OAM (increasing from top to bottom). For zero ra-
dial displacement, only angular-momentum-conserving
transitions (highlighted by a thicker line) have a non-
zero absorption rate, as dictated by Equation (2). As
the radial displacement of the atom is increased, the
rate of non-angular-momentum-conserving transitions
increases and eventually may dominate over angular-
momentum-conserving transitions. Although this ap-
pears to reduce control over electronic transitions, be-
cause of the oscillatory behavior of the Bessel function
with displacement, there are regimes where one par-
ticular transition (though not necessarily the angular-
momentum-conserving one) dominates over all others
- providing a parameter to tune which transition domi-
nates. These regimes in Figures 3(a-d) are marked using
the colored background, where the colors denote which
transitions dominate. Additionally, a single vortex can
be used to ”turn off” certain absorption transitions be-
cause the absorption rate has nodes where the Bessel
function vanishes, as can also be seen in Figures 3(a-
d). This means that, somewhat surprisingly, a single
vortex can actually be used to controllably (through
D) access and study different transitions, beyond what
angular-momentum conservation dictates. We conclude
the analysis of Figures 3(a-d) by pointing out that this
controlled access is yet again only possible because the
rates of transitions calculated in these figures are suf-
ficiently high that these transitions can be observed.
Were the confinement factor 2, the transitions would be
11 orders of magnitude slower, and this degree of control
using atomic placement would be rendered inaccessible.

The analysis presented in Figures 3(a-d) is pertinent
to the case when a single atom is placed exactly at a ra-
dial displacement D from the center of the vortex, which
is expected to well-characterize a mesoscopic absorber
with a more precise placement, such as a quantum dot.
In Figures 3(e-h), we consider the case where a popula-

tion of randomly distributed absorbing atoms interacts
with the polariton vortex. In these panels, the average
rate of absorption of the sample is computed as a func-
tion of vortex angular momentum and the radius R of
the random uniform distribution of atoms, which is set
by the deposition conditions. The effect of the distri-
bution is to average the results of Figures 3(a-d) over
D. Despite this averaging, R can still be used as a re-
liable parameter for tuning the dominant transition in
the system, as highlighted in the changing colored back-
grounds in Figures 3(f-h). Therefore it still is the case
that the radius of the distribution / sample size can be
used to make non-angular-momentum-conserving tran-
sitions dominant, thus acting as a parameter to control
the strengths of different once-forbidden transitions.

In Figure 3, we have discussed the effect of the ra-
dial displacement D, but Equation (3) tells us that the
wavevector of the vortex mode serves equally well as
a tuning parameter by which to control which transi-
tions dominate and which ones do not. In polaritonic
platforms such as graphene, it is already possible to
tune the wavevector of the plasmon at a fixed frequency
by changing the carrier concentration (or equivalently
Fermi energy EF ). The wavevector depends on the
doping level in graphene via q = 2αω

ε̄rc
~ω
EF

[51], where ε̄r
is the average dielectric constant surrounding the film
[19, 28] and α is the fine-structure constant. In Figure
4, we explore the consequences of tuning the polariton
wavevector on controlling forbidden electronic transi-
tions. We consider the absorption rate of a polariton
vortex (for a fixed OAM of 3~) for different transitions
(5s → 6f∆m) as a function of the radial displacement
D and the confinement factor η = qc

ω which directly
modifies the wavevector q. The colored regions indi-
cate which transition of this family dominates. As can
be seen, for fixed radial displacement, as the confine-
ment (or Fermi energy) is tuned, we can choose which
transition dominates. In fact, at a radial displacement
of 30 nm, we can switch between five different transi-
tions by tuning the confinement factor between 1 and
250. Analogous to Figures 3(e-h), when considering a
uniform distribution of absorbers, the radius of this dis-
tribution still provides a good parameter for controlling
the dominant transition, as illustrated in the SM. More
detailed information regarding the rates of these differ-
ent transitions can also be found in the SM.

Before concluding we note that in order to tune the
confinement factor while keeping the same vortex an-
gular momentum, one would need a near-field coupling
scheme such as a circular grating where the phase of the
emission at different points in the grating is set so that
the phase winds mvortex times, irrespectively of the con-
finement factor. This ensures that the relative phases of
the in-coupled (plane wave) polaritons are fixed as we
vary the confinement factor of the mode, thus retaining
the necessary interference to build the vortex. One way
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FIG. 3: Robustness of the angular momentum selection rules to atom displacement. Dependence of the absorption
rates of a displaced individual atom (left column) and uniform atomic distribution (right column) for transitions with initial
state (5,0,0) and final principal quantum number 6 at a confinement factor of η = 250 and z = 20 nm. As the rotational
symmetry is broken, the selection rule discussed in Figure 2 is no longer valid and all ∆m transitions become allowed. The
absorption rates match the selection rule of Equation (2) at D = 0, and for small D this transition always dominates.
For larger D, other transitions can become dominant, as the value of J0(qD) decreases and higher order Bessel terms
become comparable. The background color of each plot corresponds to the dominant transition in that regime. The angular
momentum-conserving transitions are highlighted by a thicker line.

to potentially achieve this is by illuminating a circular
grating with OAM-carrying far-field photons so that the
angular momentum of the light (up to the polarization
angular momentum) is imprinted onto the grating.

III. DISCUSSION

In summary, we have shown that polaritons with an-
gular momentum allow for access to and control over ab-
sorption processes as a result of both conservation of an-
gular momentum and extreme sub-wavelength confine-
ment. This holds most readily when the absorbing atom
is aligned with the vortex center. Nevertheless, con-
trol over electronic transitions (including non-angular-
momentum-conserving ones) can even be obtained when

atoms are randomly distributed in the vortex through
two tuning parameters: polariton dispersion and dis-
tribution size. The conclusions we arrive at hold for
a wide range of polaritonic materials, whether they be
plasmon, phonon, exciton, or other classes of polaritons.

Finally, we discuss interesting effects of light-matter
interactions with vortex polaritons beyond single-
photon processes. In the SM, we extend our formal-
ism to consider the case where the atom absorbs two
quanta of light, as would be the case in multiphoton
spectroscopy. We find that when an atom (concen-
tric with vortices) absorbs two vortex modes, the an-
gular momentum selection rule becomes mf − mi =
mvortex,1 +mvortex,2, where ~(mf −mi) is the change in
z-projected orbital angular momentum of the electron
and ~mvortex,1, ~mvortex,2 are the angular momenta of
the two absorbed vortices. Therefore, it should be pos-

6



FIG. 4: Landscape of dominant transitions for
mvortex = 3. For a hydrogen atom at z = 20 nm, the dom-
inant process in the family (5, 0, 0) → (6, 3,∆m) is plotted
as a function of the confinement factor η and the displace-
ment of the atomic system D. For a given vortex mode, the
displacement and confinement can be used to control the dy-
namics of the electronic system. This is of particular interest
in materials such as graphene, where the confinement factor
of the mode can be electrically tuned, opening the possibility
for electrical control over atomic transitions.

sible to tailor the selection rules of multiphoton spec-
troscopy through the use of two vortices with potentially
different angular momenta. We find that the strength of
the multiphoton interaction is strong for highly confined
vortex modes.

In addition to absorption, we also considered sponta-
neous emission of vortex modes by an atom in order to
pave the way for doing near-field quantum optics with
vortex modes. We find that for emitters interfaced with
polaritonic materials sustaining highly confined modes,
the spontaneous emission into one vortex (with high
OAM) and into two vortices (with OAM 0 or ±~) can
be quite fast. However, one would need an emitter with
a highly m-dependent energy spectrum such that the
decay rate of the emitter depends sharply on the OAM
of the emitted polariton. In such a circumstance, one
could have an emitter which selectively generates a sin-
gle vortex quantum with a desired value of OAM or even
potentially entangled vortex quanta.

In the long term, the ability to engineer the electronic
transitions in a quantum system, enabled by polaritonic
modes, opens the doors for many applications which de-
pend on usually inaccessible quantum states. Generat-
ing these quantum states in simple table-top settings

will lead to novel light emitting devices and even las-
ing technologies, by enabling new decay paths in quan-
tum systems. At the same time, including OAM car-
rying polariton modes in the toolbox of spectroscopy
adds a new technique with which to probe and inves-
tigate electronic transitions and states, in particular in
multi-electron systems, where the large degeneracy of
the states is lifted and an even greater control over
the electronic transitions is allowed. In another direc-
tion, exploring stronger fields in OAM carrying polari-
tons will give us access to regimes of non-perturbative
physics, where the electronic states themselves are be-
ing altered. More generally, we believe this technique
holds promising prospects for using the complete set of
degrees of freedom in the temporal and spatial shaping
of optical fields, for coherent control and engineering of
the electron dynamics in quantum systems.

IV. METHODS

We analyze the light-matter interaction by writing
down the electromagnetic field operator in the basis of
vortex modes and then using the resulting interaction
Hamiltonian to compute the rates of various interac-
tion processes between light and matter using Fermi’s
Golden Rule. The Hamiltonian and corresponding field
operators are given below as:

H = Hele +HSP(h)P +Hint with

Hint =
e

2me
(A · p+ p ·A) +

e2

m2
e

A2 where

A =
∑

q,m

√
~q2

4ε̄rε0ωqLξq
(Fq,mâq,m + F ∗q,mâ

†
q,m), (4)

where Hele is the Hamiltonian of the electron, HSP(h)P

is the Hamiltonian of the SP(h)P modes, and Hint is
the interaction Hamiltonian between the electron and
SP(h)Ps. me and e are the mass and charge of the
electron, ε0 the vacuum permittivity, ε̄r the average rel-
ative permittivity of the dielectric above and below the
interface and L the quantization length of the system.
A corresponds to the vector potential operator and it
is written as an expansion over dimensionless modes of
the vector potential Fq,m, with corresponding creation
(annihilation) operators â†q,m (âq,m). These modes can
be derived from the integral expression in Equation (1):
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Fq,m = e−q|z|
1

2
√

2
eimφim+1

(
ρ̂[Jm+1(qρ)− Jm−1(qρ)]− iφ̂2mJm(qρ)

qρ
+





ẑ2Jm(qρ) (z > 0)

0 (z = 0)

−ẑ2Jm(qρ) (z < 0)


 , (5)

where Jm(qρ) is the Bessel function of order m, ρ, φ, z
are the standard cylindrical coordinates and q is the
wavevector of the mode. The parameter ξq is a dimen-
sionless normalization factor which is required for the
energy of the vortex mode to be ~ω. We find that the
factor ξqvg, where vg = dω/dq is the group velocity,
dictates the strength of light-matter interactions and
is similar for polaritons in different materials with the
same confinement factor. The details of our calculations
are provided in the SM.
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I. INTRODUCTION TO SUPPLEMENTARY MATERIAL

In this Supplementary Material (SM) we first use a different family of transitions in hydrogen

to explore the impact of vortex modes on the electronic selection rules of an atom-like system.

We also demonstrate that the results presented in Figure 4 of the main text also apply when we

consider not only an absorber at a particular position but one with a distribution over its positions.

These additional data further supplement the conclusions of our work.

The rest of the SM details the derivation of expressions for rates of transitions in which an atom

absorbs (or emits) a polariton with orbital angular momentum. We will focus on the particular

case of 2D plasmons described by a local Drude model and hyperbolic surface phonon polaritons

in uniaxial hexagonal boron nitride (hBN). However, we present our results in a form that allows

for straightforward extension not only to other conductivity models for 2D plasmonic materials

but also to other surface polaritons such as surface exciton polaritons. We begin by constructing

the classical vortex modes for polaritons that are highly confined. Then we develop quantized field

operators in the basis of modes with definite orbital angular momentum and use these operators

to compute transition rates at first and second order in perturbation theory.

II. APPENDIX 1: SUPPLEMENTARY DATA

A. Selection rules for transitions up to ∆m = 4

In Figure 2 of the main text we explored the selection rules of vortex modes in the family

of transitions (5, 0, 0) → (6, 3,∆m) of hydrogen. In this part of the SM we consider the family

of transitions (5, 0, 0) → (6, 4,∆m), as to demonstrate the generality of the before mentioned

selection rules. In Figure S1 we consider the transition rates between (5, 0, 0)→ (6, 4,∆m) due to

the absorption of a plane wave polariton or a vortex mode polariton. As in Figure 2, the plane wave

polariton enables all the transitions in this family (albeit with very different rates), while the vortex

modes only enable transitions with ∆m = mvortex. Moreover, by considering transitions with a

different ∆l, we also emphasize the greater impact the confinement factor has on the absorption

rate when compared with Figure 2. For concreteness, if we consider the dipole forbidden transition

(5, 0, 0)→ (6, 4, 0), (a E4/hexadecapole transition), the increase of the confinement factor from 2

to 250 leads to an increase in the transition rate from an event every many hundreds of years to

2
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FIG. S1: Selection Rules in the absorption of OAM carrying SP(h)P modes. Calculation of

the absorption rate due to a planar SP(h)P and an OAM carrying vortex SP(h)P for different transition

in the family (5, 0, 0)→ (6, 4,∆m) for two different values of confinement factor η, 2 (half-filled) and 250

(filled), with z0 = 20 nm. The vortex modes impose selection rules on the electronic transitions, while

the increase in confinement factor leads to an improvement of the absorption rate by a factor of ∼ 1015.

The examples of η = 2 show that, although free space OAM carrying modes could in principle impose

the same selection rules, the difference in length-scales between radiation and the atom size results in

absorption rates too small for experimental observation. The absorption rates are normalized by assuming

the SP(h)P modes carries a single photon quanta.

one every 10 s, a 15 order of magnitude enhancement. In the case of Figure 2, where ∆l = 3, we

observe an increase of 11 orders of magnitude.
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FIG. S2: Absorption rates for a highly suppressed transition. Using the same parameters as

in Figure 3, the absorption of mvortex = 5 SP(h)P modes is computed. The left column presents the

absorption rates as a function of the atom displacement D while the right column presents the rates as

a function of the radius R of an uniform distribution of the position of the atom. The colored regions

represent the dominance of the differently colored transitions.

B. Absorption rates of mvortex = 5 SP(h)P mode with starting state (5,0,0)

Here, we provide the results of numerical calculations of absorption rates (normalized by the

number of photons) for transitions between principal quantum number 5 and 6 in hydrogen. This

provides more examples of the order of magnitudes of transition rates in the hydrogen atom as a

function of multipolarity, z-projected angular momentum change, and displacement of the atom

from the vortex center. In particular, in Figure S2 and Figure S3 we consider absorption of a

vortex polariton mode with mvortex = 5 using all other parameters equal to those of Figure 3 of

the main text.

In Figure S2 we consider only dominant processes for different radial displacements of the

absorber. In the left panel we consider an absorber at a displacement D of the vortex, while on

the right panel we consider a uniform probability distribution for the position of the absorber with

radius R. We observe a qualitatively similar behavior as in Figure 3, where the placement of the

absorber provides a tuning parameter for controlling which transition is dominant.

Having considered only the dominant transition processes in Figure S2, in Figure S3 we consider
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FIG. S3: Single photon absorption rate of a vortex mode with OAM of 5~ between the state

(5, 0, 0) and all states in the family (6, l,m) with z0 = 20 nm and η = 250. This plot is based

on Figure S2 but includes all possible transitions to states in (6, l,m). By comparing transitions to the

same value of m (same line style) we observe the same radial dependence up to an overall constant. This

arises from the same Bessel enhancement term in Equation (3) of the main text, but different baseline

transition rates Γ∆m(i → f, 0). When comparing transitions to the same value of l (same color), where

the baseline transition for different m is more comparable, we observe that the Bessel enhancement term

induces a very different radial dependence. The competition between the Bessel enhancement term and

the baseline transition enables the usage of the radius as a tuning parameter of the desired transition.

all the different absorption processes possible when absorbing an mvortex = 5 vortex mode. In

particular we would like to focus on the relative strength of the different transitions. From Equation

(3) of the main text, we can understand the dependence of the absorption rate up to a factor

determined by the matrix element of the aligned vortex mode, Γ∆m(i → f, 0). Let us define

Γ∆m(i→ f, 0) as the baseline transition rate. The form of Equation (3) can be seen in these results,

where transitions with equal ∆m have the same radial functional form, and are proportional to one

another. This arises from different baseline transitions. Another trend we observe is that for equal

∆m, the transition with the lowest ∆l has a greater rate, arising from a larger baseline transition

rate.
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C. Effect of the Confinement factor on the Absorption rates of Polaritonic modes

In Figure 4 in the main text, we have analyzed what the dominant transition is for a particular

value of confinement factor and displacement of the atomic system, given a specific vortex mode

(mvortex = 3). In Figure S4 we plot line cuts (along displacement) of Figure 4 in order to more

quantitatively illustrate the impact of the confinement factor on the absorption rates of the system.

There are two particular features Figure S4 makes clear. First, the existence of zeros in the

absorption rates due to a change in the wavenumber scale in Equation (3). Second, the existence

of competing mechanisms that can dominate the process: the exponential suppression of the field

away from the dielectric surface, and the polynomial enhancement that arises from bridging the

mismatch between the electromagnetic and electronic length scales. This latter feature is evident

in the maximum in the absorption rate for a value of the confinement η ≈ 200, for an atomic

system at z0 = 20 nm.
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FIG. S4: Impact of confinement factor on the absorption rate of a SP(h)P mode. For dif-

ferent values of displacement distance (0,10,20,30 nm) the absorption rate of the family of transitions

(5, 0, 0) → (6, 3,∆m) for a hydrogen atom at z0 = 20 nm is plotted as a function of the confinement

factor η of the SP(h)P mode. By tuning the confinement factor of a material, as in the case of graphene,

it is possible to use a single experimental realization to access a variety of conventionally forbidden tran-

sitions, corresponding to the differently shaded areas, whose color matches the dominant transition. The

confinement factor also determines the overall absorption of the vortex modes by matching the polari-

tonic and the electronic length scales, as discussed in the main text and [1]. The exponential decay of the

vortex mode in the out of plane direction leads to an exponential decay of the absorption rate for large

confinement leading to a maximum absorption rate for a system, as seen in the different panels. The

zeroes of the rates will be regulated by losses, which lead to an averaging over wavevectors.
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FIG. S5: Landscape of dominant transitions for mvortex = 3 for a distribution of atoms. For

distribution hydrogen atoms at z0 = 20 nm, the dominant process in the family (5, 0, 0) → (6, 3,∆m) is

plotted as a function of the confinement factor η and the radius R of the uniform probability distribution of

position. For a given vortex mode, the displacement and confinement can be used to control the dynamics

of the electronic system even when there is uncertainty in the placement of the electronic system.

In Figure S5, we extend the analysis done in Figure 4 to the case of a probability distribution

over the position of the absorbing atom. We compute the landscape of dominant transitions as

a function of the confinement factor and the radius of the atom distribution. Similar to what we

observed in Figure 3, the region of dominance of the different transitions are pushed to higher

radius. Moreover, a transition becomes dominant for a larger set of parameters if its baseline

transitions, Γ∆m(i→ f, 0) in Equation (3), is larger to begin with. This phenomena explains why

∆m = 0 transitions dominate for high displacement and confinement factor.

To better understand the effect of the confinement when there is uncertainty in the placement

of the absorber we plot the absorption rate fixing the confinement factor (Figure S6) or the radius

of the atom distribution (Figure S7).

In Figure S6, we look at a fixed confinement factor η for η = {100, 200, 300, 400}. In this
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FIG. S6: Impact of radius of atom distribution for different confinement factors on the

absorption rate of a SP(h)P mode. For a hydrogen atom at z0 = 20 nm and for different values

of confinement factor (100,200,300,400) the rate of absorption of the family of transitions (5, 0, 0) →

(6, 3,∆m) due to a mvortes = 3 SP(h)P mode is plotted as a function of the radius of the atom distribution.

Although at R = 0 zero we observe the angular momentum selection rules in Equation (2), for larger radii

other transitions can become dominant, similar to Figure 3(e-h). As one increases the confinement factor,

the length scale of the system decreases, leading to a decrease in the range where the different transitions

dominate. Because of the averaging due to the distribution of atoms, there are no nodes in the absorption

rates and for large radius of atom distribution the transition to ∆m = 0 always dominates.

case, the results are similar to those seen in Figure 3(e-h), where the radius of the distribution

provides a good parameter to select which transition one wishes to make dominant. Looking at

the different panels, it becomes clear that as one increases the confinement factor, the length scale

of the polariton becomes smaller, leading to smaller ranges where the different transitions are

dominant.

In the different panels of Figure S7, we fix the radial displacement of the atom and vary the

confinement factor. Again we observe that the overall transition rates are not monotonic with
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FIG. S7: Impact of confinement factor for different radii of atom distribution on the absorp-

tion rate of a SP(h)P mode. For a hydrogen atom at z0 = 20 nm and for different values of radii of

atom distribution (0, 10, 20, 30 nm) the rate of absorption of the family of transitions (5, 0, 0)→ (6, 3,∆m)

due to a mvortes = 3 SP(h)P mode is plotted as a function of the radius of the atom distribution. When

the radius of the atom distribution is zero, the selection rules in Equation (2) is again satisfied. As the

radius of the atom distribution increases the range of confinement where different transitions dominate

decreases. This is a similar behavior to that in Figure S6 since radius and confinement factor play an

equivalent role in the Bessel term in Equation (3). Again the role of the averaging removes any nodes

in the absorption rate and leads to the transition ∆m = 0 dominating for large confinement factor, in

contrast with the case of single particle location case summarized in Figure S4.

increasing confinement factor, in agreement with the discussion of Figure S4. Unlike Figure S4,

there are no nodes in Figure S7 because of the averaging that occurs in the atom distribution.

Also we note that for larger values of the confinement factor there is a smaller range of radii of

atom distributions where each transition dominates. This is similar in Figure S6, thus confirming

the analogous role played by displacement and wavenumber in Equation (3).
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III. APPENDIX 2: CONSTRUCTION OF CLASSICAL POLARITONIC VORTEX

MODES IN (AN)ISOTROPIC DIELECTRICS

In this section we describe classical surface polariton plane-wave modes for the case of a thin

metallic film surrounded by dielectric. Through superposition of these planar modes we build

vortex modes labeled by the winding number of the phase. We then prove their orthogonality and

show how translated vortex modes can be resolved in a superposition of non-translated (centered)

vortex modes. We then develop a simpler formalism for their construction, one that works when

the modes are highly sub-wavelength (i.e., when the modes are nearly longitudinal (curl-free) and

thus well-described by a scalar electric potential).

A. General Construction

Surface polariton modes generically correspond to excitations in solids which are coupled to

electromagnetic modes highly confined to the interface of the material. Of particular interest are

surface plasmon polaritons (SPP) and surface phonon polaritons (SPhP), where the solid excitation

corresponds to a plasmon or phonon respectively. But other surface polaritons exist in nature, such

as surface exciton polaritons in semiconductors like ZnO, and CuCl. The electromagnetic modes

associated with these surface polaritons can be obtained by solving Maxwell’s equations with the

particular dielectric function (which may be spatially non-local) of the polaritonic material. For a

thin film (quasi-2D) geometry with surrounding dielectrics (as in Figure 1 of the main text), the

vector potential of the planar SP(h)P mode is given by [2]:

Aq,κ =
A0√
q2 + κ2

(κq̂+iqẑ)e−κzei(q.ρ−ωt) ⇒
electrostatic limit

Aq =
A0√

2
(q̂+iẑ)e−qzei(q.ρ−ωt) (z > 0),

(S1)

where q is the in-plane momentum, 1/κ is the out of plane decay length, z is the out of plane

coordinate, ρ is the in-plane position, ω is the frequency of the mode, A0 is the amplitude of the

mode and hats represent unit vectors. Within the electrostatic limit, q � ω/c, the inverse decay

length of the mode equals the in-plane momentum, κ ≈ q, enabling the approximation in Equation

(S1) and Equation (1) in the main text.

Having described the plane-wave surface polariton mode, we now build the vortex polariton

modes as a superposition of surface plane-wave modes whose superposition coefficients are phases

11



(eimα) proportional to the angle (α) of the direction of the plane-wave mode with respect to some

reference direction. In order for the mode to be well defined, as one goes around the vortex center,

the phase of the mode must change by 2πm for m ∈ Z. The value of m corresponds to the winding

number of the phase around the vortex center and determines its angular momentum ~m. When

we discuss selection rules for electronic transitions involving the emission and absorption of vortex

polaritons, we will be in a position to justify the interpretation of ~m as angular momentum. The

vortex mode is given by:

Aq,m =
1

2π

∫ 2π

0

dα
A0√

2
ei(q.ρ−ωt)eiαm





(q̂ + iẑ)e−qz (z > 0)

q̂ (z = 0)

(q̂ − iẑ)eqz (z < 0)

, (S2)

where α is angle between q and some reference direction, set to be x̂ without loss of generality.

Let φ be the angle between ρ and x̂. Using the Jacobi-Anger expansion [3] and the orthogonality

of complex exponentials, we obtain, for z > 0:

Aq,m =
A0

2
√

2π
e−qz

∫ 2π

0

dα (cos(α)x̂+ sin(α)ŷ + iẑ)eiqρ cos(α−φ)eiαm

=
A0

4
√

2π
e−qz

∫
dα ((eiα + e−iα)x̂− i(eiα − e−iα)ŷ + i2ẑ)

∞∑

n=−∞
inJn(qρ)ein(α−φ)eiαm

=
A0

2
√

2
e−qzeimφim+1

{
(x̂− iŷ)Jm+1(qρ)eiφ − (x̂+ iŷ)Jm−1(qρ)e−iφ + ẑ2Jm(qρ)

}
,

which implies more generally that

Aq,m = e−q|z|
A0

2
√

2
eimφim+1

(
ρ̂[Jm+1(qρ)− Jm−1(qρ)]− iφ̂2mJm(qρ)

qρ
+





ẑ2Jm(qρ) (z > 0)

0 (z = 0)

−ẑ2Jm(qρ) (z < 0)



.

(S3)

B. Energy and Orthogonality of Vortex Modes

Consider the following inner product between two modes (which is proportional to the time-

averaged energy density of the mode):

〈Aq,n,Ak,m〉 =

∫
dr

1

2ω

d(εrω
2)

dω
A∗q,n(r)Ak,m(r). (S4)
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For the purposes of this work we consider the substrate and superstrate to be negligibly dispersive

in the frequency range of interest ( ∂ε
∂ω
� ε

ω
). For the case of 2D plasmons, we consider the Drude

model for the dielectric response of a metal, given by:

εr,metal(ω) = 1− ω2
p

ω2
, (S5)

where ωp is the plasmon frequency of the metal. For the integration of the thin metallic film

volume, we take a finite width slab and take the limit as the thickness d goes to zero. The

dielectric function can then be written as:

εr,film =

(
1− ω2

p

ω2

)
θ(d/2− |z|) ⇒

d→0
εr,film =

(
1− ω2

p

ω2

)
dδ(z),

where θ(x) is a step function. The derivative term will cancel the ω2
p/ω

2 terms, while the first term

is zero in the limit d→ 0. The inner product then simplifies to (for the Drude plasmons with high

confinement):

〈Aq,n,Ak,m〉 = 2ε̄r

∫

z>0

drA∗q,n(r)Ak,m(r),

where ε̄r is the average dielectric surrounding the metallic film. By definition this integral is:

〈Aq,n,Ak,m〉 = ε̄r
A2

0

2

∫ ∞

0

dz

∫ ∞

0

dρ ρ

∫ 2π

0

dφ e−z(q+k)ei(m−n)φ×

× [Jm+1(kρ)Jn+1(qρ) + Jm−1(kρ)Jn−1(kρ) + 2Jm(kρ)Jn(kρ)]

Since the φ integration imposes m = n, the Bessel functions differ only by their argument kρ or

qρ. Using the orthogonality of Bessel functions, i.e.,
∫
dρ ρJm(kρ)Jm(qρ) = 1

k
δ(k − q), the inner

product vanishes for k 6= q, so the modes are orthogonal. For k = q, we can evaluate the inner

product (proportional to ”δ(0)”) by setting the upper limit of the radial integral to a normalization

length (also often called a quantization length), L, much larger than any length scale associated

with the plasmonic vortex. Any result we will derive will be independent of L. Setting the upper

limit of the integral to L, the inner product for k = q is simply L
πq

.

1. Angular Momentum Representation of Displaced Vortices

To define a vortex mode displaced from our coordinate center by D we consider the translation

of Equation (S2) by D (setting ρ to ρ−D):

AD
q,m =

1

2π

∫
dα

A0√
2

(q̂ + iẑ)e−qzei(q.ρ−ωt)e−iq·Deiαm (z > 0). (S6)
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Applying the Jacobi-Anger relation to the term e−iq·D one obtains:

e−iq·D = e−iqD cos(α−φ0) =
∞∑

n=−∞
(−i)nJn(qD)ein(α−φ0), (S7)

where φ0 is the angle between D and the chosen reference direction (x̂ here). The displaced vortex

mode can then be easily written as:

AD
q,m =

∞∑

n=−∞
(−i)nJn(qD)e−inφ0

1

2π

∫
dα

A0√
2

(q̂ + iẑ)e−qzei(q.ρ−ωt)eiα(m+n) , (z > 0)

=
∞∑

n=−∞
(−i)n−mJn−m(qD)e−i(n−m)φ0Aq,n. (S8)

The displaced vortex can thus be expressed as a superposition of vortex modes centered around the

coordinate system. This fact enables us to reduce the displaced vortex mode case to a superposition

over centered vortex modes, whose computation and understanding is much easier due to the

symmetry of the mode.

C. Quasi-Electrostatic Limit: Scalar Potential Formalism

We now discuss an alternative and simpler method for computing the vortices which applies for

fields which are approximately described by the gradient of a scalar potential (i.e., approximately

longitudinal) [15]. As can be seen from the plane-wave polariton modes in the electrostatic limit,

they can indeed be written as the gradient of a scalar potential. By the linearity of derivatives,

the vortex modes constructed from these plane-wave modes can also be expressed as gradients of a

scalar potential. We now focus on constructing these vortices for any uniaxial or isotropic medium.

We include the possibility of uniaxial anisotropy due to the recent interest in the phonon-polaritons

of hBN. To find the modes, we solve the Laplace equation subject to appropriate boundary condi-

tions. The Laplace equations in each region read (using repeated index notation):

∂iεij∂jφ = 0.

The translational invariance in-plane admits scalar potential solutions of the form Z(z)eiq·ρ.

Taking the optical axis of a uniaxial crystal to be perpendicular to the slab illustrated in Fig-

ure 1 of the main text, the dielectric function of such a uniaxial crystal can be written as

ε(ω) = diag(ε⊥(ω), ε⊥(ω), ε||(ω)). In that case, the Laplace equation becomes:

− ε⊥
ε||
q2Z +

d2Z

dz2
= 0 =⇒ d2Z

dz2
= r2q2Z,
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where the anisotropy ratio, r is defined as
√

ε⊥
ε||

. The scalar potential vortex mode is thus defined

as:

φq,m ≡
1√
2q
Nq,mZq(z)

2π∫

0

dα

2π
eiαm+iqρ cos(α−φ), (S9)

where Nq,m is a normalization constant to be specified during quantization. Due to the in-plane

rotational symmetry, Zq(z) is independent of the angle that the wavevector makes to the reference

direction. Via the Jacobi-Anger expansion, this previous expression becomes

φq,m =
1√
2q
imNq,mZq(z)Jm(qρ)eimφ. (S10)

The electric field (in either φ = 0 gauge or Coulomb gauge) and vector potential modes (in

the Coulomb gauge) must be proportional to the gradient of this scalar potential mode in the

electrostatic limit. The electric field vortices are therefore:

Eq,m = −∇φq,m = − 1√
2q
imNq,me

imφZq

[
∂Jm(qρ)

∂ρ
ρ̂+

im

ρ
Jm(qρ)φ̂+

1

Zq

dZq
dz

Jm(qρ)ẑ

]
.

The vector potentials (in the φ = 0 gauge) are just 1
iω
E. Using derivative relations for Bessel

functions, the above equation can be expressed as:

Eq,m =
1

2
√

2
imNq,me

imφZq

[
[Jm+1(qρ)− Jm−1(qρ)]ρ̂− 2im

qρ
Jm(qρ)φ̂− 2

1

qZq

dZq
dz

Jm(qρ)ẑ

]
. (S11)

We pause to note that taking Zq(z) ∼ e−q|z| for graphene yields a field proportional to Equation

(5) and Equation (S3), confirming that the vortices can also be derived from a scalar potential

vortex − no surprise given the high confinement of the modes. Therefore, this approach very

straightforwardly allows for the calculation of quasielectrostatic vortices in any 2D-translationally-

invariant photonic system. One simply needs the appropriate Zq(z). To deal with isotropic systems,

one need simply set ε⊥ to ε|| from the beginning.

We conclude this section by noting that the electrostatic limit leads to remarkably simple ex-

pressions, despite the anisotropy of the system. It is important that we presented both a formalism

which did not crucially rely on the electrostatic potentials (computing the vector potential of the

mode, accounting for retardation), and a formalism which takes the electrostatic limit as its pri-

mary assumption. Obviously, the latter formalism is much simpler computationally. That said, the

first formalism can be quite useful for plasmons which are not so strongly confined, as in the case

of plasmons on top of a thick film of noble metal like silver or gold. The latter formalism is also
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useful for OAM carrying whispering gallery modes in micro-ring resonators. For problems in which

relatively large emitters like quantum dots are interfaced with these electromagnetic modes, an

approach ignoring retardation effects would be questionable, and for this reason, we have provided

a formalism by which to understand the interaction between matter and vortices, even outside of

the electrostatic limit.

IV. APPENDIX 3: CONSTRUCTION OF QUANTUM FIELDS FOR POLARITONIC

VORTICES IN THE ANGULAR MOMENTUM BASIS

A. Field Operators

Here, we derive the quantized electromagnetic field operators needed to describe interactions be-

tween electrons and polaritons. Since the main interest of our paper is vortex-enabled light-matter

interactions, we will write the field operators in the angular momentum basis. Moreover, since the

most interesting situations arise when the electromagnetic fields are approximately longitudinal,

we will focus on those in this section. The extension to fields which are not quasi-electrostatic is

straightforward. In the first part, we will derive the form of the vector potential operator in the

φ = 0 gauge, whose use can be extended to non-quasistatic vortices. Then we will present (just like

in the last section) an alternative and simpler method of calculation via scalar potentials which

can be used in the Coulomb gauge.

1. Vector Potential in the φ = 0 Gauge

We will now find the normalization of these modes that makes them suitable for QED calcula-

tions. The prescription for writing down field operators such as the vector potential operator is to

write it as [4]:

A =
∑

q,m

√
~

2ε0ωq,m
(aq,mFq,m + h.c), (S12)

where the Fq,m are proportional to Eq,m but normalized such that
∫

1
2ω
F ∗q,m · d(εω2)

dω
·Fq,m = 1. The

double dot product is present because of the regions of anisotropic dielectric. The energy integral
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takes the form:

1

2ω

∫
dz dφ dρ ρ

[
d(ε⊥ω2)

dω

(
|F x
q,m|2 + |F y

q,m|2
)

+
d(ε||ω2)

dω
|F z
q,m|2

]
.

Taking Fq,m to be given by Equation (S15) and performing the azimuthal integral first yields a

factor of 2π. Performing the radial integral, making use of the orthogonality of Bessel functions

yields (via the same arguments as those used when we computed the energy of graphene vortices

in Sec. III.B):
2|Nq,m|2Lε̄rξq

q2
,

where ξq is dimensionless and given by:

ξq =
q

4ωε̄r

∫
dz

[
d(ε⊥ω2)

dω
|Z|2 +

d(ε||ω2)

dω

1

q2

∣∣∣dZ
dz

∣∣∣
2
]
. (S13)

We therefore see that the vector potential is given by:

A =
∑

q,m

√
~q2

4ε0ε̄rLωq,mξq
(aq,mFq,m + h.c), (S14)

where

Fq,m =
1

2
√

2
imeimφZ(z)

(
[Jm+1(qρ)− Jm−1(qρ)]ρ̂− 2im

qρ
Jm(qρ)φ̂− 2

1

qZq

dZq
dz

Jm(qρ)ẑ

)
. (S15)

In the region (z > d/2), we have that Zq(z) is just e−qz. Therefore, the expression for Fq,m exactly

matches Equation (5). We have defined ξq in order to make the field operators for other polaritons

strongly resemble those field operators for graphene. In fact, for graphene (or any 2D plasmonic

material with Drude dispersion), ξq = 1. The electric field operator is derived from the vector

potential in a gauge where the scalar potential is zero via E = iωA(ω) (this means that the h.c.

term picks up a relative minus sign since it is counter-rotating relative to the first term in the

Heisenberg representation of the field operator).

2. Scalar Potential in the Coulomb Gauge: ∇ ·A = 0

Changing to Coulomb gauge and using the electrostatic limit, the vector potential vanishes

everywhere. Now, all the dynamics are generated by a scalar potential. Using the potentials in

Equation (S10) with the derived normalization, the scalar potential operator can be written:

φ =
∑

q,m

√
~ω

4ε0ε̄rξqL
(aq,mUq,m + h.c.), (S16)
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where

Uq,m =
1√
2
imZq(z)Jm(qρ)eimφ. (S17)

3. ξq for Different Materials

Our findings apply to all uniaxial media whose surface polaritons are well described by lon-

gitudinal electric fields. The difference between each material is contained in the ξq factor and

the ratio c/vg. It applies to plasmons in graphene, to 2D plasmons in metallic monolayers, to

phonon-polaritons in hBN or SiC [5, 6], to the acoustic plasmons in gated graphene [7], to sur-

face exciton polaritons like in MoS2 [8] and in newly discovered phase-change materials [9], and

could, with straightforward extension of the formalism, apply to anisotropic plasmons in black

phosphorus [10]. ξq was defined for graphene such that ξq(graphene) = 1. The reason for this is

that the rates of various electronic transitions in the vicinity of graphene take very simple analytic

forms [1] (simpler than all of the other materials we mentioned in the text). That makes it easy

to understand the order of magnitude of transitions in other materials by making graphene the

reference material.

Of course, all materials are different, and material-specific and emitter-specific challenges arise

when interfacing particular emitters with particular materials. Because of this it is important to

formulate our theory in a way that makes explicit that similar results hold for a wide range of

material systems. It makes explicit the fact that from the perspective of photonics and transition

rates, all of these above-mentioned materials are similar. Thus, we hope that the unity of the

treatment of different polaritonic materials will serve to provide a platter of options for realizing

the predictions of the theory.

In the rest of this section, we discuss explicitly (i.e., with numbers) the case of hyperbolic

polaritons in a slab of hexagonal boron nitride of thickness d. The electric field plane-wave modes

can be shown to be:

Eq,m =
E0

iωε0
ε−1
r (z)∇×q̂⊥





e−qz (z > 0)

eikdε⊥q(εsk−iε⊥q)
2k(−ε⊥q cos(kd)+εsk sin(kd))

eikz + ε⊥q(−iεsk+ε⊥q)
k(εsk+iε⊥q+e2ikd(−εsk+iε⊥q))

e−ikz (−d < z < 0)

eqdqε⊥εs
−ε⊥q cos(kd)+εsk sin(kd)

eqz, (z < −d)

(S18)

where εr is the relative permittivity of the hBN which is given by diag(ε⊥, ε⊥, ε||), εs is the relative

18



0 100 200 300 400 500
Confinement Factor 2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

9
v g(h

BN
)/9

v g(g
ra

)

d = 5 nm
d = 10 nm
d = 20 nm

FIG. S8: Analysis of the dimensionless quantity ξvg that captures the choice and geometry of

the material. Comparison of the product ξqvg between hBN and graphene for hBN slabs of thicknesses

5, 10, and 20 nm. The comparison is done as a function of confinement in order to achieve a direct

comparison between the strengths of light-matter interactions at fixed confinement factor. The plot is

terminated at a maximum confinement of 500 (a polariton wavelength of about 10 nm), although the

theory predicts potentially even higher confinements for the 5 and 10 nm thick hBN near the very edge

of the Reststrahlen band. The yellow curve terminates at a confinement of 300 because the maximum

frequency for which the confinement is computed is 1600 cm−1.

permittivity of the substrate, q is the polariton wavenumber, k ≡ q
√
r, r =

∣∣∣ ε⊥ε||
∣∣∣, q̂⊥ is a unit vector

along the in-plane direction perpendicular to the wavevector, and E0 is a normalization constant.

The dispersion satisfies the following implicit equation:

tan(kd) =
1 + εs

εs
√
r

ε⊥
− ε⊥√

r

. (S19)

These two pieces of information suffice to compute the confinement, group velocity, and ξq factors

for hBN. In Figure S8, we show how the factor ξqvg compares between hBN and graphene plasmons

for hBN films of different thicknesses. We perform the computation in the upper Reststrahlen band.
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The only difference in emission and absorption rates of single vortex polaritons comes from these

factors and yet the two factors are within the same order of magnitude, making it clear and explicit

that hBN vortices can be used to tailor selection rules in atomic systems.

V. APPENDIX 4: ANGULAR MOMENTUM AND LIGHT-MATTER INTERACTIONS

A. First-Order Processes

The transition rate for the absorption is calculated using Fermi’s Golden Rule (for radiation

with a frequency spectrum much broader than the linewidth of the excited state):

Γ =
2π

~
|〈φf , n− 1|Hint|φi, n〉|2 ρm(~ω) (S20)

where φi (φf ) is the electronic initial (final) state, n corresponds to the number of photons in our

mode of interest, ρm(~ω) corresponds to the density of vortex modes at each angular momentum

~m [16]. Hint is the interaction Hamiltonian given by e
2m

(p ·A+A ·p) + e2

2m
A2 in the φ = 0 gauge

and by eφ in the Coulomb gauge. To compute ρm(~ω) consider a perfectly conducting cylinder

of extremely large radius (quantization length) L surrounding the vortex mode (for example, take

L = 1 m). At L, the non-radial components of the field must vanish. Using the large distance

asymptotic form of the Bessel functions, the q spacing of allowed states is given by π/L. The

density of states is then given by:

ρm(~ω0) =
L

π

∫
dq δ(~ω0 − ~ω) =

L

π~
1

|vq|
, (S21)

where vq is the group velocity dω
dk

of the mode at energy ω0. Note that by definition, the q in

the vortex mode is |q| and is therefore positive. In the case of SPP, the dispersion relation is

approximately given by [2] (where β is a proportionality constant which will appear nowhere in

the final answers below) :

q = βω2 ⇒ dq

dω
= 2βω ⇒ vq =

1

2βω
=

c

2η
,

where η is the confinement factor qc
ω

, which is the ratio of photon and polariton wavelengths at

the same frequency. The absorption rate of the system is given by (taking the vector potential
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interaction Hamiltonian):

Γ =
2π

~2

L

π

2η

c

e2

m2

n~q2

4ε̄rε0Lωq,mξq
|〈φf , n− 1|Fq,m · p̂|φi, n〉|2

=
4πe2

4πε0~c
nη3ω

ε̄rξq

|〈φf , n− 1|Fq,m · p̂|φi, n〉|2
m2c2

=
4πnαη3ω

ε̄rξq

|〈φf |Fq,m · p̂|φi〉|2
m2c2

. (S22)

The photon number n is derived by applying the correspondence principle to a hypothetically

monochromatic radiation field (relative to its central frequency, but still much broader than the

atomic linewidth due to spontaneous emission or collisions). This follows the treatment in [11].

Consider a classical field with energy density per unit frequency dU
dω

. This should just be equal to

the mean photon number at frequency ω (〈n(ω)〉) times ~ω times the density of states ρ(ω). In

that case, the mean photon number is simply 1
ρ~ω

dU
dω
, where U is the energy of an approximately

single mode with the field amplitude of the classical field in the experiment of interest[17].

We also point out here what happens if for some reason, the radiation is narrower than the

linewidth of the excited atomic state (either due to radiation or other broadening mechanisms).

We’ll consider only the case of radiative broadening. In that case, the fact that the excited state

is actually a continuum of width Γd is relevant (where Γd is the decay rate of the excited atomic

state). In such a case, Fermi’s Golden Rule would give that the decay rate is (on resonance)

roughly equal to 2π
~2Γd
| e
m
A · p|2eg, where A is the vector potential amplitude of the approximately

monochromatic (and semiclassical) radiation [12]. Nevertheless, the same matrix elements appear

as in the broadband case, meaning that angular momentum conservation still appears in the

transition rates. Therefore, regardless of whether the vortex (of fixed angular momentum) is

broadband or monochromatic, it can still be used to control electronic transitions.

1. Long-Wavelength Approximation

To check the consistency of our result, we compute the transition rates of dipoles associated with

hydrogen transitions near a graphene layer (ξq = 1) and compare the results with the literature

[13]. In the case of a z-dipole transition, mi = mf = 0, so the only contribution to the transition

rate is the 0-th order vortex mode. As a result 〈φf |x̂|φi〉 = 〈φf |ŷ|φi〉 = 0. Using the relation

p̂ = − i~
m

[x̂, Hele], we can show that −iω〈φf |x̂j|φi〉 = 〈φf |p̂j|φi〉, where j labels the direction.
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Considering a vortex mode whose wavelength is much larger than the atomic radius, the tran-

sition rate is only dependent on the field at the position of the atom.

Γz-dip =
4πnαη3ω

ε̄r

∣∣F j
0,q(0, 0, z0)〈φf |p̂j|φi〉

∣∣2

m2c2
=

4πnαη3ω

ε̄r

e−2q|z0|

2
J0(0)2m2ω2|〈φf |ẑ|φi〉|2

=
2πnαη3ω3

ε̄r
e−2q|z0||〈φf |ẑ|φi〉|2. (S23)

The corresponding transition due to plane wave modes in vacuum is given by:

Γfree =
4nαω3

3c2
|〈φf |ẑ|φi〉|2.

The presence of the polariton supporting graphene layers leads to an enhancement (Purcell factor)

of:
Γz-dip

Γfree

=
3π

2ε̄r
η3e−2q|z0|. (S24)

Next we consider the decay rate for a dipole polarized in the x-direction. We perform this calcu-

lation in the Coulomb gauge because of its simplicity. Decay rates of course cannot depend on the

choice of gauge [18]. Such a dipole can be seen as a superposition of an m = 1 and an m = −1

dipole (i.e., a sum of oppositely oriented but circularly polarized dipoles). This means that the

decay rate will have contributions from emission of an m = 1 vortex and an m = −1 vortex. Since

the dipole is x-polarized, only the cosφ part of eiφ or e−iφ will contribute to the matrix elements.

The total decay rate is therefore:

Γx−dip = 2× 4πnαη3ω3

ε̄r

∣∣∣
∫
dr ψ∗gJ1(qρ)Zq(z) cosφ ψe

∣∣∣
2

. (S25)

Performing an expansion of the J1(qρ)Zq(z) term about the position of the atom (0, 0, z0) and

using the fact that J1(x) ≈ x/2 for small x, we have that the decay rate is:

Γx−dip =
1

2
× 4πnαη3ω3

ε̄r
|Zq(z0)|2

∣∣∣
∫
dr ψ∗gr sin θ cosφ ψe

∣∣∣
2

. (S26)

Setting Z(z0) = e−qz0 and comparing the resulting expression to Γz−dip, the emission/absorption

from an x-polarized dipole is half as much as from a z-polarized dipole with the same dipole

moment. The same argument will show that for a y-polarized dipole, the emission is half as much

as from a z-polarized dipole with the same dipole moment. These decay rates for z− and in-plane

polarized dipoles match the results obtained in [13] for the decay rates of emitters into graphene

plasmons.
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B. Second-Order Processes

1. Spontaneous Emission in the Angular Momentum Basis

In [1], two-polariton spontaneous emission rates for s → s transitions are computed. We

now establish the formalism for the spontaneous emission of two vortices, thus opening up a

path for analyzing the quantum optics of polaritons beyond first-order processes. The differential

spontaneous emission into vortices at frequencies ωq and ωq′ with wavevectors q and q′ and angular

momenta m and m′ is [19]:

Γ =
2π

~2

(
1

2

L2

π2

∫
dq

∫
dq′
∑

m,m′

)∣∣∣
∑

i1

eφg,i1eφi1,e
Ee − Ei1 + i0+

∣∣∣
2

δ(ω0 − ωq − ωq′). (S27)

which inserting our potential operator (Equation (21)) yields:

dΓ

dω
(e, 0→ g, qm, q′m′) =

1

4
πα2 c2

vg(ω)vg(ω0 − ω)

ω(ω0 − ω)

ε̄2rξq(ω)ξq′(ω0 − ω′)
×

∣∣∣
∑

n

〈g, qm, q′m′|Jm′e−im
′φ(q′ρ)Zq′(z)|n, qm〉〈n, qm|Jm(qρ)e−imφZq(z)|e, 0〉

ωe − ωn − ωq

+
〈g, qm, q′m′|Jm(qρ)e−imφZq(z)|n, q′m′〉〈n, q′m′|Jm′(q′ρ)e−im

′φZq′(z)|e, 0〉
ωe − ωn − ωq′

∣∣∣
2

. (S28)

For an s→ s transition in the long-wavelength approximation, δ` = 1 for each virtual transition,

meaning that the virtual states can only have m = 0 or m = ±1. The total differential decay rate

is thus

dΓ

dω
(e, 0→ g, qq′) ≡

∑

m

dΓ

dω
(e, 0→ g, qm, q′(−m)) =

dΓ

dω
(e, 0→ g, q0, q′0) +

dΓ

dω
(e, 0→ g, q1, q′(−1)) +

dΓ

dω
(e, 0→ g, q(−1), q′1) =

dΓ

dω
(e, 0→ g, q0, q′0) + 2

dΓ

dω
(e, 0→ g, q1, q′ − 1). (S29)

Using the fact that the matrix elements for the |m| = 1 virtual transitions is
√

2 smaller than that

for the m = 0 virtual transitions (see end of Sec. V.A.1), the total decay rate is:

dΓ

dω
(e, 0→ g, qq′) ≡

∑

m

dΓ

dω
(e, 0→ g, qm, q′(−m)) =

3

2

dΓ

dω
(e, 0→ g, q0, q′0) (S30)

Within the dipole approximation, the main contribution to the matrix elements in the sum over

intermediate states comes from the zJ0(0)dZ
dz

∣∣∣
z=z0

= zZ ′(z0) term of the Taylor expansion of the
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field mode. Taking the emitter to be in the air region with Z = e−qz0 , and defining η(ω) ≡ q(ω)c
ω

,

the differential decay rate is:

3πα2

8c4ε̄2r

(
1

ξq(ω)

c

vg(ω)
η2(ω)e−2η(ω)k(ω)z0

)(
1

ξq′(ω0 − ω)

c

vg(ω0 − ω)
η2(ω0 − ω)e−2η(ω0−ω)k(ω0−ω)z0

)
×

ω3(ω0 − ω)3
∣∣∣zgnzne

(
1

ωe − ωn + ω − ω0

+
1

ωe − ωn − ω

) ∣∣∣
2

, (S31)

where zab ≡ 〈a|z|b〉. The two-photon differential emission rate in free-space, by comparison is [14]

dΓ

dω

∣∣∣
free space

=
4

3πc4
α2ω3(ω0 − ω)3

∣∣∣
∑

n

zgnzne

(
1

ωe − ωn + ω − ω0

+
1

ωe − ωn − ω

) ∣∣∣
2

.

dΓ/dω
∣∣∣
polaritons

dΓ/dω
∣∣∣
free space

=
9π2

32ε̄2r

(
1

ξq(ω)

c

vg(ω)
η2(ω)e−2η(ω)k(ω)z0

)

(
1

ξq(ω0 − ω)

c

vg(ω0 − ω)
η2(ω0 − ω)e−2η(ω0−ω)k(ω0−ω)z0

)
. (S32)

This result applies in the lossless limit of any highly confined polaritonic mode. All one needs

is their ξq factors and their group velocities, which will be of order c/η. In order to check the

validity of our result, we take the special case of a 2D plasmonic material. For graphene in the

Drude model, c/vg = 2η and ξq = 1, meaning that the two-photon enhancement in the angular

momentum basis is 9π2

8ε̄2r
η3(ω)η3(ω0−ω) exp

[
−2 z0

c
(ωη(ω) + (ω0 − ω)η(ω0 − ω))

]
, in agreement with

the result in [1].

2. Absorption of Two-Vortices

The calculation of absorption of two vortices will be quite parallel to the calculation for emission

except that factors of photon occupation number will be present. Therefore, in the lossless limit,

the differential rate of two-vortex absorption is (assuming only m = 0 vortices are present):

dΓ

dω
(e, 0→ g, q, q′) =

dΓ

dω
(e, 0→ g, q0, q′0)n0(ω)n0(ω0 − ω), (S33)

where n0 is the number of photons with zero angular momentum. The photon number is calculated

in the same manner as detailed in the section on first-order transitions. The selection rule is of
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course that ∆m = 0. More generally, the selection rule for an absorption transition involving two

vortices of angular momenta m1 and m2 is that ∆m = m1 +m2.
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