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Abstract

Three experiments explored the encoding of location information in visual
image representations. All of these experiments used a mental rotation task in
which subjects decided whether stimuli were mirror-reversed, and the location
of the test stimulus was always irrelevant to the correct response. Experiment 1
demonstrated that subjects were able to use visual image representations
effectively without knowing where the stimulus would appear, raising the
possibility that image representations might be coded independently of location.
In Experiment 2, however, distance between the stimulus location and the image
location was varied systematically, and response time increased with distance.
Therefore image representations appear to be location-specific. The increase in
response time with distance was small, however, and thus represented location
must be adjusted quickly. In Experiment 3, a saccade was introduced between the
image cue and the test stimulus, in order to test whether subjects responded
more quickly when the test stimulus appeared at the same retinotopic location or
same spatiotopic location as the cue. The results suggest that location is coded
retinotopically in image representations. This finding has implications not only
for visual imagery but also for visual processing in general, because it suggests
that there is no spatiotopic transform in the early stages of visual processing.

Thesis Supervisor: Steven Pinker

Title: Associate Professor of Cognitive Science
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The Representation of Location
in Visual Images

No explanation of visual information processing will be complete without
an account of visual imagery: The ability to recall visual and spatial information
from memory and to mentally recombine, transform, compare, and evaluate this
information. Subjects can perform a number of complex visual processing tasks
in the absence of the relevant visual stimuli, and over a period of years an
enormous number of experiments have been designed to elucidate the nature of
the mental representations used in these tasks. (For reviews, see Kosslyn, 1980;
Shepard & Cooper, 1982; Pinker, 1984; Finke & Shepard, 1986. For discussions of
the sharp disagreements that persist over the basic properties of these
representations, see Kosslyn, 1981; Pylyshyn, 1981; Pylyshyn, 1984).

A number of visual image experiments have demonstrated that certain
spatial properties play an important role in the organization of image
representations. It is because of their spatial organization that these
representations are called “images,” and the nature of their organization has
been an important question in the study of mental representations. While other
studies have investigated the importance of orientation and size in image
representations, the experiments described here will be concerned with another
spatial property, namely location, that has not yet been thoroughly explored.
There are good theoretical reasons for expecting that image representations
might be encoded independently of location, and other empirical reasons for
concluding that location information is included in the representation. If we
find that image representations are location-specific, then we can test whether
location is encoded in a retinal reference frame or in some other coordinate

system. If, instead, image representations are location-independent, then we can



ask why this particular spatial property is factored out of these representations
and others are not.

Our experiments to explore location representation draw heavily on
earlier experiments exploring the representation of orientation and size. These
experiments were designed to measure how the processing of a stimulus changes
when its orientation or size changes. The logic behind these experiments is that
if the time to perform a particular shape discrimination task depends on the
orientation or size of a stimulus, then the shape representations used in this
discrimination task must vary in some important way when the orientation or
size of the stimulus varies. In other words, the representation of shape must in
some way be intertwined with the representation of orientation or size, so that
shape cannot be represented independently of these spatial properties (Pinker,
1984).

Well-known examples of experiments measuring the importance of a
spatial property come from studies of mental rotation by Shepard and his
colleagues (Shepard & Metzler, 1981; Cooper & Shepard, 1983). In these
experiments, subjects were asked to determine whether a visual stimulus
matched another stimulus that was either presented simultaneously or
remembered by the subject. On different trials, the stimuli appeared at different
orientations, and over the course of the experiment the difference between the
orientations of the two shapes to be compared was systematically varied. The
time necessary for subjects to compare the shapes increased as the difference in
their orientations increased. Thus, even though orientation was irrelevant to
the shape matching task, it exerted a strong effect on the response time. The
response time depends on the absolute difference between the two orientations.

In general, the response time for a stimulus that has been rotated in one



direction will be about the same as the response time for a stimulus that has been
rotated an equal amount in the other direction.

Other experiments have used similar methods to demonstrate that the
time to compare two shapes can vary with the difference between their sizes as
well as the difference between their orientations (Bundesen and Larsen, 1975;
Bundesen, Larsen, and Farrell, 1981; Cave & Kosslyn, 1989; Kubovy and
Podgorny, 1981; Larsen, 1985; Larsen and Bundesen, 1978; Sekuler and Nash,
1972). These size and orientation experiments do not always produce a strong
relationship between the spatial properties and response time; response time
varies with size or orientation difference only when certain shape
discrimination tasks are used. Apparently the image representations, in which
shape is encoded integrally with orientation or size, are only used for some shape
discrimination tasks. Examining the nature of these tasks can help determine
the sort of processing for which these representations are best suited.

For instance, the stimuli in Cooper & Shepard’s experiment were familiar
letters or numerals, and subjects had to judge whether or not they had been
mirror-reversed. Any shape and its mirror-reversal will share the same set of
basic visual features, and thus they cannot be discriminated simply on the
presence or absence of one of those features. The mirror-reversal judgment
forces subjects to detect subtle differences in the spatial arrangement of a shape’s
components. Not all of the experiments in which the response time varies with
spatial properties require mirror-reversal judgments, but they all do require
subjects to detect subtle differences between shapes that share the same general
features.

Not only are the shape discriminations used in these tasks very subtle, but
they are also discriminations that the subjects have not practiced. In Shepard &

Metzler’s experiment, subjects compared two different drawings of three-
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dimensional shapes that were presented simultaneously. The subjects were not
familiar with the shapes before the experiment, so they had no experience with
the required discriminations. Cooper & Shepard used a differént method in a
later experiment. They presented only a single letter or digit on each trial. The
orientation of these stimuli varied, and subjects presumably compared them
against memory representations of those characters at their standard
orientations. Even though subjects are very familiar with these shapes, they do
not normally encounter them at nonstandard orientations, and they almost
certainly never need to distinguish these misoriented shapes from their mirror
reversals. Therefore, they do not have stored in memory the information
necessary to readily identify these shapes at nonstandard orientations. Instead,
subjects appear to perform the shape comparison by first deriving the necessary
information from the information they have available. Either the memory
information can be transformed to match the stimulus information, or the
stimulus information can be transformed to match the memory information.

From these studies it seems that subjects use image representations when
they must find subtle shape or configurational differences that they do not
normally need to detect. Obviously, the representations used in these tasks must
be orientation-specific: Because of the wide response time differences with
different orientations, the same shape at different orientations must be
represented differently. Also, because the response time increases steadily with
orientation differences, the represented orientation must be adjusted gradually,
either continuously or in small discrete steps.

Cooper and Shepard provided additional evidence as to the nature of
image representations in other conditions of their experiment. Although the
regular condition showed that extra time was necessary to process stimuli at

nonstandard orientations, subjects could save most of this extra time if they
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knew the shape and the orientation of the upcoming stimulus before it appeared.
They were able to use shape and orientation information together to prepare for
the stimulus, and then respond quickly once it appeared. Apparently subjects
prepared for an stimulus by creating an image representation of the stimulus at
the cued location, because they could not prepare if they knew only the shape or
only the orientation; in either of these cases, response times once again rose
sharply with orientation difference. Response time also increased sharply with
orientation difference if the stimulus appeared too soon after the cue giving the
shape and orientation. Subjects required a certain amount of time to prepare for
the stimulus. Most importantly, the time necessary to prepare generally
increased with the orientation difference. In other words, the variation in the
time necessary to prepare was similar to the variation in response time when the
cue was not present.

Because a similar pattern appears in the response times without the cue
and in the preparation times with the cue, a similar sort of transformation might
be occurring in both cases. Without the cue, subjects might adjust the
represented orientation of the stimulus until it matches the standard
orientation, and then compare it to the memory representation. When subjects
know shape and orientation in advance, they might adjust the representation of
the shape in memory so that it matches the upcoming stimulus. Once the
stimulus appears, they can quickly compare shapes without taking time for
orientation adjustment. The fact that subjects cannot prepare effectively when
they know only the shape or only the orientation suggests that orientation is
represented integrally with shape. For the representations used in the mirror-
reversal task, it is apparently not possible to represent a particular orientation

without representing a specific shape at that orientation.



Knowing something about the nature of the image representations used
in this task allows us to investigate the role they play in visual information
processing. Let us first consider the broad course of visual processing, in order to
see where these representations might fit. The input provided by the retina at
the beginning of visual processing is organized spatially: Shape information is
intertwined with information about spatial properties such as location, size, and
orientation. The visual system must identify objects by comparing patterns
within the input with patterns stored in memory. This categorization task is
complicated by variations in spatial properties such as location, orientation, and
size that are irrelevant to an object’s identity. The final product of visual
processing must be an abstract representation that can be used in higher-level
reasoning and problem solving, and this abstract representation must include
information about both the identity of the represented objects and their spatial
properties. However, because the spatial properties will often be irrelevant in
these higher-level processing tasks, information about these properties is
probably factored apart and represented separately from identity information at
this level.

If this characterization of visual processing is correct, and if the mirror-
reversal task relies on a representation in which shape is represented integrally
with orientation, then the comparisons between shapes in the mirror-reversal
task must be done within the spatially-organized representation at the
precategorical level, before objects have been identified and coded abstractly, and
before spatial properties have been factored out. Within the spatially-organized
representation, it is impossible to represent a shape without representing it at a
particular orientation, just as it is impossible to draw a picture of a shape without
drawing it a a particular orientation. Likewise, at this level it is impossible to

represent an orientation abstractly without having an associated shape. Thus
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subjects are unable to prepare an adequate representation when they know only
the shape or the orientation beforehand.

Of course, this characterization of visual processing is too simple in many
respects. There are undoubtedly a number of stages between the spatially-
organized representation from the retina and the abstract representation used by
nonvisual cognitive systems. Therefore we can ask more detailed questions
about the level of representations used in the mirror-reversal and other imagery
tasks. For instance, if there are many different processing levels, then variations
in location might be controlled at an earlier level of processing than variations
in orientation. Thus there could be some level of representation that is location-
independent but orientation-specific. This type of representation might be
useful, because the location at which an object appears has little impact on
recognition (barring differences in surroundings and acuity). The same is not
true for orientation, however, because some objects can be very difficult to
recognize when they are upside-down (Rock, 1983). Luckily, this is rarely a
problem in everyday visual processing. As we move or as objects in the
environment move, the locations of the objects relative to our location can vary
over a wide range, and we have to be able to recognize them no matter where
they appear. However, as we move we generally maintain a constant orientation
relative to the environment, and most of the other moving objects we encounter
do the same. Therefore we generally view objects at a standard orientation, and
rarely find it necessary to recognize them at other orientations.

Because visual objects are likely to occur at almost any location, the visual
system may factor out location differences early in processing, either by
normalizing all representations to a standard representation of location, or by
transforming the input in a way that removes location information entirely.

However, the visual system will often not need to adjust an object’s orientation
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before identifying it. Thus the system that corrects for orientation differences
may may not act until a later stage of processing, and it probably does not work as
thoroughly or completely as the system that corrects for location differences.
Therefore, even though the representations used in mental rotation are
orientation-specific, they may not be location-specific.

This possibility raises a more general issue about mental representations
in imagery. Mental rotation experiments suggest that shape and orientation
information are not factored apart in these representations. However, from the
orientation experiments alone we cannot assume that every spatial property is
integrated with shape information in image representations. In other words,
these experiments by themselves do not imply that these representations are
“analog” or “depictive” in every sense (Kosslyn, 1980). Visual information can
be transformed in numerous ways so that shape and orientation information are
still coupled but other spatial properties are changed or eliminated. To
completely determine the nature of these representations, we must specificaily
determine how each type of spatial property is encoded in them, and whether or
not it is factored apart from the representation of shape.

One potential example of the elimination of a spatial property involves
the coding of size or scale. Size is a spatial property that is analogous to location
in that a particular visual object can appear at many different sizes, depending on
its distance from the viewer. The visual system must be able to identify the
object regardless of these wide variations in size, and therefore size information
may be factored out and separated from shape information at an early stage. If
size is factored out of shape representations at an early stage, then response times
for shape discrimination tasks should not depend on the size of the stimuli.
However, the numerous size experiments cited previously have tested this

notion using a methodology similar to that used by Cooper & Shepard. For
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certain shape discrimination tasks these experiments show a pattern of
increasing response time with increasing size adjustment that is very similar to
the pattern of orientation adjustment in Cooper & Shepard’s experiment.
Therefore these experiments suggest that size is treated similarly to orientation
in image representations.

Given that orientation and size appear to be represented integrally with
shape in visual image representations, it might seem reasonable to conclude that
all spatial properties are represented integrally with shape in these
representations. However, neuroanatomical and neurophysiological studies
indicate that one region of visual cortex is dedicated to processing location and a
separate region is dedicated to processing shape (Ungerleider & Mishkin 1982). If
location is processed in a separate brain region from shape, then its
representation is probably separate from the representation of shape. Because the
representations used in mental rotation must include shape information, they
might reside in the region that specializes in shape, and thus location
information is likely to be factored out of them.

However, other evidence from imagery experiments suggests that location
is important in image representations, and thus is probably not factored out.
Farah (1985) asked subjects to image a large shape while performing a visual
detection task. She found that subjects were better at detecting a stimulus if it
appeared within the region covered by the imaged shape. If the location of an
image affects the perception of a stimulus, then location must be part of the
image representation. However, Farah'’s task is very different from the mental
rotation task. She instructs her subjects to use imagery, and the shape they are
imaging covers a large area. In following these instructions, her subjects might
also be focusing visual attention on the area covered by the shape, thus

enhancing their responses to stimuli that fall within this area. Farah and others
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(Cave & Kosslyn, 1989) would argue that there is a crucial link between imagery
and attention, and that the presence of attentional effects suggests that imagery is
involved. Nevertheless, for the question of location specificity we need a
demonstration that cannot be explained by attention.

Further evidence for the use of location in image representations comes
from experiments demonstrating that the time to scan from one location to
another increases with the distance scanned (Kosslyn, 1973; Kosslyn, Ball, &
Reiser, 1978). If at any given time a subject is “examining” a particular location
in an image, then it seems that location must be specifically encoded in an image
representation. Perhaps instead, though, images are coded in a location-
independent representation, and when subjects are instructed to focus on one
end of an imaged object and then scan to the other end, they are successively
loading information from different locations into the image representation,
starting at one end and ending at the other. The increase in response time with
longer distances would reflect the time necessary to load and unload more
information to and from the image representation, and not the time to adjust
location within the representation.

There is also a possibility that these different imagery tasks rely on
different mental representations. One way in which the mental rotation task
differs from Farah’s experiment and the scanning experiments is that subjects in
mental rotation experiments are not explicitly instructed to generate images.
They devise their strategy spontaneously, without instructions or
encouragement from the experimenter. Consciously generating an image of a
scene might rely on different representations than spatial transformations
required for normal visual recognition.

Other experiments have demonstrated that the time necessary for image

scanning depends on the distance scanned, even if subjects are not specifically
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instructed to use images (Finke & Pinker, 1982; Finke & Pinker, 1983; Pinker,
Choate, & Finke, 1984). In these experiments, subjects remembered a
configuration of dots, and then judged whether the line extended from an arrow
would intersect any of the dots. This task was designed to require the use of
mental images, but it also specifically required the use of location information,
because the location of each dot was crucial in determining the correct response.
Thus, even if subjects had available a representation in which shape was coded
independently of location, they would not have been able to use it in this task.
One possibility is that in visual images, the representation of each visual object
includes information about the relative locations of its different parts, but that
the location of the object as a whole is not represented. In this case, Finke &
Pinker’s subjects might represent the entire dot pattern as a single object, so that
the location of each dot would be preserved.

We need an experiment that tests whether location-independent image
representations exist but that does not have the problems associated with these
earlier experiments. Such an experiment must use a task in which subjects are
not instructed to use images, and in which the location of a stimulus is not
relevant to the response. For these reasons, Experiment 1 was designed to
explore the importance of location information using a modification of Cooper

& Shepard’s basic mental rotation paradigm.

Experiment 1

Cooper & Shepard concluded that subjects can only generate the necessary
mental representation to compare with the stimulus if they know all the
necessary properties of the stimulus. The logic behind Experiment 1 relies on

that conclusion. In Cooper & Shepard’s experiments, the stimulus always
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appeared in the center of the display, so subjects always knew its location before it
appeared. If location is coded in these representations in the same manner as
orientation, then withholding location information should make it impossible
for them to construct the representation beforehand. Without the
representation, subjects will not be able to respond quickly to misoriented

stimuli, even if they know the orientation and shape.

Method

Subjects. 17 subjects from the M. I. T. Department of Brain and Cognitive
Sciences subject pool were tested and were paid for their services. Most were M.
I. T. undergraduates, and their vision was normal or corrected to normal. One
subject was rejected after being tested for reasons described later.

Apparatus. The experiment was controlled by an IBM PC/XT computer.
Stimuli were displayed using EGA graphics on an NEC Multisync monitor.
Subjects’ responses were recorded with two microswitches, one for each hand,
and a foot pedal.

Stimuli. Each test stimulus consisted of a single character, either the letter
J, the letter R, or the numeral 4. These characters were chosen because they are
distinct from their mirror-images, they are fairly complex, and they have few
curved parts and thus are easily generated on the computer display. The stimuli
were made with straight line segments, and gave the appearance of a bold, sans
serif type. The stimuli appeared in eight different rotations and in both normal
and mirror-reversed form. Each character was about 1.4 cm (1.6° of visual angle)

in height. Figure 1 displays the characters used.
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Figure 1: Stimuli, both normal and mirror-reversed, for all the
orientations used in Experiment 1.

Each test stimulus was preceded by a cue appearing at the center of the
screen. The cue was one of two types, as depicted in Figure 2. One type consisted
of one of the three characters at one of the eight possible orientations. This type
of cue informed the subject of both the shape and the orientation of the
upcoming test stimulus. (Cooper & Shepard presented shape and orientation
separately, to demonstrate that subjects could combine the two types of
information. For the purposes of this experiment, it is not necessary to
demonstrate that combination again. Therefore, we made the task easier for the
subjects by presenting shape and orientation combined.) These cues were never
mirror-reversed, and gave the subject no information about whether or not the
test stimulus would be mirror-reversed. The second type of cue consisted of an

arrow at one of the eight orientations. It revealed the orientation of the
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upcoming stimulus, but not its shape. The information provided by either type
of cue was always correct: The orientation and shape never deviated from the

values cued.

Cue Possible Stimuli
e > [ { D
ape Cue Srapoand \b

o S x
No Shape Cue \| D \b o 2\

Figure 2: Examples of the two types of cue used in Experiment 1,
along with the possible stimuli that could appear after them.

orientation

Procedure. The subject was seated in front of the CRT in a dimly lit réom.
A chin rest was used to maintain a constant viewing distance of about 50 cm.
The subject was instructed to keep one hand on each of the response keys.

Each trial began with the presentation of a cue at the center of the screen.
The subject was asked to study the cue and to press the foot pedal when ready to
proceed. When the subject pressed the pedal, the cue immediately disappeared
and the test stimulus appeared at one of four locations, as shown in Figure 3.
Each of the four locations was 5.6 cm (6.4°) from the center of the screen. The
test stimulus was one of the three characters, either normal or mirror reversed,
at one of the eight possible orientations. The computer synchronized the onset
of the test stimulus with the beginning of a video cycle, waited 120 msec, and
removed it at the beginning of the next video cycle. This display time was too

short to allow eye movements to the stimulus before it disappeared. The

-18-



stimulus was a black figure on a white background, and when it disappeared the
display was completely white, so that no residual image of the stimulus would

persist on the display after it had been removed.

Location 1 Location 4

> Y

Location 2 Location 3

X ) ~

Figure 3: Examples of test stimuli at the four locations at which they
could appear in Experiment 1.

.

The subject’s task was to press the key under the dominant hand if the test
stimulus was normal, and to press the other key if it was mirror-reversed. If the
subject gave an incorrect response, the screen briefly flashed red and a buzzer
sounded. The computer made a record of the error trials, and repeated each of
them once at the end of the session.

Each possible combination of the two cue conditions, three shapes, eight
orientations, four locations, and two response conditions (normal and mirror-

reversed) was used, giving a total of 384 different types of trial. There were four
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instances of each type for each subject, not including those that were repeated
because of errors. For each subject, the 1536 trials were arranged in a different
random order, with all the different trial types intermixed. Eaéh subject required
three different testing sessions to complete all the trials, with each session lasting

between 40 and 60 minutes.

Results

During the testing of one of the subjects, the experimenter noticed that the
subject was often pressing the foot pedal immediately after the cue appeared.
When questioned, the subject claimed that she was not using the cues at all. We
thus decided to omit her data from the analyses, leaving a total of 16 subjects.

Response times. The response time data were submitted to an analysis of
variance (ANOVA) with cue type (shape or no-shape), orientation, handedness
(normal or mirror-reversed), location, and shape (R, J, or 4) as factors. Subjects
made incorrect responses on 4% of the trials (including those repeated because of
earlier errors), and all of these trials were excluded from the analysis. The
response times from both cue conditions are presented in Figure 4 as a function
of orientation. In general, subjects responded much more quickly when the
shape was cued, F(1,15) = 31.8, p < .001. If subjects are able to prepare images only
when they know the shape beforehand, then moving the orientation further
from upright should not increase response times in the shape cue condition in
the way that it does in the no-shape cue condition. A contrast revealed that the
linear increase with orientation difference was indeed much stronger in the no-
shape cue condition than in the shape cue condition, F(1,105) = 135.9, p < .001.
The difference between the two conditions is clear in Figure 4, and is very similar

to that found by Cooper & Shepard. Thus subjects appear to be able to generate
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and use images in this task, even without knowing the correct location in
advance.

Because subjects were apparently able to prepare an image in the shape cue
condition and not in the the no-shape cue condition, we used two other
ANOVAs to examine the results of the two conditions separately. Not
surprisingly, a contrast in the no-shape cue analysis established a strong linear
increase in response time with the deviation of the orientation from upright ,
F(1,105) = 285.9, p < .001. Responses were slower when the stimulus was mirror-
reversed, F(1,15) = 22.3, p < .001, probably in part because these responses wereh
made with the nondominant hand. The shape R elicited particularly fast
responses, F(2,30) = 6.0, p < .01. There were no apparent overall differences

among responses to the stimuli at the four different locations, F < 1.
1000 -+
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Figure 4: Response times from the shape cue and no-shape cue
conditions of Experiment 1.
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The no-shape cue condition also produced an unexpected but interesting
result. In this condition, the cue was always an arrow at the center of the screen.
Because the four possible stimulus locations surrounded the location of the the
arrow, whenever the arrow was at one of the four diagonal orientations it
pointed directly at one of the four possible locations. Subjects were told that this
arrow represented the orientation of the upcoming stimulus, and the arrow gave
no useful information about the stimulus location. Nevertheless, subjects
responded more quickly when the stimulus appeared at the location pointed to
by the arrow, F(21,315) = 2.5, p < .001. For instance, when the arrow was at 45°, it
pointed toward location 4. Once the main effect of orientation is removed from
the data, response times for stimuli at location 4 tend to be faster when the
orientation is near 45°, and then to be slower when the orientation is 180° away,
at 225°. This pattern can clearly be seen in Figure 5. In this figure, the main
effect of orientation has been removed, and the data for each of the four locations
have been shifted so that in each case the mean for those trials in which the
arrow was pointing directly at that location is at the center of the graph, and the
mean for those trials in which the arrow was pointing directly away from that
location is at either edge of the graph. For each of the four locations, the
response times are generally lower at the center point, and higher at the edges,
illustrating that the response time increases as the arrow points farther away
from the stimulus location. Perhaps the large arrow is suggestive enough that
subjects allocate visual attention according to its direction. A second unexpected
result from the no-shape cue ANOVA was that responses to the shape ] were

generally slower for orientations near 180°, F(14.210,) = 3.0, p < .001.



80 +

L g
60 |
40 1
o)
o0 4 : -e- position 1
response -o- position 2
time 0+ N
difference -m- position 3
20 1 -0- position 4
-40 1
-60 +
80—t

-180-135 90 -45 0 45 90 135 180 225
orientation difference

Figure 5: Response times organized by difference between cued
orientation and orientation of stimulus location in relation to fixation.
Main effect of orientation has been removed.

The overall analysis showed that the linear increase in response time with
orientation difference was much smaller when the shape was cued than when it
was not. Nevertheless, a contrast in the shape cue ANOVA showed that the
increase was still significant, F(1,105) = 113.8, p < .001. This rise is apparent at the
bottom of Figure 4. As with the no-shape cues, responses were slower to mirror-
reversed stimuli, F(1,15) = 59.3, p < .001.

The shape cue analysis also produced a handful of unexpected results.
Responses to mirror-reversed stimuli were especially long for orientations near
180°, F(7,105) = 3.0, p < .01. The shape 4 seemed to elicit slower responses, F(2,30)
= 11.0, p < .001, at least when the stimulus was mirror-reversed, and the shape R
apparently produced faster responses among the normal stimuli, F(2,30) = 15.8, p

< .001. The shape cue condition did not show the relationship between cued
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orientation and location found in the no-shape cue condition, F < 1, presumably
because the shape cue was always a letter or digit, and not an arrow. However,
the advantage for normal over mirror-reversed stimuli tended to increase when
either end of the stimulus shape axis pointed toward the fixation cross, especially
if the stimulus appeared in one of the two locations above the fixation cross,
F(21,315) = 3.2, p < .001. There were no other significant interactions in either the
shape cue or the no-shape cue analysis (p > .05 in all cases).

The overall analysis reiterated that subjects responded relatively quickly to
the shape R when they did not know the shape in advance, and responded
relatively slowly to the shape 4 when they did know the shape, F(2,30) = 3.8, p <
.05. As mentioned before, responses to the shape ] were particularly slow for
orientations near 180" when the shape was not known, F(14.210) = 2.9, p < .001.
The advantage that comes when the cue is oriented towards the stimulus
occurred only when the cue was an arrow, and not when it was a letter or digit,
F(21,315) = 1.9, p < .01. There were no other significant effects in the overall |
analysis that did not also appear in one of the two smaller analyses (p > .05 in all
cases).

An examination of the data from the one rejected subject revealed that
she generally responded faster after shape cues than after no-shape cues.
However, with both types of cue her response times increased substantially with
orientation, suggesting that she was not using the shape cue to form an image,
and was therefore forced to rotate every stimulus. This pattern is consistent with
her description of her strategy.

Testing for hemispheric differences. Farah (1986) demonstrated an
advantage for the left hemisphere over the right at using an image in a visual
discrimination task. Because the stimuli in Experiment 1 were presented on

either side of the visual field and were presented too quickly for a saccade, we can
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perform contrasts to test for a left-hemisphere advantage in this mental rotation
task. In the shape cue analysis, response times were significantly faster for the
twd right-hemifield (left-hemisphere) locations, F(1,45) = 4.9, p < .05. There was
no hint of an advantage with the no-shape cues, F < 1, just as would be expected
if the advantage were due entirely to imagery. However, in the overall analysis,
the advantage for the right-hemifield locations was not significantly larger with
the shape cues than with thé no-shape cues, F(1,45) = 1.6, p > .2. Thus, altogether
these results éuggest that the left hemisphere enjoys an advantage for this
mental rotation task, but the evidence that this advantage is entirely due to
imagery is not particularly strong.

Note that Farah (1984, 1986) claims that the left hemisphere should be
better at generating visual images. In this task, the shape cue consists of the
correct shape at the correct orientation. If subjects can retain an image of the cue
and adjust its location after the stimulus appears, then they do not need to
generate an image from memory. The same is true for Farah’s (1986) experiment
in which she originally demonstrated the left-hemisphere advantage. More
work is necessary to determine whether the left hemisphere enjoys an advantage
for génerating,images, adjusting their location, or both.

Error rates. To test whether any of the critical results described above
could be attributed to speed/accuracy trade-offs, we analyzed the error rates from
Experiment 1. Data from both the shape cue and no-shape cue conditions were
submitted to an ANOVA using the same factors as in the combined analysis of
response times. Everything found in the error rates was consistent with the
response time data. Subjects made more errors as the orientation difference
increased, F(1,105) = 103.4, p < .001, especially with no-shape cues, F(1,105) = 39.6,
p < .001. Subjects made fewer errors when the shape was cued beforehand,

F(1,15) = 27.8, p < .001. They made fewer errors with the letter R, and more with
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the numeral 4, F(2,30) = 6.5, p < .01. As with the response times, the normal
stimuli enjoyed an advantage over the mirror-reversed stimuli when either end
of the stimulus shape axis pointed toward the fixation cross, F(21,315) = 2.1, p <
.005. No other main effects or interactions were significant in the error rate
analysis (p > .05 in all cases). Because all of these effects correspond to effects in

the response time data, there is no evidence of any speed/accuracy trade-off.

Discussion

The results from this experiment are strikingly similar to those from
Cooper & Shepard’s experiment. Note also that the peaks of the response time
distributions in this experiment are also about the same as Cooper & Shepard’s:
In both experiments, response times for 180° stimuli are just over 400 msec
when both shape and orientation are known, and about 1000 msec when only
orientation is known. The similarity between the results from Experiment 1, in
which subjects do not know the location of the stimulus in advance, and those
from Cooper & Shepard’s experiment, in which subjects do know the location,
leads to the conclusion that knowing the location of a stimulus makes at most a
small difference in using an image to make a mirror-reversal judgment. Perhaps
the fact that location is not more important in these representations should not
be surprising, because this property makes these representations much more
useful in a world in which objects can often appear at any location in the visual
field.

The large difference in the effect of orientation between the shape cue and
no-shape cue conditions makes it clear that the stimuli are processed very
differently in the two conditions. Nevertheless, the increase in response time

with orientation difference in the shape cue condition is also significant, even
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though it is much smaller than in the no-shape cue condition. Subjects are
likely to be occasionally rotating stimuli in this condition even when they know
the shape, either because they have forgotten the cue or because they want to
perform an additional test to be sure of their response. If the stimulus is mirror-
reversed, it will not match the image representation that the subject has prepared
beforehand. We might expect that subjects would be more likely to perform an
extra test in this case, and the data are in accordance with this suggestion.

In this experiment, we used only half the number of shapes that Cooper &
Shepard used in their experiment. Because our results are so similar to theirs, it
appears that this variation had little effect on the general outcome of the
experiment. Obviously, if only a single shape were used, subjects would always
know the shape before the stimulus appeared, and once the orientation was cued
they would generally be able to prepare an image in advance. Using three
different shapes, however, appears to be adequate for demonstrating mental
rotation.

Experiment 1 demonstrates that location differences can be handled
quickly and easily in mental rotation, but it does not give a definitive answer to
the question of location-specificity in the mental representations that are used in
this task. Location differences could be handled in two different ways. In the
shape cue condition, the stimulus might be normalized or otherwise recoded
into a location-independent form, and then compared against a location-
independent image representation. On the other hand, when the mental image
is prepared before the stimulus appears, it might be represented at a particular
location, probably corresponding to the center of the display. Once the stimulus
appears, the location of the image could then be adjusted so that it matches the
stimulus location, and it could then be compared with the stimulus. Because

each of the four stimulus locations in Experiment 1 is the same distance from the
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center, the time necessary to move the image to each location would be the same.
We cannot compare our results and those of Cooper & Shepard with enough
precision to measure whether our subjects required extra time to adjust the
represented location. However, the similarity between the two sets of results

suggests that if location adjustment is necessary, it must be done very quickly.

Experiment 2

Experiment 2 is designed to determine whether the representations used
in mental rotation are in fact location-independent. Testing for location effects is
somewhat more complicated than testing for orientation effects. Measuring
orientation adjustment is relatively easy because the shapes have a standard
orientation associated with them. Whenever a stimulus appears at a
nonstandard orientation, an adjustment will be necessary, unless the subject
knows the shape and the orientation long enough in advance to prepare an
image representation for comparison. However, objects do not have standard
locations associated with them, and thus many of the types of circumstances that
require orientation adjustment may not require location adjustment. To
measure location adjustment, therefore, we must induce subjects to create the
appropriate image by telling them the shape and orientation of the upcoming
stimulus, and by leading them to believe that it will appear at a particular
location. Then we can measure the “movement” of the image to another
location.

There are other complications in measuring location adjustment. In order
to maximize the possible distance between cue and test stimulus, these shapes
will be positioned at the far sides of the display. Thus, they will be subject to less

thorough processing because of the decrease of acuity with retinal eccentricity.
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As in Experiment 1, all stimuli will appear the same distance from the fixation
cross so that there are no substantial acuity differences. Additionally, by
presenting stimuli at different locations, we run the risk of introducing eye
movements, which would add to the response times and obscure the important
effects. Eye movements were not a problem in Experiment 1, because the cue
always appeared at the center of the screen. The subjects did not know where the
stimulus would appear, and it disappeared too quickly for them to make a
saccade. In this experiment, subjects must know in advance where the stimulus
is likely to appear; therefore we must prevent them from saccading to that
location.

Cooper and Shepard showed that the amount of time necessary to adjust
orientation varied with the amount of adjustment necessary. The current
experiment will test for a similar pattern in location adjustments by varying the
amount of adjustment necessary from trial to trial. Looking for processing
differences at different locations will be complicated by the allocation of visual
attention. Attention experiments have shown that subjects respond more
quickly to stimuli that appear at an expected location (Posner, Nissen, & Ogden,
1978; Posner, Snyder, & Davidson, 1980), and that, at least in come circumstances,
response time tends to increase with larger distances between the expected
location and the actual location (Downing & Pinker, 1985; Rizzolatti, Riggio,
Dascola, & Umilta, 1987). To ensure that any distance effect is due to the
adjustment of image representations and not to general attentional factors, we
must compare response times with and without image representations. Because
subjects cannot create an image without knowing the shape, Experiment 2 will
have two different conditions, with the same sort of shape cues and no-shape

cues used in Experiment 1. For clarity, the condition with shape cues will now be
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referred to as the image condition, and the condition with no-shape cues will be

called the no-image condition.

Method

Subjects. This experiment required subjects to fixate at one location on the
display while attending to a stimulus at a distant location. Additionally, because
a pupil tracker was monitoring eye position, subjects were required to keep their
eyes open from the beginning to the end of each trial. When they began the first
session, most subjects were not able to successfully complete many trials. Most of
them, however, improved with practice, and a total of 15 successfully completed
the entire experiment. A similar number of subjects began the experiment but
quit after a significant amount of practice, either on their own or at the
suggestion of the experimenter. All subjects were from the M. I. T. Department
of Brain and Cognitive Sciences subject pool, and all were paid for their time,
whether or not they completed the experiment. Most were M. I. T.
undergraduates, and their vision was normal or corrected to normal. These
subjects did not participate in the previous experiment.

Apparatus. The computer, video display, and response keys used in this
experiment were the same types used in Experiment 1. An ISCAN model RK-
416 pupil tracker was used to monitor eye movements. The eye tracker received
an image of the subject’s left eye from an RCA TC2000 video camera with a close-
focus lens and an infrared filter. A table light fitted with an infrared filter
illuminated the subject’s eye, and a chin rest and forehead restraint held the
subject’s head in place.

The pupil tracker received a video image of the subject’s left eye from the

camera 60 times each second. In each video image, the pupil tracker used an
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algorithm implemented in hardware to locate the pupil by identifying a large
dark region. It then calculated the center of this region, and transmitted the
horizontal and vertical coordinates of the center’s location within the video
image to the computer. When the subject steadily fixated on a single location,
there was a small amount of variation in the coordinates from the pupil tracker,
due mainly to small changes in the video image from cycle to cycle. The
program controlling the experiment recorded the eye position once at the
beginning of each trial, and then monitored the eye position continuously until
the subject responded. If the distance between the original recorded position and
the current eye position ever exceeded a threshold, the trial was aborted. Before |
subjects were tested, we determined the lowest level at which we could set the
threshold without producing an inordinate number of false alarms. The
threshold value we used generally allowed for the detection of eye movements
of 2.5° of visual angle or greater.

Stimuli. As in Experiment 1, each stimulus consisted of a single character,
either the letter J, the letter R, or the numeral 4. As before, the characters could
be normal or mirror-reversed. This experiment required that a number of
different factors be varied and thus required a large number of different types of
trials. Therefore, only four orientations were used, 45°, 1357, 225°, and 315".

As in Experiment 1, each test stimulus was preceded by either a shape cue
or a no-shape cue. Each shape cue consisted of a character at a particular
orientation. In this experiment, we did not use a large arrow as the no-shape cue
as we did in Experiment 1, so that subjects would be less likely to shift attention
in the direction of the arrow, as they seemed to do in that experiment. Instead,
each no-shape cue was a rectangle the same size as the characters, with a small

arrow indicating its top, as shown in Figure 6. As with the shape cue, the
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orientation of the box corresponded to the orientation of the upcoming test

stimulus.

*

Figure 6: The no-shape cue used in Experiment 2.

For the duration of each trial, a small fixation cross occupied the center of
the screen. Each of the cue and test stimuli was positioned on an imaginary
circle that was centered on the fixation cross, so that they were all 5.6 cm (6.4°)
from the fixation cross. The cue could appear at one of two locations, either to
the far left or the far right of the display. (We used only two different cue
locations because of the large number of different types of trials necessary for this
experiment.) The cue was not vertically aligned with the fixation cross; instead,
its vertical location was slightly higher, as shown at the top of Figure 7. (A line
connecting the cue and the fixation cross would intersect a horizontal line with
an angle of 12°.) This displacement was to ensure that test stimuli appearing at
the cued location would not receive any benefit or cost that might come from
being aligned with the fixation cross. The test stimulus could occur at the same
location as the cue, or at one of the locations 20°, 95°, or 160° around the
imaginary circle in either direction from the cued location, yielding distances of

1.9 cm, 8.3 am, and 11.0 cm between cue and test stimulus.
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Figure 7: The top two figures illustrate the two possible cue locations
relative to the fixation cross. The bottom two figures illustrate the
seven possible test stimulus locations that correspond to each of the
cue locations.

Procedure. As in Experiment 1, the subject was seated in front of the CRT

in a dimly lit room. The subject was instructed to keep one hand on each of the

response keys.
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Each trial began with the presentation of the small fixation cross at the
center of the display. The cross remained on the screen until the end of the trial,
and subjects were instructed to keep their eyes fixed on it until then. The eye
position was recorded 1500 msec after the fixation cross appeared, and it was
monitored for the rest of the trial. If the computer detected a substantial eye
movement at any time during the trial, a buzzer sounded, the screen flashed red,
and the trial was aborted.

The cue appeared just after the eye position was recorded. Because subjects
did not know where the cue would appear until after the eye monitoring began,
they could not begin the trial with their eyes fixed on the cue. The cue remained
on the screen for 700 msec, and then disappeared. In the image condition, the
cue provided information about the shape, orientation, and location of the test
stimulus that would appear soon afterwards; in the no-image condition, the cue
provided information about only the orientation and location. The shape
information (when it was available) and the orientation information were
always accurate. The location information, however, was only accurate on half
the trials. In the other half of the trials, the location was evenly distributed over
the other six possible locations. Because of the disproportionately large number
of stimuli at the cued location, subject were better off to position images at the
cued location than at any other location. The instructions stated that the cue
would often occur at the same location as the test stimulus, but there was no
mention of imagery or image position.

The test stimulus appeared 1500 msec after the cue disappeared. As in
Experiment 1, the computer waited for the beginning of a video cycle, presented
the test stimulus, waited for an interval of 120 msec, and then removed it at the
beginning of the next video cycle. As before, subjects pressed the key under the

dominant hand if the test stimulus was normal, and the other key if it was
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mirror-reversed. If the subject pressed the wrong key, the screen flashed blue
and a buzzer sounded (using a different tone than that used to indicate an eye
movement). Error and eye movement trials were saved and were repeated at the
end of each block of 128 trials, and this process continued until all trials in that
block had been completed correctly. After every 32 trials, the computer stopped
presenting trials and the subject was allowed to take a break.

With two cue types, three shapes, four orientations, two responses
(normal and mirror-reversed), there were a total of 48 trial types for each
location. For each cue location, six stimuli occurred at the same location as the
cue, and one appeared at each of the six possible uncued locations. Because there
were two different cue locations, there were a total of 1152 trials for each subject,
not including those that were repeated because of errors. A new random order
was generated for each subject, with all the different trial types intermixed. Each
of these subjects generally required about four testing sessions, each lasting for an

hour or less.

Results

Response times. The response time data were submitted to an ANOVA
with cue type, orientation, handedness (normal or mirror-reversed), shape (R, J,
or 4), distance, cue hemifield (left or right), and placement around the circle
(clockwise or counterclockwise, which was irrelevant for stimuli at the cued
location) as factors. Subjects made incorrect responses on 2% of the trials. As
described above, incorrect trials were repeated at the end of the block, and only
response times from correct trials were included in the analysis.

The main purpose of Experiment 2 was to measure the effects of distance

on the use of images. A contrast revealed that response times generally
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increased with the distance between cue and test stimulus, F(1,42) = 96.6, p < .001.
More importantly, a second contrast showed that this increase was greater in the
image (shape cue) condition than in the no-image (no-shape cue) condition,
F(1,42) =12.3, p < .005. Figure 8 shows the data from these two conditions, along
with the best-fitting regression line for each. In the no-image condition, the
increase with distance probably reflects the attentional effects described earlier.
The slope in the image condition is almost twice as large, suggesting that subjects

are moving the image from the cued location to the stimulus location.
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Figure 8: Response time as a function of distance between cue and
test stimulus for both image and no-image conditions. The unit of
distance is the radius of the imaginary circle on which the test stimuli
fell. The r values give the correlation between mean response time
and distance for each of the two conditions.
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As in Experiment 1, subjects responded more quickly when they knew the
shape of the stimulus beforehand, F(1,14) = 129.0, p < .001. As expected, contrasts
showed that responses were faster for the two orientations near 0° than for the
two near 180°, F(1, 42) = 160.8, p < .001, and that the advantage for the easier
orientations was greater when the shape was unknown, F(1,42) = 54.2, p < .001.
These results indicate that subjects were using the shape information to make
images, and that these images helped them with the more difficult orientations,
just as in Experiment 1.

If subjects always move an image to the stimulus location, wherever it
might be, then once the image is in place, subjects should be able to respond
quickly to any orientation, regardless of the distance the image has moved.
When we tested this claim, however, we found an interesting result. For each
distance in both the image and no-image conditions, we calculated the response
time difference between the two easy orientations and the two orientations. The
results are shown in Figure 9. A contrast confirms what is clear in the figure:
There is a linear increase in the orientation difference that is limited to the
image condition, F(1,126) = 4.3, p < .05. This pattern is not necessarily
inconsistent with the claim that subjects move images to the stimulus location.
The presence of a small but significant orientation effect in the shape cue
condition of Experiment 1 indicates that even when subjects have enough
information to create an image in advance, they sometimes decide to rotate the
stimulus. Perhaps they occasionally lose the image before they can compare it
against the stimulus. The longer the distance from the cue to the stimulus, the
farther the image must be moved before it can be compared with the stimulus.
Thus with longer distances, the image must be maintained longer is is more
likely to be lost. Additionally, the longer distance means that the subject must

work harder to use the image, and it is therefore more attractive to abandon the
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image and rotate the stimulus instead. Therefore, subjects are likely to rotate the
stimulus more often with longer distances, and when the response times are

averaged there will be a larger orientation effect with longer distances.
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Figure 9: The difference between the mean response times for the two
difficult orientations (near 180°) and the two easy orientations (near
0°).

Once again, subjects responded more slowly to mirror-reversed stimuli,
F(1,14) = 29.3, p < .001. Responses were faster for the shape R and slower for the
shape 4, F(2,28) = 16.3, p < .001, much as they were before. Neither cue hemifield
nor placement direction (clockwise or counterclockwise) exerted a measurable
influence on response time, F < 1 in both cases.

The analysis produced a number of additional results that are not directly
relevant to location adjustment in image representations, but may be interesting
for what they reveal about other aspects of these representations. Responses to

mirror-reversed stimuli were impeded more by the difficult orientations than
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were responses to normal stimuli, F(3,42) = 7.5, p < .001, but only if the shape was
known, F(3.42) = 4.4, p < .01. A similar pattern appeared in the shape cue
ANOVA of Experiment 1, but not in the no-shape cue ANOVA. Tarr & Pinker
(1989) provide a possible explanation for this pattern, based on the fact that
subjects have little experience viewing mirror-reversed characters, but a huge
amount of experience viewing normal characters. Usually the normal characters
appear at the standard orientation, but subjects probably see them often enough
at other orientations near the standard to form mental representations of them
at those orientations. These representations allow subjects to recognize tilted
characters directly, without rotating them. Because they encounter mirror-
reversed characters less often, they almost never see them at nonstandard
orientations, and therefore only form representations of them at the standard
orientation. When a tilted mirror-reversed character appears, subjects cannot
recognize it directly, and must rotate it. An alternative explanation is based on
the idea that subjects always rotate stimuli when they are not given the shape,
and occasionally rotate stimuli as an extra check when they are given the shape.
When subjects use the shape information to prepare an image beforehand, a
mirror-reversed stimulus will not match the image. If subjects are more
inclined to perform an extra check after a mismatch than after a match, then
when response times are averaged there will be a larger orientation effect for the
mirror-reversed stimuli than for the normals. When the shape is unknown, all
stimuli are rotated, and the orientation effect is equally large for normal and
mirror-reversed stimuli.

For some reason, the variation in response time across different distances
was generally greater for mirror-reversed stimuli than for normal stimulj,
F(3/42) = 7.7, p < .001. There were ten other significant interactions (p < .05),

which is not surprising. Given that there are seven factors in this analysis and
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127 main effects and interactions, there are that number of chances for spurious
significant effects. None reached the significance level of the effects reported
here (p > .01 in all cases), and none appeared directly relevant to the questions at
hand.

Crossing the Vertical and Horizontal Meridians. Before going on, we
must investigate an alternative explanation for the response time differences
that are attributed to distance between the cued location and the stimulus
location. Experiments in visual attention have demonstrated that response
times are raised when a stimulus is located on the opposite side of the vertical or
horizontal meridian from the cue that precedes it (Downing & Pinker, 1985;
Hughes & Zimba, 1985; Hughes & Zimba, 1987; Rizzolatti, Riggio, Dascola, &
Umilt4, 1987). Perhaps stimuli that are farther from the cued location require
more time only because they are more likely to be in a different quadrant than
the cued location. Although this experiment was not specifically designed to test
this hypothesis, we can test it by first comparing response times for pairs of
locations that are in different quadrants but at the same distance from the cued
location, and then by comparing location pairs that are in the same quadrant but
at different distances from the cued location.

To test whether response time increases with meridian crossings in
imagery, we must identify one stimulus location that is on the same side of a
meridian as the cue, and a corresponding location on the other side of the
meridian that is the same distance away from the cue. Two such location pairs
are illustrated in Figure 10. In both cases, one stimulus is on each side of the
horizontal meridian. Configurations with the cue on the left of the display are
used as examples in Figure 10, although in half the trials the cue was on the
right. There was another location pair that was not used because one location

was on the opposite side of the horizontal meridian from the cue and the other
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was on the opposite side of the vertical meridian. If we are to be sure that any
effect of meridian crossing in these comparisons is due to imagery and not
attention, then we must test not just the difference associated with the two
locations, but rather the variation in this location difference between the image

and no-image conditions.

Pairs of Stimulus Locations
at the Same Distance from the Cued Location
but Within Different Quadrants
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Figure 10: In order to test whether response time increases when an
image must cross the horizontal or vertical meridian, we compared
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response times for the two pairs of locations illustrated above. For
each pair, the two locations are in different quadrants of the visual
field, but are both at the same distance from the cued location.

For the first location pair, presented in Figure 10a, the response time was
no higher when the stimulus occurred on the opposite side of the horizontal
meridian from the stimulus. (The response time was very slightly less, in both
image and no-image conditions.) For the second pair, presented in Figure 10b,
response time increased by 14 msec in the image condition when the stimulus
occurred on the opposite side of the horizontal meridian. However, the no-
image condition yielded a difference of 15 msec, and thus the response time
difference must be due to something other than the movement of an image.
The difference might be due to the attentional factors demonstrated by Downing
& Pinker, Hughes & Zimba, and Rizzolatti et. al. Given that there was no
difference in the first location pair, however, it is perhaps more prudent to
attribute the difference to the fact that one location is almost aligned horizontally
with the cued location, while the other is not.

Thus these comparisons yield no evidence that response time increases
when an image and stimulus are in different hemifields. We can now look for
evidence that the response time differences are due to distance and not meridian
crossings by comparing location pairs that are in the same quadrant but are at
different distances from the cued location. There are three different pairs of
stimulus locations in this experiment that meet these criteria. They are
illustrated in Figure 11. As before, because we are interested in the effects of
image location rather than visual attention, we must compare differences

between image and no-image conditions.
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Figure 11: In order to test whether the response time increase in
Experiment 2 could be attributed to distance, we compared response
times for the three pairs of locations illustrated above. For each pair,
the two locations are in the same quadrant of the visual field, but at

different distances from the cued location.

In the location pair depicted in Figure 11a, both locations are in the same
quadrant as the cue, and one location is the cued location itself. With this pair,
there was a difference of 27 msec in the image condition, and almost no
difference in the no-image condition: Response times were higher when an
image must be moved from one location to another, F(1,98) = 3.4, p < .05.1
However, there might be a special advantage when the test stimulus occurs at
exactly the same location as the image. A better test would use two locations
such as those depicted in Figure 11b, neither of which is the cued location. In
this pair, both locations are in the quadrant below the quadrant occupied by the
cue. Thus, they are both on the opposite side of the horizontal meridian from

the cue, but on the same side of the vertical meridian. In this case, there was a 50

1 In these contrasts we are specifically testing for an increase that was greater in the image
condition, and thus we can use a one-tailed test. The p values will be half as large as for a two-
tailed test. Additionally, because these contrasts involve a combination of different factors and
interactions from the overall analysis with different error terms, the error terms used in the
contrasts were obtained by pooling the error terms from the relevant interactions in the overall
ANOVA, according to the procedure described by Rosenthal & Rosnow (1985) chap. 6.
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msec difference in the image condition, and only a 24 msec difference in the no-
image condition. As with the first pair, this interaction was significant, F(1,84) =
2.9, p < .05, and thus adds additional weight to the claim that response time
increases with distance, regardless of the relative location of the meridians. In
the final pair, depicted in Figure 11c, both locations are on the opposite side of
the vertical meridian from the cue, but are on the same side of the horizontal
meridian. In this case, there was no measurable increase in response time with
distance in either the image or no-image conditions. (In both cases the response
time was very slightly lower for the longer distance.) Because of the geometry of
the imaginary circle, the distance between each of these locations and the cued
location is much less than for the second pair, and thus if response time depends
on distance between image and stimulus, we would expect the difference
between these two locations to be smaller and more difficult to measure.
Therefore the lack of a detectable difference between these two locations is not
too surprising.

Obviously, these tests are less than perfect. A firm conclusion would
require another experiment using a different set of stimulus locations. Ideally,
vertical and horizontal crossings should be tested independently, distance should
be tested within a quadrant without using exactly the same location as the cue,
and none of the stimuli should be positioned too near a meridian. Nevertheless,
these comparisons generally point to a single consistent result. Neither of the
meridian comparisons shows any hint of an increase in response time with
meridian crossing. Two of the three distance comparisons show increases with
increasing distance, and the third involves a difference in distances that is too
small to elicit a measurable effect. Taken together, the results from these

comparisons make it unlikely that the response time differences in Experiment 2

-45-



could be due to meridian crossings and not to the distance between the image
and the stimulus.

Testing for hemispheric differences. This experiment, like the previous
one, presents an opportunity to test for hemispheric differences in the use of
image representations. To begin with, we performed separate analyses for the
image and no-image conditions, using only data from trials in which the
stimulus appeared at the cued location, on either the left or right side of the
visual field. Surprisingly, in the image condition subjects responded more
quickly to the left-hemifield (right-hemisphere) stimuli, F(1,14) = 4.7, p < .05.
This difference probably has little to do with imagery, however, because there
was an even larger advantage for the left-hemifield stimuli in the no-image
condition, although it did not reach significance, F(1,14) = 2.4, p > .1. A third
analysis combining the shape cue and no-shape cue data for the cued location
showed that the overall right-hemisphere advantage was significant, F(1,14) =
5.1, p < .05, but that it did not differ between the two conditions, F < 1. Thus,
when the stimulus is at the cued location, this experiment shows no advantage
in imagery for either hemisphere, although it does suggest a general (perhaps
attentional) advantage for the right hemisphere.

In Experiment 1 the cue always occurred at the center of the display, away
from the stimulus locations, and there was at least some evidence for a left-
hemisphere advantage in the imagery condition. Perhaps the left-hemisphere
imagery advantage only appears when the location must be adjusted in the
image. If so, then there should be a left-hemisphere advantage in Experiment 2
for those stimuli at the shortest distance away from the cued location. These
stimuli require movement of the image, but they are still located in the same
hemifield as the image. Unfortunately, there is no hint of a left-hemisphere

imagery advantage in these trials either. In both the image and no-image

- 46 -



conditions, responses are faster for the left hemifield (right hemisphere), but the
difference is not significant in either, F(1,14) = 1.8, p > .2 for the no-image
condition, F(1,14) = 3.7, p > .07 for the image condition. When both conditions
were combined in a single analysis, the overall right-hemisphere advantage was
significant, F(1,14) = 11.1, p < .01. Although the advantage was slightly larger in
the image condition, the difference between the two conditions was not
significant, F < 1. As with the cued location, there appears to be a general right-
hemisphere advantage, but no imagery advantage for either hemisphere.
Therefore, Experiments 1 and 2 taken together shed little light on the question of
hemispheric advantages in image generation or location adjustment.

Error rates. We subjected the error rates to an ANOVA analogous to that
used for the response times, and for each of the important response time effects
we examined the corresponding effect in the error rates. In no case did we find
any evidence of a speed/accuracy trade-off. As expected, subjects made more
errors when the shape was not cued, F(1,14) = 10.4, p < .01. There were more
errors for the two orientations near 180° than for the two orientations near 0°,
F(1,42) = 45.9, p < .001, and this difference was more pronounced when the shape
was not cued, F(1,42) = 16.8, p < .001. The letter R elicited the fewest errors,
F(2,28) = 4.6, p < .02. Normal stimuli tended to produce fewer errors than
mirror-reversed, but the trend was not significant, F(1,14) = 3.7, p < .08. There
were no significant error differences due to distance, F(3,42) =2.2,p > .1, cue
hemifield, F < 1, or placement direction, F(1,14) = 1.1, p > .3.

The error analysis revealed other interesting findings. Error rates were
higher for mirror-reversed stimuli than for normal stimuli if the shape was
cued, F(1,14) = 16.7, p < .002. This pattern is consistent with the idea that all
stimuli are rotated when the shape is unknown, and a few stimuli, especially

those that are mirror-reversed, are rotated when the shape is known. In
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addition, there were more errors with the no-shape cue than with the shape cue
for the letter J, F(2,28) = 8.2, p < .005, and there were more errors for the number
4 when the stimulus was mirror-reversed than when it is not, F(2,28) =54, p <
.02. Although error rates were generally higher for the two orientations near
180°, there was little difference between orientations with the letter R, F(6,84) =
2.8, p < .02. There a single additional interaction for which p < .01, and eight for
which p < .05. None of these interactions appeared directly relevant to the

questions at hand.

Discussion

Although Experiment 2 uses a procedure that is different from Cooper &
Shepard’s, it leads to similar conclusions. In both experiments, adjustments of
spatial properties require an amount of time proportional to the size of the
adjustment, and in both experiments the need for this adjustment time varies
depending on whether or not subjects know the shape of the stimulus in
advance. The results from both experiments seem to reflect a shape-specific
representation in which spatial properties are represented integrally with shape
and in which these spatial properties are adjusted gradually.

If there is no linkage between the representation of shape and the
representation of orientation or location, then it is difficult to explain why the
time necessary to compensate for a change in one of these spatial properties
should depend on knowledge of the shape. The data presented in Figure 8
illustrate this point for location adjustments. The pattern in these data is
counterintuitive in that the condition with the faster response times also
exhibits the larger slope. Overall, subjects were faster when they could prepare

an image. When they did, however, they had relatively more trouble with
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stimuli that were farther from the cued location. Cave & Kosslyn (1989) found a
very similar pattern in a size scaling experiment. In that case, responses were
generally faster when subjects prepared for the correct shape to appear than when
they prepared for the incorrect shape. With the correct shape, however, response
time increased more sharply with the ratio between expected and actual size than
it did with the incorrect shape. Together these two results suggest that images
can generally be used in visual perception to speed certain shape processing tasks,
but that in doing so they make visual processing more susceptible to irrelevant
differences in spatial properties. For an image representation to be optimally
useful in a comparison with a visual stimulus, it must be encoded at the right
location. By demonstrating this fact, Experiment 2 underscores once again that
the organization of the image representation corresponds in many ways to the
organization of the visual input. It also demonstrates a correspondence between
mental rotation and other imagery paradigms, such as Farah’s (1985) and the
image scanning experiments, in which location plays a role.

The data from the no-image condition of Experiment 2 also show an
increase in response time with distance, although it is smaller than in the image
condition. Presumably this increase reflects differences in the allocation of
attention to different locations in the visual field. If for some reason attention
were allocated in a more focussed manner in the image condition than the no-
image condition, then the entire distance effect might be due to attention, and
not the adjustment of an image representation. The plausibility of this
explanation, however, depends on the definition of attention. If attention is a
general facilitation of processing that applies to any stimulus within a general
region of the visual field, then it is difficult to understand why the allocation of
this facilitation would vary between the image and no-image conditions. In both

conditions, the test stimuli are exactly the same. The task is the same as well, in-
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the sense that in each condition the subject must decide whether a rotated
character is mirror-reversed. The only thing that varies between the conditions
is the subject’s knowledge of the shape. There is no apparent reason why the
allocation of this general facilitation would vary with the knowledge of shape,
and thus it is more plausible to attribute the distance effect to image adjustment.

Note that Cooper & Shepard’s data are subject to the same sort of
attentional explanation. Subjects may set themselves for stimuli at a particular
orientation, and their ability to select an orientation may vary with their
knowledge of the shape. However, there is no reason to expect selection by
orientation to differ with knowledge of shape, just as there is no reason to expect
selection by location to differ with knowledge of shape. Therefore the attention
explanation seems less plausible than the image adjustment explanation for the
orientation case, just as it does for the location case.

Additionally, an account based entirely on general attentional differences
will have trouble accounting for the data in Figure 9. These data show that the
difference between easy and difficult orientations increases with larger distances,
suggesting that at the larger distances subjects are more likely to rotate the
stimulus after it appears. A general decrease in attentional facilitation should
not make rotation any more necessary. However, these data fit well with an
image explanation if we assume that image representations “fade” over time, as
explained earlier. Because more time is necessary to adjust image location over
longer distances, the image is more likely to fade, forcing the subject to rotate the
stimulus when it appears. Therefore, these data support an explanation based
on image location adjustment over one based on a change in general attentional
facilitation.

On the other hand, attention might be a more specific sort of facilitation.

It is conceivable that subjects can set themselves to expect a particular shape at a
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particular location, and that when they do they respond more quickly to this
shape at this location than to any other shape or to the same shape at any other
location. However, there seems to be little difference between setting oneself to
see a particular shape at a particular location and imaging that shape at that
location. This sort of attention seems to have much in common with visual
imagery, and if the distance effect is due to this sort of attention, then it might
very well be considered the result of imagery.

Rate of location adjustment. Experiment 1 demonstrated that if location
adjustments in image representations take any time at all, it is a very small
amount of time, and thus not easy to measure. Nevertheless, Experiment 2
succeeded in measuring that adjustment time, and it is indeed fast enough to
account for the similarity between the results of Experiment 1 and those of
Cooper & Shepard. From the slope displayed in Figure 8, we can conclude that
subjects in Experiment 1 probably required an extra 40 msec or so to respond to
each stimulus in the shape cue condition because they did not know where it
would appear. Of course, part of this extra time may be due to the allocation of
attention rather than to image location adjustment. From these results, we
conclude that the representations used in mental rotation are not location-
independent, but they are the next best thing. The representation is coded for a
specific location, but that represented location can be adjusted quickly and easily
when necessary.

The results from Experiment 2 can be compared specifically with results
from image scanning experiments by comparing the rate at which location is
adjusted. To determine the rate at which images “move” in this experiment, we
can use the slope for the image condition depicted in Figure 8. However,
determining the adjustment rate is complicated in this experiment. The image

and the focus of visual attention will be at the same location, and thus part of the
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slope for the image condition might be due to attentional factors. The no-image
condition demonstrates that responses are slower when the stimulus is at an
unexpected location. If the extra processing necessary for unexpected locations
can be done concurrently with the movement of the image, then the entire slope
in the image condition should reflect location adjustment. If instead, the extra
processing must be done before or after the location adjustment, then the
location adjustment slope is only the difference between the slopes in the image
and no-image conditions. Of course, if there is only a partial overlap between the
extra processing and the image overlap, then the image adjustment slope will be
somewhere between these two extremes.

If we cannot be certain of the image adjustment rate from the data for
Experiment 2, we can at least determine upper and lower bounds. Assuming the
slope in the image condition reflects only image adjustment time, then images
in this experiment “move” at about 6.3 msec per degree of visual angle. If
attention plays as big a role in the slope of the no-image condition as it does in
the image condition, then the image adjustment rate is about half that amount.
The maximum rate of 6.3 msec/degree is faster than the 17 msec/degree found by
Kosslyn (1978) when he specifically instructed subjects to scan across images, and
is also faster than the 19.8 msec/degree found by Finke & Pinker (1982) in their
dots task. This difference in rates does not necessarily mean that different types
of location adjustments are used in these different experiments. In the
experiments by Kosslyn and by Finke & Pinker, subjects must maintain images of
multiple distinct visual objects, and especially in the Finke & Pinker experiment
they must be careful to accurately preserve the distances between objects. In our
experiment, there is no spatial configuration of different objects to maintain.

Because this task is simpler, subjects may be able to adjust location more rapidly.
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The results from Experiment 2 demonstrate some of the similarities
between the representation of orientation and location in visual images, and in
doing so they shed new light on the nature of image representations in general.
Location information, like orientation information, is encoded integrally with
shape information. As with location, the adjustment of represented location is
accomplished either continuously or in small steps. Because objects do not
generally appear at a single standard location, however, location adjustments
may not be necessary as often as orientation adjustments. In many
circumstances, location adjustments may also be unnecessary because of eye
movements. If a stimulus to be compared with an image appears at an
unexpected orientation, the subject must either rotate the image or the stimulus
representation, or else tilt the head. In most situations, however, if a stimulus
appears at an unexpected location, subjects will first saccade to it to gain
maximum acuity. If the image is located at the fovea, then it may not be
necessary to adjust the image location. This possibility raises questions about the
frame of reference used in image representations, which Experiment 3 is

designed to address.

Experiment 3

If location is in fact encoded in these mental representations, then we can
ask what sort of coordinate frame is used. The visual input is necessarily
organized according to location on the retina. In order to navigate through space
and manipulate physical objects, some stage of visual processing must include an
integration of information from different fixations using a single (spatiotopic)
frame of reference. Therefore, we can ask whether location is encoded

retinotopically or spatiotopically in these image representations.
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Up to this point we have emphasized the implications of these
experiments for the nature of visual image representations. However, the
subjects in these experiments were not instructed to use imagery; they were
simply told to decide whether or not the shapes were mirror-reversed.
Therefore, the task used here is in some sense a perceptual task as well as an
imagery task, and understanding more about how this task is done will lead to a
better understanding of at least one aspect of shape discrimination. By
determining the coordinate frame used in these mental representations, we will
gain another piece of evidence that can be helpful in ascertaining the level at
which these representations are used in regular visual processing. Of course, in
order for this evidence to be useful, we must have some idea of where in the
stream of visual processing the retinal coordinates are converted to a more
useful reference frame.

There are good reasons for expecting the coordinate shift to occur early in
visual processing, and Feldman (1985a) uses this strategy in his Four Frames
Model. In this model, visual information in the retinotopic frame is transferred
to a part of the stable feature frame. The location within the stable feature frame
for each fixation is determined by eye position. Thus multiple fixations can be
integrated into a single, complete representation. The stable feature frame is still
spatially organized: Shape properties are still an integral part of the
representation of each shape. Instead of coding location in terms of retinal
position, however, the stable feature frame codes location in relation to head
position2. Virtually all high level visual processing is then based on the stable

feature frame, and not the retinotopic frame.

2 Once coordinates are coded in a head-centered reference frame, another transform is
necessary to produce coordinates coded in a reference frame based on the environment. This
transform must take into account head and body position relative to the environment. For the
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Feldman (1985a, 1985b) cites a number of reasons for implementing an
early coordinate shift in his model. First, the early shift makes it easy to integrate
information across fixations. Even when the viewer is too close to an object to
see it all in a single fixation, it is possible to assemble all the parts together into a
single coherent representation. He also feels that the stable feature frame can
serve as a necessary “substrate” for our subjective experience of a visual world
that is unified across fixations. He also states that it can be used for imagery,
although he does not elaborate on the disadvantages of implementing imagery
in the retinotopic rather than the spatiotopic frame. Finally, he lists perceptual
experiments that are consistent with the presence of the stable feature frame.
Among these experiments was one by Davidson, Fox, & Dick (1973). They
presented subjects with an array of letters, had the subjects move their eyes, and
then presented a mask at one of the letter locations. When the subjects were
asked to report the location of the mask, they usually reported its correct
spatiotopic location.

If the coordinate shift occurs as early in visual processing as Feldman
claims, then image representations are almost certainly not coded retinotopically.
In spite of his evidence, however, there are other reasons to believe that the
coordinate shift occurs later in processing; perhaps after stimuli are compared
with these image representations. One reason arises from the Davidson, Fox, &
Dick’s data. Although subject reports linked the mask with its spatiotopic

location, it interfered with the letter at the same retinotopic location. Using a

present purposes, we will ignore the distinction between head-centered and spatiotopic reference
frames. The question we are pursuing concerns when coordinates are transformed from a retinotopic
frame to a more useful reference frame, regardless of whether the new frame is head-centered or
spatiotopic. In all the experiments described here, there were no head movements, and thus a
transform from retinotopic to head-centered coordinates would be indistinguishable from a
transform from retinotopic directly to spatiotopic coordinates.

-55-



similar methodology, Irwin, Brown, & Sun (1988) also found that mask
interference depended on retinotopic location. They then tested the integration
of information across saccades more carefully by replacing the mask with a small
bar, and asking subjects to report the letter that occurred at the same location as
the bar. As long as the delay between the letter array and the bar was short,
subjects reported the letter at the same retinotopic location more often than the
letter at the same spatiotopic location, even though in many trials they could
also correctly report the spatiotopic location of the bar. With a longer delay, they
more often reported the letter at the same spatiotopic location, but they also
reported a different visual experience, with the stimuli before and after fixation
no longer fused together as they were with the shorter delay. In their final
experiment, Irwin, Brown, & Sun used a task that required the fusion of two dot
patterns into a single form. Performance on this task was better when the two
patterns occupied the same retinotopic location than when they occupied the
same spatiotopic location.

Irwin, Brown, & Sun’s results indicate that, at least over short time
intervals, information across saccades is integrated within a retinotopic
coordinate frame, rather than within a spatiotopic or head-centered system as it
would be in the stable feature frame. They conclude that when the delay is
longer and the information from different fixations is integrated spatiotopically,
this integration is not done within the early stages of visual processing that are
the basis for visual persistence. More recently, Irwin, Zacks, & Brown (1989)
have collected additional evidence by testing for a spatial-frequency-specific
priming effect. Normally, subjects are less accurate at detecting a grating
stimulus when another grating of the same spatial frequency has just appeared at

the same location. When Irwin, Zacks, & Brown’s subjects moved their eyes
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between the cue and the test gratings, there was no decrease in performance,
even though the two gratings occupied the same spatiotopic location.

More serious doubts about the early coordinate shift arise from
neuroanatomical and neurophysiological studies of the visual system. Although
these studies have discovered numerous brain regions devoted to different
aspects of visual processing, the receptive fields of the cells in almost all of these
regions appear to be retinotopically organized. One partial exception is in
posterior parietal cortex, where Andersen, Essick, & Siegel (1985) found
individual units that responded to stimuli at a particular retinotopic location,
but only for particular eye positions. These units could be part of a distributed
representation that encodes location in head-centered coordinates (Zipser &
Andersen, 1988). This area of the brain, however, appears to be devoted to the
processing of location, while working in conjunction with another system in the
temporal lobes that processes identity (Ungerleider & Mishkin, 1982). Lesions in
this area interfere with monkeys’ ability to detect the location of a stimulus, but
not to identify visual patterns. Thus, the role of posterior parietal cortex in
visual processing is much later than Feldman's stable feature frame. When
Kosslyn, Flynn, Amsterdam, & Wang (in press) constructed a model of higher-
level visual processing, the accumulated evidence from neuroanatomy and
neurophysiology led them to omit an early spatiotopic frame. In their model the
spatiotopic transform occurs in the location subsystem, after location
information has been factored apart from shape information. The shape
information that is matched against memory representations and categorized by
the identity subsystem has not been transformed into spatiotopic coordinates.

Experiment 3 is designed to test whether the representations used in
mental rotation are coded retinotopically or spatiotopically. The answer to this

question is important in determining how these representations are used in
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visual processing. It could also have general implications for the coding of
location in all types of visual processing, and for the way that information is
integrated across fixations. If retinotopic representations are used in mental
rotation, then a coordinate shift is unlikely to occur early in visual processing.
The general strategy in Experiment 3 is to measure the response time
advantage that occurs when the image occupies the stimulus location, as was
demonstrated in Experiment 2. By introducing a saccade in between the image
cue and the test stimulus, we can measure whether this advantage is associated
with the retinotopic or the spatiotopic location. Given that image location can be
adjusted so quickly, measuring the location advantage will be difficult in this
experiment. The difficulty will be confounded somewhat by the layout of the
display, which requires that the maximum distance between cue and test

stimulus be smaller than in Experiment 2.

Method

Subjects. As in Experiment 2, we used a pupil tracker in this experiment
to monitor eye movements. Most subjects required practice before they could
respond to a stimulus in the periphery without moving their eyes, and some
were unable to finish the experiment or chose to quit early. Once the data for a
subject were collected, all values that were more than three standard deviations
from the mean for that subject were removed. By removing outlying data points
in this fashion, we hoped to eliminate extraordinarily long response times that
can occur when subjects lose concentration or miss a briefly-presented stimulus.
After the outliers were removed, a few subjects did not have data for every
combination of conditions. In all, a total of 75 subjects completed the experiment

with a full set of data, and another 44 subjects did not. All subjects were from the
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M. 1. T. Department of Brain and Cognitive Sciences subject pool, and all were
paid for their time, whether or not they completed the experiment. Most were
M. I. T. undergraduates, and their vision was normal or corrected to normal.
These subjects did not participate in the earlier experiments.

Apparatus. The computer, display, pupil tracker, and video camera used
in Experiment 2 were all used in this experiment.

Stimuli. The test stimuli were the same three characters, either normal or
mirror-reversed, displayed at the same four orientations, 45°, 135°, 225°, and
315°. The two types of cues were also the same: Each shape cue was a normal
character oriented appropriately, and each no-shape cue was a rectangle with a
small arrow indicating the top, also oriented appropriately.

In this experiment, there were three possible locations at which the cue
and test stimulus could appear, as shown in Figure 12: One at the center, one at
the far left, and one at the far right. The fixation cross could appear at one of two
locations: Either between the center and left stimulus locations, or between the
center and right locations. A cue or test stimulus could only occur in one of the
two locations next to the current fixation cross. The distance between each
fixation cross and each of the two neighboring stimulus positions was 4.8 cm
(5.5%). With this arrangement, a test stimulus occurring to the right of the left
fixation cross would occupy the same location on the screen as a stimulus to the

left of the right fixation cross.
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Figure 12: The two locations at which a fixation cross could appear,
and the three locations at which a cue or test stimulus could appear.

Suppose that a subject fixates on the left fixation cross and then views a
cue to the right of the fixation cross (in the center of the screen). The subject then
saccades to the right fixation cross. If a test stimulus now appears to the left of
the new fixation cross, it will be in the same spatiotopic location as the cue. If it
instead appears to the right of the fixation cross, it will be in the same retinotopic
location as the cue. In this experiment, the cue and test stimulus always
appeared at one of the two locations next to the current fixation cross. Therefore,
the distance of the cue and test stimulus from the fovea was always constant.

Procedure. As in the previous experiments, the subject was seated in front
of the CRT in a dimly lit room. A chin rest and forehead restraint were used to
maintain a constant viewing distance and prevent head movements. The
subject was instructed to keep one hand on each of the response keys.

Because the eye tracker was used to monitor saccades in this experiment, a

short calibration procedure was necessary for each subject prior to testing.
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During this procedure, the eye tracker monitored eye position while the subject
performed a simple visual task that required saccades back and forth between two
points on the screen. The calibration program calculated the median difference
between the pupil locations before and after each saccade, and this value was
used in the regular experiment to predict the correct eye position after a saccade
was cued. This calibration procedure was repeated at the beginning of each
testing session.

Figure 13 illustrates the various steps of the experiment itself. Each trial
began with the appearance of a fixation cross at one of the two possible locations.
The subject was instructed to fixate on the cross when it appeared. After the cross
had been visible for 1500 msec, the eye position was recorded and the cue
appeared, either to the left or the right of the fixation cross. The cue was present
for 700 msec, and then disappeared, leaving only the fixation cross for another
1500 msec. The subject was instructed to remain fixated on the cross during this
entire time, and if the computer detected a substantial eye movement the trial
was aborted, as in Experiment 2. Note that once the fixation cross appeared, the
cue was equally likely to appear 4.8 cm to the left or to the right of the cross.
Therefore the subject’s best strategy was to follow the instructions and to fixate

on the cross, half way between the two possible cue locations.

Fixation cross appears on left or right.
d
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Figure 13: The sequence of events for no-saccade trials and saccade
trials in Experiment 3.

The next step in the procedure varied between the two different types of
trial. In the no-saccade trials, the test stimulus was presented for 120 msec, either
at the cued location on one side of the fixation cross or at the uncued location on
the other side. The subject then responded as in the previous experiments. In |
the saccade trials, however, a tone sounded, and the fixation cross moved to the
other fixation location on the other side of the display. This was the subject’s cue
to shift fixation to the new location. At this point, the computer no longer
compared the eye position to the standard eye position measured at the
beginning of the trial. Instead, it calculated a new standard position by adjusting
the old position according to the values from the calibration procedure. It then
began comparing the eye position against the new standard, using the same
threshold as before. If the eye position did not come within the threshold range
of the new standard within 2000 msec, the trial was aborted. Once the eye
position came within the threshold range, it was compared for an two additional
pupil tracker cycles (approximately an additional 34 msec) to ensure that the eye
was no longer moving.

After this third eye position comparison, the current eye position was
taken as the new standard for the rest of the trial. The test stimulus then
appeared on either side of the new fixation cross, and the subject responded

appropriately. The test stimulus was equally likely to occur 4.8 cm to the left or
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right of the new fixation cross. Thus, as before, once the new fixation cross
appeared, the subject’s best strategy is to follow the instructions and to fixate on
the cross, half way between the two possible stimulus locations.

After an incorrect response, the screen flashed blue and a long tone
sounded. In both types of trials, eye movements were monitored until the
subject responded. If an uncued saccade occurred at any stage of the trial, the
screen flashed red and a long tone sounded. Using the same procedure as in
Experiment 1, trials with incorrect responses or incorrect eye movements were
repeated after each block of 96 trials, and this process continued until all trials in
the block had been completed correctly. Subjects were given an opportunity for a
break after every 20 trials.

In this experiment, half the trials were saccade trials and half were not.
Within each type, half were shape cue trials and half were not. The fixation
could be either to the left or right of center, and the cue could be to the left or
right of fixation. The test stimulus could be at the cued or uncued location, it
could be one of three shapes, it could be at one of four orientations, and it could
be either normal or mirror-reversed. All the different combinations produce a
total of 768 trials for each subject. A different random order was generated for
each. Most of the 75 subjects who completed the entire set of trials required four
or five sessions, each lasting about an hour.

Given that subjects can adjust represented location in images so quickly,
they might be able to produce either retinotopic or spatiotopic results by
“moving” their images as they move their eyes. Assuming for the moment that
images are coded spatiotopically, if the subject believes that the image should
always be in the same retinotopic location as the cue, then after a saccade the
subject could shift the image to the spatiotopic location that now corresponds to

the retinotopic location of the cue. Likewise, if images are coded retinotopically,
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subjects could move the image to the correct spatiotopic location after the
saccade. To investigate this possibility, we randomly split the 75 subjects into
three groups of 25 each, and gave each group slightly different instructions. All
three groups were instructed to prepare for the test stimulus at the location
occupied by the cue. Subjects in the retinotopic group were told that on saccade
trials, they should expect the test stimulus at the same location relative to the
fixation cross as the cue. Those in the spatiotopic group were told to expect the
test stimulus at the same location on the screen as the cue. Those in the neutral
group received no instructions either way. In all three trials, there was an equal
number of trials at the cued and the uncued locations. As in the previous
experiments, none of the instructions mentioned anything about imagery. If
subjects are able to adjust image location before the stimulus appears, then the
location for which subjects respond more quickly should vary with the

instructions they receive.

Results

To determine whether the image representations used in this task are
retinotopic or spatiotopic, we must look at those trials in which the test stimulus
could occur at either the same retinotopic location or the same spatiotopic
location as the cue. Therefore, we discarded data from all trials in which the cue
appeared at the far left or right of the screen, because after a saccade the test
stimulus could never occur at the same spatiotopic location in these trials. These
trials were included in the experiment to ensure that subjects fixated at the
appropriate location.

Response times. The trials without saccades serve as a control condition

to test whether the location-specificity found in Experiment 2 can be measured in
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the current experiment. These trials demonstrated that subjects responded more
quickly in this task when the test stimulus occurred at the same location as the
cue. The response time data for trials with and without saccades were submitted
to sepafate ANOVAs, with cue, orientation, location, handedness, shape (R, ], or
4), and type of instructions as factors. Subjects made incorrect responses on 2% of
the trials, and these trials were excluded from the analyses. Because the results
from Experiments 1 and 2 indicated that any retinotopic or spatiotopic advantage
would be very subtle, we wanted to ensure that any small effects were not
obscured by long response times from trials in which subjects lost their
concentration. Therefore we excluded trials with response time values more
than three standard deviations from the subject’s mean. (On the average, only 7
of the 768 correct-response trials for each subject were excluded). In the results
described below, the values Fyand py are from the analysis of trials in which the
eyes remained fixed, and the values F; and ps are from the analysis of trials in
which there was a saccade.

In both saccade and no-saccade trials, the results indicated that subjects
were using images when possible, as they had in the previous experiments.
Responses were faster when subjects knew the shape beforehand, F(1,72) = 170.9,
ps < .001, Fs(1,72) = 1674, ps < .001. Contrasts indicated that they were also faster
for the two orientations near 0° than for the two near 180°, F(1,216) = 761.2, py <
.001, Fs(1,216) = 712.7, ps < .001, and that the advantage for the easier orientations
was greater when subjects knew the shape, FA1,216) = 48.0, pf < .001, F(1,216) =
30.4, ps < .001, suggesting once again that knowledge of the shape allowed
subjects to form images. As before, responses were slower when stimuli were
mirror-reversed than when they were normal, F(1,72) = 128.9, ps < .001, Fs(1,72) =

92.5, ps < .001, and as before they were generally faster for R and slower for 4,
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Ff(2,144) = 14.9, pf < .001, F5(2,144) = 8.0, ps < .01. The three different instruction
sets had no significant overall effect on response times, Ff< 1, Fs < 1.

When the eyes remained fixed, subjects responded more quickly when the
test stimulus occurred at the same location as the cue, Ff(1,72) =74.4, pf< .001.
This advantage is no doubt due at least partly to attentional factors, and therefore
it is important to test whether this location advantage is stronger in the image
(shape cue) than in the no-image (no-shape cue) condition. In fact, it was
stronger in the image condition, F{1,72) = 33.7, pf < .001, as can be seen in Figure
14, confirming the finding from Experiment 2 that image representations include

information about location.

all groups combined

no saccade
850 -
800 - no imagery o
./
750 -
response ]
time 700
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600 i o imagery
550 -+
match mismatch
location

Figure 14: Mean response time for no-saccade trials when test

stimulus location matched the cued location and when it did not.

Responses were faster when the stimulus appeared at the cued
location, but the advantage was much greater in the image condition.
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The results from the no saccade trials confirm that this particular task can
be used to measure the advantage that comes from having an image in the right
location. Thus we should be able to use the data from the saccade trials to answer
whether location information in images is encoded retinotopically or
spatiotopically. Overall, subjects responded faster to stimuli in the same
retinotopic location as the cue than to those in the same spatiotopic location as
the cue, Fs(1,72) = 7.7, ps < .01. More importantly, the retinotopic advantage was
stronger in the image condition than in the no image condition, Fs(1.72) = 5.9, ps
< .02, as is shown in Figure 15. From this difference we conclude that image

representations are encoded in a retinotopic coordinate system.

all groups combined
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Figure 15: Mean response time for saccade trials when test stimulus
location matches the retinotopic location and when it matches the
spatiotopic location. Responses were faster when the stimulus
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appeared at the retinotopic location, and the advantage was much
greater in the image condition.

This experiment yielded a number of other results that are not directly
relevant to the question of retinotopic representation, but may be interesting
nonetheless. These effects tended to appear more often in the trials without eye
movements. Forcing the subject to make a saccade between the cue and the test
stimulus probably produces a certain amount of interference that may obscure
some effects. This interference could explain why some effects reached
significance only in the trials without saccades.

As in Experiment 2, this analysis suggests that even when subjects know
the shape, they occasionally rotate the stimulus before responding, especially if it
is mirror-reversed. With no saccade, the gap between normal and mirror-
reversed response times was larger when the shape was known than when it was
not, F{(1,72) = 19.8, pf < .001. Additionally, when the shape was known, response
time differences between easy and difficult orientations were larger for mirror-
reversed than for normal stimuli; when the shape was not known, orientation
differences actually seemed to be smaller for the mirror-reversed stimuli than for
the normals, Ff(3,216) = 7.0, pf < .001. The same was true for the saccade trials,
F4(3,216) = 6.7, ps < .001.

VY
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Figure 16: The data from the no-saccade condition suggest that
subjects sometimes rotate in the direction of the top front of the
character, even if the shorter path is in the other direction.

In addition, with or without saccades there are large differences in
response times for the two difficult orientations, depending on the handedness
of the stimulus, Ff(3,216) =9.2, pr< .001, F5(3,216) = 4.8, ps < .01. These
interactions, along with the ones just described, reflect another effect that was not
anticipated. The data suggest that subjects tend to rotate in the direction of the
top front of the letter, even if rotating in this direction requires more time than
rotating in the other direction. This method of rotation is illustrated in Figure
16. Thus, if a mirror-reversed stimulus is oriented at 225°, at least some of the
subjects apparently rotated it counter-clockwise on at least some of the trials,
even though they could save 90° of rotation by rotating it clockwise. Similarly,
normal stimuli at 135° tended to rotate clockwise, even though the path of
rotation would be shorter for a counterclockwise rotation. The evidence for this
pattern is presented in Figure 17.

In the no image condition, response times for normal stimuli at 135° were
greater than times for those at 225°, whereas the opposite pattern held for the
mirror-reversed stimuli. This rotation towards the front seems most likely to
occur with the shape J, F{6,432) = 5.0, ps < .001, F5(6,432) = 2.8, ps < .02. The same
pattern of rotating towards the front appeared in a weaker form in the image
condition, as would be expected if subjects occasionally rotated stimuli in this
condition. A hint of the same pattern also appeared in the data from Experiment
2, although it was less clean and not significant. An alternative explanation is
that rotating a character towards the top back is more difficult than rotating it

towards the top front.
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Figure 17: Data illustrating the tendency to rotate towards the top

front of the character. For normal stimuli in the no-image condition,

response time was elevated for 135°. For mirror-reversed stimuli,
response time was higher for 225°.

Responses to stimuli in the cued and uncued locations in the trials
without saccades provided more evidence that subjects occasionally rotated
stimuli in the image condition. When the shape was cued, there was a greater
response time difference between easy and difficult orientations for stimuli that
appeared at the uncued location than for those that appeared at the cued location;
without the shape cue, the orientation difference was not greater for the uncued
location, and may actually have been less, F{(3.216) = 4.3, ps < .01. This pattern
suggests that when subjects know the shape, they are more likely to rotate the
stimulus if it occurs at the uncued location. This is the same sort of pattern seen
in Figure 9 in Experiment 2. If the stimulus is at the uncued location, then the

image that was prepared beforehand must be moved to the new location before it
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can be used, and thus subjects are more likely to abandon the image and rotate
the stimulus. |

Also in the no-saccade trials, subjects responded slowly to the shape ]
when it appeared at one of the two difficult orientations (135° and 225°);
however, their responses were faster for the 135° J's if they knew the shape
beforehand, Ff(6,432) =29, ps < .01 There were three other significant
interactions (p < .05) in the no-saccade ANOVA, and three in the saccade
ANOVA. None reached the significance level of the effects reported here (p > .01
in all cases), and none appeared directly relevant to the questions at hand.

Spatiotopic advantage. The main analysis tested whether there was an
advantage for the retinotopic location over the spatiotopic location, but it did not
test whether the spatiotopic location had any advantage over other locations that
d