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ABSTRACT

Distortion and residual stresses resulting from welding represent significant problems
in the accurate fabrication of large structures. Although the capability to predict these
phenomena would provide substantial assistance to the design and fabrication of welded
structures, both welding distortion and induced stresses are difficult to simulate accurately
given the intensive computational demands of such a severely nonlinear process.

This thesis first examines structure/weld interaction issues during welding processes
through two- and three-dimensional simulations of a ring-stiftened structure. The analyses
indicate that the effect of overall structure in a welded structure plays a more important role
than has been appreciated. The analyses also indicate that variations in the original weld
root opening can have a significant effect on residual stresses and distortion. Variations in
fixturing and tack weld placement can have similarly significant influence on both the overal!
structure and the weld zone. Experimental results on a ring-stifftened cylinder support the
above conclusions. Welding simulation therefore requires a full consideration of the overall
structure and the fixture setups. Three-dimensional analysis is required to perform such
simulations. The high demands on computational resources of three-dimensional finite
element analysis prevent successful simulations and require reductions of the size of a
model.

The second half of this thesis develops dynamic remeshing and substructuring tech-
niques which can substantially reduce the size of a three-dimensional finite element model
for a welding process. The welding simulation is broken into many incremental analyses.
A local nonlinear zone around the heat source, modeled by a denser mesh, moves from one
incremental analysis to another. Models for each incremental analysis is remeshed at the
beginning of that increment, and variables are mapped between two consecutive incremen-
tal analyses. The dynamic remeshing and substructuring techniques are then implemented
on a plate welding simulation and are proven to be effective and successful.

These techniques not only can reduce the size of a welding model and thus reduce
the computer time and storage space, but also can provide a step-wise coupling between
the heat transfer and deformation analyses; this increases the accuracy of the simulation,
particularly in the case of large deformations. After further modification, the dynamic
remeshing and substructuring techniques can be used in other welding simulations.

Thesis Supervisor: Dr. Stuart B. Brown

Title: Richard P. Simmons Assistant Professor
of Materials Manufacturing
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Nomenclature

Coeflicient of thermal expansion.

Correction for unbalanced force around the local zone.
Specific heat.

Constant, 1 + 33@

Strain, heat emissivity.

Dilatational strain rate.

Nodal force vector.

Overlapping factor of moving local zone.

Coefficient of boundary heat convection

Stiffness matrix.

Thermal conductivity.

Length of one side of a typical element.

Modulus of strain hardening.

Shape function.
Constant, 1 — 3?
Constant, 3@

Heat input or generation per unit volume.

Nodal reaction force vector.

Residual forces along the boundary of local zone.
Density.

Stress, Stefan-Boltzman constant.

Temperature.

Time.

Nodal displacement vector.

Velocity of traveling heat source.

Propagation velocity of dilatational waves.
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Chapter 1

Introduction

The welding process is one of the most important manufacturing processes, and is widely
used for joining metal in structures such as marine vessels, buildings, and bridges. The
welding process is also a remarkably ¢ .mplicated, nonlinear operation involving extremely
high temperatures, severe distortions, and high levels of residual stresses which reduce the

resistances of a structure to fracture, buckling, corrosion and other type of failures.

Since its invention more than a century ago, welding has been more an art than a sci-
ence. The behavior of metal during the process—the displacement pattern, stress state, and
micro-structural evolution—has not been fully understood. More and more welded struc-
tures require higher geometric accuracy, and lower residual stress levels to increase service
capacity; recent developments in welding automation also requires the understanding and
prediction of metal behavior during the process, particularly distortion for in-process sens-

ing and feedback control.

Although welding is one of the most common technologies used in metal fabrication,

there are significant complications when designers attempt to simulate a welding operation



using numerical methods. The energetics of localized melting and mass transfer encompass
plasma processes, phase transformations. complicated mass transfer, radiative and convec-
tive heating and cooling among difterent gaseous, liquid, and solid phases. Additionally,
this energy transfer is occurring in a multiphase field with each phase possessing poorly

characterized, highly temperature-dependent material properties.

The mechanical response of the welded region is similarly complex. Each material point
in space may change phase, structure, and composition, with the constitutive behavior of
each combination of these parameters temperature-dependent, elastic-viscoplastic. Ilach
parameter of constitutive behavior is poorly understood and characterized, yet full repre-
sentation of the possible parameters might still be inadequate, for the spatial gradient of
compositions may be difficult to map as a function of weld history. All of the above thermal
and mechanical processes, which may be strongly coupled, occur within the timespan of
a few seconds, involving very large gradients of temperature, stress, deformation[l] and

complex micro-structures.

This catalog of complexities also includes the coupling of a weld region with a greater
fabricated structure, with associated boundary conditions and deformation responses. The
progression of a weld across a structure acts to distort the structure through three dimen-
sions, which couples back to the weld process. One weld pass may not be sufficient, so

multiple passes may occur, necessitating multiple simulations of the same region.



1.1 Numerical Simulations of Welding Processes

To fully understand the ruechanism of material behavior during and after the welding pro-
cess, and thus to be able to predict distortions and residual stresses resulting from welding,
a set of equations needs to be solved which involves transient heat transfer and thermo-
elastic-plastic differential equations. While analytical solutions to such equations are im-
possible to obtain, numerical solutions become necessary even though many difficulties still

remain.

With appropriate boundary and initial conditions, such high order differential equa-
tions become the core obstacles to welding simulaticns. The advent of numerical methods
such as finite element, boundary element, finite difference schemes has provided the capa-
bility of addressing the initial features of complicated boundary-valued field problems like
welding, though the solutions are difficult to obtain due to the high nonlinearity of material
properties at high temperatures and high gradients of variables around the electrode. A
reasonably accurate solution requires high resolution of mesh around the electrode, which
usually pushes most main-frame computers to the limit. This may explain why numerical

simulations of most welding processes are still not readily available.

The simulation procedure usually consists of two parts: the heat transfer, and me-
chanical stress/deformation. With no other loading than heat expansion and contraction,
the deformation of a structure under welding depends solely on the temperature field and
history. A coupled solution of temperature and deformation is much more difficult to ob-
tain; uncoupled numerical simulations are usually used, greatly simplifying the siinulation

procedure. In such uncoupled analyses, the temperature history is first obtained in a heat



transfer simulation based on the undeformed structure, and the temperature information
is then supplied as loading to the structure in the deformation analyses. The temperature
field does depend on the deformation process if large displacements appear, in which case
coupled or at least a step-wise coupled analysis is required to accommodate the geometry

changes during the heat transfer analysis.

1.2 Literature Review

The research activity in the welding simulation started decades ago. Rosenthall first solved
the heat conduction equation for the case of a moving heat source on a semi-infinite body(2].
This solution, though oversimplified, has been used exclusively in the simulation of welding

process.

Over the last two decades, many investigators have worked on the numerical simula-
tions of welding process. Most of the early papers report work on two-dimensional finite
element analyses of plate or pipe butt-weldings. The most popular were two-dimensional
axisymmetric models of cylinders [3, 4, 5, 6] and plane strain models of plates |7, 8, 9]; some
reports on two-dimensional plane stress [10] and thin shell models [11] are also available.
Three-dimensional models only appear in recent papers [12, 13, 14, 15] on finite element
simulations of plate and pipe butt-weldings. All of these papers concentrate on the local

phenomena surrounding the electrode or heat source.

There are many papers in related areas. Some investigators have attempted to develop
simple models for the welding process so that analytical formulations may be obtained

(16, 17, 18]. Some others have worked on developing methods such as the shrinkage force



method [19] and the tendon force method (20, 17]. Many other papers were also published in
closely related fields such as mass transfer in weld, phase transformation and microstructure
evolution during welding process, rate-dependent constitutive models for metals at high
temperatures, welding under loaded conditions, and pre-deformation and pre-heating before

welding.

Although recent developments in nonlinear finite element methods have provided the
opportunity for complex welding simulations, very little attention has been directed to the
issue of welding/structure interactions. The vast majority of finite elernent simulations
have concentrated on resolution of processes occurring within the weld zone, including in-
vestigation of such field variables as state of stress (including both transient and residual),
local distortion, temperature, microstructure, and composition. Much of the recent suc-
cesses in welding simulation have resulted from the coupling of nonlinear aspects of the
process. Advances by Goldak [21] and Easterling [22, 23] in coupling temperature fields
with microstructure have provided some initial steps in addressing the fully coupled weld-
ing process as well as extending simulations into three dimensions. The finite element
simulations associated with these investigations involve very dense meshes with particular
emphasis on resolution within the weld zone, with the consequence that predicted gradients

may be resolved with very high accuracy.

Appendix A lists the abundant literature in welding simulations and related research
areas. A more detailed review of the welding simulation literature is presented in a separate

paper [24].



1.3 Elastic Coupling in Welding of Large Structures

In contrast to resolution of local effects, the issue of the interaction between the welding
process and a larger elastic structure has not been considered in detail. Practical welding
technology must deal with problems of distortion of large structures due to thermal expan-
sion, lack of appropriate tolerances, and variation in weld variables such as welding gap
clearance (or fitup) and fixture location. The distortion of large structures is a particu-
lar problem, for the coupled thermo-mechanical character of welding becomes pronounced
when thermal expansion and distortion lead to changes in both the orientation of parts and

gap clearances.

Practical observations indicate that such large structure effects are very significant.
The welding of a ring stiffened cylinder described later in this thesis yielded large relative
deformation and twisting of the cylinder under certain fixture setup. Welding on the same
structure conducted by Machuca shows similar large deformation[25]. Such phenomena
related to large welded structures might not develop in the butt welding of small plates
with low ratios of overall structure size to weld zone dimension. Welding simulations are

thus required on large structures instead of on only small simple welding situations.

The analysis presented herein addresses issues associated with the welding of large
structures. These issues, listed below, are not usually considered in typical analyses of

welding which, as mentioned previously, concentrate on weld zone phenomena:
1. Elastic Coupling - Type 1

As the weld cools behind the travelling electrode, the newly deposited weld materia!



couples the two previously independent structures, thereby changing the response of the
structure to the ensuing deposition of material. The full effect of this behavior can be

simulated only through three dimensional models.
2. Elastic Coupling - Type 2

The effect of heating and cooling of the overall structure during welding may introduce
large elastic distortions which can not be anticipated when examining only the weld zone.
These distortions may be strongly dependent on the geometry of the structure and may
have a strong influence on the final states of residual stresses and distortions, within both

the weld and the overall structure.
3. Large Structure Complexity

The geometric complexity of large structures may require commensurately large finite
element models, where the weld zone represents only a small portion of the total structure.
Methods to simplify the complexity of the model are therefore necessary to permit rea-
sonable analysis times. The application of such techniques as substructuring and dynamic

remeshing reduces the complexity of the model substantially, as is demonstrated later.
4. Large Deformations

Given the potentially large coupling between the weld and other parts of a structure,
portions of the structure may move dramatically relative to each other, particularly during
the initial heating of the first weld pass. These deformations can be large enough to ne-
cessitate coupling the thermal and mechanical analyses, since the thermal analysis based
on the original, undeformed configuration is no longer applicable to the deformed shape.

Coupled. or at least step-wise coupled, heat transfer and stress/strain analyses are then re-



quired, and appropriate interface elements are needed to model the thermal and mechanical

interactions along the weld gap when both sides dispféce to different relative positions.

Welding of large structures therefore involves problems which can not be investigated
simply via examination of the weld zone. Additionally, the extent of the interaction between
a large structure and the welding of that structure may significantly dominate the final
distortion and residual stresses—to the extent that these effects govern the final distorted
geometry and state of stress within the weld zone. Full three-dimensional models are ihus

required to obtain accurate predictions on distortion and residual stresses.

There are several constraints within current finite element analyses which have hindered
the analysis of welding of large structures. The primary constraint is the three dimensional
complexity of structures, which inhibits reduction of a simulation to a two dimensional
model. A full three dimensional analysis increases the colnplexity of an analysis significantly
due to the dramatic increase in total number of degrees of freedom associated with a
model; a simple three dimensional model can overwhelmn the computational capabilities of

a mainframe which could handle a two dimensional geometry with relative ease.

Finite element analysis codes also frequently do not easily accommodate special el-
ements which are more easily implemented for two dimensional models. The absence of
special elements to accommodate deforming, conducting, and sliding interfaces inhibits the
modeling alternatives available for three dimensional models. There is similar difficulties
in modeling the motion of the welding electrode and deposition of weld material in three
dimensional models. Additionally, although welding finite element analyses typically de-

couple the thermal and mechanical simulations, the deposition of a weld bead requires



correlation between the movement of the heat source during the thermal analysis and the

deposition of weld material during the mechanical analysis.

A three-dimensional model of a welded structure is computationally too demanding
on currently available computer facilities, particularly for those structures with long weld
paths. Even though three-dimensional FEM simulations could be carried out for simple
problems, the computer CPU time and storage space needed are far from practical for
engineering design purposes. This thesis describe a strategy to reduce the total number of
degrees of freedom of a three-dimensional FEM model for welding by exploiting the fact
that only a small part of the model around the electrode is nonlinear during the process;
three-dimensional welding simulation is thus simplified to the extent that a widely available

workstation can handle a reasonably complicated welding simulation.

This thesis mainly consists of three parts: the first part discusses the two-dimensional
simulation of welding process on a circular ring-stiffened cylinder, the second part involves
three-dimensional simulation of a short weld on the same cylinder, and the last part de-

scribes the dynamic remeshing procedure to reduce the size of FEM models for welding.



Chapter 2

Fundamentals of Welding Analysis

Welding simulations could be summarized as solving a set of differential equations governing
the heat transfer and the mechanical deformation. Proper treatment of boundary and initial
conditions and parameters representing material properties are necessary before attempting

to solve the equations.

2.1 Basic Equations

The heat transfer process in a solid is governed by the following diffusive equation which

takes mechanical coupling into account|26):

A2p
3X+2p

€kk Bq
W= =v(kvT)+ 5. (2.1)

oT
co—[1+6
Here T is temperature, ¢ is time, and q is heat input or generation per unit volume. p,
vy k and a are the material properties, namely, the density, specific heat (under constant

volume), thermal conductivity and coefficient of thermal expansion, respectively; A and g

are Lame’s elastic constants. The dilatational strain rate is defined by:

10



36,,

€kl = Z (2.2)
The dimensionless parameter é is defined by:
202T
‘- (3X + 2p)%a?T, (2.3)

preyvl

with v, the velocity of propagation of dilatational waves expressed as:

= (A +2u)/p (2.4)

A+2u
3+2u

The coupling term §( )(f—:%) in Eq. 2.1 is much less than unity for most of the engineer-
ing materials such as steel and aluminum. This term is usually dropped in heat transfer

simulations of welding processes. The decoupled heat transfer equation is then simplified

to:

orT aq
Y = . 2.5
pevgy = V(T + = (2.5)
With proper boundary and initial conditions, this equation can be solved to obtain a
temperature field as a function of time.

Equilibrium requires that the stress components satisfy the following equations:

3"-: _ Pu
=P

(i=1,2,3) (2.6)

Where b; is the body force such as gravity. The material accelerations (or inertial forces)
pLui atz are caused by the transient expansion or contraction due to temperature change.
The magnitudes of such inertial forces are usually very small unless at extreme temper-

ature rate[26]. These dynamic forces are generally neglected, so that a static mechanical

11



deformation process can be used in welding simulations. The governing equation is then

simplified to:

3 30’,_,

+bi=0 (i=1,2,3) (2.7)
3:1:,

The strain increment during deformation can be divided into three parts, the elastic,
plastic and thermal expansion, with the plastic strain increments only occurring when

material yield stress is reached:
deij = dei; + def; + def_,- (2.8)

Where de;; is the ij component of the incremental strain tensor, and §;; that of a unit

tensor called the Kronecker delta and defined as:

0 otherwise

&'j:{ L ifi= (2.9)

The material constitutive relations are defined separately according to elastic and plas-

tic deformation as well as thermal expansion:

defj = a6,-de (210)
1 3

de; = E[(1+u)da,-,-—uﬁij(gdcru)], (2.11)
3 der 3

def; = 5—loij - 5-‘:’(2011)], (2.12)

where E and v are Young’s modulus and Poisson’s ratio, & is the Mises equivalent tensile

stress, and deP is the equivalent plastic strain increment defined by:

3
der = %i Z ol.dal;. (2.13)

12



here M is the plastic modulus representing strain hardening. The deviatoric stress and

stress increment tensors are defined by:

1 3
ol = oij— 76 Zdll, (2.14)
3 =1
1 3
da'fj = da';_,-—:-z-é,-_,-z:da'u. (215)
=1

In all the equations above, material properties are nonlinear functions of temperature as
described in the following sections. Such material parameters need to be updated frequently
during an analysis. The strain increments must also satisfy other equations which ensure

the material continuity and compatibility.

Welding simulation is to solve these equations with appropriate tools so that the struc-
ture interactions during welding can be analyzed. Transient, final distortions and stress

states can also be predicted.

2.2 Boundary and Initial Conditions

The boundary conditions for mechanical analyses are based on the physical constraints
supplied in a welding process, such as the constrainis supplied by a clamp or a tack weld.
Pressure from the high speed plasma on the base metal is currently ignored, though experi-
ments indicate that such pressure has an effect on the shape of the molten weld pool[27, 28].

The current analyses do not take into account the weld pool formation and evolution.

Thermal boundary conditions are more complicated, including heat input and nonlinear
boundary convection and radiation. The following summarize their special treatments in

our finite element analyses.

13



Heat input: Heat transfer to the base metal from the electrode arc is modeled by a
surface heat flux on elements near the weld. The net power input is chosen from the gross
power and the arc efficiency. The power distribution for an electrode above a flat surface is
generally assumed to be a Gaussian curve following Tsai[29]. For the case of the cylinder
and stiffener structure, the local weld base metal is a T-shaped geometry; the Gaussian
function needs modification as we discuss later in the three-dimensional modeling of the

ring-stiffened cylinder.

Boundary heat loss: Boundary heat transfer is modeled by heat convection and radia-
tion. Convection follows Newton’s law, where the coefficient of convective heat transfer is

assumed to vary with both temperature and orientation of the boundary(30]:

_ kN,

h
¢ L

(2.16)

Here k is the thermal conductivity, L the characteristic length of the plate (or surface),

and N, the Nusselt number defined by:

N, = 0.137P}3G'/? (Horizontal plate, facing upward) (2.17)
N, = 0.54P}/AG!/4 (Horizontal plate, facing downward) (2.18)
N, = 0.517P}4GM4 (Vertical plate) (2.19)

P, is the Prandtl number and G, the Grashof number, both of them functions of gas
properties and temperature differences between the wall and the environment{31]. They

are defined by:

G, = 9f(T — T.)Lp* (2.20)

I

14



p = % (2.21)

Where g is the gravitational acceleration, 3 the material inertial pressure drop constant,
T, the temperature of the ambient air, L the characteristic length of the plate (e.g. the

width), p the material density, and g the viscosity of the ambient air.

Radiation is modeled by the standard Boltzman relation:
g = eo(T* - T) (2.22)

Where ¢ is the heat emissivity, and o the Stefan-Boltzman constant. Radiation is assumed
to be from surface to ambient air; no radiative interaction between surfaces is considered.
Comparison of the two factors shows that the effect of radiation is generally smaller than

that of convection except near the melting temperature.

The structure is assumed to be initially at room temperature and stress-free before
the welding starts. Welding materials are assumed to be at melting point just before their
deposition. Note that complicated initial temperatures and stress distributions could be

applied with the currently available finite element codes.

2.3 Material Properties

Many different kinds of materials have been used in structures where welding is involved,
with low carbon steel the most common. Mild steel is chosen for the analyses throughout

this thesis. The deposited weld material is also assumed to be mild steel. Welding process

15



on other materials could be similarly simulated by replacing the material definitions without

much difficulty.

1. Thermal properties: Material thermal properties are assumed to be temperature-
dependent. The variations of thermal conductivity, specific heat, thermal emissivity,
and convective heat transfer coefficient are given in Figure 2.1(a). Different convective
coefficients are used for the vertical and the upper and lower horizontal surfaces. An
averaged value of thermal emissivity is used since the FEM code (ABAQUS) we are
using does not permit the use of temperature-dependent thermal emissivity. Rate-

dependent effects are currently ignored.

2. The latent heat effect: The release or absorption of energy upon solidification or
melting is accommodated through a latent heat model available in ABAQUS, which
modifies the specific heat to accommodate the extra heat absorption or release[32].
The latent heat effect associated with the solid-solid phase change, which is much
smaller than that associated with the solid-liquid phase change, is already included

in the specific heat, as shown in Figure 2.1(a).

3. Mechanical Properties: Mechanical properties are also temperature-dependent, in-
cluding Young’s modulus, yield stress, and coefficient of thermal expansion(33]. Ma-
terial hardening corresponding to mild steel is assumed to be isotropic and also
temperature-dependent. Figure 2.1(b) shows the dependencies of material proper-
ties on temperature. Young’s modulus and yield stress are given small, finite values

at high temperatures to avoid difficulties with numerical convergence.

16



Rate dependence and microstructure evolution are not included currently in the anal-
yses. Accuracy of welding simulations would improve due to the inclusion of vicoplasticity
and microstructure evolution. Understanding of the material behavior and deformation
mechanism could also be extended by examining the microstructure changes. Future work
may include such effects since they are relatively significant when the material is at high

homologous temperatures and experiencing rapid temperature changes [34, 35, 36].

2.4 FEM Formulations

The finite element method is a generalized Rayleigh-Ritz method which uses interpolation
to express variables in terms of their values at a finite number of “nodes.” These values are
found by solving a set of simultaneous algebraic equations. The accuracy of the solutions

depends mainly on the number of nodes selected.

Within one element, a variable could be interpolated in the following manner by inter-

polation or shape functions in terms of the nodal values:
u =Y Nfz,y,z)U; (2.23)
i=1

here n is the number of nodes composing the element, and the shape functions Ni(z,y, z)
are usually polynomial functions and satisfy certain conditions such as compatibility along
element boundaries. Through such interpolation functions, strain components can be de-
rived based on the displacements, and stress components can be further obtained through
the constitutive relations mentioned before. A static problem and a steady state heat

transfer are then fomulated by the following algebraic matrix equation:[37, 38]
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[K{U} = {F} (2.24)

(K] is the stiffness matrix. {U} is the nodal displacement vector, and {F'} the nodal force
vector. In the heat transfer analysis, they correspond to the conductivity matrix, the nodal

temperature vector, and the nodal heat input vector.

Finite element formulations for transient processes are similar to the above except
that displacements or temperatures are expressed in incremental form. The formulation of
transient heat transfer is different from Eq. 2.24, though the incremental formulation can

be simplified to a similar form.
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Chapter 3

2-D Simulations of Welding of a
Circular Ring-Stiffened Cylinder

A circular cylinder welded with a web stiffener, as shown in Figure 3.1, is one of the most
common sections in the variety of large structures. Because of the local asymmetry around
the weld pass and elastic coupling from the other side opposite to the currently welding
electrode, the deformation pattern is also complicated. Such a structure typically shows
large structure effects. The next two sections will be exclusively devoted to the FEM

simulations of welding process on such a structure.

3.1 The 2-D FEM Model

As a first step in the simulation of the welding process on this flange-web structure, a
two-dimensional FEM model simplifies the simulations by reduction of requirement on
computer resource yet still gives reasonable insight to the problem, as demonstrated later

in this chapter.

The axisymmetric finite element model of a ring stiffened cylinder is shown in Figure 3.2.
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Figure 3.1: Picture of the ring stiffened cylinder
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Such a model assumes symmetry of the welding process where the weld is performed si-
multaneously around the circumference of the structure. This assumption is rigorously
valid only when the traveling velocity of the electrode is high enough to make the three-
dimensional effect negligible. Such electrode velocity rarely, if ever, occurs in actual welding.
In spite of this rather severe approximation, features of structure/weld interactions can be

investigated in two-dimensional models.

The mesh was chosen for its simplicity. Denser meshes were also investigated; minor
differences were found between the mesh provided herein and the finer meshes. The same
meshes were used for both the thermal and mechanical analyses. All the two-dimensional
analyses use the nonlinear finite element code ABAQUS and were performed on a VAX-3500

computer.

Each welding pass is simulated by three steps. The base metal is first heated, and
then at the end of the heating, weld material is deposited; finally, the whole structure cools
through conduction and boundary heat losses. The deposition of material is modeled by
an element activation technique available in ABAQUS. Elements of weld material are de-
activated at the beginning of the heating, and then reactivated at the melting temperature

of the metal, following by cooling after the weld electrode passes[13].

The welding simulations were carried out by decoupled analyses, that is to say, a heat
transfer analysis provides a temperature field history to be used in a following stress/strain
analysis. Such analyses greatly simplify the simulations by recognizing the dependency of
stress/strain field on temperature, while ignoring the coupling of the deformed geometry

and the temperature field. When the relative displacement of the parts to be welded is
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Figure 3.2: 2-D mesh of the ring stiffened cylinder
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large, a coupled heat transfer and stress/strain analysis is required to include the effect of

deformation in the temperature field.

3.2 Heat Transfer Analysis

The heat transfer analysis follows the assumptions discussed in Chapter 2. Each of the weld
passes involves two steps, heating and cooling. The structure is heated near the notch with
the weld material deactivated; at the end of heating, elemen.. inside the weld region are
reactivated at a temperature close to the melting point (1600°C in these cases) to simulate
the deposition of molten material. During the cooling step the deposited material cools
with the rest of the structure through conduction, boundary convection, and radiation.
Conduction, however, dominates the process. It takes several minutes for conduction to
equilibrate the flange and web to a uniform temperature, and a couple of hours for boundary

heat transfer to bring the structure to room temperature.

In the analyses, the average net power input or heat flux to the base metal is assumed
to be 800 Watts/cm?, spreading on a surface of about 0.4 cm? in area near the weld
groove. The duration of heating is 15 seconds, which is equivalent to a travelling velocity
of 5 cm/min. A net power of about 400 Watts/cm? is also required to melt the electrode
continuously. Such welding parameters correspond to a typical welding process with a gross
power input of 2,000 Watts/cm? and an arc efficiency of 60%. Material properties are those

of mild steel and are shown in Figure 2.1.

Figure 3.3 shows the transient temperature distribution after weld material is de-

posited. Discontinuities in the temperature contour are artifacts of the contour plotting
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software. These temperature histories are then imposed on the model for the stress/strain

analyses.

3.3 Stress/strain Analysis

Deposited weld material is modeled, as described earlier, by reactivating elements which
are deactivated at the beginning of the analysis. The activation procedure is to deform the
deactivated element from its original shape so that it will be compatible with other parts of
the structure in a state of force equilibrium. Altkough this procedure creates a stress/strain
field in the newly born element, the high temperatures of the element reduce the effect of
this virtual stress on the structure, since the yield stress is very small and material flows
at melting temperature. Similar treatment of deposited welding material can be found in

Tekriwal [39, 13].

Plastic deformation develops due to the temperature spatial gradients and material
softening at elevated temperatures. After cooling, the structure retains a distorted config-

uration and a state of high residual stress, particularly near the weld path.

Figure 3.4 shows the distorted geometry of the structure predicted by the axisymmetric
model after one weld has been deposited. A 3.2 mm (} inch) weld gap clearance (fitup)
is used in this model. One poirt on both the flange and the web is pinned in the axial
direction to remove free body displacements. The pinned point on the web is located about
11.1 mm (% inch) from the weld center line. Notice the very large distortions, primarily
due to the elastic deflection associated with thermal expansion, which is then retained by

the weld.
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Figure 3.4: Deformed 2-D mesh of the ring-stiffened cylinder after the first weld. Web
pinned at 11.1 mm (5% inch) from the weld center line.
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Figure 3.5 shows the corresponding residual Mises stress and highest principal stress
contours. The highest principal stress corresponds closely to the circumferential stress.
High tensile residual stress components develop in the local area around and inside the

weld, particularly in the gap between the flange and web.

In the welding process, fitup between parts, along with the appropriate fixture style and
positions, are usually selected based on individual design experience. Our analysis suggests
that the importance of such selections on the final states of residual stress and distortion
has been underappreciated. Distortion and residual stresses are highly dependent on the
setup of the welding process, i.e. the fitup condition, the position and style of fixtures.
The 2-D FEM analyses described below illustrate the sensitivity of distortion and residual

stresses to various weld parameters.

3.4 Fitup Effect

The relative configuration of components to be welded has a significant effect on the dis-
tribution of stresses near the weld. Welded components are frequently asymmetric, and
distort either due to asymmetric elastic distortion or due to asymmetry of the welding
process. If interaction between the components (contact, for example) occurs before depo-
sition of weld material, the deformation pattern due to such interaction will obviously be

different from that when no contact occurs.

The ring-stiffened cylinder considered here illustrates this sensitivity to fitup. The
cylinder is more flexible radially than the web stiffener, and when heated, it expands more

in the radial direction. If contact occurs during heating, further expansion of the cylinder
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is confined by the stiffener. Such incompatibilities results in deformation and stress/strain
fields different from the case when no contact occurs. These differences are accentuated
after cooling. We present two cases here, with fitup between the web and flange being 3.2
mm (} inch) and 0.4 mm (g inch). There is no contact during heating for the former case,

while contact occurs in the latter before the end of heating.

Figures 3.6 and 3.7 shows the stresses at integration points near the free surface of the
weld for different weld clearance gaps. Although the Mises equivalent tensile stresses are

similar, there is a large difference in individual components of stress.
Highest principal stresses

The highest principal stress corresponds to the circumferential stress components in
this problem. The two cases differ most in highest principal stresses along the free surface
of the weld. The highest principal stress values for the case of 0.4 mm (g; inch) fitup is
about 50 to 100 percent higher than those for the case of 3.2 mm (3 inch) of fitup gap. We
include highest principal stress as an indicator of susceptibility to various failure modes,

including hot cracking, brittle fracture, and fatigue [40].
Mean normal stress

Mean normal or hydrostatic stresses in the 3.2 mm (} inch) fitup case are lower than
those in the 0.4 mm (g; inch) case. More significantly, the mean normal stresses are either
negative or close to zero in the former case but positive in the latter case. The change of

signs in the hydrostatic stress will change the state of quality of the weld since a positive

hydrostatic stress (negative pressure) favors void nucleation.
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32



Radial and axial stress

Both radial and axial stresses in the case of 3.2 mm (1 inch) gap are lower (more

negative) than those of 0.4 mm (Z; inch), though the differences in axial stresses are small.

Quality criterion based on crack or void initiation and growth indicate that, a fitup of
3.2 mm (3 inch) appears significantly less susceptible than a fitup of 0.4 mm (g inch). The
major difierence between the two fitups is the interaction in the gap between the flange and
web during heating. The fitup case with 0.4 mm (g; inch) gap generates contact between
the web and flange during heating. Other FEM calculations show that the stress fields are
similar in cases with no gap contact. Cases where contact occurs possess commensurately
similar stress fields. The critical fitup gap that determines the occurrence of contact or no
contact is in the range of 0.8 mm (35 inch) to 1.6 mm (55 inch) for this particular structure.
The value of critical fitup gap depends on the heat input, material properties, and geometry

of the structure.

The large difference in residual stress components in the case of 0.4 mm (g inch) of
fitup may be explained by contact of the welded parts which occurs during heating. A
portion of the resulting elastic incompatibility remains after the structure cools, which in
turn results in a state of higher residual stress. Given the significant effect of fitup variation
on residual stresses, it seems reasonable to include fitup variation as a integral part of any

weld simulation.
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3.5 Fixturing Effects

Although the analysis of fixturing may be considered to be a subset of the larger topic of
elastic coupling, we consider here an example of fixturing to illustrate how small variations
in the lincar elastic portion of a structure can lead to potentially very large variations in
deformation and stress response. Fixturing limits the deformation of a structure during
welding by the imposition of what can be considered to be very stiff elastic constraints
on the structure. The appropriate location of fixtures plays an important role in the final
quality of welds, particularly in terms of distortion and residual stresses. The following

paragraphs consider different aspects of the influence of fixtures.
1.Pinning of axial rigid body motion

Since an axisymmetric finite element model requires that at least one node on each
independent structure be constrained in the axial direction to prevent rigid body motion,
we simulate the positioning of a fixture by removing one node’s axial degree of freedom.
We fix both the flange and the web in the axial dirc<tion (direction 2 in the figures), but
permit radial displacement. After the first welding pass the flange and web are joined,

requiring only one constraint.

The constrained node on the flange is placed at its bottom edge, and the fixture on
the web is placed at different positions along its lower surface. Figure 3.8 illustrates the
relative motion of the web and flange at the end of the first heating sequence for three
positions of the web fixture: near the web, at the middle of the web, and at the outside

edge of the web. Heat is applied in this simulation first to the upper weld.
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Maximum relative displacement between the web and flange results when the outside
of the web is pinned. The magnitude of this motion carries implications for both the actual
welding process and the modeling of that process. Large displacements like that of Figure
3.8(c) obstruct the use of automatic welding equipment. Such large displacements invalidate
the use of a decoupled thermal and mechanical analyses, and alter the state of residual stress
in the cooled weld zone due to the return of the elastic structure from its distorted geometry.
Relatively minor variations in fixture location therefore carry significant consequences for

the state of deformation and stress in the final welded structure.
2. Clamping both sides of the web

The model was modified to simulate more accurately a clamping fixture which restricts
motion of both sides of the web. The effect of this greater constraint, imposed again through
the elimination of the axial degree of freedom on opposing nodes on the upper and lower web
surfaces, is to reduce rotation of the web. Figure 3.9 illustrates the deformed shape of the
flange/web structure after simulating the deposition of one 'weld pass. Much less distortion

results relative to that illustrated in Figure 19, but greater residual stresses result.

Figure 3.10 contains principal stress contours for the clamped fixture case. Higher prin-
cipal residual stresses develop near the free surface of the weld metal. The less constrained
fixture geometries, on the other hand, have reduced highest principal stresses near the free
surface, as shown in Figure 3.5(b). The effect of increased constraints is to reduce the
distortion while increasing the residual stress by limiting the structure’s accommodation of

shrinkage of the weld pool.
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3.6 Correlation with Welded Structure

Instrumented welding of a full circular web and flange structure pictured in Figure 3.1 has
been performed, permitting comparison with our two-dimensional analyses. The web and
flange in the test specimen were machined to reduce the fitup gap to less than 1.6 mm
(75 inch). Both the web and flange rested on supports but were otherwise not clamped.
Welding was performed using an indexing table which rotated the structure relative to a

fixed welding electrode. The weld path traversed a 90 degree arc, or approximately 718.8

mm, welding one side of the web/flange seam.

The primary distortion consisted of an axial motion of ihe web from the center lire of
the flange due to the thermal expansion. This axial (vertical) distortion of the specimen is
illustrated in Figure 3.11, where the motion of the web relative to the flange center line is
plotted as a function of circumferential position. Other distortions included tilting of the

web towards the flange in the welded region and some loss of axisymmetry of the flange.

A special two dimensional model of the actual welding process was necessary to dupli-
cate the boundary conditions used in the experiment. A rigid surface was defined below
the web to simulate the support without clamping; soft spring elements were attached to
the web to remove rigid body motions. The remainder of the simulation employed the same
boundary conditions and material constants in the previously described analyses with the
exception of the accommodation of large deformations. In this case uncoupled thermal and
mechanical analyses were performed twice. The first analysis obtained an estimate of the
motion of the web relative to the flange. The second analysis then duplicated this motion

by positioning the heat input to the flange at the predicted, distorted location, thereby
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accomplishing a more accurate simulation of the thermal analysis while still employing an

uncoupled analysis.

Figure 3.12 shows the predicted final shape of the structure superimposed with the
range of distortion encountered in the experiment. The model duplicates the primary,
axial deformation of the web that results from the thermoelastic expansion of the elastic
portion of the web. The counterclockwise rotation of the web towards the flange due to
cooling of the weld material is also predicted, although the initial heat-induced clockwise

rotation of the web is much larger in the finite element simulation.

The overestimation of the rotation of the web during the heating segment of the sim-
ulation results from two limitations of the finite element analysis. First, friction between
the actual web and flange constrains their relative motion. Second, and perhaps more im-
portantly, the real three-dimensional structure provides an out-of-plane elastic constraint
absent in the two-dimensional analysis. The implicit, two-dimensional assumption of si-
multaneous, circumferential heating ignores the character of electrode motion. Material
behind and ahead of a moving electrode constrains distortion at the electrode. Accurate
simulations of the complete features of welding distortions therefore require a full three-

dimensional analysis.

3.7 Elastic Coupling

The effect of the coupling of the larger elastic structure to the weld zone appears to be
underappreciated in the welding literature. The examples of fitup or weld gap clearance

and fixture variation which are discussed above illustrate the significant effect of thermal
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distortion outside the weld zone. The contribution of the elastic structure may indeed
dominate the state of distortion and stress in the final welded structure, producing a final
state which is much different from one predicted by simulation of the weld zone alone.
The implication of such results is that a reasonable simulation of welding must include a

representation of the structure away from the weld.

A simple-minded, yet revealing example of structure/weld interaction is provided in
the evaluation of the same two dimensional mesh illustrated in Figure 3.2 as a plane strain
problem. The temperature field used in the axisymmetric simulation is used as the loading
of the plane strain problem. The model therefore consists of the welding of a T-joint using
two plates. One side of the weld region is heated, hot weld material is deposited at the end
of the heating process, then the “T” structure is cooled. Boundary conditions are applied
to prevent rigid body motion. This model therefore is identical to the axisymmetric one

with the exception of the character of the far field structure.

Figure 3.13 illustrates the maximum principal stress distribution in the plane strain
analysis. The highest principal stresses is much lower than that in the axisymmetric case,
especially in the weld region. Distortion after the first weld is also much less noticeable in

this plane strain model.

The representation of the complete welded structure is necessary to reproduce several
phenomena. First, the elastic boundary conditions on the weld zone represented by the
larger elastic structure may be much different from a simple clamped or pinned bound-
ary. Deformation within the weld zone depends heavily upon these boundary conditions

and therefore an accurate accounting of these boundary conditions is required. Second,
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the thermal elastic distortion of the structure near the weld can dominate the final state
of residual stress and distortion in the welded structure. Inclusion of the elastic struc-
ture in the thermal and mechanical analyses is therefore needed to include the potentially
controlling effect of these thermal distortions. Third, simple boundary conditions such as
location and type of fixtures and weld gap variation may dramatically affect the final state
of the weld. Evaluation of the true effect of these boundary conditions therefore requires

representation of the entire structure.

Our evaluation of the two dimensional approximation to the full three dimensional
problem suggests that complete representation of a structure to be welded requires a full
three dimensional model. Motion of a welding electrode in a three dimensional structure
continually alters the elastic coupling between the components being welded, thereby af-
fecting subsequent distortion. The two dimensional model used here to illustrate the effect
of structure/weld coupling accentuates distortions in the plane of the model since welding
is assumed to occur around the entire circumference. This distortion should be reduced
in the actual three dimensional structure since the electrode more closely approximates a
point source and the structure ahead of and behind the electrode will constrain motion.
The three-dimensional model predi:ts the variation in weld gap clearance as the electrode

moves, not possible given a two dimensional model.

3.8 The Applicability of 2-D Models

Two dimensional idealizations have been accurate in predicting temperature fields and

overall distortion in spite of their inherent inability to duplicate a full three dimensional

45



response. At the limit, if the electrode velocity is sufficiently high relative to the rate of
material cooling, the welding process may approximate a simultaneous weld along a large
portion of the weld path. In this case a two dimensional analysis is adequate. A two
dimensional analysis is also justified where true symmetry exists, such as axisymmetric

spot welding.

Criteria can be established to indicate whether a two-dimensional analysis (plane strain
normal to the weld path) may be adequate. One possible criterion is to compare the time
needed for the welding process with the time elapsed during the cooling of the heated metal.

For example, if we define:
Atweld = L/v (31)
Atcool ~ t8/5 (3'2)

where L is the length of the weld path, v the velocity of the moving electrode, and Atg;
the time elapsed when temperature drops from 800°C to 500°C !. If Atyeta € Ateooly the
welding may be considered to occur simultaneously along its entire length. Otherwise, the
coupling (constraints to deformation) supplied by other parts of the structure may change
with the electrode motion. Such structural change can not be accommodated merely by a

two-dimensional model, necessitating a three-dimensional simulation.

A simple example of this criterion is given here to indicate how well a practical welding
process may be analyzed by a two-dimensional model. In plate welding, this criterion

suggests:

1This parameter is & characteristic indication of cooling rates, and is used in heat treatment designs(22,
41]
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L
Atweld = ; < Atcool (3.3)

or

L L
~ 3.4
v Atcool Ata/s ( )
Assuming a value of Atg/5 to be 20 seconds and L to be 1 meter, then:
v>0.05 m/sec. or 2 in/sec. (3.5)

This is substantially greater than the electrode velocity in a practical welding situation.
The implication is that full representation of welding distortion and stress/strain requires

a three-dimensional analysis.
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Chapter 4

3-D Simulation of a Short Weld on
the Ring Stiffened Cylinder

Three-dimensional analyses have also been performed of the ring stiffened cylinder, as
shown in Figure 4.1. Only a short weld pass of 25.5 mm long (an arc of 3.2 degrees) is
deposited in this three-dimensional model to keep the problem tractable with our compu-

tational resources.

4.1 The 3-D Model

A denser mesh is used in the weld region to capture the high local gradients, while a
coarser mesh consisting of shell elements represents the rest of the structure away from the
weld. We assume that the far field is isothermal and elastic during the process and use a
substructure to represent its effect on the local zone. Such a model, as depicted in Figure
4.1, consists of approximately 1,100 nodes for the local weld zone and 2,500 nodes for the
sebstructure; the corresponding total aumbers of degrees of freedom for the deformation

analyses are about 4,000 and 12,000, respectively.
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As in the two-dimensional analyses, decoupled thermal and mechanical analyses are
also employed. The structure is assumed to be initially at room temperature of 20 °C and
free of stresses and strains. Deposition of weld material is simulated by activating elements
at melting temperature when the electrode passes the area where the elements are located.

Boundary conditions are described separately in Sections 4.2 and 4.3.

4.2 Heat Transfer Analysis

Heat transfer during welding is a process of heat flux into the structure around the electrode,
addition of extra weld material at melting temperature, fast heat conduction to the rest of
the structure, and eventual heat reiease through boundary convection and radiation. The

heat flux pattern strongly affects temperature distribution in the local weld zone.

Heat flux from an electrode to a flat plate is commonly assumed to be distributed as
a two dimensional Gaussian function[29]. A three-dimensicnal double ellipsoidal heat flux
model, proposed by Goldak et al.[42], can capture the flux penetration effectively, which is
important for high energy intensity welding processes such as laser beam and electron beam
welding. The Gaussian function is used here since arc welding involves less flux penetration.
The T-shaped joint in the ring stiffened cylinder requires modification of this distribution
to produce reasonable temperature fields. The total power is divided into two components,
one to the flange and the other to the web. Only part of the Gaussian function is used for
both of these two components. If the coordinates of the electrode is xo, yo, and zo at time

t, the heat flux to the web depends on the location on its upper surface:
q= pe-’[(=-=0)’+(v-w 2] (41)
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where p and o represents the net power input and the width of the Gaussian curve. They
are adjusted so that melting occurs and a reasonable temperature field is obtained before

the deposition of any weld material.

Heat flux on the outer surface of the cylinder can be expressed as follows:
q= pe—dr’ (4'2)

in which the radius r from the center of electrode to a point is defined as:

& =zl + (v —wo?]

Ve + (z — zo) (4.3)

r? = (z? + y?) |tan~!

The first term represents the square of the distance on the circumferential direction of the
outer surface of the cylinder; it is very close to the chord between the spatial point and the

center of the electrode.

The deposition of weld material is simulated by the activation of elements at melting
temperature. Temperatures around the weld groove are either higher than or close to the
melting temperature at the moment before the weld element is activated. This prevents
extreme temperature gradients at the boundary of the weld elements and speeds up the

convergence of the analyses.

Boundary conditions are modeled by heat emissivity coefficients and nonlinear heat
convection factors for different surfaces of the structure (vertical, upward, and downward),

as discussed in detail in Chapter 2.

Figure 4.2 shows the temperature distribution within the local weld region at the time

when the last set of weld elements have been activated; the plotted areas cover the outside
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surface of the cylinder and the top surface of the web. Heat conduction from the local
zone to rest of the structure can be clearly observed. Temperatures outside the local region

remain below 300 °C.

The temperature contours indicate that conductive heat transfer dominates the thermal
process when weld material is deposited, while boundary heat loss through convection and
radiation only becomes dominant in the longer period during cooling. The temperature
gradients (or density of the contour levels in the plots) and changing rate %) will have

significant importance in the following deformation analyses since temperature gradients

and changes are the only loading on the structure.

4.3 Deformation Analyses

The deformation process is assumed to be rate-independent. A thermo-elastic-plastic con-
stitutive model is used in this three-dimensional analysis where all the material properties
are assumed temperature-dependent, including Young’s modulus, yield stress, isotropic

strain hardening, and linear expansion coefficient.

Boundary conditions on the three-dimensional model are applied to simulate an actual
weld experiment conducted earlier (see Section 3.6); both the cylinder and the web sit on
four metal blocks on a rotating table while a number of clamps are applied to constrain
rigid body motions of the structure. As is shown in Figure 4.3, the four supports are
equally spaced on the circumference. The model is constrained at two locations on both
the cylinder and the web by removing the degrees of freedom of the corresponding nodes to

prevent rigid body motions. The supports are modeled by nonlinear springs which have very
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low stiffnesses for upward displacements and high stiffnesses for downward displacements;
typical values for upward and downward spring stiffnesses are respectively 5,000 N/m (25
Ib/in) and 1.0x10'?> N/m (5.0x10° Ib/in). The downward stiffness is much larger than that
of a typical element in the system stiffness matrix. To simulate the presence of the supperts
throughout the welding process, the springs are kept active until after the structure cools
down, and are then removed at the end of the simulation. Some of the initial constraints on
the web only remove rigid body motions and are removed as soon as the web is welded to
the cylinder; these constraints are therefore modeled by linear stiff springs (stiffness taken
as 1.0x10'2 N/m). Other combinations of constraints are also simulaied. and the resulting

distortion patterns are compared in Section 4.4.

The final distorted shape of the ring stiffened cylinder is shown in Figure 4.4. The
constraints and supports control the deformation of the overall structure during welding.
As soon as they are removed, the structure distorts due to the release of elastic energy
accumulated during the process and stored inside the structure, resulting in an elastic re-
laxation. We will discuss the deformation mechanism in the following section. The weld
elements activated during the simulation are defined according to the initial geometry; they
are forced to deform at activation since the weld groove alters its shape due to heat ex-
pansion. The final shape of the weld elements, as shown in Figure 4.4, therefore may not
represent the actual shape of a real weld. One solution to this problem is to redefine the
weld elements before the activation. This requires; an interruption of the analysis each time
one element or one set of elements is activated. Many elements are normally activated at
different times in a simulation; such definitions of weld elements require large amount of

manual work and become impossible when the number of weld elements increase substan-
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Figure 4.3: The boundary conditions on the 3-D model simulating the sitting on four
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tially. Fortunately the weld material is soft at melting temperature and only accounts for a
fraction of the total heat affected area at lower temperatures. The effect of different sizes of
weld elements is negligible under such circumstances. Residual stresses in and around the
weld are beyond the initial yield stress of the material, indicating that plastic deformation

occurs during the process.

The distortion of the whole structure is asymmetric and consists of both the tilting
and twisting of the web and cylinder. The asymmetry of such a distortion illustrates the
limitations of two-dimensional efforts to model welding distortion and/or residual stresses.
Three-dimensional analyses for large structures are therefore required to simulate welding

processes.

The transient and final distortions depend on many factors during the weiding process.
The geometry of a structure is a dominant factor affecting the final distortion pattern;
among the other important factors are boundary conditions or fixture setups and weld pa-
rameters such as power input, traveling velociiy of the electrode, rate of material deposition,
and local geometries of weld grooves. The following section concentrates on investigations

of the effects on distortion by different boundary conditions.

4.4 Fixturing Effects

Fixtures are very important in welding practice. A minimal number of fixtures are required
in all welding situations to remove the free movements of workpieces; more fixtures are
needed in controlling and reducing welding distortions. Intuition indicates that the more

fixtures applied the less distortion will result. True or not, such a conclusion is investigated
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in the following simulations.

Three different fixturing schemes are applied to the finite element model and the re-
sulting distortions are then examined. These three cases have different levels of constraint,
nevertheless, all represent possible fixturing setups in an actual welding situation. Case I
simulates the minimal constraints on the structure sitting on a flat surface at four locations,
only the translational degrees of freedom are removed at the minimal number of nodes, as
shown in Figure 4.5(a). The supports are represented by nonlinear springs described ear-
lier. In case II, both the cylinder and the web are clamped at four locations as show in
Figure 4.5(b). Clamping here refers to the removal of translational degrees of freedom
while retaining rotational degrees of freedom. This fixture setup represents a stiffer fixture
setup than the previous one and could be approximately accomplished by using tack welds
or physical clamps at these locations. Case III simulates another possible fixture setup,
where the web and cylinder are clamped at two locations near the weld (behind and ahead
of the weld at an angle of 19.2 degree) as is shown in Figure 4.5(c). The structure is also
supported at- the other locations as in case I. Such a fixturing strategy will, according to

our intuition, limit the local distortion around the weld.

The boundary conditions on the web for case I are only to remove rigid body motions
and are therefore removed as soon as two layers of weld elements are activated. At this time
the cylinder and the web are connected to each other and the boundary conditions on the
cylinder will serve the purpose of removing rigid body motions. The springs representing
the supports are active until the end of the cooling. At the end of cooling, extra boundary
conditions and springs are removed except those necessary to keep the structure free of any

rigid body motion, as explained in the captions of Figure 4.5. These remaining constraints
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(a) Case I (resting on four locations 90 degrees apart) ;3 attached to the web

7
2 = 4
~»— Permanent Constraints{ ¢ "
-E_ Removable Constraints 8 .
r Nonlinear Springs
aw Linear Springs A_q_
(b) Case II (clamped at four locations) attached to the web
15"
(c) Case I1I (clamped close to the weld) 321 attached to the web
3
2 * 2
= 25
1

Figure 4.5: Fixture setups of three different cases. (a). Case I, boundary conditions 5,
6, and 7 initially prevent rigid body motions of the web. These boundary conditions and
springs 1, 2, 3, 4, and 10 are removed at the end of the analysis. (b). Case II, boundary
conditions are active until their removal at the end of the analysis except 15 which is
required to prevent rigid body motions. Springs 12 and 13 will become active after the
boundary conditions are removed at their corresponding nodes. (c). Case III, boundary
conditions and springs are active until their removal at the end of the analysis. Springs 23
and 24 are never removed.
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constitute a statically determinant constraint system. Since there are no external forces, the
reaction forces by these constraints are zero, representing the situation when the structure

is finally removed from the supporting table.

At the end of cooling, when all the supports are still present, the distortions are as
shown in Figure 4.6. To our surprise, the structure distorts more in case II and III than in
case I. The cylinder twists in case II and bows upward in case III. Such distortion can be
explained from the different setups of fixtures as follows. In case II, the translational degrees
of freedom are removed at four locations for both the cylinder and the web, while rotational
distortions are allowed. The distortion shows zerc displacements at the four locations
where constraints are present. Twisting of the cylinder accommodates local expansion
or contraction around the weld yet still meets the ‘pinned’ boundary conditions at the
four locations. In case III, the constraints behind and ahead of the weld limit the local
distortion. Note that the constraints on the cylinder are located at its bottom; while
translational displacements are removed, the rotational displacements will occur when the
local weld expands or contracts. The upward bowing of the cylinder is a result of the
rotational displacements around the fixtures at the bottom of the cylinder. The upward
displacement of the middle section of the cylinder is allowed by the nonlinear springs. Case
I shows a different distortion pattern from our expectation, since more fixtures are supposed

to limit distortions.

Figure 4.7 shows the distortion patterns after all redundant boundary conditions and
springs are removed, leaving the structure in a statically determinant state. The distortions

clearly differ among the three cases because of the different fixture setups.
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Figure 4.6: Distortions at the end of cooling, before removal of constraints. (a). Case I.
(b). Case II. (c). Case III
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Figure 4.7: Distortions at the end of the aralyses when removable constraints are deacti-
vated. (a). Case I. (b). Case II. (c). Case III
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In case I, the cylinder twists after the removal of supports, while the web tilts. There
is no clear twisting of the web which can be observed. In case II, however, the original
twist of the cylinder at the end of cooling recovered leaving no visible twist. The web tilts
more than twice as much as in case I. Much of the original twisting and bowing of the
cylinder in case III also disappears after the removal of constraints, while the web tilts
much more than it does in the previous two cases. The cylinder’s final amounts of twisting
in cases I and III are small and basically the same. The major differences in the overall
distortion patierns among the three cases of fixture setups are the magnitudes of the web’s
tilts. The distorted shapes of the local weld zones, though not depicted in the figures, are

also different from each other.

These resulvs were not obvious before the simulations were performed. Conventional
reasoning of welding distortion, based on the assumption that weld contraction causes
distortion, cannot explain these distortions. There must be some other factors affecting
the deformation both during and after the welding process. As we can see from these
different fixture setups, fixturing obviously plays an important role. When the local zone
is heated, extremely high temperatures and temperature gradients cause the local zone to
deform severely. The constraints supplied by fixtures will both affect the plastic deformation
of the local zone and result in elastic deformation in the far field, as is shown in Figure
4.6. The three cases result in different local deformation around the welds. The more
constraints supplied by fixtures, the more complicated and more severe deformation occur
both near the welds and in the overall structure. The structure is forced to deform in
a way to accommodate both the local expansion/contraction and the fixture constraints.

When the weld material is deposited, however, such deformation is “locked in” by the new
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weld, and much of such deformation is then retained after the removal of fixtures. Such
“locking” of deformation by the new weld plays a more important part in the large structure

deformation than has been appreciated. We will discuss this mechanism in Section 4.6.

Another configuration of the structure is also considered in the simulations, where the
cylinder and the web are welded 90 degrees behind the new, short weld. Fixture setup
is similar to those of Case I; both the cylinder and the web sit on top of four supports.
Figure 4.8 shows the relative locations of the 90 degree weld and the new weld, and the
final distortion of the structure after the new weld. Figure 4.9 is a plot of the distortion of

the top surface of the web around the cylinder-web interface.

The magnitude of distortion in this case is more than that of Case I; the 90 degree
weld does not reduce distortion. The distortion pattern is also complicated. This result
further supports the conclusion that welding distortion of a large structure is complicated
and non-intuitive. Numerical simulations are necessary in predicting the final distorted

shape of a large structure after welding.

The following conclusions can be drawn from these results: Three-dimensional simula-
tions can predict asymmetric deformation; the fixture setup is very important in welding

practice, and the final distortions can not be simply predicted from intuition.

4.5 Experimental Correlations

A welding experiment was performed to compare with the conclusions of the numerical
simulations. Similar to the numerical model, a cylinder and web stiffener was used with a

one-inch weld deposited along the circumference of the cylinder-web interface. Two sets of
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Figure 4.8: The welding of one-inch weld after 90-degree are welded
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Figure 4.9: Vertical distortion of the top surface of the web around the cylinder-web inter-
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fixture setups were used; in the first case (Case I), both the cylinder and the web sat on
four supports on top of a table, and in the second (Case IIl in the numerical model), the
cylinder and the web were tack welded at four points around the local weld zone, similar

to the numerical models.

The fitup gap between the cylinder and the web is about 3/16 of an inch, so that there
is no contact between the cylinder and the web before the weld deposition, and the side of
the web opposite to the weld can move freely up and down. The power supply used in inc
welding was 26 Volts at 140 Amperes, which resulted in a gross power of 3.64 X'V The
electrode speed was controlled by an experienced welder so that the total time elapsed for
the weld was about 10 seconds, approximately ihe same used in the numerical analyses.

The size of the weld was also controlled to match that of the model.

4.5.1 Measurement of Distortions

A depth gauge was used to measure the distance between the top of the cylinder and the
top of the web at 36 locations around the circumference of the cylinder-web interface. Since
the web is not perfectly flat before the welding, we measured these distances hefore and

after the welding process and calculated the differences to obtain the distortion.

Gravity was not modeled in the numerical simulations. In the actual welding, there are
two stages where gravity may influence the distortion pattern. The first stage occurs during
the welding and the second stage occurs after the welding but during the measurement of
the distortions. In the first stage, the gravity effect is not significant for the following

reasons: 1), when the local zone is hot, the weld metal has a low flow strength; the local
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thermal expansion or contraction will therefore not cause much displecement far from the
weld. Gravity only assists the structure to sit on the supports. 2), when the weld cools and
contracts, there will be a tendency of downward displacement at the other section of the
ring opposite the weld; but such a tendency was constrained by the supports. Gravity ¢.gain

assists the structure to sit on the supports and does not affect the deformation pattern.

After the welding process and the removal of fixtures, gravity does play a role in the
distortion of the structure. If the cylinder is oriented horizontally while the web hangs
freely, the weight of the web will generate a bending moment on the weld and the web will
thus rotate, since the other side of web and cylinder opposite the weld is not connected.
To minimize the gravity effect, the welded cylinder-web structure was oriented vertically,

and effect of gravity was then calibrated and corrected.

4.5.2 Correction of Gravity Effect

The gravity effect on the distortion is first calibrated and then corrected in the distortion
measurements. As is schematically shown in Figure 4.10(b), gravity generates a bending
moment on the weld and exaggerates the distortion. Two assumptions for the calibrations
were considered: 1), the deformation caused by gravity on the weld is elastic, and 2), the
web is macroscopically flat. The first assumption can be verified by imposing different
moments about the weld which result in proportional distortion changes (these calibration
moments are greater than the moment caused by gravity). The second assumption is
obviously true since out-of-plane distortion of the web is very small compared to the radius

of the ring.
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The structure is placed vertically as shown in Figure 4.10 with one side of the cylinder
vertical. The definitions of variables used in the following equations are shown in the figure.

Note that only Y, Z, and W are actually measured.

Suppose the rotational stiffness of the weld is K, gravity will then be balanced by the
reaction moment supplied by the weld:

G(Y - W)

— = ko, (4.4)

Where G is the gravity of the web and A#, the rotation caused by gravity, and

(Y - X)

A012(01—0)= D

(4.5)

If a known calibration force F is added to the web as shown in Figure 4.10(c), the

following holds by equilibrium:

GM-F.D1 = K(8, - 0) = k2% (4.6)
2 D
Substituting Eq. 4.5 into Eq. 4.4 and then subtracting by Eq. 4.6 yields:
(Y -2) (Y -2) -
G 5 +F.D,=K 5 (4.7)
The rotational stiffness of the weld can then be derived as:
. G Dy F
I‘_E_D-+F—Y—Z (4.8)

and the distortion change on top of the web due“o gravity can be further derived from

Egs. 4.4 and 4.5:

69



r_x_-D ;
Y - X = (Y ~W)G (4.9)

This value can then be used to correct the gravity effect in the measured data. The actual
tests indicate that the rotational stiffness, K, of the weld is approximately 5,300 lb-in, and

the distortion caused by gravity is only about 7% of the total distortion.

4.5.3 Comparison of Predicted and Measured Distortions

Figure 4.11 shows the distortions in the case of locally constrained welding (Case III).
The general trends of distortion match each other closely. The discrepancy in the exact
magnitude of distortion can be attributed to mar;y factors: the differences between the
model and the actual welding in power input, electrode speed, and size of the weld as well

as the idealization of fixtures in the model.

Figure 4.12 shows the distortion patterns in the case when the structure sits on four
supports on top of a table. Note that the magnitude of distortion is much less (about
50%) than that in Case III, as predicted in the numerical modeling. The only difference
between these two cases is the fixture setup. The upward distortion between 0 and 90
degrees is due to a transverse rotation which the numerical model did not simulate; the
predicted distortion resembles the experimental results after this rotation is removed. This
transverse rotation is most likely due to the fact that the weld and the closest fixtures are
not aligned radially. When the weld cools, the contraction of the weld results in a bending
moment around the clamp on the web and causes a transverse rotation pivoted around
the clamp. More effort is still needed to fine-tune the discrepancy between the predicted

and the measured results. This can be done by using an instrumented experiment to
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measure the many variables during and after the welding process, such as deformation and
reaction forces on the supports, so that the numerical predictions can be correlated with

the experiments.

Two major conclusions can be drawn from the experimental results. First, the fixture
setup is very important in welding distortion of large structures; it may increase distortion
contrary to general expectations. Second, welding distortion of a large structure is compli-

cated and non-intuitive; numerical simulations are necessary to predict such a distortion.

4.6 Deformation Mechanism During Welding Pro-
cesses

In order to understand why fixtures may increase distortions, it is necessary to explore the

mechanism of deformation during welding processes.

A structure will deform when one part is heated, just as the welding starts at one place.
This deformation is primarily a result of the expansion of the local zone, but the exact
pattern of deformation depends on the geometry of the structure and the fixture setups
as well as the clearance gap before the weld is deposited. The local thermal expansion or
contraction around the weld demands a deformation of the whole structure to accommodate
the constraints supplied by fixtures. The deformation pattern, therefore, may be very
complicated depending on the complexities of the fixture setup. When the weld is deposited
and cools, however, it will lock the deformation pattern around the weld and retain much

of the deformation after the removal of fixtures.

Such locking of deformation provided by the weld plays an important part in the
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welding of the ring-stiffened cylinder, as demonstrated in both the numerical inodel and
the experimenta.l results. In the case of the locally constrained weld, deformation in the
local zone is much more severe than in the case when the structure sits on a table. The
deformation must accommodate the local constraints by the tack welds, as is shown in
Figure 4.6(c). The later deposited weld locks such deformation in place and retains much

of the deformation when the fixtures are finally removed.

In contrast, conventional reasoning of welding deformation is primarily based on the
weld shrinkage, attributing distortion to the local weld deformation. Both the numerical
simulations and the experiment in this thesis clearly indicate the importance of the effect
of the interactions within the overall structure. Such interactions include the fixturing of
the overall structure and weld fitup gaps. Successful numerical simulations or designs of
welding processes should therefore consider the entire structure, not just a small part near

the weld.

4.7 Discussion on 3-D Simulations

All the results from the three-dimensional simulations and the experiments show asym-
metric distortions of both the cylinder and web. These asymmetric distortions can not
be simulated with two-dimensional analyses. The need of three dimensional analyses for
welding processes are obvious, particularly for large, complex structures. These resulis also
imply that distortions due to welding in large structures can not be simulated and predicted
on simple, small models. A large structure also involves complicated interactions among

its components and deserves special consideration in welding simulations.
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Fixture effects are not only important in welding practice, but also are difficult to pre-
dict without numerical simulation. Complex geometries of large structures complicate the
interactions among the local weld zone, the rest of the structure, and fixtures; final distor-
tions are usually not apparent. Numerical simulations are therefore necessary to predict the
distortions so that costly, time-consuming welding experiments can be avoided. A designer
can also gain insights to the mechanism behind the distortions through these numerical
simulations, and therefore can design better structures. This is important particularly for

distortion-sensitive structures such as underwater vessels.

One of these simulations takes about 60 hours of CPU time on an Apollo DN10000,
including thermal and deformation analyses. A typical analysis consumes more than 100
megabytes of disk space. If the model is going to be expanded to include the whole weld
pass around the ring stiffened cylinder, not only the disk storage is inadequate, but also
the analysis will take a much longer period of time. The computer time consumption of
a finite element analysis is roughly a cubic function of the total number of the degrees of
freedom involved in the model, as explained in detail in the next chapter. The CPU time
required to solve the finite element problem will increase sharply as the total number of
degrees of freedom grows. For the three-dimensional model used above, the expansion to
include the whole weld pass implies an increase of weld length from 1 inches to 112 inches,
an increase of 112 times. The total number of nodes would increase roughly by 100 times
and the total number of degrees of freedom by 300 times. A cubic function of this number
is more than 27 million times! Such a simulation can not be performed in a reasonable

period of time even with the aid of the fastest supercomputer existing today.

On one hand, predictions of welding distortions of a large structure need a three-

76



dimensional model, but on the other hand, as mentioned earlier, existing computational
resources limit the successful simulations of such a model. The increase of computer speed
by & factor of more than 1 mil’*~n is not foreseeable in the near future. Moreover, there
exist much larger and more complicated structures than the ring stiffened cylinder. Waiting
for more powerful computers in terms of storage and computational speed will certainly

take many years before we can effectively solve such problems.

Fortunately, the welding process has unique characteristics. Usually the part of the
structure with high temperature, high gradients of variables and nonlinear material prop-
erties is localized in a small region around the weld. We can exploit this fact to reduce the
three-dimensional model substantially. The next chapter describes the dynamic remeshing

and substructuring techniques which makes the welding simulations more tractable.
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Chapter 5

Substructuring and Dynamic
Remeshing

The next half of this thesis will describe the dynamic remeshing technique and substruc-

turing as well as their applications in welding simulations.

5.1 Substructuring Technique

The major tasks of the finite element method are to construct the stiffness matrix /i)
and to solve the matrix equation as expressed in Eq. 2.24. Usually the latter consumes
much more time than the former. The substructuring technique was originelly developed
to condense part of a structure statically, therefore solving the problem of a large structure
by parts. It has many other applications such as compiling many substructures in a library
and choosing the appropriate substructure in an analysis. As is explained in this section,
the substructuring technique can also substantially reduce the size of the stiffiness matrix in
an elastic or at least partly elastic structure, and thus reduce the time invelved in solving

the equations.
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As shown in Figure 5.1, suppose we divide a structure to iwo parts, a and J, and
suppose further that a is linear elastic during the process. Two sets of equations can then

be constructed for a and 3: [43]

(KU} = {F°} (5.1)

[KP{UP} = {FP} (5.2)

The dimensions of these two stiffness matrices are n, and ng, respectively. Both of them are
smaller than the original dimension of the whole structure’s stiffness matrix. If the degree
of freedom associated with a node in the common boundary of the two substructures is
represented by a subscript 'y’, and the others by ’,’, then the above equation can be

expanded as:

( A’a ra b h UO ‘ Fa }

3. K3 s | - 5.3
- 3"" A; J { ; i { c‘l: + R?b ( )
[ I‘-g I\'r‘t’ cb . L’,‘? F f"
- R

Here { R} is the internal reaction force vector between the two substructures. Obviously,

{be = —{R:b}s
{vd} = {Us (5.5)

Reorganizing the above equations to represent the effect of substructure a on J will

give us a set of equations as follows:

[KP){U*} = {F°} (5.6)
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Figure 5.1: A structure can be divided into substructures and each of them is in equilibrium
under the reaction forces along the boundaries.
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where:

ooy = [ 2 K2,

0= bl e s - o0
o (F2)

* ﬁ}‘{ (R8) - ke 7 | (%5)

The dimension of the new stiffness matrix [K”] remains ng, and could be much smaller
than that of the original stiffness matrix representing the whole structure. Solving Eq. 5.6
therefore requires much less effort than the original Eq. 2.24. Better performance of the

substructuring technique could be achieved by reducing the size of the main structure 3.

If a solution on the elastic substructure « is required, it can be easily obtained from

Eq. 5.5 and the following formulation:
{U7} = (K27 ({F?} - (KL {U&))- (5.9)

The corresponding strain or stress components can all be derived from the displacement

vector {U?}.

5.2 Reduction of Computational Effort by Substruc-
turing

We use operational count as an indicator of computationzl eflort. Operational count, some-
times called flop, is defined as a multiplication followed by an addition. When dimensions
of the stiffness matrices in Eq. 5.6 are relatively high (e.g. 1,000), computational efforts
will be concentrated on solving the linear equations, and on inverting a matrix; other efforts

associated with constructing the matrices are relatively small.

81



The substructuring technique obtains the inversion of matrix [K2] first. If its dimension
is large, the inversion could consume a substantial number of operational counts. According
to Hager [44], the asymptotic numbers of operational counts required for an n x n matrix

(when n is relatively large) are listed in Table 5.1.

Nonlinear finite element analysis solves the matrix equations in small increments. Usu-

-
ally one step takes many increments and each increment involves more than one iteration
before a convergent solution is obtained. According to Table 5.1, the number of operational

counts associated with the conventional FEM for i increments and an average of j iterations

1
NOC, = §ijw’nl (5.10)
n, is the total number of degrees of freedom of the meshed structure, and w the associated

band width of the stiffness matrix.

If the substructuring technique is used, a similar formula could he derived. Let n,
denote the number of degrees of freedom of the substructure, n3 of the main structure (J3),
n4 of the common boundary, and w, the band width of matrix [K?] associated with the

substructure. Suppose that the band width of the new stiffness matrix [i?] is wj. Similar

Table 5.1: Operational counts needed for n x n matrix

Matrix Type Factor Matrix & Solve Equations Invert the Matrix
General solid matrix (n x n) ind n3
Symmetric, solid in? in?
Symmetric, band width=1w jw?n 3(w + 2n)uwn



to Eq. 5.10, if 7 increments and j iterations are involved,

1 |
NOC, = B.[wz + 2(1’12 - n4)]w2(nz - n4) + -2-1.]‘!1):2,113 (511)
< d — e’
Matrix Inversion Solving New Equations

If more than one substructure are used, the equation above could be rewritten as:

k

1 |
NOC, =)’ E[wzz + 2(ny — na)lwa(na — nq) + §1Jw§ns (5.12)
=1

where k is the number of substructures used. Note that the part related to mairix inver-
sions is independent of the numbers of both the increments in the step and the iterations
associated with each increment. This implies that matrix inversions can be done once for
all the iterations. The more increments and iterations are needed the more powerful the
substructuring technique will be in terms of reducing the computational effort. This is par-
ticularly valuable for nonlinear analyses since many increments and iterations are involved

to obtain a convergent solution.

5.2.1 Substructuring Based on the Same Mesh

The power of substructuring could be demonstrated by comparing the operational counts
needed for two models with the same mesh density. One model uses substructures while

the other does not.

Suppose a model has a total number of degrees of freedom n, = 25,000 and a stiffness
matrix band width w = 2,500. Suppose further that the analyses consist of ten increments
and each increment involves an average of five iterations. If substructuring is not used, the

total number of operational counts needed to solve the equations is, according to Eq. 5.10,
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4.0 x 10'2; for a generally available workstation (assuming a speed of 0.5 mflops), this takes

more than three months of CPU time.

If a substructure is used, assuming that the total number of degrees of freedom of
the substructure is n, = 22,000 and of the main structure and the common boundary are
ny = 3,000 and nq = 200, respectively, the time needed to solve the new problem can be
calculated from Eq. 5.11. Let’s use a conservative number for the band width of the new
system stiffness matrix, w3 == w = 2,500 and that of the substructure w, = 1,500. The
total operational counts needed for ten increments and five iterations is 1.2 x 10'2, or less
than one third of the original CPU time on a half megflop workstation. The improvement
is obvious. Note that the number of increments is only ten, and normally in a nonlinear
analysis many more increments are involved. If this number increases, the amount o.f saving
in computer time will accordingly increase. The band width of a stiffness matrix is also
critical in the effort needed to solve a finite element problem; a reduction in stiffness matrix

band width yields greater improvements in the reduction of computer time needed.

Further reduction of computer time consumption can be achieved by using many sub-
structures i-stead of one. The more substructures used the lower the dimensions of the

substructure stiffness matrices, and the less effort needed to invert them.

5.2.2 Substructuring Based on Different Meshes

If the substructure is different from the main structure in material properties and deforma.
tion magnitude, we might want to use a different mesh density in the substructure (usually

a coarser mesh). Such a difference in mesh density will result in a much smaller substruc-
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ture stiffness matrix as well as a reduction in the band width of the main structure stiffness

matrix.

Using the same example, suppose that the dimension of the substructure stiffness
matrix is now n, = 5,000, its band width w, = 500, and at the same time the band width
of the main structure stiffness matrix is reduced to w; = 750, the total operational count

needed for the analysis will be 5.4 x 10'°, or about 30 hours of CPU time on a workstation.

It can be seen that the last term in Eq. 5.12 dominates when the dimensions of
substructure stiffness matrices are relatively small. This implies that computational effort
will be determined solely by the size of the main structure under consideration. This
conclusion is very important for choosing an appropriate mesh for the main structure based

on the availabie computational resource.

The actual factor of reduction could be even higher due to the fact that convergence is
easier with fewer degrees of freedom and thus fewer iterations are needed for each increment,

but such a reduction could not be characterized easily.

The substructure in the new model acts as coupled boundary conditions, and only
applies to those parts of a structure that are linearly elastic. It can be applied to linear

structures, including those with small, local nonlinear zones.

5.3 Dynamic Remeshing

Some manufacturing processes cause a structure to be only nonlinear locally and briefly
during the processes; one typical example is the fusion welding process. During welding, a

heat source (an electrode, a torch, or a electron beam) heats part of a structure along a pre-
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designated path, raises the temperature and causes melting of the material. The material
behaves nonlinearly at high temperatures; the rest of the structure acts as constraints on
the deformation of the local heated zone. In such a case, the substructure can be used for

the parts of the structure away from the heat source.

The conventional finite element method does not permit frequent changes of meshes
during an analysis. Any place where the heat source has passed or will pass should be
modeled with a denser mesh to capture nonlinear deformation, even though such nonlinear
deformation only occurs briefly during the process. The simulation of welding process will
be much more efficient if the mesh can change or evolve during an analysis. A dynamically
evolving mesh implies that denser meshes are only needed at a particular period of time,
and therefore the size of the model remains minimal. A huge waste of computational effort

can then be avoided.

Research in the area of dynamic remeshing became active in the last two or three years.
J. Cheng used an automatic adaptive remeshing technique in the simulation of forming
processes(45]; Nishioka and Takemoto used a 'moving finite element method’ in dynamic
fracture simulations [46]. These dynamic remeshing are all for large deformations and
are required to prevent singularities due to excessive deformation. Murti and Valliappan
successfully developed a strategy to obtain the normalized coordinates and of a spatial
point inside an element and a effective method to determin< if a point is inside or outside
an element[47]. These methods are important in the dynamic remeshing procedure as

described in the following sections.

A complete reformulation of the finite element method to incorporate such needs of

0
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mesh evolution during an analysis may be extremely difficult or iinpossible. Another strat-
egy is to break the analysis into many increments and remesh between these incremental

analyses, that is to say, to remesh the model dynamically during an analysis.

5.3.1 Characteristics of Dynamic Remeshing

Dynamic remeshing can clearly keep the size of a model minimal by focusing attention only

on the nonlinear part of the structure. There are also other advantages.

Uncoupled analyses of thermal and deformation processes cannot track the deformation
of the structure during the process and feed it back to the thermal analysis. This may cause
inaccuracies in the temperature field in the case of relatively large displacements, and
such inaccuracies will be carried over to the deformation analysis and result in even more
erroneous displacement and stress/strain results. If the remeshing step between incremental
analyses is applied to the thermal analyses, relative displacements can be updated and fed
back to the temperature field; the analyses will be piece-wise coupled. Such feedback in
the analyses would adequately serve the purpose of adjusting the temperature field as long

as the incremental displacements within one incremental analysis are relatively small.

Major tasks of dynamic remeshing are to obtain deformed geometry of the model after
one incremental analysis, create a new model, and then map variables from the previous
results onto the new mesh. The next incremental analysis continues using initial conditions

specified by the variable values which have been interpolated from the previous results.

The mapping of variables from one mesh to another of the same structure involves

the process of obtaining the value of a variable at an integration point on the new mesh

1)
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from the corresponding data on the old mesh. One such process includes three parts: first
extrapolate variables of the old mesh from the integration points to the nodes, and then
average the values at a node from different elements to which the node is connected. This
part may be done directly by the FEM code; the code we are using, ABAQUS, does not
give proper results for data extrapolation when substructures are present. This step in the
dynamic remeshing is therefore carried out by our own codes. Second, locate the integration
points of the new mesh in the old one; that is to say, determine which element of the old
mesh a new integration point belongs to. Finally, find the normalized coordinates of the
integration point in that element and interpolate a variable value in terms of its values at

the old nodes.

This procedure only provides a guidance to dynamic remeshing. There exists many
different strategies to carry out these tasks. The variable interpolations, for example, may
be directly performed based on the values at the integration points, though a completely

new set of formulae are required.

During a common welding simulation, such remeshing occurs many times. Manual
manipulations of the input decks and results to perform the remeshing would be laborious
and tedious. We use a shell program to accomplish this task automatically by exploiting
the fact that most of these remesh procedures are similar, and are only different from each
other in the spatial position of the local zone and the transient distributions of variables
such as temperature, displacement and stresses. This shell program will generate new
meshes according to the immediately precedent results, map the value of variables to the
new mesh, and drive the FEM code to carry out the next incremental analysis. A major

part of this thesis work is on the design and actual implementation of this shell program.
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5.3.2 Variable Extrapolation

The process of variable extrapolation from integration points to the nodes of an element is
the reversal of variable interpolation. Suppose the values of a variable u are known at the

integration points of an element. According to Eq. 2.23, the following equation holds:

uj; = E N.-(:c_,-,yj,z_,-)U.- (] = 1,2, ...... m) (5.13)

i=1

where m is the total number of integration points. A common isoparametric element has
the same numbers of integration points and nodes; that is to say, m = n. The above

equation could be rewritten as:
{u} = [W){U} (5.14)

The two vectors denote respectively the variable values at integration points and nodes.

An element of the matrix [W] can be expressed in normalized coordinates as:

Wi; = Ni(z;,95,2;) = Ni(€,75,¢5) (5.15)
Solving Eq. 5.14 will give the extrapolated value of a variable at nodal points:
{U} = (W]~ {u} (5.16)

For a common non-singular element, the matrix {W] is always positive definite, and thus
its inverse exists. By using normalized coordinates, the inverse of [W] will be the same for

all elements of the same category, greatly simplifying the extrapolation process.
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As two examples, the inverses of the shape function matrix [IV] are given here for a
quadrilateral four node element and an eight node brick element. Using the numbering

convention shown in Figure 5.3, the shape function is expressed as:
1
N; = Z(l + &6)(1 + mim) (5.17)

Here £ and 7, are the normalized nodal coordinates.

The Gauss integration points in this case are located at ¢;, 7; = :Ha@, so that the

matrix [W] is, letting x = 1 + 33@ and ¢ =1 — 3?:

x: x¢ # xo¢

1] éx x? x¢ ¢
W=7l & w ¢ & (5.18)
x¢ # ox P

Its inverse can then be derived as:

249 -1 2-¢y —1
1] -1 249 -1 2-¢
2(2-¢% -1 249 -1

-1 2—y -1 2449

(5.19)

with ¢ = /3/2.
Similarly, for an eight node brick element show in Figure 5.4, shape functions can be

expressed as:
Ny = 51+ &€)(1+ min)(1 + () (5.20)

The corresponding shape function matrix and its inverse are, respectively:
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[ X3 X2 X %o X xd® & xd?]
X2 N P xd? X' xPo &°
' \'Z;b 45“2 x¢? xzqzﬁ x;ﬁ’
- 1 , , 3y .
Sym. X xX*¢ x¢?
X X
i X

Note that if the numbering convention is different, the matrices and their inverses will

also change.

After one incremental analysis, values of variables are available at either nodes or
integration points. The above extrapolation process allows all the variables to be expressed

at nodal points, and then to be used later when interpolation is performed.

5.3.3 Locating a Spatial Point in a Mesh

Before any interpolation of a variable to a specific point is performed, the exact location
where this point belongs to needs to be determined. We adopt a variation of a strategy
proposed by Murti and Valliappan(47) to determine if a point is inside or outside an element.
This variation allows a readily implementation and the in sensitiveness of the results to
numerical shortcomings snch as round-off errors. The following describes this procedure to

determine if a point is inside or outside an element.

For a two-dimensional, quadrilateral four node element, as shown in Figure 5.5, a point

is inside an element if:
a; xb; >0 (:=1,2,3,4) (5.23)

in which b; is the ith side of the element. The constant 3 does not affect this inequality
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Figure 5.3: A typical four node quadrilateral element
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N

Figure 5.4: A typical eight node brick element
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but gives a clear definition of A; as the area of the triangle forme:l by a@ and b. Its direction
is determined by the right-hand rule so that the element is always on the left side of the
vector; d; is the vector connecting the point to the starting node of the ith side. If the point
is not inside the element, there exists at least one negative product as shown in Figure 5.5.

The equal sign holds when the point lies on the edges of the element.

Similarly, for an eight node, three-dimensional brick element, a point lies inside an

element if the following holds:

1. -
V=3 (b x &) 20 (i=1,2,3..6) (5.24)

where ¢ is the ith surface of the element and the vectors are defined as shown in Figure 5.6.

Such inequalities can be checked, and the exact location of the point, where interpola-

tion of a variable will be performed, can be effectively determined.

5.3.4 Normalized Coordinates

After the location of a point is determined, variable interpolation can be performed based
on its normalized coordinates inside the elemen’ to which it belongs. The normalized

coordinates, however, need tc be determined first.

Many different strategies can be used to obtain the normalized coordinates of a point
inside an element[37, 47]. The following procedure is straightforward and easy to imple-
ment. Referring to Eq. 2.23, all variables can be interpolated according to their values

at nodal points. The coordinate transformation follows the same rule for isoparametric

95



Figure 5.5: A spatial point is either inside or outside an element
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Figure 5.6: The location of spatial point in relation to a 3-D element
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T = Z Ni(£’naC)$i
i=1

y = ZNi(E,n,C)yi (5.25)

z = ZNi(f,ﬂ,C)zi
i=1
Figure 5.7 shows a schematic drawing of the coordinate transformations. If the nodal
coordinates z;, y;, and z; are known, these three equations uniquely determine a set of

normalized coordinates ¢, 7, and ( associated with a spatial point with global coordinates

z,y, and z.

For a four-node two-dimensional element, only two coordinates are needed for any

point, and the above equations become:

aotan+a +asxn = 0

bo +b1m + bl + b3én = 0 (5.26)
The coeflicients are:

a0 = 44z +22+ T3+ T4

@G = —Ty— T+ T3+ T4
a; = —2)+x3+T3— T4
a3 = Ty —Ty+ T3 — T4
bo = dy+yi+y:+ys+ya (5.27)
b = —yi—v2+ys+u
by = —yi+y2+ys—ys

bs = yi—y2+ys—ya
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Figure 5.7: The coordinates of a point in an element can be uniquely transformed to a set
of normalized coordinates
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In the case of a rectangular element, we have a3 = 0, and b3 = 0. The equations in Eq.

5.26 become linear and an analytical solution is not difficult to obtain. For other elements

with arbitrary geometries, efficient solution strategies remain the most difficult parts of the

dynamic remeshing procedures.

Similarly, the corresponding equations for a three-dimensional linear element can also

be derived as follows:

ao + a1& + aan + a3 + a4ln + asn( + agf( + a7én¢

bo + b1€ + 0217 + b3( + baén + bsn( + bel( + brén¢

co + ar€ + can + c3( + caln + s + ce€( + crén(

with the coefficients defined by:

Qo

ay

az

a3

aq4

as

ag

a7

8z +zi+z2t+T3t+ x4+ a5+ T+ T7+ Ts
~Z1+ T2+ T3 — T4 — T5s+ Te + T7 — Ts
—r1 —To+ T3+ Ty —Ts —Te+ T7+ Ts
—Ty— Ty —T3— T4+ Ts + T+ 7+ Ts
Ty — T3+ T3 —Tq+Ts— Te+ T7— Ts
T+ T2 —T3— Ty —Ts—Tg+ T7+ Ts

Ty —T3— T3+ Tqg—Ts+ Tg+ T7— Ts

—Z1+ Ty — T3+ T4+ Ts—Te+ T7— Ts

(5.28)

(5.29)

The other coefficients b; and ¢; can be obtained by replacing z; in the above equations

by y; and z;, respectively.
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When dynamic remeshing is performed, the structure is in the middle of a deformation
process; geometries of elements are arbitrary even if they are initially defined as regular
rectangles or cubes. The irregular shapes of elements imply that the higher order terms in

Egs. 5.26 and 5.28 are not eliminated.

We use iteration to solve the high order cimultaneous equations. Since remeshing
involves mapping variables all over the model, a fairly large number of such solutions
are usually needed, particularly for large models with many degrees of freedom. The
computationai effort may not be negligible, and better solution strategies are apparently
needed[47]. Note that if the elements are initially defined as regular rectangles or cubes and
deformation in the process is relatively small, the coeflicient of higher order terms could be

relatively small, and iteration will be much faster in such cases.

The interpolation is straightforward after the normalized coordinates are obtained, as
is expressed in Eq. 2.23. The formulations described above for two- and three-dimensional
elements can also be expanded to other types of elements. Special elements such as springs

and interfaces, however, may need special attention.

5.4 The Shell Program

The source codes of most commercial packages of finite element analyses are not avail-
able to the general public; the implementation of dynamic remeshing by manipulating the
source codes of these packages is not possible. Since the dynamic remeshing procedure is
independent of the incremental analyses, a separate set of subroutines can be developed to

carry out the above-mentioned remeshing in between incremental analyses. A shell pro-
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gram is thus required to drive both the finite element codes and the remeshing subroutines.
This shell program is written with the operating system command language DCL (Digital

Command Language) in VMS.

Figure 5.8 is the flow chart of this shell program. The shell program basically calls
the FEM and the remeshing codes alternately, while keeping the current pocsition of the
local zone and other information stored in a readily accessible data file. The remesbing
will be carried out based on this data file and on the results from the previous incremental
analysis. The shell program used in this thesis is written in DCL and listed in Appendix
B.

The substructuring technique will permit small models for welding simulations, and
dynamic remeshing will enable us to focus our attention only on the local, moving, non-
linear weld zone. Such techniques will substantially reduce computational effort and at
the same time allow the model to capture the important parts of nonlinear deformation
(or temperature field). The next chapter describes in detail the implementation of these

techniques to the simulation of a two-dimensional plate welding situation.
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Figure 5.8: The flow chart of the shell program
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Chapter 6

Dynamic Remeshing Applied to
Plate Welding

The dynamic remeshing technique is implemented in the simulation of a plate welding
situation. The plate geometry is chosen based on many factors such as simplicity for easier

implementation and availability of results in the literature for comparisons.

6.1 The FEM Model

Figure 6.1 shows the finite element mesh of a plate. A heat source translates from one end
to the other of the edge shown as the denser mesh. Since this model is only a test case
for the implementation of the dynamic remeshing technique, no weld material deposition
is considered in order to simplify the procedure. The model could be interpreted as an
edge heating rather than a welding process; nonetheless, after modifying the boundary

conditions it could also be interpreted as an electron or laser heam welding.

To apply the dynamic remeshing technique to the model, the in-plane two-dimensional

model is chosen. We assume the thickness of the plate to be thin enough so that differences
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Figure 6.1: The full mesh of a plate heated on one edge
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and gradients of variables between the two surfaces can be neglected. Normal stress com-
ponents on the surfaces are zero. and thus a plane stress formulation would appropriately
represent the situation. Minimal constraints are used as boundary conditions for the de-
formation analyses, as shown in Figure 6.1, so that the transient deformation is relatively
large and the effectiveness of remeshing on the coupling of temperature and deformation

can be tested.

In the thermal analyses, the strength of heat flux into the plate is defined as a Gaussian

function of coordinates:

g = pe-ollz=z0V+(y- )] (6.1)

where zo and yp are the current coordinates of the heat source, and the factors p and o are

adjusted so that melting occurs along the welding path.

Boundary heat losses due to convection and radiation are mainly from the two surfaces
of the plate; such boundary heat transfer could not be applied to the two-dimensional
model. An equivalent volumetric heat sink is used all over the plate to add the boundary
effect to the model. The following equation formulates the volumetric heat sink representing

the boundary heat losses, assuming a unit thickness:
g = =2(h(T —T,) + ea(T* - T?)] (6.2)
where the factor 2 denotes the two surfaces of the plate, T, is the ambient air temperature,

and the coefficient h. and e take their corresponding values at temperature T'.

A full model of such a plate is also used to obtain both temperature and deformation

results which can be used in comparison with dynamic remeshing results. Figure 6.2 shows
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the distorted mesh of the full model at the end of the process, and Figure 6.3 shows the
corresponding Mises stress distribution. The Mises stress is the equivalent tensile stress for
a three-dimensional stress tensor, and is particularly important when plastic deformation
occurs. The Mises stress is defined by:

/3
o= 53,-_,-3,-_,- (63)

Where the deviatoric stress component s;; is defined as:

The stress distributions in Figure 6.3 are very close to the reported stress distribution

for a similar plate welding situation in Ueda et al.’s paper [48].

6.2 Remeshing Frequency and Size of the Local Zone

The first step in dynamic remeshing is to decide the remeshing frequency and the size of
the local zone. These two factors are closely interwoven. Obviously, the heat source should
be always inside the local zone; a smaller local zone therefore implies a higher frequency
of remeshing. To increase the efficiency of dynamic remeshing, the size of the local zone
should be kept small so that the total number of degrees of freedom associated with the
model is also small. However, higher frequency of remeshing costs more since remeshing
needs both computer time and storage space. An optimal selection of these two factors

should be well balanced based on consideration of the efficiency and overhead cost.

Fortunately, the analyses described later prove that the overhead cost on computer

time is very small compared to the time needed for an incremental analysis in one typical
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Figure 6.2: Final distortion of the plate
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Figure 6.3: Final Mises stress distribution on the plate
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simulation with 10 to 20 remeshes. A very small local zone can be selected. Other factors
also affect the selection of the size of the local zone; such as thermal expansion and inaterial
properties. Thermal expansions in substructures cannot be tracked since substructures
only act as coupled boundary conditions on the local zone. The size of the local zone is
therefore carefully chosen to exclude both high temperature and thermal expansion. In the

plate model, a temperature of 150 °C is used to delimit the boundary of the local zone.

Since we have the results of temperature distribution from the analysis with the full
model, it is not difficult to determine the boundary of the local zone. In the case of a large
complicated structure, such a boundary could be determined based on related information
such as previous thermal analyses (if any), the geometry of the base metal around the weld,
the power input, and any previous temperature measurements. The mesh density inside
the local zone could also vary to catch the high gradients of temperatures and strains close
to the weld, while keeping the size of the model small, as we demonstrate in the following

sections.

Once the size of the local zone is chosen, the frequency of remeshing can be determined
based on the traveling velocity of the heat source and how much the local zone overlaps
between two consecutive incremental analyses. Such overlapping is necessary to ensure that
the heat source is well inside the local zone. The remeshing frequency and the overlapping

factor are both saved in a data file for quick retrieval whenever needed.
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6.3 Dynamic Remeshing without Substructuring

The programs written for dynamic remeshing are specific to the plate problem, though they
can be modified to apply to other geometries and for different welding parameters. These
programs can also be modified in the future either to include all possible welding situations
or to include several categories of generic geometries such as plates, pipes, rings, T-shaped

structures and so on.

To simplify the remeshing procedure the same node numbering convention is used
in both the full model and the models with dynamic remeshing. The coordinates of the
nodes are initially supplied for the first incremental analysis by a separate subroutine
(or manually if necessary), and are subsequently read from the output data file of the
previous incremental analysis. The element definition varies from one incremental analysis
to another. Figure 6.4 shows the meshes used in nine incremental analyses for the same
plate as is illustrated in Figure 6.1. Since no substructure is used, the total mesh is redefined

each time remeshing is performed.

We selected the following procedure to determine the exact location of the boundaries
of the local zone. In the case of this plate, the width of the local zone is kept constant as
is shown in Figure 6.4. Suppose the total length of the plate is L, the length of the local
zone [, and the overlapping factor 7, which is defined as the ratio between the length of
the part of the local zone that overlaps the previous one and the length of the total local
zone, as is shown in Figure 6.5. The local zone therefore translate a distance of (1 — 7)!

from one incremental analysis to the next. The y coordinates of the boundaries in front of
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and behind the electrode are therefore:

o= (-1 -7

y2 = nHl=[1+@GE-1)(1-9)) (6.5)
Here i indicates the ith incremental analysis.

Because the coordinates of all the nodes change throughout the process, we actually
define the local zone boundary by layers of elements counted from the starting end of the
dense mesh. Three factors are actually used; the total number of layers of elements n
along the dense mesh, the number of incremental analyses m, and the overlapping factor
v. These three numbers uniquely determine the size of the local zone and the remeshing
frequency required. Suppose the total number of element layers associated with the local
zone is [,,. The number of layers that the local zone translate from one incremental analysis

to another is therefore (1 — v)l,; the following equation then holds:
n=m(l —v),+vl, (6.6)

Solving this equation for [, we have:

n

[ =—"
m(l — )+~

(6.7)

This equation indicates that the size of the local zone is determined by the three factors

chosen. The layer numbers for the back and front boundaries can be derived as:

o = (=)= )
a7 = bt (=11 ==+ ——)—" (6.8)

1—y'm+
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Because of the nonuniform mesh densities, multi-point constraints are required when the
mesh density changes. The above two numbers are rounded to allow a smooth transition
from a finer mesh to a coarser mesh and thus provide convenient definitions of multi-point
constraints. In the case of substructuring, the gradual transition of mesh densities from

the local zone to the substructure should be considered when rounding these two numbers.

The length of time elapsed in an incremental analysis depends on the distance d between
the heat source and the front boundary of local zone at the time when the incremental
analysis ends. This distance is determined according to the temperature profile, and usually
is much less than [ since the temperature gradients ahead of the heat source are very high.

If the speed of the traveling heat source is v, as is shown in Figure 6.5:

t = (I-d)/v (i=1)7
t = (1—9)l/v (:=2,3,4..m — 1), (6.9)

t = [(1-7)+d)/o (i =m).

The cooling part of the process after the heat source stops can be simulated in a separate
incremental analysis based on cither a new mesh or the one from the previous increment.
The time span for the cooling part is relatively long in order to let the structure cool com-
pletely; it is usually about two hours or more depending on the geometry of the structure

and the power input.

Other factors varying from one incremental analysis to another are the definitions of
multi-point constraints, assignments of material properties to different parts of the struc-
ture, and the allocation of an element set for heat flux. All of them can be determined

based on the parameters described above, such as a; and a,.
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The step-wise coupling of thermal and deformation analyses is accomplished by updat-
ing the coordinates of nodes at the beginning of an incremental thermal analysis. The new
coordinates come from the previous deformation analysis. The coupling is well simulated
if the displacements or the changes of nodal coordinates are relatively small within one
incremental analysis, which is usually the case. As we discussed earlier, energy coupling
between the thermal and mechanical activities is very small, and the major coupling effect
comes from the deformation on the temperature field. The step-wise coupling is therefore

adequate to simulate the actual coupling phenomena.

When plotting the deformed shape of a structure, we often magnify the nodal defor-
mation in order to see the distortion clearly. In the case of dynamic remeshing, however,
an incremental analysis only records the incremental displacements during the incremental
period. The magnified distortion plot at the end of the last incremental analysis is therefore
not possible since the displacement data do not take into account the previous values. It is
therefore necessary to accumulate nodal displacements; once they are known, a distorted
mesh can be plotted by magnifying the displacements, adding the original coordinates and

then plotting the mesh of the 'new’ model.

There are basically two solutions to this preblem. The first involves keeping a sepa-
rate record where the displacements of all nodes can be saved and accumulated from one
incremental analysis to another. The second is reading the nodal coordinates at the end
of the last incremental analysis and obtaining the nodal displacements by subtracting the
original coordinates. The first method is obviously tedious, but it is effective when the
structure is complicated and the original coordinates are not systematically assigned to all

the nodes. The second is efficient particularly when the structure is simple and the original
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coordinates of a node can be easily determined simply from its number.

Figure 6.6 shows the distorted shape of the plate after the displacements are magnified
by the same factor as is used in Figure 6.2. No clear difference can be observed from
these two plots. Small differences can be found if the displacement data are examined, but
they are minor and can be ignored for engineering purpose. The close match between the
distorted shapes of the full model and of the model using dynamic remeshing indicates that
dynamic remeshing is effective and that the idea of singling out the local nonlinear weld

zone is correct in simulations of welding processes.

There is not much difficulty in plotting the residual stress contours on the plate since
the stress components are updated by interpolation when remeshing is performed. The
final stress state at the end of the last incremental analysis represents the true residual
stress state of the plate; the stress contours, therefore, can be plotted based on the stress
data of the last incremental analysis. The normal stress component in the transverse
direction of the plate is very small compared with the longitudinal component, as is the
shear stress component. This is because the plate is virtually free from stress in the
transverse direction, and thermal expansion or contraction only involves changes of normal
components of strains. The longitudinal normal stress is the dominant element in this
case. The Mises stress, which characterizes the magnitude of the deviatoric state of stress,

is plotted in Figure 6.7.

Unlike the distortion plots, some differences can be clearly observed between Figures 6.3
and 6.7: The top parts of the two figures show very good resemblances, but the contours

on the rest of the plate differ, particularly along the weld path. Such differences can
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be explained by the different mesh densities used in the two models. In the full model,
fine mesh is used all along the weld path; high gradients of both temperature and stress
components can be captured by the fine grids of mesh. The model with dynamic remeshing,
however, uses a much coarser mesh in the wake of the heat source. The high gradients of

stress components will be lost in the coarse mesh as is shown in Figure 6.7.

On the one hand we need the reduction of the size of an FEM medel and this imnplies
a coarser mesh. A coarser mesh, however, could not capture the high gradients of variables
such as stresses and strains. This conflict can only be solved by making compromises either
on the size of the model or on the accuracy of the results. Fortunately, we usually need
accurate stress or strain information only on a limited number of “spots” on a structure,
and such conflicts covld be solved by using a finer mesh only at the specific “spots” where
we have to resolve the state of stress with accuracy. Careful comparisons of the two plots
indicate the magnitudes of the stresses are very close, and that the only major differences

are the stress gradients along the weld wake.

It should be noted that the dynamic remeshing procedure keeps the previous plastic
deformation during remeshing but resets the plastic strain, or erases the strain hardening.
This will not cause much inaccuracy if the strain hardening of the material is small, as is
the case for mild steel. If the material hardening is significant, a state variable is required

to map the plastic strain to the new model after remeshing.

The total time needed for the simulation with dynamic remeshing is about 170 hours
on the VAXstation 3500 computer, which is equivalent to 34 hours on the Apollo DN10000.

While the full model consumes a total of 200 hours on the Apollo for both the thermal
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and mechanical simulations. The computer time needed for the case with dynamic remesh-
ing therefore is reduced by a factor of six. Interestingly, the full model requires a more
tolerant convergence criterion, otherwise the simulation could not finish simply because of
convergence problems. If the same convergence tolerances were used for both cases, more
reduction in computer time could be expected. Another interesting phenomenon is that
the total numbers of degrees of freedom and the band widths of the stiffness matrices only
show a reduction of about three times in computer time consumption, while the actual re-
duction is close to six. The running records of the analyses show difficulties of convergence
in the full model; more iterations imply more processing time. Another possible explana-
tion for the above-mentioned difference in computational time reductions is that when the
total number of degrees of freedom is large, the size of data files are correspondingly large
and the computer memory needed is also substantially larger; all disk I/O and memory

swapping also need computer time.

The total time needed to carry cut the remeshing only accounts for about 1 to 2% of
the reduced time needed for the simulation, or less than 0.5% of the original time needed
for the full model. This overhead cost of computer time can be generally neglected. A
higher remeshing frequency can be used without increasing much of the overhead cost, but

computer storage space will increase accordingly when the frequency goes up.

6.4 Dynamic Remeshing with Substructuring

The far field outside the local nonlinear zone of a structure can be very large, as it is in

the case of the three-dimensional model of the ring-stiffened cylinder described in Chapter
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4 where the total degrees of freedom of the far field is more than three times those of the
local zone. The use of substructuring can condense the large number of degrees of freedom
associated with the far field to only a very small number at the retained degrees of freedom.
Therefore the size of the model is reduced virtually to the same as that of the local zone.
The dynamic remeshing technique will be greatly enhanced by the use of substructuring

for the rest of the structure.

There are some particular problems with the use of substructuring. The transient
heat transfer process is inherently nonlinear, and substructuring cannot be applied to its
simulations. Other strategies are needed to simplify the heat transfer analyses. Fortunately,
the thermal model has only one-third of the total degrees of freedom of the same mechanical

model and requires much less computer time.

The information about a substructure is saved only through the definition of its stiffness
matrix; no stress or strain information is stored. The stress and strain distributions are
uniquely determined by the displacements at the retained degrees of freedom since the
substructure is linearly elastic. In the case of dynamic remeshing, initial stresses exist
inside the substructure at the beginning of an incremental analysis. Special treatment is

needed to add the initial stresses to the substructure.

No ther.nal expansion or contraction can be simulated inside a substructure, either.
This implies that the boundary of substructures should be far away from the local weld
zone to include thermal expansion and contraction wherever temperature changes are not

negligible.
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6.4.1 Initial Stresses in a Substructure

Substructures cannot accommodate initial stresses. At the end of the first increment,
stresses build up in the substructures; we need an effective strategy to deal with such

existing stresses in the next increment.

We assume that temperature changes and gradients inside the substructure are small
so that thermal expansions or contractions are negligible. We also assume that there are
no other nonlinearities in the substructure such as contact points, inelastic deformation,
and nonlinear boundary conditions (if there are, however, the part with the nonlinearity
can always be included in the local zone). The dynamic remeshing is frequent enough so
that both the displacement and strain increments during one incremental analysis are verv

small.

The dynamic substructuring technique involves the redefinition of a substructure fre-
quently. At each redefinition, the accumulated stresses inside a substructure need special
attention since substructures can not accommodate initial stresses at the beginning of each
incremental analysis. We use a special procedure to separate and record the accumulated
stresses in a substructure before an incremental analysis. The stresses are updated after
the incremental analysis by superimposing the incremental stresses to the accumulated.

The following describes the details of the procedure.

As is shown in Figure 6.8, suppose that the stress state of the structure at the end
of incremental analysis #N-1 is as shown (State 1). The stress state at the beginning of
the next incremental analysis can be obtained by interpolation as described in the previous

sections. At this stage (State 2), there are accumulated stresses in the new substructure,
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which are denoted by ¢¥. Since the substructure is elastic, the state of stresses can be

decomposed to two parts (State 3): the stressed local zone balanced by a stress-free sub-
structure and the boundary forces along the substructure interface, and a stressed but
otherwise identical substructure. The next incremental analysis can be performed on the

first part while leaving the second part intact.

Figure 6.9 shows the superposition of stresses after increm