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ABSTRACT

A feasible and economical system for transmitting a monochrome
picture in real-~time is developed. The design is constrained to use
special purpose hardware and optics in place of a general purpose
computer. Picture-dependent processing is eliminated, and the .system
is adapted to commercial facsimile devices.

The design is evolved from an existing system that requires
extensive data processing resources. The transition to the real-time
system is examined in great detaill Some of the issues involved in-
clude the design of optical anti-aliasing filters, companding, quan-
tizing a non-~uniform distribution of data, pseudorandom noise, and the
design of one-dimensional noise filters to replace two-dimensional
versions.

All theoretical work is supplemented by viewing pictures pro-
duced from simulations of the components on a PDP-9 computer. The
performance of the system when cortupted by channel noise is investi-
gated. Finally, the transmission at various data compression rates
is presented.
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DESIGN OF A REAL-TIME FACSIMILE TRANSMISSION SYSTEM

Chapter 1

INTRODUCTION

During the past decade proposals for image transmission
systems have proliferated. The goal of most of these systems, in the
terminology of digital communications, has been to minimize the total
number of bits needed for faithful reproduction of a transmitted
picture. To this end many highly sophisticated proposals have been
developed. The degree of complexity, however, is higl’y correlated to
the cost of simulating such systems and subsequently constructing
specific hardware.

Most simulation studies have required a large computer with a
fast central processor, abundant main storage, and usually many
peripheral storage devices. In addition, those systems that greatly
compress the data while maintaining quality have used picture-~depen-
dent coding schemes. Certain features of the picture are analyzed,
~ and based on this the particular coding structure is determined.

This necessitates storing as mu¢h as the entire image while coding,
and hinders real-time processing and transmission3?. This thesis
considers an image transmission system with some of these limitations

and develops a nearly equivalent system which is practical for real-



time implementation.

In previous research by the author?0 a system of moderate
complexity for sending monochrome pictures was developed. It was
simulated on an IBM 360/65 and required about 580,000 bytes of main
memory, two magnetic tapes, and a disk or drum, Picture dependence,
as discussed above, was minor. Processing of a single picture to
simulate transmission and reception required a total of 15 minutes on
the average. A compression ratio of at least two compared to a
slightly modified PCM system was achieved.

This system is described in detail to reveal the processing
delays. Each component is analyzed to determine whether real-time
implementation will compromise its function. Considerable effort is
devoted to eliminating the need for a general purpose computer. In-~
stead, processing can be performed optically or in specially designed
hardware employing both analog and digital circuitry. 1In the latter
case our goal is to minimize the amount of computation and memory
needed. The initial coding in most image transmission systems con-
sists of line-by-line scanning to produce a stream of data. Direct
processing of this data without significant intermediate storage will
help meet the stated goals. The source and sink for this stream will
be a practical scanner and receiver, such as the instruments used in
commercial facsimile systems.

The next chapter presents our design philosophy for picture

coding systems. As a new system is evolved, it is important to have



guidelines for evaluating and comparing the performance of various
components. The application of thesge principles to the current design
problem is stressed in subsequent chapters.

In Chapter 3 we examine the significant features of various
stages in the original system. The transition to the real-time system
is then outlined along with methods for simulating the results on a
PDP-9 computer. Chapters 4 through 8 explore these issues in detail.
The topies in Chapter 4 are the design of two-dimensional anti-
aliasing filters with finite duration impulse response, and the effect
of logarithm domain processing on such filters. Next, the quantiza-
tion of a non-uniform data distribution is analyzed statistically to
develop a scheme.acceptable for picture data. Chapter 6 considers
methods for generating pseudorandom noise that is useful for masking
undesirable artifacts introduced by quantizing. The visual impact of
structured noise as a substitute for white noise is then examined
analytically and by simulation. The major barrier to stream process-
ing the data is approached in Chapter 8 where one-dimensional filters
are designed to effectively substitute for two-dimensional versions.
With the real-time system now specified, the performance in the pres-

ence of transmission errors ig illustrated in Chapter 9.
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Chapter 2

DESIGN PHILOSOPHY

When designing an image transmission system, we are guided
primarily by the results from communication theory. Modern communica-
theory enables us to divide the problem into tractable subunits, and
it provides statistical methods for achieving theoretical limits of
performance. The systems presented here are designed for sending
pictures to be viewed by humans. Therefore, we seek to maximize sub-
jective quality within the constraints of the transmission environ-
ment. As a result, designs may be generated more efficiently by con-
sidering the psychophysics of the human visual system along with
communication theory. We will now consider some general aspects of
communication theory versus psychophysical issues.

In most communications situacions there are two limitations on
transmission accuracysz. One is noise, where this term refers to all
disturbances between the transmitter and the receiver. The other is
the mismatch between the information source and the communication
link, Fortunately the interplay between the limitations of the com-
munication medium and the characteristics of the data to be transmit-
ted can be handled independently with a digital system. Digital
processing also affords the practical advantages of greater noise

immunity than analog processing, and permits easy manipulation with
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computers and digital circuits.

Figure 1 presents an outline of a general digital communica-
tion systemlo. The source in the current application is the picture
to be sent, while the destination is the reproduced image to be
viewed. The channel represents the bottleneck of the system. Here
noise makes a match between the receiver input and the transmitter
output impossible. This apparent limitation on transmission accu:acy
can be removed at the expense of a restriction on the data trans-
mission rate. This is the remarkable conclusion of Shannon's
theorem!0, He found that the propability of tramsmission error, P(e),
can be made arbitrarily small provided the rate, R, at which bits
enter the channel encoder is less than channel capacity, C:

P(e) « exp[~TE(R))

T is the coding time and E(R) is a decreasing
function of R which reaches 0 when R = C.

C = max I(x;y)

p(xy)
i=l,...,N
p(x4) is the probability of the ith channel
input symbol
y 1is the channel output symbol
I is the mutual information
(See Figure 1 for the locations of x and y)
C can be interpreted.as a measure of the maximum average amount of

uncertainty about the channel input resolved at the receiver by a
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single transmission. Thus accurate transmission of bits entering the
channel encoder at a rate less than C is solely a function of the
design of the channel encoder and decoder. Defects in this design
cause visible flaws in the received picture. This isgsue of channel
noise will be considered in Chapter 9. We now assume a correct design
of these units and so must decide how to make best use of at most CT
bits to transmit a picture in T seconds.

As is common in most digital image coding schemes, the pi-~ture
is initially scanned at a high enough rate (say N samples per picture
height and width) so no resoluticn is lost (twice the highest spatial
frequency), and each sample is quantized to a sufficient number of
bits so an apparently continuous tone scale can be reproduced without
coding (usually 6 or 7 bits per sample are needed). This total number
of bits must be reduced to CT for reliable transmission. In this way
any degradations in the image at the receiver can be controlled by the
design of the source coder and source decoder, independent of the
channel.

According to information theory the optimum source encoder
produces an ensemble of outputs for different inputs such that each of
the ZCT.possible outputs is equally likelylo. This maximizes the
source entropy:

H(x) = L p(x) log-—l—
all x p(x)
possible

p(x) is the probability of input x.
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This approach requires extensive statistical analysis of all possible
input pictures, which is not feasible. Alternatively, we can consider
the goal of the communication system in terms of the ultimate destina-
tion, the observer. Rather than recreate the image point~by-point as
accurately as possible, data are transmitted which will create an
image that appears subjectively similar to the original.

By coding to this fidelity criterion, preferential treatment
is accorded to certain classes of picture data. The advantages of
combining visual analysis with numerical measure will be illustrated

as the gystem is developed.
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Chapter 3

SYSTEM DESCRIPTION

A block diagram of the original system is presented in Figure
2. Blocks 1 through 7a (refer to the figure for the block numbers)
constitute the source coder at the transmitter while the remaining
blocks represent the source decoder at the receiver. The assumption
made in directly connecting the transmitter to the receiver is that a
charnel of sufficient capacity together with an appropriate channel
encoder and decoder are available to convey the coded digital data
with no error. The output of blocks 1 and 10 is a square array of
N x N samples of the original picture. Each sample is quantized to
cne of ZB levels so the entire picture is represented by a total of
N x N x B bits. The following stages of the transmitter compress this
data to a square array of S x S samples (S<N) with each sample quan-
tized to ZQ bits (Q<B). Thus CT = S x S % Q bits are transmitted.
The choice of S versus Q for a given CT was determined by optimizing
the subjective quality of the reproduction.

Significant features of the various blocks are described in
the following paragraphs. Further details may be found in the pre-
vious research reportso.

Scanner and Display (blocks 1 and 11)--

These functions are embodied in a'laboratory device built by



gg: — Transmitter . ‘%9#1 : - Receiver —-—E;#

H
i
i
i
¥

i
Oukput
Noﬂae
Filter
é 8

T

Coarse
Quantizer

6

!

| J : Pseudo- f Pseudo- §
: ! random ; random ;
i f Noise I Noise i
§ : Generator § Generator 5

R R b . 7al _ | ' ml |
i i : ‘

i\

j Coarse | 1 Spatial

o Sampler ' ! ’ Lot-Pass
”m““;mm,mmwk"~nm”mmw“»“m“m‘gA Nl T o . Filter = .
. ﬁ : 3 9

:
¢
; 1
{

i : ; :
Spatial 5 j : g

, , Exponential
d_._.._..__,.._,“.-..._N‘.._.__._.,«.,.. ......... _Low.?ass,_,. U S B i LT TP i . Fu ”c"tfon“" e

Filter % ’ ;
.3 : i f 10

Moo | 2
T [ i -

!

Logarithin o | L
Function f
: [ ;

11

i .

E

i
SR JERUN A-SU
-
t

! I H 1 i i : H
. Pt ! : : i : : i :
— - - '"T""" ,4..,4.::,.:‘,.. b B , — : : | : .
- Driginal Bictu*e‘ ; i o ; ;
— . SRR . b S b R :
N 1 S A N ‘The Origipal System | ., & |
; i i L ; i , Figure 2 . L
. ! T [ ] ‘ : : - i :
i ; b 1 : | i t Lo ; -
- P . - . Lo o IR : f
} 1 i N i H N H ' i h
i | i ; i i ; ; ‘
Lo SN S [ b . ¢
Ji ! i HE b : ; i
- e S Sy e EO R ! !
o 5 ol D !




- 17 -

the Cognitive Information Processing Group (CIPG) at M.I.T. Data are
sampled and quantized as described above by employing a flying-spot
scanner controlled by a digital system. The data are written out and
read from magnetic tape in a format compatible with the IBM 360 compu-

ter. An example of a scanned picture is presented in Figure 5(a)

Spatial Low-pass Filters and Coarse Sampler
(blocks 3, 4, and 9)--

In order to extract an array of S x S points from the original
N x N values, the sampling theorem requires that the data first be
band-limited to at most S/2 cycles per picture height and width;
otherwise aliasing would occur. The use of appropriate sharp cutoff
filters, however, introduces undesirable artifacts, termed "ringing".
This is evident in Figure 5(b) where S = 64. This ringing is a visual
display of the Gibbs phenomenon. Filters were designed as a' compro-
mise between this psychophysical sensitivity and system theory

requirements. At the transmitter is a Gaussian low-pass filter:

. 2 , .2
H(u,v) = — > exp[— —"1—12—!—}
2o 20

where 0 was chosen so that 90% of the emergy of the impulse response
of the filter is at spatial frequencies less than the cutoff frequency
of the corresponding sharp cutoff filter. The coarse sampler uses an
algorithm where each retained point is an average of all nearest
neighbors, each weighted according to its proximity to the retained

point. The spatial low-pass filter in block 9 consists of a linear
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interpolator. The net result is shown in Figure 5(c).

Sample Quantizer (block 6)--

The most direct method for reducing the number of bits per
gample from B to Q is to set the B-Q least significant bits td zero.
This method is used for pulse code modulation (PCM) tramsmission.
Figure 6(a) was processed in this way to reduce the number of bits
from 8 to 3. The spurious plateaus of brightness commonly known as
quantization noise, were eliminated with a scheme developed by
Roberts37. Pseudorandom noise with amplitude uniformly distributed
between * % of a coarse quantization level is added to the data before
the coarse quantizer and the same signal s subtracted at the receiv-
er. This effectively converts the quantization noise to less visible
"gnow" over the entire picture and makes the quantization noise inde-

pendent of the picture data, as can be seen in Figure 6(b).

Logarithm and Exponential Functiopns (blocks 2 and 10)--

Psychophysical experiments have been performed to determine
the relationship between the sensitivity of the eye and the incoming
intensity. When the eye is adapted to the local luminance level, the
perceived intensity is proportional to the logarithm of the aétual
jntensity, as stated in the Weber-Fechner 1aw6. This implies that
when viewing a photograph under usual conditiong, the eye is more
sengitive to details in the darker areas than in lighter regions.
Preprocessing the image data by the logarithm function (termed com-

panding) thus effectively distributes errors introduced in later
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stages (quantization and digital filtering noise, for example) uni-
formly over the perceived brightness range. The exponential function
restores the image to the original tone scale. Figure 6(c) demon-
strates this by processing Figure 6(b) in the logarithm domain.

Noise Filters (blocks 5 and 8)--

In order to reduce the visibility of the noise (the snow) the
psychophysics of vision was again considered. Figure 3 shows the
frequency response of the human visual system, determined28 by measur-
ing the threshold of visibility of a sine wave grating. Based on the
works of Grahaml® and Post35, filters were constructed to alter the
originally flat spectrum of the noise in order to concentrate the
noise in those frequency regimes to which the eye is relatively insen-
sitive, namely, low frequencies. As illustrated in Figure 4 the input
filter, which is the inverse of the output filter, pre-emphasizes
those frequency components ir the picture which are reduced by the
output filters, so the spectrum of the image data is unchanged. These
filter designs agree with those derived by Stockham46 directly from
psychophysical experiments. Figure 6(d) shows the tesults of combin-
ing all the components, except the sample reduction, for transmission
at 3 bits per sample. This illustrates that whenever some degradation
is unavoidable, the specific type introduced critically affects the
perceived quality of the picture. This scheme exchanges artifacts in
the form of ringing and contours for the more acceptable ones of

blurriness and snow.
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Effects of Coarse Sampling Filters
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In order to achieve the goal of an economically feasible
facsimile transmission system, a revision of the original system, as
shown in Figure 7, was designed. The following paragraphs outline the
motivations for the various changes and the methods used to simulate
the components on a PDP-9 computer. The details of the development
and step-by-step comparisons with the original system are presented in
later chapters.

Scanner and Display (blocks 1 and 11)--

The flying-spot scanning system used in the ariginal config-
uration is replaced by a facsimile scanner and display develqped at
CIPG. It employs lasers and precise matching of the optics to the
characteristics of the display medium, dry silver paper. The format
of operation is compatible with commercial facsimile systems. As the
new gystem was evolved, the flying-spot scanner was interfaced to the
PDP-9 and still used for convenience.

Sampling Process and Companding (blocks 2, 3, 4, 9 and 10)--~

Since facsimile image transducers are peirng used, it is con-
venient to implement the spatial low-pass filters optically. This can
be accomplished by modifying the scanning beam so it projects the
impulse response of the desired filter om the picture. If the photo-
detector integrates the illumination received over an area A, it will
be recording the function g(x,y) which is related to original image,

f(x,y) thus:

g8(x,y) = f [€(a,b)h(x-a,y-b)dadb.
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where h(x,y) is the impulse response of the filter. The output g(x,y)
is identical to the convolution of the input with the filter providing
A covers the extent of the impulse response.

In the next chapter the impulse response of this filter will
be reexamined to confirm the choice in the original system. The
filter at the transmitter has a Gaussian-shaped impulse response with
most of its energy concentrated in a small region. The diameter of
this area is the maximum distance between samples that can be employed
in the sampler without losing image information from the scamner. The
sampler and quantizer are hardwired inside the scaﬁnet unit and pro-
duce output data in the same format as that generated by the coarse
sampier in the original system. At the display end the beam produces
linear interpolation by being appropriately triangular in shape and
modulated by the image data. Since the impulse responses of both of
these filters are never negative, each can be realized with a single
positive luminance beam. If they had negative lobes, optical filter-
ing would still be possible by scanning simultaneously with two beams
of cross-polarized light43. One is modulated by the positive portions
of the impulse response and the other by the negative lobes. Two
cross-polarized photodetectors record the reflected light and feed
signals into differential inputs of an amplifier, where the signal
resulting from the second beam is subtracted from that corresponding
to the beam with the positive impulse information. For monochrome

transmission colored beams and color sensitive pho~odiodes could sub-
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stitute for the polarization scheme.

The logarithm and exponentiation functions are also incor-
porated in the transducer units as analog amplifiers. The use of
optical processing has removed the low-pass filters from the log
domain. As explained previously, the object of working in the log
domain is to psychophysically mask noise. However, the optical filters
are assumed relatively noiseless compared to the prime source of
noise: the coarse quantization. This hypothesis will be examined
more fully in the next chapter.

These revisions place no restriction on the design of the
sampling and companding stages. Thus for computer simulation the
techniques employed in the original system are applicable. These
include convolution via the discrete Fourier transform and two-dimen-
sional processing on the image stored in memory or on disk.

Quantizing Process {(block 6)--

Coarse quantization can cauge significant distortion in the
transmitted picture. The optimum placement of quantizing levels is
complicated by the noise filter in block 5. It alters the distribu-
tion of the data from the original kmown range (0 through 255 for the
flying-spot scanner). In chapter 5 we investigate methods for quan-
tizing arbitrary signals. Our aim is to find a system that minimizes
visible defects and requires as few parameter adjustments for each
picture as possible.

Pseudorandom Noise (blocks 7a and 7b)—-




Chapter 6 covers pseudorandom noise (PRN) generators developed

26,27 have

especially for image processing. A few researchers
recently proposed that certain types of structured noise would be less
visible than white noise. The psychophysical agpects of this are
analyzed in Chapter 7 to determine the relevance to the revised
system. Also economical methods for producing structured noise using

the results from Chapter 6 are presented.

Noise Filters (blocks 5 and 8)--

The input to the prequantization filter is a stream of num-
berg. To implement the original noise filters would require storage
of an amount of data equal to the extent of the impulse responses of
the filters (say r by r) to generate one output point. This effec-
tively means that r rows of data, each consisting of S samples, must
be stored. Since r is about 60 this is both uneconomical and intro-
duces a significant protessing delay. Therefore, much effort was
devoted to restricting the vertical extent of the impulse responses
while still retaining the effectiveness of the filters. The analytic

and experimental approaches considered are presented in Chapter 8.
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Chapter 4

SAMPLING PROCESS

Since the original research was reported in 1970, new tech-
niques for designing digital filters have been published. The
application of these results to the low-pass filters was investigated.
Before comparisons with the original filters are presented, the
funddmental issues in digital filter design are discussed.

The mathematical methods for digital filter design depend sig-
nificantly on whether the impulse response is of finite duration or
infinite durac10n13. This in turn may limit implementation pro-
caedures. Recursive filters have feedback and hence can implement any
impulse response, while the absence of feedback in mnonrecursive
filters restricts their use to finite duration impulse responses. The
simulation of the low-pass filters with the discrete Fourier transform
was nonrecursive. But this is appropriate in the current system since
a finite impulse response size is required for optical filtering.

Since the filter is specified in the frequency domain, it is
convenient to incorporate the finite duration impulse response con-
straint there. For a digital filter, the frequency response is
periodi: because the impulse response is discrete. If the frequency
response is also sampled, the impulse response will be periodic, and

may be treated as the periodic version of the desired impulse
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response. However, the impulse response may now be aliased. This was
the case with the ideal low-pass filter and caused the ringing to be
more pronounced. Aliasing can be minimized by smoothing the frequency
reSponse45. The replacement of an ideal low-pass filter with a
Gaussian shape accomplished thig. Thus, although the primary purpose
for the substitution was to eliminate the Gibbs phenomenon, it had the
additional advantage, for optical implementation, of limiting the
extent of the impulse response. This can be seen by comparing the
cross-gectional displays in Figures 8(c) and 8(b). Both functions
have the same area and are designed to bandlimit a 256 point signal to
64 cycles per dimension.

Another approach to the requirement for an impulse response
with finite duration was developed by Hofstetterls. He chose a parti-
cular frequency characteristic to optimize via mathematical ptogram—
ming while allowing other characteristics some error tolerance.
Fiascinar-o8 has extended this work to two-dimensional filters by
designing a low-pass filter with the smallest possible transitiop
bandwidth for fixed passband and stopband ripple of 5%. The impulse
responge of his filter is shown in Figure 8(a) with the same para- ‘
meters as the others, Pictureg processed with this filter were indis-
tinguishable from those with the Gaussian. Therefare the Gaussian
filter was retained. In addition optical implementation of

Fiascinaro's filter would be complicated by the negative values at the

tails of the impulse response.
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(a)

(b)

(c)

(a) Fiascinaro filter
(b) Gaussian low-pass filter

(c) 1Ideal low-pass filter

Impulse Responses of Anti-Aliasing Filters

Figure 8
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In the system description, the placement of the logarithm
converter after the low-pass filter was justified by the minimal
amount of noise due to optical processing. There are in fact further
arguments to support this change. The purpose of the filter is to
avoid aliasing when coarse sampling. A picture coarsely sampled to
5 x 8 samples can contain information at frequencies as high as S/2
cycles per dimension. Aliasing occurs when information from frequen-
cies above S/2 cycles per dimension are mapped into the retained data.
To control the frequency content of the sampled picture, the low~-pass
filter greatly attenuates these high frequency components. However,
the spectrum of the logarithm of data is not simply related to the
original spectrum. Information well within the passband of the filter
may be distorted if it is first logged, as evident in Figure 9, Trace
(a) 1is the original 256 point sine wave of 4 cycles per dimension, (h)
is its logarithm (scaled for display), (c) is composed of the frequen-
Cy components of (b) up to 32 cycles per dimension, and (d) is the
exponentiated result. Thus logging after filtering affords better

control over the information extracted from the picture.
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(a)
(b)
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Original signal
Logged signal
Logged and filtered signal

Trace (c) exponentiated

Filtering in the Log Domain

Figure 9
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Chapter 5

QUANTIZING PROCESS

This chapter concerns designs for the coarse quantizer. The
theoretical aspects are presented first. Then the current situation
is examined to determine where this theory can be applied to yield a
useful design.

Bruce’® considered the statistical problem of quantizing a
random variable into one of 2Q levels. His criterion was the minimi-
zation of the mean of a function which measured the error (E) between
the quantized and the unquantized data.

E = f g(x-f(x)) p(x)dx

—c0
g is the error function
f is the quantizing function
p(x) is the probability density of input x
Minimizing E involved determining wherethe quantization levels (termed
representational levels by Limbzb) should be placed within x and which
ranges of x should be mapped into a particular level. E can also be

expressed as:

2@ Fji4p
E= } [ s(xyi41) p(x)dx
i=0 Xj

X4 f_ yi+1 f_ x.rl-l
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%0 < *1 < ¥2 < ... < *¥20-1 < *2Q

(Limb calls the x;'s decision levels.) Bruce used the systematic
methods of dynamic programming to minimize E for specific distribu-
tions of x and error functions. Max?9 analyzed the situation where
g(z) = z2 and found that for any x distribution, the decision levels
should be halfway between the representational levels, but the rep-
resentational levels can be found in gemeral only by numerical
methods. This is still true if the representational levels are con-
strained to be uniformly separated. However, when x has uniform
density, the results are straightforward, as shown in Figure 10.

Since the operation of a typical analog-to-digital converter
can be modeled by Figure 10, much research has beep devoted to the
optimum application of a uniform quantizer to a nonuniform density,
Max compared the optimum quantizer to the best uniform quantizer for
a2 Gaussian random variable with unity variance. Surprisingly he found
that there was less than an 8.5% imcrease in the mean square error
when the quantizer had 8 or fewer levels uniformly spaced rather than
optimally spaced. The parameters that were adjusted in the former
case were the levels to which the input was clipped (0 and MAX in
Figure 10).

Goblickl2 related the number of bits transmitted per sample to
the mean square error (ME) and the variance (V) of a Gaussian distri-

bution. For binary coding of 29 levels, Q bits are sent, and it is
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approximately valid that

Q = 0.125 + 0.6 log(V/ME) (5.1).
He also considered statistically recoding these bits so fewer could be
sent without loss of information. This is entropy coding, and it
yields a reduction in bits whenever each quantizing level is not
equally likely. This is the case when uniformly quantizing a non-
uniform distribution.

Let us consider the converse issue: how many quantizing

levels (N) could be represented for minimum ME if entropy coding to Q
bits were used? Goblick shcwed that with entropy coding

Q = 0.25 + 0.5 log(V/ME) (5.2)
independent of N for N ranging from 2 to 140 if ME/V < 0.5. By first
replacing Q with log N in (5.1) and combining with (5.2) to eliminate

V/ME we find that

N = 2(1.2Q-0.175)

This means that for 3 bit entropy transmission, a uniform quantizer
could have at most 10 levels, instead of 8 with binary coding. The
remarkable efficiency of uniform quantization is particularly evident
in (5.2). The second term on the right is Shannon's rate distortion
bound, i.e., the minimum entropy for any coder. So an appropriate
uniform quantizer rejuires only anmother % bit. Gish11 extended this
investigation to a wide class of common distributions and also found
that the uniform quantizer is only a fraction of a bit above the rate

distortion bound.
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Figure 11 shows a typical distribution of data at the output
of the input noise filter. By attenuating the D.C. level (u=v=0) ,
this filter allows the image data to range over negative as well as
positive values. This fact, coupled with the amplification of high
frequency components, implies that the filter outputs of relatively
large positive or negative magnitude correspond to brightness tran-
sitions in the image, where high frequencies are concentrated. It
would be convenient if uniform quantization could be applied to this
distribution, which is similar to that analyzed theoretically. The
critical test of this proposal is simulation with pictures, especially
gince the validity of the mean square error criterion has never been
established with respect to apparent image quality.

In order to experiment with various quantizers, the system
shown in Figure 12 was programmed on the PDP-9 computer. The para-
meter in the logarithm and exponentiation, a, determined the degree of
nonlinearity in the quantizer. For a << 1, the quantizer is nearly
uniform. The data were clipped between MEAN * MAX before quantizing.
This structure was used as the coarse quantizer in the system. No
sample reduction was included so the effect of the quantizer could be
isolated. The original two-dimensional noise filters and those to be
presented in Chapter 8 were all investigated. After numerous tests it
was concluded that the choice of MEAN and MAX, i.e., the clipping
levels, had a far greater effect on picture quality than the structure

of the quantizer applied within these levels. The uniform quantizer
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performed adequately and was retained, especially since it is parti-
cularly convenient for a real-time system.

With a uniform quantizer, Roberts3/ demonstrated that the
processing done in the steps between the noise filters is equivalent
to limiting the data range by clipping to

(MEAN + MAX -q/2, MEAN - MAX +q/2)

q is the coarse quantization interval
and adding noise distributed uniformly over a range of q. For the
variety of pictures in Figure 32, MEAN = 50 was found appropriate.
To determine the effect of clipping, Figure 5(a) was clipped to
50 * MAX For MAX = 32, 64, 128 and 256 using the one-dimensional noise
filters (the first version of one-dimensional noise filters to be
presented in Chapter 8) to produce Figure 13. Listed in this figure
is the standard deviation, D, of each picture from the original, com-
puted as a percentage of the dynamic range of 256. Notice that these
values do not convey the threshold effects in the visibility of the
distortions for MAX less than 64. This illustrates the problem of
mean-type measurements when applied to image perception, where local-
ized disturbances may distract from the entire picture.

When the complete Roberts scheme for Q = 3 is included by
adding the appropriate noise, we see the tradeoffs in Figure l4. As
the clipping level is increased, the nonlinear distortions decrease,
but the overall noise level increases. For these one-dimensional noise

filters, Figure 14(b) would be chosen as a compromise where the noise
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MAX = 32 MAX = 64
D =9,72% D= 6.42%
(a) (b)

MAX = 128 MAX = 256
D = 3.46% D = 3.14%
(c) ' (d)

Clipping level = 50 + MAX

Clipping Level Adjustments

Figure 13
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MAX = 32 ‘ MAX = 64
D = 9.54% D = 6.87%
(a) (b)

MAX = 128 MAX = 256
D = 6.60% D= 11,90%
(c) (d)

Clipping level = 50 * MAX
Noise extent = 2 * MAX/8

Clipping Effects Versus Noise

Figure 14
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is just sufficient to mask the nonlinearities.

During these experiments the step wedge graphed in Figure
15(a) was examined. It is included here to illustrate the actions of
! various stages of the system. Figure 15(b), at the output of the
transmitter noise filter shows:
; a) the attenuation of the mean value of the input due to the
low DC response of the filter;

b) the amplification by the filter of the high frequencies
at the level transitions; and

c) the preferential treatment of the darker areas in the

center of the trace due to processing in the logarithm domain.

To produce Figure 15(c), the data shown above was clipped to the

range (0, 120) and uniformly quantized to 8 levels. As a result of

5

B
|12
z

(c) there is more detail preserved in the receiver recreation, Figure

O

15(d), in the darker portions. This step wedge picture or any other
test pattern was not used to determine system performance or to adjust
parameters. The response of the human visual system to an artificial
subject is not indicative of the response to the more typical scenes

in Figure 33, which the system is being designed to transmit.

e AR




(a)

(b)

(e)

(d)
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(a) Original step wedge

(b) Output of input noise filter
(c) Output of coarse quantizer
(d) Processed data

Quantizing a Step Wedge

Figure 15
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Chapter 6

NOISE GENERATION AND MEASUREMENT

Pgeudorandom noise (PRN) is the prime component in the Roberts
technique. This noise should have a flat distribution between +1/2
of a coarse quantization and shculd be statistically independent on a
sample-by-sample basis. The last requirement implies a flat power
spectrum. This chapter investigates methods for generating PRN and
for measuring its characteristics.

A particularly convenient scheme for generating random num-
bers in a computer is the power-residue method??, Each successive
rzadom number is obtained from the low-order b bits of the product of
the "seed" and the previbus number. The appropriate seed depends on
b, which usually corresponds to the computer word size. The initial
value is any odd b-bit number, and 2b-2 terme are produced before the
sequence repeats. This PRN generator was implemented on a PDP-9
~computer with b = 18. The highest 6 bits from each sample were re-
tained to produce integers ranging from -32 to +31. The histogram of
1024 values had an rms deviation of 3.5 from the computed (and expec-
ted) mean of 16 samples/integer in the range generated.

The power density spectrum of this sequence was calculated for
frequencies up to 256 cycles/dimension (the highest frequency that can

be represented by a picture composed of 512 x 512 samples) by the
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following nethod:

a) We compute the unbiased autocovariance estimate, a(k), of

the noise, x(k),

, lozé-k| | 1024 2
a(k) = m]- zl x(r) X(Hk) - "1‘6‘2‘4‘ ril x(r) N
r=

where k ranges from -255 to +256.
b) We window the estimate with a Gaussian function having 90%

of its area between k = *64.
c) The estimate of the power density spectrum is the discrete

Fourier transorm of the windowed autocovariance estimate.

It is evident from Figure 16(a), that the spectrum is relatively flat. ;
The noise was displayed on the flying-spot scanner. In

Figure 17(a) each of 512 x 512 samples represents 128 + 4 X (noise

value). Since the apparent randomness of the noise is the critical

factor in picture coding, the vertical stripes in the figure make this

method unacceptable. This problem was eliminated without altering the

shape of the noise spectrum by generating 5 extra random numbers at

the end of each row. The results of using this scheme are shown in

Figure 17(b). ;
To implement an image transmission system in special-purpose

hardware, there is a more economical PRN generator than the power-

residue method. This generator utilizes a shift register with feed-

back of the execlusive OR of selected cells to simulate an irreducible
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primitive polynomia133. For an 18-bit shift register the simplest
arrangement is the exclusive OR of cells 1 and 8 to feed cell 18,
which was simulated on the PDP-9 computer. The computed power density
spectrum is shown in Figure 16(b). The high-frequency roll-off
occurred because the register was shifted once between samples so that
the low-crder bits remained correlated from point to point. Figure
17(c) was generated by using these values. Comparison with Figure
17(b) demonstrates the correlation of the samples. To decorrelate the
bits composing the integers, every other bit was retained after each
shift. As shown in Figure 16(c), this did not solve the problem. The
relatively flat spectrum of Figure 16(d) was finally produced by
shiftirg the register 6 times between samples composed of the high-
order bits. The corresponding noise picture appeared to be similar to
Figure 17(b). {Calculations on the histogram yielded an rms deviation
of 4.0 from a mean of 16.) |

This study illustrates the importance of exploiting the inher-
ent pattern-recognition capabilities of the human visual system when
designing image processing components. Not only can design calcula-
tions be conveniently corroborated, but unnecessary computation can

be avoided if a proposal is unacceptable visually.
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(b)

(d)

Frequency scale: -512 cycles to +512 cycles, with DC at the center.

Power Density Spectra

, Figure 16
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(a)

Performance of Pseudorandom Noise Generators

Figure 17
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Chapter 7

STRUCTURED NOISE

Research conducted independently by Limb26 and Lippel27 has
considered the possibility of manipulating the statistics of PRN to
improve the performance of the Roberts technique. Their proposals are
discussed in this chapter and the results of simulating them are pre-
sented.

Limb studied the frequency response of the human visual system
(Figure 3) and reasoned that since high frequencies are attenugted, a
less visible noise should be concentrated in this frequency region.

In the spatial domain this implies that the values of successive noise
points should have large differences, rather than differences that are
equally 1likly large or small. As an example, the ideal nonrandom
signal would alternate between +q/2 and -q/2 on successive samples

(q is the quantization interval) so its power spectrum has nonzero
values only at *§/2 cycles (S5 x S samples in the picture). A random
process which approaches this has a joint probability density for
adjacent samples given in Figure 18. Limb described a class of noise
signals with similar negative dorrelation properties. As seen in the
examples of Figure 19, the range in which noise may occur changes from
sample to sample in a cyclic way; hence, Limb named these ''n-step

dither patterns", where n is the number of steps per cycle.
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Limb compared various patterns by calculating the rms and mean
modulus (absolute value) error after the system output was passed
through a filter with the frequency response of the visual system. In
Chapter 5 we saw that mean-type measurements do not reveal the nature
of the distortion involved, which may significantly affect picture
quality. We will therefore consider another approach to analyzing
this system. Figure 20 shows alternate representations for 2 and
4-step dither patterns as sums of deterministic and random patterns.
Thus a picture processed with an n-step random pattern consists of the
original image plus a periodic pattern with n points per period plus
random uncorrelated noise uniformly distributed between *q/2n. This
scheme then adds noise with mean power 1/n? of that used by Roberts at
the expense of introducing a periodic pattern.

For a 2-step sequence only one periodic pattern exists
(+4/4, -q/4, +q/4,...). For higher n, Limb sought sequences which had
large changes from point to point. Of the following 4-step patterns,
for example, (7.1) is more desirable:

-3q/8, q/8, -q/8, 3q/8, -3q/8,... (7.1)

-3q¢/8, -q/8, q/8, 3q/8, -3q/8,... (7.2)
Computations (in Appendix A) of the discrete Fourier transform (DFT) of
these two patterns show that the one which is better from the spatial
domain critersion has more power concentrated at higher frequencies.
Each pattern was combined with PRN of amplitude *q/8 (q = 32) to pro-

duce the desired noise. The spectrum of each was calculated by the
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method in Chapter 6 to generate Figure 21, which confirms the computa-
tions in Appendix A. In both graphs the noise level is not discern-
ible from the frequency axis because its average amplitude is 1/64 of
the peak in trace (a).

Since these sequences are being applied to two~dimensional
pictures, the actual frequency goal must be considered in the Fourier
transform plane. To handle this problem Limb presented sequences
which met his requirements in the horizontal and vertical directions
for 2 steps (Figure 22(a)) and 4 steps (Figure 22(b)), and concluded
that ideal patterns for larger n do not exist. An 8-step two-dimen-
sional pattern was derived by Lippel. By refering to the ancient
notion of magie squares, he found a pattern where every 2 x 2 sub-
square and every horizantal, vertical, and diagonal run of four
elements has zero sum, as can be seen in Figure 22(c). The noise
added to make this an 8-step random sequence has mean power only 1/64th
of the original Roberts dither, but the periodic part of the signal
has power down at S/8 cycles per picture width. The appropriate PRN
was added to each sequence, and the results were applied to 3 bit
transmigsion without sample reduction, logarithm processing, or noise
filters (see Figures 23(a) through 23(c¢c)). Essentially these noise
patterns are transfering some white noise power at all frequencies to
a few spectral lines. To assess the relevance of this, it is impor-
tant to reconsider the purpose of the noise in quantization.

The significant achievement of the Roberts technique is the
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Spectrum of pattern 7.1

(a)

Spectrum of pattern 7.2
(b)

Frequency scale: -512 cycles to +512 cycles, with DC at the center.

Spectra of Structured Noise

Figure 21
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-q/2 q/2 -3q/8 q/8
q/2  -q/2 3q/8 -q/8
2-Step sequence 4-Step sequence (desirable)
(a) (b)

-7q/16  7q/16 -5q/16  5q/16
-3q/16  -3q/16 q/16 ~q/16
5¢/16  ~5q/16  7q/16 -7q/16
-q/16 a/16  -3q/16  3q/16

8-Step sequence

(c)

One period is shown for each sequence

n-Step Sequences for Two Dimensions

Figure 22
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2-Step sequence 4-Step sequence

(a) (b)

8-Step sequence 4-Bit quantization
(c) without structured noise
(d)

Quantization Using Structured Noise

Figure 23



- 60 -

elimination of spurious contours and the substitution of noise with no
apparent structure., The marked improvement in picture quality this
affords occurs because the coding accomodates a fundamental aspect of
the visual system.

Electrophysiological studies of the retinae of animals ranging
from invertebrates to mammals have revealed’! that many individual
recepters are interconnected to produce receptive fields (response as
a function of position on the retina) as illustrated in Figure 24(a).
This means that there is a single ganglion cell which is stimulated by
the excitation of receptors located in the '"+" region, while light
falling on the receptors in the '"-" region inhibits the firing of the
ganglion cell. The presence of these receptive fields (termed Kuffler
units) throughout the visual field cau3es the eye to suppress informa-
tion about nonchanging luminances, whiie transmitting to higher visual
processes information about changes. Figure 24(b) shows the effect
this has on the perception of a luhminance transition. This apparent
edge enhancement is called a Mach band6. Kuffler type units of vari-
ous shapes and orientations are being used to describe the abstraction
of information that occurs in the higher visual processes. Hubel and
Wiesel24 have found cells in the visual cortex of cats that have
receptive fields maximally stimulated by straight lines in specific
orientations, and others that serve as corner detectors. This tends
to support the view that much preliminary form recognition involves

contour perception53.
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Thus a noise signal with structure is more likely to pass
through the information filters of the human visual system and dis-
tract from the perception of the picture to which it is added.
Mitchell recently31 tested this hypothesis by having subjects compare
the visibility of narrow band noise with wide band noise. He found
that as the bandwidth decreases (keeping the total energy in the pic-
ture constant), the noise visibility increases by almost a factor of
two.

This is why there is not a striking decrease in apparent noise
as the patterns get more complex. The greatest change occurs between
no pattern (Figure 6(b)) and the 2-step pattern, where the white noise
component is )% the power of that with no pattern. This noise compo-
nent is equivalent to the unpatterned noise employed in 4 bit trans-
mission, which was used to produce Figure 23(d). There still is a
subtle, but important, difference in the overall performance of a
system with patterned versus unpattetned noise. As mentioned in Chap-
ter 5, the noise added to the data in the Roberts quantizer is the
same for almost all inmputs. However, the n-step noise changes form as
the data level changes. This is illustrated in Figure 25 for a
2-step process. Careful examination of Figures 23(a) thrcugh 23(d)

reveals this data dependence of the noise. Thus structured noise is

not employed in the revised transmission system.
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Chapter 8

NOISE FILTERS

The primary hindrances to stream coding of the picture data
were the two-dimensional noise filters. As mentioned in Chapter 3,
these filters derived a single output point from data in about 60
adjacent rows. This chapter presents the development of filters which
require many fewer rows to achieve the effect of the original filters.

As the first approach to the problem, one-dimensional filters
were obtained from the two-dimensional frequency specifications by
using the response along the u-axis. The system was simulated without
sample reduction, and the quantizing parameters (discussed in Chapter
5) were optimized for 3 bit transmission. As is evident in Figure
28(a), the one-dimensional structure of the noise is particularly
visible.

In view of the psychophysical sensitivity to structured noise,
the filters were redesigned to include a limited number of rows in the
impulse response of the filters. Alsc the horizontal frequency
characteristic was retained by requiring that the u-axis response be
unchanged. These goals were formulated in a constrained minimization
problem, where we sought to minimize the mean square error between the
new and the old frequency responses. Appendix B contains the compuﬁa-

tions involving Lagrangian methods. The solution states that each
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retained row in the impulse response should be a sum of the original
row plus a weighted sum of all rows omitted. However, there is a
fundamental difficulty in applying this to the noige filters. The
resulting filters are not the inverse of each other for the versions
considered, including 3, 5, and 7 rows.

The problem was reformulated to solve for both filters simul-
taneously while including the inverse requirement. As the computation
in Appendix C reveals, the mathematics soon became intractable. In-
stead, the output noise filter designed in Appendix R was used to
derive the input filter. The output filter was not dirently inver-
tible because its frequency response had negative lobes as a result of
the sharp amplitude change where the rows of data in the impulse
response were forced to zero. The impulse response was windowed until
the frequency response remained non-negative. The coefficients (W)
selected for the rows are listed in Figure 26 under the corresponding
displays of the magnitude of the frequency response for output filters
with 3, 5, and 7 rows. Now that the modified imput noise filter could
be obtained, the system was configured to produce the 3 bit trans~
missions shown in Figure 28 (b) through Figure 28(d).

Figure 27(b) presents the noise as shaped by the one-dimen-
sional output filter employed for Figure 28(a). In light of
Mitchell's findings (discussed in Chapter 7), the noise is particular-
ly visible because the lack of vettical filtering introduces the

striped structure. It was theorized that if the filtering in the



- 66 -

Original filter Impulse response limited to
(a) 3 rows windowed:
Wi = Wy = 0.5
Wo = 1.0
(b)

Impulse response limited to Impulse response limited to
5 rows windowed: 7 rows windowed:
W2 = W=2 = 0.3 W3 = W-3 = 0.2
Wi = Woy = 0.75 W2 = Wo2 = 0.4
Wo =1.0 Wi = W1 = 0.8
(c) Wo = 1.0
(d)

The v axis is horizontal and the u axis is vertical

Magnitude of the Frequency Response of Various Output Noise Filters

Figure 26
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horizontal direction was reduced, perhaps there would be an overall
decrease in the noise visibility. After some experimentation, the
one-dimensional frequency response was altered by taking the square
root of the original values and scaling so the DC response was un-
changed, as illustrated in Figure 27(c). As was dome in Figure 27(b),
noise was passed through this new output filter to yield Figure 27(d).
Although the change in noise visibility is rather small, these new
filters produced remarkably better pictures, as can be seen in

Figure 28(e). This imprcovement resulted primarily because the clip-
ping level in the quantizer could be reduced from MAX = 128 in Figure
28(a) to MAX = 64 in Figure 28(e) without introducing distortioms.
Thus the noise amplitude could be out by a factor of 2. Similar
results were obtained for all the test subjects in Figure 33. The
minimal amount of horizontal structure remaining with these new
filters could be virtually removed by expanding the impulse responses
to 3 rows.

An additional experiment was performed to compare the per-
formance of these two versions of one-dimeﬁsional noise filters with
entropy coding. The data produced by the input noise filter was
altered until its entropy was less than 3 bits, then the results were
entered into the output noise filter. To reduce the entropy the
entire range of data was quantized by setting least significant bits
to zero without clipping any data. For both versions of the filters

an entropy of 2.9 bits was achieved by fixing the values of the 3



Frequency response of original filter Noise through fillter in (a)
(DC in center) (b)
(a)

S N
Frequency response of new filter Noise through filter in (c)
(DC in center) (d)
(c)

Noise Through One-Dimensional Output Noise Filters

Figure 27
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3-row impulse response

(a) (b)

5~row impulse response 7-row impulse response

(c) (d)

New one-dimensional filter
(e)
Processing With Various Noise Filters

Figure 28
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least significant bits. The results shcown in Figure 29 demonstrate
the advantages of the modified filters. Furthermore, they indicate
that the real-time quantizing proposal yields results that are close
in quality to entropy coding.

For real-time implementation these new filters solve the
stream processing requirement. For simulation on the PDP-9 computer,
the fast Fourier trandborm (¥FFT) of each row of the picture was multi-
plied by the frequency response of the appropriate filter, and the
inverse FFT yielded the filtered data. Rabiner3® discussed the
tradeoffs involved in various hardware realizations of such filters
and concluded that this FFT method involves fewer multiplications and
additions than a recursive or a direct convolution scheme when there
are more than 32 samples per row.

With the one-dimensional noise filters, this facsimile trans-
mission system can be compared to a differential pulse code medulation
system (DPCM)40, as drawn in Figure 30. The feedback network at the
transmitter serves two purposes. One is to quantize differences
between samples in order to exploit the correlation of adjacent ele~
ments. Secondly, the quantization noise associated with each sample
depends on previous outputs so it is independent of the brightness
level#. In the current scheme, this independence is controlled
directly by the pseudorandom noise generators. The input and output
noise filters, chosen according to psychophysical criteria, are in

fact approximately a differentiator and an integrator respectively,
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Original one-dimensional noise filters

(a)

. U S

Modified one-dimensional noise filters

(b)

Entropy Coding

Figure 29
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We have here greater flexibility in controlling various characteris-

tics than in DPCM.
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Chapter 9

CHANNEL NOISE

The concept of dividing a communications system into source
coder and channel coder provides a powerful design approach. When
appropriate channel coding can guarantee perfect transmission of up to
C bits per second, the only constraint on the source coder design is
the maximum output rate, However, sophisticated channel coding is not
usually employed because of the complexity and transmission delay
involved. It then becomes very important to analyze how channel
errors affect the information content of the source coder data.

To assess the performance of the current system with channel
noise, a binéry symmettic channel with error rates of 10~% and 10~2
was simulated on the PDP-$ computer. A binary symmetric channel,
diagrammed in Figure 31, is an appropriate model for a link with
additive white noige independeant of the data. Channels that involve
switching or radio links are plagued by noise that comes in bursts.

If the duration of the burst almost equals the length of all the data,
retransmission is necessary. ﬁowever, for relatively short bursts,
the data may be scrambled at the transmitter and unscrambled at the
receiver so the net effect is that of a binary symmetric channe110,
Before entering the channel, the data from the quantizer are

Q

mapped into a set of binary numbers by tagging the lowest quantizing
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level (out of 2Q levels) as O and the highest as 2Q-1,  The reverse
of this mapping is performed as the data enter the source decoder.
Figures 32(a) and 32(b) show 3 bit transmissions at the two error
rates considered. Comparing these with Figure 28(e), we see that the
effect of a single error is localized as a small dot. This should be
contrasted with DPCM, where a single error can damage an entire line

of data3.



ey A A e T 0 e

Error rate = 10-4

(a)

Error rate = 10"2

(b)

Transmission with Channel Noise

Figure 32
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Chapter 10
CONCLUSIONS

In order to develop a real-time facsimile transmission system,
a number of constraints and tradeoffs were imposed on the original
design. Most significantly, the noise filters were changed from two
to one-dimensional while attempting to maintain the same reduction in
noise visibility. 1In addition a uniform quantizer plus non-linear
clipping, both with fixed parameters, were introduced in the quantiz-
ing process. In the sampling process the filtering was removed from
the logarithm domain. The impact on performance can be fully assessed
only by processing actual pictures. Those in Figure 33 were chosen'as
test subjects because they represent a wide range of typical televi-
sion or newspaper scenes.

Both the original system and the real-time system were simu-
lated on the PDP-9 computer for a selected set of total bit transmis-
sion capacities (channel capacity multiplied by transmission time, |
CT). For each capacity value and subject, the choice of S, the number
of samples per dimension, versus Q, the number of bits per sample, was
adjusted to maximize picture quality (CT = S x S x Q). The results
for the new system, as recorded by the flying-spot display, are pre-
sented in Figure 34. Work is in progress to interface the system to

a laser facsimile scanner and receiver.



(c)

Test Subjects
Figure 33
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3 Hisd

ct = 218, s = 256, Q = 4 _ cT = 218 s = 256, Q = 4
(a) (d)

3

cT = 217, s = 209, Q = 3 cT = 217, g = 209, @ = 3
(b) (e)

cr = 216, 5 = 148, ¢ = 3 cr = 216 g =181, Q=2
(c) (£)

Performance of the Real-Time System

Figure 34
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cT = 218, 5 = 256, Q = 4
(g2

cT = 217, 5§ = 256, Q = 2
(h)

cr = 216, s =181, Q = 2
(1)

Performance of the Real-Time System

Figure 34 (continued)
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The performance of the real-time system nearly matches that
of the original system. Therefore, the comparison scheme developed
by the author in previous research50 is not applicable here. It is
noteworthy to compare these results with the theoretical work of

38. He proved that the rate distortion bound for line~by-line

Sakrison
processing is about three times that for two~dimensional methods.
However, his distortion measure effectively minimized the mean square
difference between the input to the receiver noise filter and the
output of the transmitter noise filter. The problems encountered with
a mean square criterion in Chapter 5 confirm Sakrison's reservations
about the correspondence between his distortion measure and subjective
judgments of quality.

Extensions of this research into image enhancement may be
fruitful. By including stages in the system that intentionally
"distort' the image, it should be possible to compensate for losses
in quality due to data compressicn. A successful technique has been

42 to improve Wirephoto pictures by increasing

developed by Schreiber
the micro contrast of the image to comper sate for the loss of macro
contrast in the print medium.

Although actual hardware development of this real-time fac-

simile transmission system may entail some modifications, the feasi-

bility of such a system has been demonstrated.
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Appendix A

DFT FOR TWO 4~STEP SEQUENCES

In Chapter 7 we discuss the power spectrum of two 4-step
sequences used to produce structured noise. The computations of the
spectra via the discrete Fourier transform (DFT)are presented here.

diﬁen a function, f(n), defined for N points, n =0 to N - 1,
the ﬁFT,‘F(k); is calculated thus:

N-1
F(k) = ) £(n) exp(-j2mk/N), 0 <k <N
n=0
Because f(n) is a 4-~step sequence, it is periodic with a period of 4:
f(n + 4k) = £(n)
for k integer where f(n) is defined. It follows that F(k) = 0 for
k # bN/4 for b integer. Therefore, we need to calculate only
N-1
F(bN/4) = z f(n) exp(-jmmb/2)
n=0
for b = 0, 1, 2, and 3. The power density spectrum componente, S(k),
are the square of the magnitude of the corresponding DFT components.
Sequence 7.1 with q = 8 for convenience is:

f(n) = -3, 1, -1, 3, -3, 1, ..., 3

The corresponding DFT and power density spectrum are:
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F(0) =0 5(0) =
F(N/4) = (-1+j)N/2 S(N/4) =
F(N/2) = 2N S(N/2) =
F(3N/4) = (-1-j)N/2 S(3N/4) =

Sequence 7.2 with q = 8 as above:

f(n) = -3, -1, 1, 3, -3, -1, ...

The corresponding DFT and power density spectrum
F(0) =0 S(0) =
FON/4) = (-1+N S(N/4) =
F(N/2) = -N S(N/2) =
F(3N/4) = (-1-j)N S(3N/4) =

N%/2

4N2

N2/2

are:

2N2

N2
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Appendix B

FILTER DESIGN WITH CONSTRAINTS

In Chapter 8 we seek filter designs which limit the vertical
extent of the impulse response of a two-dimensional filter while
retaining certain frequency characteristics. If F(u,v) is the desired
frequency response defined for 0 < u, v < N -.1 and G(u,v) is the
desired response of the filter with an impulse response, g(n,m),
defined for 0 < n, m < N - 1, we require:

g(n,m) = 0 for m > r and m < N - r, yielding 2r + 1 non-zero rows
G(u,0) = F(u,0)
The following Lagrangian formulation minimizes the mean square dif-

ference between F and G subject to these constraints:

N-1 N-1 2 N-1
= ) Z {G(u,v) -F(u,v)] + ) A(u)[c(u,O) -F(u,O)]
u=0 v=0 =0
N-1 N-1
G(u,v) = Z z g(n,m) exp[~w(un + vm)],
n=0 m=0

where w = j2mW/N.
g(n,m) is determined by the sclution to the following set of simul-
taneous equations:
oL/3g(x,y) = O for 0 < x, y <N-1 (B.1)
aL/3A(x) = O for 0 < x<N-1 (B.2)
We consider the first term in L and where appropriate use the fact

that
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f(n,m) = f*(n,m)
g(n,m) = g*(n,m)
N-1 N- 2
Ly = ) Z [G(u v) - F(u, v)]
u=0 v=0
N-1 N-1 [N-1
= Z Z Z Z g(n,m) exp[-w(un + vm)] - F(u,v) | °
u=0 v=C 'n=0 m=0

=0 m=0

-1 N—-1
{ Z Z g(n,m) exp{+w(un + vm)] - F*(u,v)}

g(n,m) g(p,q) eXP[-wu(n - p)

N-1 N-1 N-l N—l \~1 N 1
0 v=0

n-O m~0 p= 0 q—O

N-1 N-1
-wv(m - q) ~ F*(u,v) X X g(n,m) exp[—w(un + vm)]
n=0 m=0

] - N-1 N-1
~F(u,v) Z Z g(n,m) exp(+w(un + vm)J + IF(u,v)l2
n=0 m=0

AL, /3g(x,y)=

N-1 N-1 N-1 N-1

] 1 8/3e(x,y) {stx,y) T T s(p,q) exv(-wu(x - p)
u=0 v=0 p=0 ¢q=0

p#x qiy
N-1 N-1
-wV(y-Q)} + g(x,y) z Z g(n,m) expl-wu(n - x)
n=0 m=0
n¢x m¥y

-wv(m - y)] + gz(x,y)} -F*(u,v) exp{-W(ux + vy)]

~F(u,v) exp(+w(un + vm)}
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N-1 N~1 [N-1 N-1
= Z Z z Z g(n,m) exp[+w(un + vm)] exp[—w(ux + vy))

u=0 v=0 |n=0 m=0
N-1 N-1

+ 2 Z g(n,m) exp[~w(un + vm)} exp[+w(ux + vy)]
n=0 m=0

-N2f*(n,m) - N2f(n,m)

N-1 N-1

= z Z G*(u,v) exp[—w(ux + vy)} +G(u,v) exp[+w(ux + vy)]
u=0 v=0
—2N2f(n,m)

= ZNZ[g(x,y) - f(x,y)} (B.3)
N-1

L2 = z X(u)[G(u,O) - F(u,O)}

u=0

' N-1 N-1 N-1
aLa/3g(x,y) = J A(u) 3/3g(x,y)| J I g(n,m) exp(-wun)
0

u= n=0 m=0
N-1
= z A(u) exp{(~wux) (B.4)
u=0
Combining B.3 and B.4 in B.1l:
N-1
g(x,y) = £(x,y) - 1/28%2| }  (u) exp (~wux) (B.5)

r=0
N-1
Define L(x) = 1/2N2 Z A(u) exp(-wux)
r=0
B.2 implies G(u,0) - F(u,0) = C

N-~-1 fN-1
2 z g(n,m) - f(n,m) exp(-wun) = 0

n=0 {m=0
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We apply the constraint that
g(n,m) = 0 form > r, m < N-r
r N-1 N-1
(y +J )eg@m - § £(a,m =0

m=0 n=N-r m=0

Substituting B.5

r N-1 N-1
(y + 1) (f(n,m) + L(n)] -7 f(m,m =0
m=0 m=N-r ' m=0
N-1 r N-1
2c+ 1) L) = § fm -{] + ] ) f(a,m
m=0 m=0 m=N-r
N-r-1
L(n) = 1/Q2c + 1) )} f(n,m)
m=r+1
Finally we find that
N-r~1
g(n,m) = f(n,m) + 12 + 1) } £(n,y)
y=r+l

form < r, m > N-r
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Appendix C

FILTER DESIGN WITH CONSTRAINSTS ON THE INVERSE

This filter design problem is similar to that of Appendix B,
except that we seek to minimize the difference between
G{u,v) and F(u,v)
1/G(u,v) and 1/F(u,v)
Without considering the requirement that G(u,0) = F(u,0),
N-1 N-1 , N-1 N-1 2
Z Z (G(u,v) - F(u,v)] + Z X [I/G(u,v) - l/F(u,v)]
u=0 v=0 u=0 v=0
dL/3g(x,y) = 0
From Appendix B, (define L1 as the first term)
2
Ay /0g(xy) = 2N (8x,y) - £(x,9)
We consider the second term, L,
dL, /3g(x,y) =
5T 3/3g(x,y) [1/(c(u,v)g -~ 1/G(u,v)F*(u,v)
u=0 v=0
2
~1/G*(u,v)F(u,v) + 1/|F(u,v)| )
N-1 N-1 X )
= Z Z l/IG(u,v)I 0/0g(x,y) [,G(u,v)l ]
u=0 v=0

-3/3g(x,y) [G(u,v))/ [Gz(u,v)F*(u,v)]
-3/3g(x,y) [G*(u,V))/ [G*z(u,V)F(u,V)J}
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N-1 N-1 \
= ) ) 11/{6(u,v)| [G*(u,v) exp[-w(un + vm))
u=0 v=0
+G(u,v) exp{+w(un + vm)]]
—exp[—w(un + vm)] / (Gz(u,v)F*(u,v)]
-exp{+w(un + vm)) / {G*z(u,v)F{u,v)]
Thus
oL/og(x,y) =
2 N-1 N-1
2 [gx,) - £xup)] + [ ] (5458 =0
u=0 v=0
where S = exp(-w(un + vm)] 1/|G(u,v)l2 - 1/[G(u,v)F*(u,v)] / G(u,v)
To solve this G and F should be expressed in the space domain. This
yields N coupled non-linear equations which must be combined with
the constraint on the vertical extent of g(n,m) to find the non-zero

values of this function. At this point the problem is quite intrac-

table even for computer solution.
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