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Abstract. We propose the use of Granger Causality to model the ef-
fects that dominant people induce on the other participants’ behavioral
patterns during small group interactions. We test the proposed approach
on a dataset of brainstorming and problem solving tasks collected using
the sociometric badges’ accelerometers. The expectation that more dom-
inant people have generalized higher influence is not borne out; however
some more nuanced patterns emerge. In the first place, more dominant
people tend to behave differently according to the nature of the task:
during brainstorming they engage in complex relations where they si-
multaneously play the role of influencer and of influencee, whereas dur-
ing problem solving they tend to be influenced by less dominant people.
Moreover, dominant people adopt a complementarity stance, increasing
or decreasing their body activity in an opposite manner to their influ-
encers. On the other hand, less dominant people react (almost) as fre-
quently with mimicry as with complementary. Finally, we can also see
that the overall level of influence in a group can be associated with the
group’s performance, in particular for problem solving task.
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1 Introduction

Management, scientific research, politics and many other activities are accom-
plished by groups. For this reason, it is increasingly becoming important to
understand the dynamics of group interactions and how they relate to group
performance. Dominant behavior is a key determinant in the formation of a
group’s social structure, and consequently, in group dynamics [10]. Many social
psychology studies have shown that individuals higher in trait dominance tend
to attain more influence in face-to-face interactions [1,10,19]. Moreover, a meta-
analysis of 85 years of research found that dominance can predict who emerges as
the leader in group interactions more consistently than other individual charac-
teristics, including intelligence [12]. For this reason, in the last years dominance
aroused much interest in the automatic behavior analysis community. In partic-
ular, different researchers have dealt with the automatic detection of the most
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dominant person and/or of the least dominant person in small group interactions
(e.g. meetings) using different non-verbal acoustic and visual cues [14,7,8,9].

However, to our knowledge there are not works that automatically model
the causal effects that people displaying dominant non-verbal behaviors have on
the non-verbal behaviors of the other participants. In order to investigate these
effects and how they relate to group performance, we apply Granger causality,
an approach that detects and estimates the direction of causal influence in time
series analysis. To exemplify the approach, in this work we focus on people’s
body activity and on how it affects the body activity of other group members.
In doing so, we investigate the kind of effects dominance display produces on
the body activity of the influencees.

Previous studies in social psychology [20] have shown that observers can
respond to dominant behaviors with mimicry or complementarity behaviors,
where the former amounts to a reproduction of the behavior of the dominant
person and the latter to an opposite behavior. Hence, people may respond to
dominance displays by exhibiting similar (dominant) behavior and/or respond to
submissive behaviors with submissive ones (mimicry). On the other hand, they
could also match dominant and submissive behaviors with contrasting behaviors,
with dominant displays inviting submissive responses and submissive displays
soliciting dominant behaviors (complementarity). According to Chartrand and
Bargh[3], mere correlational analysis are not enough to conclude that person
X, is mimicking (or complementing) person Xs; rather, they can only inform
whether X; and X, are displaying similar or contrasting behavioral patterns at
the same time. Those associations, however, could be due to third, confounding,
factors that are ultimately responsible for the observed behavioral patterns (e.g.
a hot room causing all present to fan their face). In order to conclude for the
presence of true mimicry/complementarity, a causal relationship must be proven
in which Person X; first engages in the particular behavior and then Person X,
mimics (or complement) that behavior. Granger causality [6] is a promising
approach to this end: widely used in neuroscience to infer the existence of causal
relationships among neural circuits [18], it has originated in econometrics [6] to
detect and model causal relationships among temporal series. To our knowledge,
it has been seldom, if ever, applied to the automatic analysis of human behavior
[13] and to social behavior, in particular.

2 Twenty-Question Game Dataset

The dataset consists of 13 groups with 4 participants. Each participant wore a
sociometric badge - a wearable electronic badge with multiple sensors collect-
ing interaction data. By interacting with other badges, it can collect proximity
data, other badges in direct line of sight, body movement data by means of ac-
celerometers, and speech features. In this paper, we use only the accelerometer
data and more specifically the variation of body movement energy, obtained by
computing the amplitude of the movement vector in the 3-dimensional space
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(z,y,2). An example of the participants wearing sociometric badges can be found
in Figure 1.

Fig. 1. Meeting participants wearing the sociometric badges

The data encompass two co-located meeting types, brainstorming and prob-
lem solving. The task used is based on a modification of the game “Twenty-
Questions”, which integrates both brainstorming and problem-solving scenarios
by closely replicating Wilson’s experiments [21]. At the beginning of a task, each
group was given a set of ten yes/no question-and-answer pairs. For the first phase
of each task, groups were given 8 minutes to collaboratively brainstorm as many
ideas that satisfy the set of question-and-answers. Then, continuing into the sec-
ond phase, groups were given 10 minutes to ask the remaining ten questions of
the Twenty-Question Game to determine the correct solution.

2.1 Dominance

In the post-task questionnaire, one of the questions asked users to rate the self-
perceived level of dominance. The subjects answered using a 5-point Likert scale.
Following [11], the participants with values higher than one standard deviation
over the mean were considered dominant. We also asked all the participants
to rate each other’s dominance level and as for self-perceived dominance the
participants with values higher than one standard deviation over the mean were
labelled as dominant.

2.2 Performance

The performance scoring is determined by (i) the number of correct ideas in
the brainstorming phase and (ii) the number of questions used to arrive at the
correct answer in the problem-solving phase. As the goal of brainstorming is to
generate as many ideas as possible. We use the total number of ideas generated
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as a measure for the performance of the brain- storming phase. In the problem
solving phase, groups were asked up to 10 questions to find the correct solution.
They received a higher score if they used fewer questions and a zero score if they
could not get the answer correct within 10 questions. Hence, we use the number
of questions each team used as a negated measure of the team’s performance.

3 Our Approach

To understand the direction of the influence flow in social interactions, it is of
fundamental importance to distinguish the driver from the recipient. One of the
most prominent methods to estimate the direction of the causal influence in
time series analysis is the Granger Causality(GC)[6]. This method is based on
asymmetric prediction accuracies of one time series on the future of another. In
specific, let two time series X; and Xo,

Xa(t) = D7 An g Xa(t = j) + X7 A j Xa(t — §) + & (1)

Xo(t) = X7 Ag1 j X1 (t — j) + X Aza j Xa(t — j) + &a(t)

where A is the matrix containing the coefficients of the model and &;,£> are the
residuals of X; and X respectively. A time series X7, is said to Granger-cause
X5 if the inclusion of past observations of X7 reduces the prediction error of Xso
in a linear regression model of X5 and X;, as compared to a model including
only the previous observations of Xs. An important aspect of GC is its general-
izability to the multivariate case in which the GC of X; on X5 is tested in the
context of multiple additional variables (in our scenario the other two meeting
participants W and Z). In this case, X; is said to Granger-cause X» if knowing
X1 reduces the variance in X5’s prediction error when all the other variables are
also included in the model [5]. In our case, the time series X, X2, X3, X4 of the
system X are reffering to the body movement of each of our subjects as described
above. To remove every linear trend from the data, all series have been detrended
and their temporal mean has been removed as an initial preprocessing step. We
estimate the best order of the multivariate autoregressive model (MVAR) using
the Bayesian Information Criterion (BIC)[15]. The estimated model was further
checked both (i) to control whether it accounted for a sufficient amount of vari-
ance in the data and (ii) using the Durbin-Watson [4] test to validate whether
its residuals are serially uncorrelated. Then, once the set of significant lagged
values for X, is found, the regression is augmented with lagged levels of Xj.
Having estimated the G-causality magnitudes, their statistical significance was
evaluated via an F-test on the null hypothesis that the coefficients A; ; are zero.
If the coefficients in the corresponding A;; were jointly significantly different
from zero, then the causal interaction was considered to be statistically signifi-
cant. To correct the tests from multiple comparisons, the Bonferroni correction

P
[2] approach was chosen thresholded at w1 with P=0.01.
n(n —
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Let our small group of participants be a small causal network of 4 interacting
nodes. In causal networks, nodes represent variables and the directed edges rep-
resent causal interactions.A measure of the causal interactivity of a system X is
the causal desity [16], which is defined as the mean of all pairwise G-causalities
between system elements, conditioned on the system’s statistically significant
interactions.

1
cd(X) = mzi;éjFXjoIX[ij]
where X[;; is the network from which the variables X; and X; are omitted.
For each of our nodes (i.e. each subject), we estimate the unit causal density
cd,, (%) which is the summed causal interactions involving a node ¢ normalized by
the number of nodes. In particular, we computed two versions (i) one weighted
by the GC magnitudes, weighted unit causal density (WUCD) and (ii) the un-
weighted unit causal density (UCD) obtained by setting all the significant causal
interactions to 1. The nodes with high values of UCD or WUCD can be consid-
ered to be the causal hubs inside the meeting. Furthermore, to identify nodes
with distinctive causal effects on the network dynamics, we estimated the causal
flow of a subject X7, both weighted by the Granger magnitudes (WFLOW)
and unweighted (FLOW). The causal flow is defined as the difference between
the in-degree and the out-degree of a given node. Therefore, a subject with a
high positive causal flow exerts a strong causal influence on the meeting and it
can be called causal source. On the other side, a subject with a highly negative
causal flow can be called a causal sink. From the GC relationships in the causal
network, we are only able to determine if the body activity of subject X; has
a causal effect on the body activity of subject Xs; however, we are not able to
discriminate between mimicry and complementarity effects.

In order to assess these phenomena, we investigated the correlation between
the time series of the subjects for which we found some significant causal effect.
For example, once determined that subject X; Granger-causes Xs, we checked
if the correlation among the time series X; and the time series X5 is positive,
revealing mimicry effects, or is negative, showing complementarity ones.

4 Experimental Results

First of all, we focus our attention on the relationships between influence,behavior
and the dominance scores. Our expectation is that more dominant people have
generalized higher influence, measured in terms of higher UCD and/or WUCD;
positive and higher flow; higher out-flow. As a first step we compute the Spear-
man rank-correlation between a number of GC-related quantities (UCD, WUCD,
FLOW, WFLOW, Out and In) and the dominance scores both those obtained on
the basis of self-assessment (DomSelf) and those provided by the other members
of the group (DomOther). In both cases, ranks are computed on a group-by-
group basis. The results are reported in the Table 1. As emerges from them,
the rank correlations are uniformly low and non-significant, with the exception
of the correlation between the self-dominance rank and the Flow rank and of
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Table 1. Rank Correlations between GC quantities and dominance scores

BrainS BrainS ProS ProS

Rank |DomSelf Rank|DomOtherRank|{DomSelf Rank|DomOtherRank
UuCDh 0.66 0.085 - 0.123 -0.197
WUCD 0.057 0.096 -0.119 -0.96
FLOW -0.035 -0.077 -0.320 -0.153
WFLOW 0.014 -0.049 -0.256 -0.103
Out 0.100 0.058 -0.188 -0.138
In 0.100 0.155 0.081 0.054

the correlation between the self-dominance rank and the WFLOW rank. In both
cases, they are negative, so that more dominant people tend to have lower values
of both simple and weighted causal flow in the problem solving condition. None
of these results seems to support our expectations. In order to deepen our anal-
ysis, we classified our subject along two dimensions, the first (BrainS) addresses
their behavior in the brainstorming session and the second (ProS) does the same
for the problem solving session. The two dimensions consist each of four classes:

Class “0”: the subject was neither a source nor a target of influence

Class “1”: the subject acted only as a source of influence

— Class “27: the subject acted only as a targets of influence from other subjects
Class “3”: the subjected acted both as a source and a target of influence

The distribution of subjects according to the two classification schema is as in
Figure 2.
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Fig. 2. The distribution of subjects according to the two classification schema
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As can be seen, both in the brainstorming and in the problem solving condi-
tions a large part of our subjects never took part in any influence exchange. On
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the other hand, the number of those who acted both as targets and as sources
doubles in the ProS conditions, with a marked decrease of those playing just
one of those two roles. Moreover, the number of those influence exchanges in-
volving the same two people as both influencers and influence increases from
just 1 pair in the BrainS condition to 4 couples in the ProS one; in other words,
of the 12 people falling in class “3” in the ProS condition, 8 are part of influ-
encer/influencees dyads. Summarizing, once the subjects who do not take part in
any influence interaction are set apart, it seems that, in problem-solving people
are more willing to get involved in complex influence interactions, whereas they
stick more to a mono-directional format while brainstorming. We now compute
the average and median dominance ranks for each behavior class. The results
are reported in the Table 2.

As observed, both in the brainstorming and in the problem solving condi-
tions a large part of our subjects never took part in any influence exchange. On
the other hand, the number of those who acted both as targets and as sources
doubles in the ProS conditions, with a marked decrease of those playing just
one of those two roles. Moreover, the number of those influence exchanges in-
volving the same two people as both influencers and influence increases from
just 1 pair in the BrainS condition to 4 couples in the ProS one; in other words,
of the 12 people falling in class “3” in the ProS condition, 8 are part of influ-
encer/influencees dyads. In summary, once the subjects who do not take part

Table 2. Average and Median Dominance Ranks for each Behavioral Class

| |DomSelf Rank|D0mOtherRank||D0mSelf Rank|DomOtherRank|

BrainS Average Median Average Median
Class0 2.52 2.5 2.53 2.5
Classl 2.21 2.00 2.08 1.75
Class2 2.36 2.00 2.46 2.75
Class3 3.33 3.50 3.33 3.5
ProS Average Median Average Median
Class0 2.52 2.00 2.58 2.50
Classl 2.07 2.00 2.29 2.50
Class2 3.00 3.00 2.83 3.00
Class3 2.33 2.25 2.21 2.00

in any influence interaction are set apart, it seems that, in problem-solving peo-
ple are more willing to get involved in complex influence interactions, whereas
they stick more to a mono-directional format while brainstorming. The average
and median dominance ranks for each behavior clas are reported in the Table 2.
The average and median ranks for the two dominance assessment (self vs. other)
are substantially consistent. Interestingly, a trend emerges for higher dominance
rankings to fall in class “3” of the BrainS classification and in class “2” of the
ProS one. In other words, the subjects who act both as influencers and influences
while brainstorming tend to be higher in dominance, while, in turn, the most
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dominant subjects seem to play the role of influencees in the problem solving
condition. This latter fact explains, at least in part, the significant negative cor-
relations between the two measures of causal flow and the dominance ranking
in the ProS condition. The Figure 3 reports the correlation between the per-
formance scores in the BrainS and ProS conditions and two measures of overall
(body activity based) group-internal amount of influence. The first, AV-UCD, is
the average value of the so-called Unit Causal Densities (UCD), which measures
the causal density of a given person in terms of the number of incoming and
outcoming influences he/she plays a role in. The second quantity, Av-WUCD,
is the average of the Weighted Causal Densities (WUCD), which weights the
casual density of a given person in terms of the GC values attached to the single
influences he/she participates in.
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Fig. 3. Correlation between the performance scores in the BrainS and ProS conditions
and the group causal densities

Whereas the correlation values are either very close to zero for the BrainS
condition, they have higher negative values in ProS. Recalling that the highest
performance in the ProS condition correspond to a score of zero (zero ques-
tion asked to reach the conclusion), it can be concluded that an increase of
body-motion related influence during problem solving corresponds to a moder-
ate increase in performance. No interesting trend emerges in the brainstorming
condition.

We conclude the analysis of the data concerning the relationships between
dominance and influence by considering what happens when influence relations
involve subjects of unequal dominance status - that is the relationships where
one of the subject scores highest in the group and the other is lower. There are
two fundamental modes described in the literature[20] in which influence can
unfold: the influencee follows the behavior triggered by the influencer (mimicry)
or he/she can exhibit the opposite behavior (complementarity). In our case,
we can capture these differences by computing the correlation between the two
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corresponding signals: if there is an influence relationship (that is, the GC is
significant) and the correlation is positive, then we speak in terms of mimicry,
otherwise, we consider it as a case of complementarity. Given the exploratory na-
ture of this paper, we have retained all the correlation coefficients corresponding
to any significant influence relationship.

The results are promising: out of 10 cases in which a dominant person affects
a non-dominant one, 6 were cases with mimicry (positive correlation) and 4
cases of complementarity; when the influence relationship was reversed and a
non-dominant person affected a dominant one, only in 3 cases out of 14 there
was mimicry.

5 Conclusion

The expectation that more dominant people have generalized higher influence
(higher UCD and/or WUCD; positive and higher flow; higher out-flow) is not
borne out; rather more nuanced patterns emerge. In the first place, more domi-
nant people tend to behave differently according to the nature of the task: during
brainstorming they engage in complex relations where they simultaneously play
the role of influencer and of influencee, whereas during problem solving they
tend to be influenced by less dominant people. However, while doing so, they
adopt a complementarity stance, increasing or decreasing their body activity in
an opposite manner to their influencers. On the other hand, when less dominant
people are the target of influence from more dominant ones, they react (almost)
as frequently with mimicry as with complementary.

We have also seen that there are signs that the overall level of influence in a
group can be associated with the group’s performance, and that this seems to be
the case in problem solving condition; an interesting question could be whether
this is related in any way with the fact that dominant people play more often the
role of influence targets in this condition, this way possibly making it possible
to more focused effort to be deployed.

Before concluding, we emphasize the exploratory nature of this study and
the fact that, with a few exceptions (GC values and correlation values in Ta-
ble 1) none of our suggestions is supported by statistical evidence, because of
the limited size of the used sample. Still, we believe that we have shown the
power of the notion of Granger causality and the flexibility it allows for in the
investigation of complex social phenomena.
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