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Abstract 

 

Controlled environment agriculture (CEA) systems, or plant factories, have developed within the urban 

context following efforts to expand local food production and provide an alternative to conventional 

agriculture with lower rates of greenhouse gas emissions and resource consumption. One urban CEA 

system, container farms, consist of vertical hydroponic farms inside retrofitted shipping containers. The 

artificially controlled interior environments within container farms along with their portability and 

modularity allow container farms to grow food in a variety of otherwise unused locations regardless of 

climate and daylight availability. While container farms and plant factories in general may provide a 

promising option for sustainable urban agriculture, they are highly energy intensive, particularly for 

lighting and thermal control. As a result, urban designers and policy makers require holistic assessment 

tools and methodologies to understand the viability of plant factories in reducing the greenhouse gas 

emissions of food systems. However, due to limitations of building performance simulation (BPS) tools, 

existing urban design methodologies assess the energy use of plant factories using simplified building 

energy models that omit the energetic effects of plants. While previous studies have developed methods 

that consider plant-air interactions within BPS tools through the use of co-simulators, to date there has 

been a lack of energy validation studies for such models.  

 

This research attempts to bridge this gap by validating a first-principle hourly energy model for an 

operational hydroponic container farm located in Boston, Massachusetts. The energy model (NMBE of 

3% and CV[RMSE]of 9%) combines a plant evapotranspiration model in parallel with a BPS tool, 

EnergyPlus. The validation focuses on the reliability of the energy model in predicting hourly 

conditioning loads and comments on the practical challenges and limitations of modeling hourly 

conditioning for container farms and other plant factories. Second, this research uses the validated energy 

model to simulate methods for reducing conditioning loads of container farms under various climate and 

upgrade scenarios. Finally, this research explores the integration of container farms in an urban 

neighborhood and the potential for reducing additional demands on the neighborhood’s energy supply 

system.  
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1 Introduction 

 

As cities and urban areas strive towards a sustainable future, the focus of carbon emission-reduction 

efforts is largely centered on cities’ electricity supply, buildings, and transportation infrastructure [1]. 

This focus is consistent with the high percentage of emissions in urban areas produced by the building 

and transportation sectors. For example, in Boston MA, building and transportation sectors (including 

industrial buildings) account for nearly all city emissions at 71% and 29%, respectively [2]. However, 

such production-based emissions inventories omit the emissions associated with the consumption of 

goods by those living in urban areas. Additionally, as cities reduce emissions associated with physical 

infrastructure, emissions reductions from other sectors, as well as consumption-based sources, gain 

relevance.  

 

Of growing interest is the incorporation of the emissions of food systems within assessments of overall 

urban emissions, for instance in [3] and [4]. This is driven in part by estimates that food systems account 

for 19-29% of global anthropogenic carbon emissions [5]. As arable land continues to decrease in 

availability on a global scale [6], urban designers and policy makers are further motivated to consider 

alternatives to conventional agriculture that not only reduce environmental impacts (with lower rates of 

land degradation, greenhouse gas emissions, and resource consumption), but that are also more resilient to 

changing climate conditions. A recent and ongoing debate is whether commercial urban agriculture can 

serve as a method for reducing emissions of urban areas [7]–[9]. For urban designers and policy makers, 

the question is whether commercial urban agriculture can reduce overall carbon emissions of cities in 

such a way that is economically feasible. To answer this question, it is necessary to understand the extent 

to which commercial urban agriculture can supply cities with food and the emissions associated with this 

alternative form of production.  

 

Recent studies have shown that with dense, high-yield crop production, it would be possible to meet 

demands of urban vegetable consumption within the footprints of global urban areas [10]. This dense, 

high-yield crop production is best accomplished through controlled environment agriculture (CEA) 

systems, otherwise known as plant factories, which are soilless indoor farms with opaque walls and 

ceiling, fully artificial lighting, and fully active climate control for temperature, humidity, and carbon 

dioxide concentrations [11]. Compared to open-field agriculture, plant factories can yield more than 100 

times the annual crop productivity per unit area [12]. Furthermore, the hydroponics systems commonly 

used in plant factories consume significantly less water per unit of crop yield as seen in one study where, 
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on average, hydroponics systems consumed 66 times less water compared to conventional agriculture 

[13]. Additionally, studies such as [14] have found that plant factories produce higher crop yields 

compared to greenhouses. 

 

As reviewed by [15], CEA systems within or on the built environment, known as building integrated 

agriculture (BIA), fall into two typologies: vertical farms (buildings dedicated solely or in part to CEA), 

and container farms (standalone plant factories within shipping containers). While vertical farms have 

been widely considered for commercial urban agriculture, there has been a recent growth in interest in 

container farms [16]. Like all plant factories, the controlled interior environments within container farms 

with regard to temperature, humidity, water supply, and light allow container farms to grow food in a 

variety of locations regardless of climate and daylight availability. However, container farms have the 

added benefit of being modular, low-cost, readily available, and easy to transport. Additionally, container 

farms can be stacked, further increasing the yield per unit area of the systems [17]. While vertical farms 

within buildings would require the use of valuable urban real estate, shipping container farms have the 

option of temporarily or permanently occupying unused urban spaces. A similar concept has been 

previously seen in the use of repurposed shipping containers for modular data centers [18]. Furthermore, 

shipping containers have shown promise as modular systems for architectural applications [19]. Several 

companies actively develop container farms including Cropbox, Freight Farms, Modular Farms, and 

Square Roots.  

 

While plant factories show promise in meeting urban vegetable demand while being synergistic with the 

urban fabric of a city, the question remains whether plant factories can reduce overall urban carbon 

emissions. Compared to open-field agriculture, plant factories can reduce emissions associated with land 

use, water consumption, pesticides, fertilizers, cultivation, and transport [16]. However, due to their 

artificial interior environments, plant factories are highly energy intensive, particularly for lighting and 

climate control. This creates the potential for plant factories to increase rather than decrease emissions 

compared to other forms of agriculture. For example, one study compared greenhouses and container 

farms in cities with varying climates and found that although crop yields were comparable in both 

systems, container farms were more energy intensive and the question of whether they ultimately reduced 

carbon emissions depended on local climate and existing food supply systems [20].  

 

In response to the aforementioned potential and uncertainty regarding the viability of implementing plant 

factories, [15] identified a need for tools and methodologies for the holistic assessment of the 

environmental and economic impacts of such systems within urban contexts. An example of such a 
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methodology was developed by [21] and later implemented in a software tool, “Harvest” [22]. This 

methodology combines a building energy model and plant growth model to quantify the resource use 

efficiency of plant factories in energy inputs per unit of crop yield (kWh/kg). Such metrics, particularly 

the energy demands of plant factories, are of great interest to cities, plant factory owners, and grid utility 

companies. For cities concerned with emission reduction goals, input energy requirements of plant 

factories are readily translated into carbon emissions that can be weighed against the carbon emissions of 

conventional agriculture. For owners of plant factories, the ability to predict kWh/kg at the annual level is 

fundamental in planning for operating costs and understanding the potential for revenue. Furthermore, as 

the energy requirements of an urban area scale with the capacity of plant factories, utility companies 

become increasingly concerned with accurately quantifying the energy consumption of the plant factories 

at the hourly timescale. In particular, hourly plant factory loads and conditions that cause peaks in energy 

demand are necessary to understand the effects the additional load would have on future electric grid 

capacity. 

 

One key component of such analyses are the building energy models used to predict the energy demands 

of plant factories. While building energy models for greenhouses have been widely studied and developed 

[23], [24], such models have not been validated for plant factories that have relatively larger internal gains 

and limited interaction with the exterior environment [14]. As noted by [25], defining the latent and 

sensible energy exchanges between plants and the closed interior environments is fundamental to such 

models. However, previously developed methods such as [21] for the holistic assessment of plant 

factories within urban contexts are based on simplified building energy models that omit the energetic 

effects of plants within plant factory environments. This is in part because existing building performance 

simulation (BPS) tools lack the components to explicitly represent the added complexity of plant 

evapotranspiration [26]. Previous studies have worked around this limitation by developing methods that 

consider plant-air interactions within BPS tools through the use of parallel models or co-simulators [14], 

[26]–[29]. The co-simulator model (DesignBuilder, EnergyPlus) used by [14] was validated for 

evapotranspiration rates of plants. Nevertheless, to the knowledge of the authors, no such methods that 

combine BPS tools with plant evapotranspiration models have been validated for the energy consumption 

of a plant factory. 

 

In this research, we have attempted to bridge this gap by validating an hourly energy model for 

hydroponic container farm in compliance with [30]. The model used in this study following similar 

methods to [14], [26]–[29] to combine a plant evapotranspiration model with a BPS tool (EnergyPlus). 

The validation focuses on the reliability of the energy model in predicting hourly conditioning loads. 
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While lighting and equipment dominate the energy loads of plant factories, these are predictable and less 

variable in comparison to heating, ventilation and air conditioning (HVAC) energy demands. 

Furthermore, the validated energy model was used to create a template for a generic container farm that 

could be readily used in feasibility assessments of plant factories. 

 

This thesis presents the results of energy measurements taken of an operational plant factory, a 

hydroponic container farm located in Boston, Massachusetts (MA), from August 2018 to July 2019. The 

research presented in this thesis consists of three parts. First, this research uses energy measurements of 

the container farm to produce a validated first-principle energy model. The validation study also 

comments on practical challenges and limitations of modeling hourly conditioning and total energy for 

container farms and other plant factories. The next two components of this research use the validated 

energy model to explore two areas of analyses that would be of interest to cities and urban designers, 

owners of plant factories, and utility companies. The second component of this research uses the validated 

energy model to simulate methods for reducing conditioning loads of container farms under various 

climate and upgrade scenarios. Finally, this research explores the integration of container farms in an 

urban neighborhood and the potential for reducing additional demands on the neighborhood’s energy 

supply system.  
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2 Methods 

 

This research consisted of three stages, each of which is described in the three sub-sections below. 

Section 2.1 describes the process of creating and validating an energy model for a container farm. This 

was done by developing an energy simulation in EnergyPlus, using the simulation to predict the energy 

loads of the container farm, and validating these results against measured energy consumption data. 

Section 2.2 describes the process of using the validated energy model from Section 2.1 to develop an 

energy model for a template container farm. The Section further describes how the template container 

farm energy model was used to estimate the hourly and total energy consumption of a template container 

farm for several climate and system modification scenarios. Section 2.3 describes the methodology used 

to explore the integration of template container farms in an urban neighborhood in Boston, Massachusetts 

and predict how these template container farms would affect the neighborhood’s energy demand profile.  

 

2.1 Energy Model Validation Methods 
 

This Section describes the methods used in creating and validating a physics-based energy model for a 

container farm. Section 2.1.1 introduces the container farm used in this research while Section 2.1.2 

reviews the theoretical background of the energy model. Sections 2.1.3 through 2.1.6 describe the steps 

taken to create and validate the hydroponic container farm energy model: collect the necessary data for 

the energy model and validation (2.1.3); define and run the energy model in EnergyPlus (2.1.4); calculate 

hourly coefficient of performance (COP) values for post-processing of the energy model results (2.1.5); 

and validate the energy model results against measured energy consumption data (2.1.6).  

 

2.1.1 Hydroponic Container Farm Description 

 

The energy model for this research was based on an existing hydroponic container farm operated by 

Freight Farms, a container farm design and manufacturing company located in Boston, MA. This 

container farm, referred to as the “Hyde Park container farm” (HPCF), was operational throughout the 

study from August 2018 through July 2019 in the production of leafy greens. The farm produced 

butterhead lettuce until the end of 2018 and, beginning in 2019, produced an assortment of leafy greens. 

The HPCF was constructed out of a retired refrigerated 40-foot shipping container within which Freight 

Farms installed a vertical hydroponics system and a custom climate-control system. Figure 1 and Figure 2 

depict the HPCF in relation to its physical surroundings as well as the major components of’ the 

hydroponics and climate control systems.   



15 

 

 

Figure 1: Top view of the HPCF in relation to neighboring building. 

 

 

Figure 2: Left (left) and front (right) views of the HPCF and major system components. 

 

2.1.2 Energy Model Theory 

 

The energy balance in Equation 1 was used to identify the components of the energy model defined in 

EnergyPlus (Section 2.1.4).  

 

 
0 =  𝑄𝐶𝑜𝑜𝑙𝑖𝑛𝑔 +  𝑄𝐸𝑛𝑣𝑒𝑙𝑜𝑝𝑒 +  𝑄𝐼𝑛𝑓𝑖𝑙𝑡𝑟𝑎𝑡𝑖𝑜𝑛 + 𝑄𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 +  𝑄𝐿𝑖𝑔ℎ𝑡𝑖𝑛𝑔 

          + 𝑄𝑉𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑖𝑜𝑛 +  𝑄𝐷𝑒ℎ𝑢𝑚𝑖𝑑𝑖𝑓𝑖𝑒𝑟 + 𝑄𝑃𝑙𝑎𝑛𝑡𝑠 
( 1 ) 

 

 

In Equation 1, QCooling is the energy removed from the HPCF through the cooling system, QEnvelope is the 

heat gained or lost through the HPCF envelope through conduction and radiation, QInfiltration is the heat 

gained or lost through air exchange with the outside air through infiltration, QEquipment is the internal heat 
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gains due to equipment within the HPCF, QLighting is internal heat gains due to electric lighting, QVentilation is 

energy gained or lost through scheduled ventilation, QDehumidifier represents the sensible gains and latent 

losses to the system from the standalone dehumidifier, and QPlants represents the sensible and latent effects 

of the plants on the indoor air of the HPCF. Positive values in Equation 1 represent energy gains to the 

system and negative values represent energy removed from the system. Although occupants were present 

in the HPCF for a few hours each week, the energy model assumed that occupants and the equipment and 

lights used exclusively in the presence of occupants did not contribute to the energy balance. The energy 

balance in Equation 1 is illustrated in Figure 3. 

 

 

Figure 3: Illustration of terms in Equation 1. Arrows point in the direction of positive energy flow. 

 

Equation 1 is a simplified representation of the container farm assuming steady state operation and no 

storage of energy or mass. Relevant details, assumptions and interactions associated with each term in 

Equation 1 are described below. For the purpose of illustrating the theory behind each term in Equation 1, 

all terms of Equation 1 in this section are given in W. As with the previous work of [14], [26]–[29], this 

research implemented a parallel model for the latent and sensible effects of plants on the interior air of the 

container farm. In addition, to better isolate the performance of the energy model in predicting cooling 

loads, this research also implemented a parallel model based on measured data to incorporate the latent 

and sensible effects of the dehumidifier within the EnergyPlus model. The methods and assumptions of 

these two parallel models are also described below. 

 

2.1.2.1 Cooling 
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In retrofitting the shipping container, Freight Farms installed a Daikin FTK24NMVJU mini-split air 

conditioner with R410-A refrigerant. The indoor unit was located at the front of the container near the 

ceiling, and was controlled using a CoolBot temperature controller to maintain an indoor temperature 

setpoint of  approximately 17.5 C. Details regarding the specifications of the cooling system in the 

EnergyPlus simulation are given in Table 3 in Section 2.1.4.  

 

2.1.2.2 Envelope and Infiltration 

 

In retrofitting the shipping container for use as a hydroponics farm, Freight Farms made minor functional 

modifications to the exterior structure of the container. However, no modifications were made to the 

material composition and dimensions of the exterior structure. As such, the values for the interior and 

exterior dimensions set to standard dimensions, as illustrated in Figure 1. It was assumed that the facades, 

roof, and floor were constructed of 1.6 mm thick stainless steel with a layer of polyurethane foam as 

insulation [31]. The farm operator provided the thermal properties of the construction materials and the 

insulation thickness for the floor, walls, and roof. The exterior of the shipping container, though painted 

green and white, was assumed to be entirely painted white. Furthermore, it was assumed the infiltration 

rate for the HPCF was 0.6 ACH. The envelope properties used in defining QEnvelope and QInfiltration in the 

energy model are summarized in Table 3 in Section 2.1.4. 

 

2.1.2.3 Equipment 

 

The HPCF operator provided a summary of all equipment within the HPCF, which consisted of the 

following categories: water and nutrient pumps and regulators; air circulation fans; and miscellaneous 

components not explicitly necessary for plant growth (such as a video camera). Given the equipment 

quantities and power ratings, the maximum equipment power load in the HPCF was calculated to be 

1247.5 W. The fraction of input energy converted to radiant and convective energy were assumed to be 

0.2 and 0.8, respectively, for all equipment. The available equipment power for every hour of the energy 

model was given by 

 

 𝑄𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 = 𝜂𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡(1247.5 𝑊) ( 2 )  

 

where 𝜂𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 is the measured hourly load factor of equipment as described in Section 2.1.3. 

 

2.1.2.4 Lighting 
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The main grow lights in the HPCF consisted of 128 hanging strips of 84 SMD5050 red and blue light 

emitting diodes (LEDs) [32]. According to the farm operator, the total power rating of the main grow 

lights was 3840 W. The seedling grow lights, which illuminated two sets of seedling trays with the same 

SMD5050 red and blue LEDs, had a total power rating of 40 W. Following the methods of [33], the 

fraction of input electricity to the LED grow lights converted to far-infrared radiation and visible radiation 

was 0.02 and 0.33, respectively. It was assumed that the remaining fraction of input energy was converted 

to heat within the HPCF through convection [34]. 

 

As described in Section 2.1.2.7, a portion of the visible light energy, 𝑅𝑁𝑒𝑡 in W/ m2, was intercepted and 

used by the plants. Consequently, the available lighting power for every hour of the energy model was 

given by 

 

 𝑄𝐿𝑖𝑔ℎ𝑡𝑠 = 𝜂𝐿𝑖𝑔ℎ𝑡𝑠(3880 𝑊 − 𝑅𝑁𝑒𝑡𝐴𝑝𝑙𝑎𝑛𝑡𝑠) ( 3 )  

 

where 𝜂𝐿𝑖𝑔ℎ𝑡𝑠 is the measured hourly load factor of lights as described in Section 2.1.3 and 𝐴𝑝𝑙𝑎𝑛𝑡𝑠 is the 

total crop surface coverage area in the HPCF in m2 as described in Section 2.1.2.7. The photoperiod in the 

HPCF was 18 hours per day. 

 

2.1.2.5 Ventilation 

 

The scheduled ventilation system in the HPCF consisted of one inlet fan located near the front entrance 

and one exhaust fan located at the rear of the container. Due to the closed nature of plant factories, the 

ventilation levels of these systems are typically maintained to a minimum to reduce the possibility of 

outside contaminants entering the farm space. The maximum steady state ventilation rate was estimated 

by measuring the average air speed exiting the inlet fan at various points (1.98 m/s) and multiplying by 

the approximate area of the fans (0.018 m2). The resulting maximum steady state ventilation rate was 

estimated as 0.035 m3/s for both the inlet and exhaust fans. For every hour of the energy model, the 

ventilation rate was specified by 

 

 𝑉̇𝑉𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑖𝑜𝑛 = 𝜂𝑉𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑖𝑜𝑛(0.035 𝑚3/𝑠) ( 4 )  

 

where 𝜂𝑉𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑖𝑜𝑛 is the measured hourly load factor of ventilation as described in Section 2.1.3. 
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2.1.2.6 Dehumidifier 

 

In addition to the mini-split air conditioner, a standalone dehumidifier was installed within the HPCF to 

maintain indoor relative humidity values between 60-70%. From the specifications of a similar system, 

the HPCF dehumidifier was assumed to have a rated water removal rate (𝑉̇𝑤𝑎𝑡𝑒𝑟,𝑟𝑎𝑡𝑒𝑑) of 52 L/day and an 

energy factor (𝐸𝐹𝑟𝑎𝑡𝑒𝑑) of 3 L/kWh [35]. Additionally, the parasitic loads of the dehumidifier were 

assumed to be 0 W. The dehumidifier unit, operating fully within the control volume of the HPCF, 

contributed latent and sensible loads to the indoor air: 

 

 𝑄𝐷𝑒ℎ𝑢𝑚𝑖𝑑𝑖𝑓𝑖𝑒𝑟 =  𝑄𝐷,𝐿𝑎𝑡𝑒𝑛𝑡 +  𝑄𝐷,𝑆𝑒𝑛𝑠𝑖𝑏𝑙𝑒 ( 5 )  

 

where 𝑄𝐷_𝐿𝑎𝑡𝑒𝑛𝑡 and 𝑄𝐷_𝑆𝑒𝑛𝑠𝑖𝑏𝑙𝑒 are the latent and sensible loads of the dehumidifier, respectively. The 

latent and sensible loads of the dehumidifier were calculated following the methods outlined in 

EnergyPlus “Zone Air DX Dehumidifier” section of the “Engineering Reference” documentation [36] 

with the exception of substituting the measured hourly load factor for the dehumidifier (𝜂𝑑𝑒ℎ𝑢𝑚), 

described in Section 2.1.3, for the part load ratio. 

 

 𝑄𝐷,𝐿𝑎𝑡𝑒𝑛𝑡 = 1000 ∙  𝜆 ∙ 𝜂𝑑𝑒ℎ𝑢𝑚  ∙  𝑚̇𝑤𝑎𝑡𝑒𝑟,𝑠𝑠 ( 6 )  

 

The latent loads are calculated from Equation 6 where 𝜆 is the latent heat of vaporization of water in J/g 

and 𝑚̇𝑤𝑎𝑡𝑒𝑟,𝑠𝑠 is the steady state dehumidifier water removal rate in kg/s. The steady state dehumidifier 

water removal rate is calculated by: 

 

 𝑚̇𝑤𝑎𝑡𝑒𝑟,𝑠𝑠 =
𝜌𝑤 ∙ 𝑉̇𝑤𝑎𝑡𝑒𝑟,𝑟𝑎𝑡𝑒𝑑 ∙ 𝐹𝑤

24 ∙ 3600 ∙ 1000
 ( 7 ) 

 

 

where 𝜌𝑤 is  the density of water in kg/m3, 𝑉̇𝑤𝑎𝑡𝑒𝑟,𝑟𝑎𝑡𝑒𝑑 is the rated dehumidifier water removal rate in 

L/day, and 𝐹𝑤 is the water removal modifier fraction. This fraction is the result of the biquadratic function 

of indoor temperature (𝑇𝑖𝑛) in ˚C and relative humidity (𝑅𝐻𝑖𝑛) shown in Equation 8. Similarly, the energy 

factor modifier fraction, 𝐹𝑃, is calculated using the biquadratic curve in Equation 9. The values for the 

coefficients in both equations are given in Table 1. 

 

 𝐹𝑤 =  𝑎 + 𝑏(𝑇𝑖𝑛) + 𝑐(𝑇𝑖𝑛
2) + 𝑑(𝑅𝐻𝑖𝑛) + 𝑒(𝑅𝐻𝑖𝑛

2) + 𝑓(𝑇𝑖𝑛 ∙  𝑅𝐻𝑖𝑛) ( 8 )  
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 𝐹𝑃 =  𝑎 + 𝑏(𝑇𝑖𝑛) + 𝑐(𝑇𝑖𝑛
2) + 𝑑(𝑅𝐻𝑖𝑛) + 𝑒(𝑅𝐻𝑖𝑛

2) + 𝑓(𝑇𝑖𝑛 ∙  𝑅𝐻𝑖𝑛) ( 9 )  

 

 

Table 1: Generic coefficients of biquadratic performance curves for standalone dehumidifiers [37] 

 

From the steady-state energy balance of the dehumidifier as a system in Equation 10, the sensible loads 

are equal to the sum of the input electrical power (𝑃𝐷,𝑖𝑛) and the latent energy of condensing water vapor 

(Equation 6). 𝑃𝐷,𝑖𝑛 is calculated using Equation 11 where 𝑃𝐷,𝑠𝑠 is the steady state power consumption of 

the dehumidifier under given conditions of indoor temperature and relative humidity (Equation 12). 

 

 𝑄𝐷,𝑆𝑒𝑛𝑠𝑖𝑏𝑙𝑒 =  𝑃𝐷,𝑖𝑛 +  𝑄𝐷,𝐿𝑎𝑡𝑒𝑛𝑡 ( 10 )  

 

 𝑃𝐷,𝑖𝑛 =  𝜂𝑑𝑒ℎ𝑢𝑚  ∙  𝑃𝐷,𝑠𝑠 ( 11 )  

 

 𝑃𝐷,𝑠𝑠 =  
𝑉̇𝑤𝑎𝑡𝑒𝑟,𝑟𝑎𝑡𝑒𝑑 ∙  𝐹𝑤 ∙ 1000

𝐸𝐹𝑟𝑎𝑡𝑒𝑑  ∙ 𝐹𝑃  ∙ 24
 ( 12 ) 

 

 

Using this process, hourly values for 𝑄𝐷,𝐿𝑎𝑡𝑒𝑛𝑡 and 𝑄𝐷,𝑆𝑒𝑛𝑠𝑖𝑏𝑙𝑒 were calculated in a spreadsheet model for 

the entire dataset and incorporated in the EnergyPlus model as described in Section 2.1.4.  

 

2.1.2.7 Plants 

 

The parallel model used to incorporate the latent and sensible effects of plant evapotranspiration in the 

EnergyPlus model was based on satisfying the leaf energy balance of Equation 13. In this energy balance, 

𝑅𝑁𝑒𝑡, is the net photosynthetically active radiation (PAR) absorbed by the leaf surface, 𝑄𝐸𝑇 is the latent 

energy of evapotranspiration released by the leaf, and 𝐻 is the sensible heat exchange between the leaf 

surface and the container farm air. All units in Equation 13 are expressed in W/m2. Due to the relatively 

small values compared to the energy fluxes at the plant boundary, energy stored in the plant was ignored 

[25], [26]. Figure 4 illustrates this energy balance at the leaf surface.  
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 0 =  𝑅𝑁𝑒𝑡 − 𝑄𝐸𝑇 −  𝐻 ( 13 )  

 

 

Figure 4: Energy balance at the leaf surface. Arrows point in the direction of positive energy flow. 

 

For every hour of the dataset, values of 𝑅𝑁𝑒𝑡 and 𝑄𝐸𝑇 were calculated in a spreadsheet model using the 

methods described in this section. Values for and 𝐻 were calculated in the spreadsheet model to satisfy 

the energy balance of Equation 13. This spreadsheet model was incorporated in the EnergyPlus model as 

described in Section 2.1.4 where the energy from plants was represented by Equation 14. In this equation, 

𝐴𝑝𝑙𝑎𝑛𝑡𝑠 is the total crop surface coverage area in the HPCF in m2. It was assumed that the HPCF farm, 

with an approximate vertical cultivation area 𝐴𝑐𝑢𝑙𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 of 42 m2, was operating at full cultivation 

capacity of butterhead lettuce for the entire dataset, with 50% of the available cultivation area occupied 

by the lettuce crops.  

 

 𝑄𝑃𝑙𝑎𝑛𝑡𝑠 = 𝐴𝑝𝑙𝑎𝑛𝑡𝑠  ∙  (𝑄𝐸𝑇 +  𝐻) ( 14 )  

 

 𝐴𝑝𝑙𝑎𝑛𝑡𝑠 = 0.5 ∙  𝐴𝑐𝑢𝑙𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 ( 15 )  

 

The values for 𝑅𝑁𝑒𝑡 were calculated following the methods used by [25] in Equation 16. In this equation, 

𝜌r is the reflectivity coefficient of lettuce, RPAR is the PAR reaching the surface of the plant canopy in 

W/m2, and CAC is the cultivation area cover for lettuce. Following the recommendations of [25], 𝜌𝑟 and 

CAC are assumed to be 0.07 and 0.9, respectively. 

 

 𝑅𝑁𝑒𝑡 = (1 − 𝜌𝑟)𝑅𝑃𝐴𝑅𝐶𝐴𝐶 ( 16 )  

 

The hourly values for 𝑅𝑃𝐴𝑅 were calculated through Equation 17 where  𝜂𝐿𝑖𝑔ℎ𝑡𝑠 is the measured hourly 

load factor for the grow lights (as defined in Section 2.1.3), 𝑃𝐿𝑖𝑔ℎ𝑡𝑠_𝑚𝑎𝑥 is the maximum electrical power 

input of the main grow lights (3840 W), and 𝜂𝑃𝐴𝑅 is the fraction of the input electric energy of the grow 

lights converted to PAR. Following the results of [38], 𝜂𝑃𝐴𝑅 was assumed to be 0.31. 
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 𝑅𝑃𝐴𝑅 =  
𝜂𝐿𝑖𝑔ℎ𝑡𝑠 ∙ 𝑃𝐿𝑖𝑔ℎ𝑡𝑠_𝑚𝑎𝑥 ∙ 𝜂𝑃𝐴𝑅

𝐴𝑐𝑢𝑙𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛
 ( 17 ) 

 

 

The hourly latent loads of 𝑄𝐸𝑇 were calculated using the Pennman-Monteith equation, Equation 18 [39]. 

Following the methods of [25], plant transpiration was calculated for a single leaf surface and total crop 

transpiration was calculated with the addition of a leaf area index (LAI) multiplier to account for the 

overlapping of leaves within the crop canopy. Measured values for indoor ambient air dry-bulb 

temperature and relative humidity were used to calculate hourly values for 𝑒𝑠 and 𝑒𝑎 following the 

methods in [40]. 

 

 𝑄𝐸𝑇 =  𝜆𝐸 =  𝐿𝐴𝐼 ∙  
∆(𝑅𝑁𝑒𝑡 − 𝐺) + 𝜌𝑎𝑐𝑝(

𝑒𝑠 − 𝑒𝑎
𝑟𝑎

)

∆ +  𝛾(1 +  
𝑟𝑠
𝑟𝑎

)
  ( 18 ) 

 

where:  

λ is the latent heat of vaporization of water in J/g 

E in the water evapotranspiration rate in g/s-m2 

LAI is the leaf area index 

Δ is the slope of the vapor pressure curve in Pa/C 

RNet is the net radiation falling on the surface of the plant canopy in W/m2 

G is the ground heat flux, assumed to be 0 W/m2 

𝜌a is the density of air in kg/m3 

cp is the specific heat capacity of air in J/kg-K 

es is the saturation vapor pressure of the ambient air in Pa 

ea is the vapor pressure of the ambient air in Pa 

γ is the psychrometric constant in Pa/C 

rs is the stomatal resistance to vapor transfer in s/m 

ra is the aerodynamic resistance to vapor transfer in s/m 

 

As reviewed by [41], there exist many methods with varying degrees of simplification to estimate the 

crop-specific variables of Equation 18: rs, ra, and LAI. Following previous work, this research used two 

simplified methods to determine the values of these crop-specific variables. Because the indoor air 

velocity in the HPCF was unknown, the crop aerodynamic resistance 𝑟𝑎, which is primarily driven by 

airflow, was assumed to be a constant 100 s/m for an indoor environment with forced air circulation as 

done by [25]. The stomatal resistance rs for lettuce was also determined using the methods of [25] 

following the hypothesis that rs is primarily influenced by light intensity, which is also discussed by [41]. 

The work of [25] estimated this relationship in Equation 19 by extrapolating from measured data of 

stomatal conductance in response to varying irradiance levels.  
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 𝑟𝑠 =  60 ∙  
1500 + 𝑃𝑃𝐹𝐷

200 + 𝑃𝑃𝐹𝐷
 ( 19 ) 

 

 

In Equation 19, PPFD is the photosynthetic photon flux density in μmol/m2/s. For the HPCF, the PPFD 

available to the plants in the main grow area was estimated to be 100-130 μmol/m2/s [32]. However, 

throughout the dataset, PPFD levels varied with varying lighting levels. To better estimate values of rs, 

PPFD was calculated using Equation 20 where 𝜂𝐿𝑎𝑚𝑝 is the efficacy of the LED lights in photons per 

joule in PAR emitted by the lamp. The value for 𝜂𝐿𝑎𝑚𝑝 was 5.2 μmol(PAR)/J(PAR) following the 

methods of [38]. The calculated values of rs using Equation 19 were verified against measured rs data for 

lettuce under comparable lighting conditions [42]. 

 

 𝑃𝑃𝐹𝐷 =  𝑅𝑁𝑒𝑡𝜂𝐿𝑎𝑚𝑝 ( 20 )  

 

Finally, following the work of [25], a constant LAI value of 2.1 was used to represent a uniform 

distribution of lettuce at different growth stages. The calculated hourly values for E were verified against 

evapotranspiration values under comparable lighting conditions from the simulations of [25]. 

 

2.1.3 Data Collection and Processing 

 

For the purposes of creating the energy model and validating its performance, two sets of data were 

collected. The first dataset collected interior HPCF climate data, exterior site climate data, and HPCF 

energy consumption data from August 2018 until August 2019. The second dataset was provided by the 

HPCF operator and contained lighting and equipment use logs during the same time period. This Section 

describes the methods used to collect each of these datasets and how these data were used to define and 

validate the energy model.  

 

Climate and Energy Data 

 

An Onset Computer Corporation HOBO U30 Wi-Fi Data Logger was used to collect climate and energy 

data. This data logger was stationed on the roof of the HPCF and collected outdoor climate data, indoor 

climate data, and energy usage data for the entire HPCF as well as individually for the heat pump. The 

same type of data logger was used to collect solar radiation and ambient air pressure data from the roof of 

a five story building (referred to as “Building 1”) located 10 miles north of the HPCF site.  
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The data logger was set to collect data every minute from the sensors in Table 2. The measurements in the 

two sets of climate data shown in Table 2 were averaged to obtain hourly values for use as direct and 

indirect inputs in the energy model. The measurements for energy data listed in Table 2 were aggregated 

to obtain total hourly values for use in the energy model validation. 

 

 

Table 2: Climate and Energy Data collected from the roof of the HPCF and, for Solar Radiation and Ambient 

Pressure, from the roof of a 5-story building located 3 miles northeast of the HPCF 

 

Lighting and Equipment Schedule and Load Data 

 

The HPCF operator provided usage logs that reported, for every minute of the dataset, whether all 

components were “on” or “off” in the categories of lighting, equipment, ventilation, and dehumidifier. 

These values were first converted into binary usage data and then averaged to obtain hourly percentage 

usage values 𝜂𝑐 for each component c. 

 

Using the nominal power consumption and calculated  𝜂𝑐 for all components in each category, a fraction 

value from 0 to 1 was calculated to represent the “measured hourly load factor” during that hour for the 

lighting (𝜂𝐿𝑖𝑔ℎ𝑡𝑠), ventilation (𝜂𝑉𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑖𝑜𝑛), equipment (𝜂𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡), and dehumidifier (𝜂𝑑𝑒ℎ𝑢𝑚). 

Equation 21 shows this process to calculate 𝜂𝐿𝑖𝑔ℎ𝑡𝑠 as an example. 

 

 𝜂𝐿𝑖𝑔ℎ𝑡𝑠 =  
∑ 𝜂𝑐𝑐 𝑃𝑁𝑜𝑚𝑖𝑛𝑎𝑙,𝑐

∑ 𝑃𝑁𝑜𝑚𝑖𝑛𝑎𝑙,𝑐𝑐
 ( 21 ) 
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2.1.4 Defining the Energy Model 

 

The energy model for this study predicted the Qcooling loads of the HPCF in Equation 1. The container 

farm was modeled as a single thermal zone building in the architectural 3D modeling program Rhinoceros 

6.0™ [43] and the EnergyPlus simulation engine, version 8.4.  

 

Three main categories of inputs were specified in the energy model to reflect Equation 1 in Section 2.1.2: 

internal loads; interior conditioning setpoints and operation; and envelope construction. These main 

inputs are summarized in Table 3. The values required for these inputs were obtained through a 

combination of the measured data, given load and schedule information, and assumptions discussed in 

Section 2.1.2.  

 

 

Table 3: Energy model principal inputs and values for the template container farm1 

 

As described in Section 2.1.2, the parallel models used in this study were two spreadsheet models that, for 

every hour of the dataset, calculated latent and sensible loads in W for the plants and dehumidifier. These 

parallel models were incorporated in the EnergyPlus model by creating four custom objects under the 

category “Other Equipment” (a sensible and latent object each for the plants and the dehumidifier). The 

                                                      

1 A complete EnergyPlus input data file for the template container farm is given in the supplementary material of 

this thesis. 
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power densities for these objects were defined as the extreme values for each load type (sensible and 

latent) across the entire dataset. These inputs are shown in in Table 3 along with values specified for the 

container farm template (Section 2.2.1).  

 

The schedules for the custom objects of the plants and dehumidifier were defined as schedule arrays of 

values between 0 and 1 to represent the calculated fraction of the maximum or minimum loads occurring 

at each hour. Similarly, schedule arrays of the measured hourly load factors (Section 2.1.3) were used for 

the lights, equipment, and ventilation objects. 

 

The weather file used for the energy model was based on the Boston-Logan Intl AP 725090 Typical 

Meteorological Year 3 (TMY3) EnergyPlus Weather File (EPW). The weather files was edited to include 

the measured outdoor climate data listed in Table 2.  

 

The energy simulation was run for a year at an hourly resolution with a timestep of 10 minutes. The 

outputs of the EnergyPlus simulation were ideal total cooling loads, equipment energy use, and lighting 

energy use. To obtain the predicted cooling energy, the output of the simulation was divided by the 

coefficient of performance (COP) of the heat pump; this is described in further detail in Section 2.1.4.  

 

2.1.5 Energy Model Post-Processing: COP Sub-Models 

 

Following the simulation of the HPCF in EnergyPlus, the application of a COP was required to obtain 

hourly predictions for the mini-split heat pump energy consumption, 𝐸𝐻𝑃_𝑆𝑖𝑚. For every hour i of the 

dataset, the raw output ideal cooling loads from EnergyPlus, 𝑄𝐶𝑜𝑜𝑙𝑖𝑛𝑔,𝑖, were divided by hourly COP 

values, 𝐶𝑂𝑃𝑖, to obtain the predicted hourly heat pump energy consumption, 𝐸𝐻𝑃_𝑆𝑖𝑚,𝑖 (Equation 22). 

 

 𝐸𝐻𝑃_𝑆𝑖𝑚,𝑖 =   
𝑄𝐶𝑜𝑜𝑙𝑖𝑛𝑔,𝑖

𝐶𝑂𝑃𝑖
  ( 22 ) 

 

 

Three different sub-models were used to obtain hourly COP values. The first sub-model, referred to as the 

“measured COP”, calculated COP values from measured heat pump energy and psychrometric data. This 

model was used for an initial validation of the assumptions made in for the various components of 

Equation 1.While the measured COP model enabled this initial validation, this is not a practical option for 

general energy models of plant factories. Therefore, the next two COP sub-models represented options 

available to designers predicting future energy use of plant factories. The second COP sub-model, 
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referred to as “constant COP,” assumed a constant COP obtained from the average COP provided in 

manufacturer specifications of the heat pump. The third COP sub-model, referred to as “COP equation,” 

calculated COP values as a function of outdoor air temperature. Details and assumptions regarding each 

of these COP sub-models are provided below.  

 

Measured COP 

 

The first method calculated the average measured COP of the heat pump, 𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑖, for every hour i 

in the study. This was done by calculating 𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑘 for every time step k of data collection (Section 

2.1.3) and finding the average COP for each hour of the dataset. The calculation  for 𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑘 is 

given by Equation 24 where t is the data collection time step in seconds, 𝑞𝑟𝑒𝑚𝑜𝑣𝑒𝑑,𝑘 is the energy 

removed from the air passing through the heat pump in kW for every time step of data collection, and 

𝑞𝑖𝑛,𝑘 is the measured energy consumed by the heat pump in kJ. Equation 24 gives the calculation for  

𝑞𝑟𝑒𝑚𝑜𝑣𝑒𝑑,𝑘 where 𝜌𝑎𝑖𝑟 is the density of air in kg/m3, 𝑉̇𝑎𝑖𝑟 is the volumetric flow rate of the indoor air 

flowing through the heat pump in m3/s, and ℎ𝑆𝐴 and ℎ𝑅𝐴 are the specific enthalpies in kJ/kg of the heat 

pump supply air and return air respectively. 𝑞𝐶𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑒,𝑘 is the calculated energy removed via the 

condensate in kW and is given by Equation 25 where ℎ𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑒 is the enthalpy of liquid water at the 

supply air temperature and 𝑤𝑆𝐴 and 𝑤𝑅𝐴 are the humidity ratios in g/kgd.a. of the heat pump supply air and 

return air respectively. 

 

 
𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑘 =  

𝑡 ∙  (𝑞𝑟𝑒𝑚𝑜𝑣𝑒𝑑,𝑘 + 𝑞𝑟𝑒𝑚𝑜𝑣𝑒𝑑,𝑘−1)/2

𝑞𝑖𝑛,𝑘
 

 

( 23 ) 

 

 
𝑞𝑟𝑒𝑚𝑜𝑣𝑒𝑑,𝑘 =  𝜌𝑎𝑖𝑟𝑉̇𝑎𝑖𝑟(ℎ𝑆𝐴 − ℎ𝑅𝐴) − 𝑞𝐶𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑒,𝑘 

 
( 24 ) 

 

 
𝑞𝐶𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑒,𝑘 =  

𝜌𝑎𝑖𝑟𝑉̇𝑎𝑖𝑟ℎ𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑒(𝑤𝑆𝐴 −  𝑤𝑅𝐴)

1000
 

 

( 25 ) 

 

The volumetric flow rate 𝑉̇𝑎𝑖𝑟was estimated using a function of the measured current of the heat pump’s 

fan. This equation was derived by conducting a hooded balometer test to relate measured volumetric flow 

rate to measured fan current (Equation 26). The R2 for Equation 26 was 0.9984. 

 

 𝑉̇𝑎𝑖𝑟 =  2185.6 (𝐼𝑓𝑎𝑛
0.4162) ( 26 )  
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Figure 5: Balometer test results (top) and the derived volumetric flow rate of fan air as a function of fan current 

(bottom) 

 

The enthalpies and humidity ratios of the supply and return air were estimated using the methods outlined 

in the 2017 ASHRAE Handbook: Fundamentals [40]. For these calculations, it was assumed that the 

relative humidity of the supply air remained constant at 98%, unless the return air was sufficiently dry 



29 

 

that dehumidification could not occur. In the latter case, the humidity ratio was held constant to that of the 

return air. 

 

A valid 𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 value was calculated using Equation 24 only if the following two conditions were 

met. The first condition was for the measured fan current of the heat pump, 𝐼𝑓𝑎𝑛, to exceed a threshold of 

0.028 A. The second condition was that the measured power consumption of the heat pump, 𝑞̇𝑖𝑛, exceed 

the minimum power rating of 0.29 kW. Values for 𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 were calculated for every minute of the 

dataset and all valid values were averaged to obtain a single hourly 𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 value. If no valid 

𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 values were calculated for all minutes in a given hour of the dataset, the hourly 

𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 was flagged as invalid. Finally, to avoid artificially low COP values due to the averaging 

process, the final hourly 𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 values were capped at a minimum of 3 (the manufacture rated 

minimum was 3.66).  

 

Constant COP 

 

For the heat pump installed in the HPCF, the manufacturer documentation provided an average, rated 

maximum, and rated minimum COP value. Because the HPCF was located in a climate with both hot and 

cold temperatures throughout the year, the manufacturer-specified seasonal energy efficiency ratio 

(SEER) COP of 5.27 W/W was used as the constant COP, 𝐶𝑂𝑃𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. However, if this method were to 

be implemented for container farms or plant factories located in climates with predominantly extreme hot 

or cold temperatures, rated minimum and rated maximum COP values may be used as constant COP 

value, respectively.  

 

COP Equation 

 

The COP equation sub-model used manufacturer specifications to approximate COP as a function of 

outdoor air temperature, 𝑇𝑜𝑢𝑡 in ˚C (Daikin Industries, Ltd.). This equation (Equation 27) was derived 

from the manufacturer’s capacity tables relating indoor air dry bulb temperature, indoor wet bulb 

temperature, outdoor air temperature, total heat pump capacity, and power input. The indoor air dry bulb 

temperature and relative humidity setpoints in the HPCF were 17.5˚C and 60-70%, respectively. 

However, in the capacity tables the minimum indoor air dry bulb temperature was 20˚C and the relative 

humidity was calculated as a constant value of 50%. Consequently, rated COP values, 𝐶𝑂𝑃𝑡𝑎𝑏𝑙𝑒𝑠, were 

approximated assuming a constant indoor air temperature of 20˚C using Equation 27. 
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𝐶𝑂𝑃𝑡𝑎𝑏𝑙𝑒𝑠 =  

𝑡𝑜𝑡𝑎𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦

𝑝𝑜𝑤𝑒𝑟 𝑖𝑛𝑝𝑢𝑡
 

 

( 27 ) 

 

Given the calculated values of 𝐶𝑂𝑃𝑡𝑎𝑏𝑙𝑒𝑠 for outdoor air temperatures between 20˚C and 40˚C and an 

additional manufacturer-specified COP value for the same interior conditions at an outdoor dry-bulb air 

temperature of -15˚C, the trendline functionality in Microsoft Excel was used to approximate an equation 

for heat pump COP (Equation 28). This was then bounded by the rated minimum COP value and the rated 

COP values at -15˚C to obtain the final COP equation sub-model, 𝐶𝑂𝑃𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (Equation 29). 

 

 
𝑓(𝑇𝑜𝑢𝑡) =  −0.143 ∙ (𝑇𝑜𝑢𝑡) + 8.1604 

 
( 28 ) 

 

 
𝐶𝑂𝑃𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 = {

𝐶𝑂𝑃𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 ≤ 𝐶𝑂𝑃𝑅𝑎𝑡𝑒𝑑𝑀𝑖𝑛
, 𝐶𝑂𝑃𝑅𝑎𝑡𝑒𝑑𝑀𝑖𝑛

𝑎𝑙𝑙 𝑒𝑙𝑠𝑒, 𝑓(𝑇𝑜𝑢𝑡)
𝐶𝑂𝑃𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 ≥ 𝐶𝑂𝑃−15˚C, 𝐶𝑂𝑃−15˚C

 

 

( 29 ) 

 

 

2.1.6 Model Validation 

 

For every hour i in the dataset, the HPCF energy model was validated against measured energy values for 

both total energy, 𝐸𝑇𝑜𝑡𝑎𝑙𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑖, and cooling energy consumption of the heat pump, 𝐸𝐻𝑃𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑖. 

Several filters were applied to the dataset prior to comparing measured and simulated results to remove 

hours during which data were missing or invalid. Only hours during which all data categories in Section 

2.1.3 contained values were considered in the validation analysis. Additionally, only hours with valid 

COP values for 𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑, as described in Section 2.1.5, were considered in the analysis. Finally, only 

hours for which the average lighting levels for 12 hours before and 11 hours after (totaling a 24 hours 

period centered on the hour in question) exceeded a value of 50% were used in the validation analysis. 

This excluded periods of time in the dataset with significantly low lighting levels but retained the 6 daily 

hours during which the lights were off (for example, if the farm was operating at only 25% capacity).   

 

2.2 Upgrade and Climate Scenarios Methods 
 

Upon validating the energy model for the HPCF, an energy model for a generic template container farm 

was created based on the HPCF. This section describes the methods of creating the template container 

farm energy model and simulating various upgrade scenarios to the template container farm for cities in 

varying climates.  
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2.2.1 Creation of a Template Energy Model of a Shipping Container Farm 

 

The purpose of defining the template container farm energy model was to characterize the HPCF under 

normal operating conditions to produce a generic energy model that could be used by designers in future 

analyses of container farms. Normal operating conditions were defined by periods of consistent lighting 

schedules when the HPCF was operating at full capacity (i.e., where 𝜂𝐿𝑖𝑔ℎ𝑡𝑠 was on a 12-hour cycle with 

9 hours with a value above 0.9 followed by 3 hours with a value below 0.1). The energy model inputs for 

the template container farm were the same as those used for the HPCF energy model listed in Table 3. 

Additionally, the 𝐶𝑂𝑃𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 described in Section 2.1.5 was used to model the COP as a function of 

outdoor air dry-bulb temperature. This section describes the process used to define normal operating 

schedules for the template container farm for lighting, equipment, and ventilation. Additionally, this 

section describes the process to calculate the hourly schedules for the dehumidifier and plants during 

normal operation and the associated sensible and latent loads. As with the validation energy model, all 

generic hourly schedules were defined using hourly load factor values between 0 and 1 and were assumed 

to repeat daily. 

 

Generic Lighting Schedule 

 

The HPCF operator specified the normal lighting schedule as 12-hour cycles with a photoperiod of 9 

hours where all grow lights were on followed by 3 hours where all grow lights were off. This section 

refers to these two light periods as the “lights on” and “lights off” periods, respectively. This pattern was 

verified from the measured lighting schedule data provided by the HPCF operator. All subsequent 

schedules were specified as hourly load factors between 0 and 1 during “lights on” and “lights off” 

periods. 

 

Generic Equipment Schedule 

 

Figure 6 shows the hourly equipment hourly load factors during regular “on” and “off” light periods. 

While there was significant spread during both lighting periods, the mean hourly equipment hourly load 

factors were calculated as 0.5 for “lights on” and “lights off” periods. 
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Figure 6: Measured equipment hourly load factors during regular “lights on” (left) and “lights off” (right) periods 

 

Generic Ventilation Schedule 

 

To determine a generic ventilation schedule, it was first calculated that 15% of ventilation hours occurred 

during “lights on” periods and 85% of ventilation hours occurred during “lights off” periods. 

Additionally, because ventilation occurred during only 2% of hours during the lights “on” period, it was 

assumed that the generic ventilation schedule was limited to lights “off” hours. Finally, it was calculated 

that, during total regular operation hours for the dataset, ventilation occurred during 13% of those hours, 

which corresponds to approximately 3 hours a day of ventilation for the generic ventilation schedule. The 

graphs in Figure 7 were used to determine a constant ventilation hourly load factor for the generic 

schedule. From Figure 7 a), it was determined that 89% of hourly ventilation hourly load factors were 

between 0.007 and 0.05 (excluding values of 0.0). Therefore, the graph from Figure 7 b) examined hourly 

ventilation hourly load factors between 0.007 and 0.05. Of the hourly ventilation hourly load factors 

within this range, 68% were in the cluster between 0.015 and 0.02 (Figure 7 (b)). The average of the 

hourly load factors in this range, 0.0175, was rounded up to 0.02 as the final, constant ventilation hourly 

load factor for the template container farm. 

 

Figure 7: Ventilation hourly load factors during all hours of regular HPCF operation as a time series (left) and 

histogram (right) 
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Generic Dehumidifier Schedule and Loads 

 

Figure 8 shows the dehumidifier measured hourly load factors during regular “on” and “off” light periods. 

Despite significant variations in the dehumidifier measured hourly load factors during the “lights on” 

period, the load factor for the generic dehumidifier schedule during “lights on” periods was assigned the 

mean value of 0.5. The load factor for the “lights off” periods was assigned the mean value of the 

measured hourly load factor during “lights off” periods, 0.8.  

 

 

Figure 8: Measured dehumidifier hourly load factors during regular “lights on” (left) and “lights off” (right) 

periods 

 

Given the dehumidifier hourly load factors for the regular operation of the template container farm, the 

sensible and latent loads of the dehumidifier were calculated using a modification of the methods 

described in Section 2.1.1. Whereas Equation 6 and Equation 10 calculated latent and sensible loads in 

part as a function of indoor temperature and relative humidity, that was not possible for the template 

container farm. Instead, a linear relationship was found between the calculated rate of water removal 

(from Section 2.1.1) and the measured hourly load factor for the dehumidifier (Figure 9). This linear 

relationship is expressed in Equation 30 where 𝑚̇𝑤𝑎𝑡𝑒𝑟,𝐺 is the rate of water removal in kg/h for the 

dehumidifier in the template container farm.  
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Figure 9: Relationship between the dehumidifier measured hourly load factor and calculated water removal rate. 

 

 𝑚̇𝑤𝑎𝑡𝑒𝑟,𝐺 =   2.3604 (𝜂𝑑𝑒ℎ𝑢𝑚 ) ( 30 )  

 

With this expression, the template container farm dehumidifier latent load, 𝑄𝐷𝐿𝑎𝑡𝑒𝑛𝑡,𝐺, was calculated in 

W using Equation 31. 

 

 𝑄𝐷𝐿𝑎𝑡𝑒𝑛𝑡 ,𝐺 =   
1000 ∙  𝜆 ∙ 𝑚̇𝑤𝑎𝑡𝑒𝑟,𝐺

3600
 ( 31 ) 

 

 

The template container farm dehumidifier sensible load, 𝑄𝐷𝑆𝑒𝑛𝑠𝑖𝑏𝑙𝑒,𝐺, was calculated using Equation 32, 

similarly to Equation 10. However, whereas in Equation 10 the expression for the power consumption of 

the dehumidifier was in part a function of indoor temperature and relative humidity, Equation 3332 

expresses the template container farm dehumidifier power consumption, 𝑃𝐷,𝑖𝑛,𝐺, in W as a function of 

𝑚̇𝑤𝑎𝑡𝑒𝑟,𝐺 and the rated energy factor, 𝐸𝐹𝑟𝑎𝑡𝑒𝑑 (L/kWh).  

 

 𝑄𝐷𝑆𝑒𝑛𝑠𝑖𝑏𝑙𝑒,𝐺 =   𝑄𝐷𝐿𝑎𝑡𝑒𝑛𝑡,𝐺 +  𝑃𝐷,𝑖𝑛,𝐺 ( 32 )  

 

 𝑃𝐷,𝑖𝑛,𝐺 =  
1000 ∙ 𝑚̇𝑤𝑎𝑡𝑒𝑟,𝐺

𝜌𝑤  ∙  𝐸𝐹𝑟𝑎𝑡𝑒𝑑
 ( 33 ) 

 

 

The extreme values of latent and sensible loads of the template container farm dehumidifier were then 

calculated using a value of 1 for 𝜂𝑑𝑒ℎ𝑢𝑚. These values are listed in Table 3.  
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Generic Plant Schedule and Loads 

 

The schedules for latent and sensible loads due to plants in the template container farm were assumed to 

directly follow the lighting schedule. The values for latent and sensible loads of the plants were calculated 

using the methods in Section 2.1.1 assuming a constant interior environment of 17.5˚C and 65% RH, a 

𝜂𝐿𝑖𝑔ℎ𝑡𝑠 value of 1 during the “lights on” period and a 𝜂𝐿𝑖𝑔ℎ𝑡𝑠 value of 0 when during the “lights off” 

period. The extreme values of latent and sensible loads of the template container farm plants are listed in 

Table 3. 

 

 

2.2.2 Modelling System Upgrade Scenarios in Varying Climates 

 

Much like a designer would explore the effects of operating a container farm in varying climates or while 

implementing energy-reduction strategies, this section describes how the template container farm energy 

model was used to quantify the effects on annual and peak cooling loads of various upgrade scenarios in 

cities with varying climates. Five cities in different ASHRAE climate regions were used for this study: 

New Orleans (2A, hot and humid), Phoenix (2B, hot and dry), Boston (6A, cold and humid), Denver (6B, 

cold and dry), and Anchorage (7, very cold). For each city, the Typical Meteorological Year 3 weather 

file was used to run an hourly annual energy model in EnergyPlus (version 8.4) for a baseline scenario 

(no upgrades) and for each of three upgrade scenarios: addition of insulation, addition of exterior shading, 

and shifting the lighting schedule. Additionally, a fifth scenario was simulated for each city with 

combined upgrades of shifting the lighting schedule and adding insulation. The three types of upgrades 

are described below.  

 

Insulation 

 

While the HPCF was built out of a retired refrigerated shipping container and already contained insulation 

in the roof, walls, and floor, it was of interest to simulate the effects of increasing insulation to the 

container’s envelope. Many energy efficiency initiatives promote the addition of insulation to building 

envelopes as a given means to reduce annual building energy demands. However, while these strategies 

may reduce the energy demands of space conditioning in residential and commercial buildings, the 

benefit of reducing the heat transfer between the interior of cooling-intensive plant factories and the 

outdoor environment is not straightforward. Given the large internal sensible heat gains in plant factories 

from lighting and equipment, it seems plausible that even in hot climates where heat gains through the 
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building envelope may be significant, addition of insulation may increase overall cooling loads by 

resisting heat loss through the envelope during hours where the exterior temperature is cooler than the 

interior temperature. Furthermore, in cold climates where the exterior of the plant factory is significantly 

colder than the interior environment, it may be beneficial to reduce the insulation and promote heat 

rejection through conduction. To explore these questions, upgrades to the envelope were made to decrease 

the U-value of the roof and walls to match that of the floor, 0.18 W/m2-K.  

 

External Shading 

 

The addition of an opaque, white material was added 1m above the roof of the template container farm 

and 1m offset from the south, east, and west facades to explore the addition of shading as a strategy for 

reducing peak and annual cooling loads. In an urban context, such shading may come from a neighboring 

structure or strategic placement of sun barriers.  

 

Lighting Schedule Shift 

 

As seen in the results presented in Section 3.1, lighting loads account for more than half of the annual 

energy loads in container farms and are responsible for a large portion of the internal sensible heat gains. 

One strategy that designers may simulate would be shifting the photoperiod schedule such that the grow 

lights are not in use during the hottest hours of the day. This strategy is already promoted by utility 

companies for reducing the energy costs of plant factories during periods of high grid demand. To explore 

the effects of this strategy, an upgraded light schedule was defined where, rather than having two 12-hour 

lighting cycles per day, each day contained one 18-hour photoperiod with a 6-hour “lights off” period 

beginning at 12:00PM. The equipment, ventilation, dehumidifier, and plant schedules were shifted in 

accordance to the new lighting schedule.  

 

2.3 Grid Integration Methods 
 

This section describes the methods used in a hypothetical case study of a large-scale implementation of 

container farms in an urban neighborhood in Boston, MA. The purpose of the case study was to explore 

the effects on the energy demand of the neighborhood with the addition of sufficient container farms to 

meet the annual vegetable demands of the neighborhood’s residents. Section 2.3.1 describes the 

neighborhood used in this case study and the methods used to calculate the required number of shipping 
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container farms. Section 2.3.2 describes the methods used in the case study to reduce the additional peak 

energy demand during the hottest day of the year due to the introduction of container farms.  

 

2.3.1 Neighborhood Description and Calculation of Vegetable Demand 

 

The neighborhood used in this case study was a hypothetical mixed-use neighborhood in Boston, MA 

consisting of residential, office, and commercial spaces. Thes neighborhood had been proposed as a 

typical mixed-use neighborhood by students at the Massachusetts Institute of Technology for a graduate 

course “4.433 Modeling Urban Energy Flows” in the spring of 2017. The neighborhood was modeled in 

umi, an urban building modeling plugin tool for Rhinocerous3D [45]. The building properties and use 

schedules were defined using buildings templates previously developed by [46] for archetypical buildings 

in Boston, MA. To obtain hourly neighborhood energy loads, the umi Energy module was used to run an 

EnergyPlus hourly annual building energy simulation for the neighborhood [45]. The Boston TMY3 

weather file was used for the energy simulation.   

 

 

Figure 10: Screenshot of the mixed-use neighborhood in Boston, MA (green, red, and yellow are residential, office, 

and commercial spaces, respectively). 

 

In addition to using the Energy module to obtain hourly energy loads for the neighborhood, the umi 

Harvest module was used to estimate the number of template container farms necessary to meet the 

annual vegetable demands of the 5,153 residents of the neighborhood [22]. For an annual vegetable 

demand rate of 0.076 tons/person/year, the Harvest module predicted that the neighborhood would require 

780 template container farm s, which together would occupy an area equivalent to 42% of the building 

footprint area in the neighborhood.  
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2.3.2 Load Reduction 

 

With the addition of the 780 template container farms to the neighborhood, it was of interest to quantify 

the increase in hourly energy demands of the neighborhood. Due to the cooling-intensive energy demands 

of container farms, the hottest day of the year for the Boston TMY3 weather file, July 7, was considered 

for the analysis.  

 

Three scenarios were considered for the addition of the 780 template container farms to the neighborhood. 

The first scenario considered staggered lighting schedules among the 780 template container farms where 

each template container farm could have one of 24 lighting schedules that varied in the hour during which 

the 6-hour “lights off” period occurred. As with the methods used in Section 2.2.2, the equipment, 

ventilation, dehumidifer, and plant schedules followed all modifications to the lighting schedules. The 

objective in this first scenario was to minimize the increase in peak energy demand for July 7 while 

maintianing an 18-hour photoperiod for all 780 template container farms. The second scenario considered 

turning off the lights for all 780 template container farms throughtout the entire day. The objective in this 

second scenario was to quantify the minimum amount of additional energy required in the neighborhood 

in the event that a day’s worth of plant growth was sacrificed for the sake of reducing added demands on 

the grid. The photoperiod for the second scenario was zero hours. The third scenario sought to explore an 

example of increasing photoperiod hours while not exceeding the minimum additional energy from the 

second scenario. All container farms were set to operate on the same schedule for the third scenario.  

 

EnergyPlus was used to run hourly energy simulations for a single template container farm using the 

Boston TMY3 weather files for July 7 using the various lighting schedules. The first scenario required 24 

separate energy simulations, shifting the template container farm lighting schedule by an hour with each 

simulation. Additionally, a baseline scenario was run to obtain the hourly energy demand of the 

neighborhood without the addition of template container farms. 

 

A spreadsheet model was created in Microsoft Excel to combine the baseline hourly energy demands of 

the neighborhood with the hourly energy demands of the 780 template container farms. For the first 

scenario, a manual process was used to scale the energy model results of each of the 24 versions of the 

template container farm in such a combination that reduced the increase in total neighborhood peak 

energy demand from the addition of 780 template container farms.  For the second and third scenarios, the 

energy simulation results of the single shipping container were scaled up to approximate the energy 

demands of all 780 template container farms.  
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3 Results 

 

3.1 Energy Model Validation Results  
 

Overall, the average daily measured energy consumption of the HPCF was 116.9 kWh/day, just under the 

120 kWh/day claimed by the manufacturer. Of this average daily measured value, 16% of the total energy 

consumption was due to cooling loads (Figure 11). The validation results of this research are presented in 

two parts: validation of the physics-based energy model and validation of the COP sub-models applied to 

the energy model results. These results are summarized in Table 4. It is important to note that as seen in 

Figure 11, the energy model consistently overestimates the lighting, equipment, and dehumidifier loads.  

 

 

Table 4: Summary of energy model validation results 

 

 

Figure 11: Average daily energy consumption of the HPCF for measured data and energy simulation results. 



40 

 

 

The first validation quantifies the reliability of the physics-based EnergyPlus model in predicting hourly 

and daily cooling loads when incorporating the parallel models for sensible and latent effects of plants on 

the building interior environment. This first validation applied measured COP values to better isolate the 

effects of plants on the energy model and showed that over the entire dataset, incorporating the latent and 

sensible effects of plants in the energy model versus omitting the plants reduced the Normalized Mean 

Bias Error (NMBE) of hourly and daily cooling loads from -19% to -15%. Such an improvement in the 

model’s reliability was not seen in the whole building energy model, where the NMBE values remained 

the same. While the hourly whole building and hourly cooling Coefficient of Variation of the Root-Mean-

Square Error (CV[RMSE]) values are equal between the two scenarios in the initial validation, the daily 

CV(RMSE) value is lower for the scenario with plants in the energy model, indicating a better 

performance at the daily timescale for predicting cooling loads. Finally, both scenarios are in meet hourly 

whole building calibration criteria as specified by [30] (less than 10% NMBE and less than 30% 

CV[RMSE]). 

 

It should be noted that as an effect of simulating the plant evapotranspiration and the water removal of the 

dehumidifier in parallel models, the EnergyPlus simulation did not accurately account for a mass balance 

of the water vapor in the HPCF. Consequently, the EnergyPlus simulation predicted indoor air relative 

humidity values consistently lower than measured values and predicted indoor values of less than 5% 

relative humidity during approximately 25% of the simulation hours. As a post-processing analysis, a 

mass balance of water vapor in the HPCF air was calculated for every hour in the dataset using Equation 

34 to explore discrepancies in the mass balance of the parallel models. In the equation, 𝑚𝑤,𝑝𝑙𝑎𝑛𝑡𝑠 is the 

calculated water contributed through the evapotranspiration of plants without the LAI multiplier, 

𝑚𝑤.𝑜𝑢𝑡𝑑𝑜𝑜𝑟 𝑎𝑖𝑟 are the EnergyPlus simulation results of net water added or removed due to infiltration and 

ventilation, and 𝑚𝑤,𝐴𝐶 𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑒 and 𝑚𝑤,𝐷 𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑒 represent the calculated water removed from the 

zone air from the mini-split air conditioner and dehumidifier, respectively (Section 2.1.5. and Section 

2.1.2.6). Equation 35 was used to calculate 𝐿𝐴𝐼𝐸𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 for every hour of the dataset as a fitting 

parameter to replace LAI in Equation 18 such that the energy balance of Equation 34 was satisfied. Daily 

average 𝐿𝐴𝐼𝐸𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 values for the dataset are shown in Figure 12 and, as seen in the figure, are 

significantly larger than the constant LAI value of 2.1 used in the plant evapotranspiration model. While 

these values do not directly represent LAI of the lettuce in the HPCF, the calculated 𝐿𝐴𝐼𝐸𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 values 

fall within the range of measured LAI for lettuce [47]. Furthermore, despite limited data on planting and 

harvest cycles, the results in Figure 12 coincide with cultivation data from the HPCF operator for two 

periods (blue shading). For the last two weeks of September, 2018, the decreasing trend in daily average 
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𝐿𝐴𝐼𝐸𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 values coincides with a period of weekly harvest. Additionally, the increasing trend in 

𝐿𝐴𝐼𝐸𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 values from February to May, 2019 coincides with a period of weekly planting. 

 

 0 =  𝑚𝑤,𝑝𝑙𝑎𝑛𝑡𝑠 + 𝑚𝑤.𝑜𝑢𝑡𝑑𝑜𝑜𝑟 𝑎𝑖𝑟 +  𝑚𝑤,𝐴𝐶 𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑒 +  𝑚𝑤,𝐷 𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑒 ( 34 )  

 

 𝐿𝐴𝐼𝐸𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 =  
1000 ∙ 𝑚𝑤,𝑝𝑙𝑎𝑛𝑡𝑠

3600 ∙ 𝐸 ∙ 𝐴𝑝𝑙𝑎𝑛𝑡𝑠
 ( 35 ) 

 

 

 

 

Figure 12: Calculated daily average LAIEquivalent values for the dataset. 

 

 

While the initial physics-based model validation used measured COP values, this is not an option for 

models predicting future energy use of plant factories. The second validation quantified the accuracy of 

applying two COP scenarios to the output cooling loads of the EnergyPlus model. The first COP scenario 

was a constant average COP value obtained from the manufacturer specifications of the mini-split air 

conditioner. The second COP scenario applied COP values as a function of outdoor air temperature, as 

described in Section 2.1.4. This function is shown in Figure 13 in relation to measured hourly measured 

COP values (blue) and the manufacturer-specified COP values (red) used to obtain the function.  
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Figure 13: Hourly measured cooling energy (left) and hourly measured COP values (right) versus outdoor dry-bulb 

(DB) air temperature. The COP Equation as a function of outdoor air temperature is included along with the hourly 

measured COP values.  

 

The results in Table 4 show that the constant COP (“Simplified”) scenario has smaller NMBE error at -

1% compared to -12% for the COP equation (“Recommended”) scenario. However, since the results of 

the physics validation showed that overall the energy model underestimates the cooling load of the HPCF, 

these results alone cannot be used to assess the performance of the two COP sub-models. More 

significantly, the scenario with the COP equation scenario performs with comparable NMBE and 

CV(RMSE) values as the validation scenario. This is supported by the results shown in Figure 13 where it 

can be seen that the calculated 𝐶𝑂𝑃𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 values follow the hourly 𝐶𝑂𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑖 values with respect to 

outdoor air dry bulb temperature. The smaller hourly and daily CV(RMSE) values of the COP equation 

scenario indicate that implementing COP values as a function of outdoor air temperature may improve the 

reliability of the energy model in predicting cooling energy. Both COP scenarios meet the hourly whole 

building calibration criteria. The reliability of using these two COP scenarios to accurately predict hourly 

and daily cooling energy compared to the reliability of using measured COP values is further illustrated in 

Figure 14. 
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Figure 14: Comparison of measured and simulated hourly and daily cooling energy consumption using measured 

(Validation), equation-based (Best Practice), and constant (Standard Practice) COP values.  

 

 

A subset of the hourly measurements and simulation results is shown Figure 15 illustrating that all COP 

scenarios of the energy model as well as the measured cooling data trail the lighting schedule of the 

HPCF. However, as seen in the figure, whereas the simulated cooling loads follow the lighting schedule 

to the hour, for this subset of the dataset hours the measured cooling loads experience a delay of 

approximately one hour relative to the lighting schedule. Furthermore, all three COP simulation scenarios 

(measured, equation, and constant) do not capture the peaks and cycling in measured cooling energy that 

occur throughout the lighting cycle. This accuracy in capturing high-resolutions fluctuations and peaks in 

hourly cooling loads is increasingly lost in the COP equation scenario and more so in the constant COP 

scenario. 
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Figure 15: A three-day subset of the full dataset showing hourly measured lighting, measured cooling, and 

simulated cooling energy for a subset of the data. Simulated cooling energy is shown for the validation (measured 

COP), recommended (COP equation), and simplified (constant COP) scenarios. 

 

 

3.2 Upgrade and Climate Scenarios Results 
 

This section reviews the results of simulating various upgrade scenarios to the generic shipping container 

farm (template container farm) for cities in varying climates to explore the effect of upgrades on annual 

cooling loads and peak cooling loads. Table 5 and Table 6 summarize these results below. Notably, the 

simulations predicted year-round cooling in all cities showing that even in cold climates, the large internal 

gains in these systems require significant cooling. Independently of simulating upgrade scenarios, the 

“Baseline” results in Table 5 show that the greatest effect on annual cooling loads was the climate, where 

the hottest climate (Phoenix, AZ) resulted in more than double the annual cooling load as the coldest 

climate (Anchorage, AK). Among the simulated upgrade scenarios, shifting the light schedule to be off 

during the warmer hours of the day consistently reduced the annual cooling loads in all climates. Adding 

insulation to the envelope, on the other hand, reduced annual cooling loads only for the hottest climate. In 

the coldest climate, adding insulation to the envelope increased the annual cooling load by 10.2%.  

 

Whereas the effects on annual cooling loads varied across the different upgrade scenarios, all upgrade 

scenarios reduced peak cooling loads. The one exception to this was for the coldest climate where shifting 

the lighting shedule increased the peak cooling load. However, this outlier can be explained by looking at 

the outdoor dry bulb temperatures in the Achorage TMY3 weather file at the time during which the 

maximum peak loads occur for the Light Shift scenario (June 14 at 18:00). This time corresponds to a day 
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in the weather file that not only contains the second hottest temperatures in the year, but that also 

maintain hotter temperatures later into the day. When the 6-hour “lights off” period terminates on June 

14, the outdoor dry bulb temperatures are still increasing in temperature whereas normally at that time, 

the outdoor temperatures would be lower and would begin to level-off or decrease.  

 

 

Table 5: Effects of upgrade strategies on annual template container farm cooling loads for cities in varying 

climates. 

 

 

 

Table 6: Effects of upgrade strategies on peak cooling loads for cities in varying climates 

 

 

 

3.3 Grid Integration Results  
 

This section reviews the results of a case study exploring variations in lighting schedules of 780 template 

container farms and the effects on peak energy demand of a neighborhood in Boston, MA, for the hottest 

day in the Boston TMY3 weather file, July 7. In this case study, as seen in Figure 16 and Table 7, adding 

780 template container farms to the neighborhood with staggered lighing schedules requires an increase in 

peak grid capacity of 21%, or 1.4 MWh/peak hour for the neighborhood. The second scenario where all 

template container farm lights are turned off throughout the day requires a minimum increase in grid 

capacity of 15%, or 1 MWh/peak hour for the neighborhood. The results of the third scenario found that 

while maintaining all template container farms on the same lighitng schedule, it is possible to increase the 

daily photoperiod to 11 hours during the hours of the day with least neighborhood energy demand while 

maintaining the same required percentage increase in peak grid capacity as the second scenario. 
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Figure 16: Hourly load curves for a Boston neighborhood during a hot summer day. The curves illustrate scenarios 

without container farms (baseline), with the addition of 780 container farms on a single lighting schedule, and with 

the addition of 780 container farms with staggered light schedules. 

 

 

Table 7: Percent increases in peak energy capacity for a Boston neighborhood with the addition of 780 container 

farms on a single lighting schedule, and with the addition of 780 container farms with staggered light schedules. 
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4 Discussion 

 

The first objective of this research was to validate an energy model for a hydroponic container farm that 

takes into account plant-air interactions in the energy balance. Additionally, this research used the 

validated energy model in example analyses that would be of interest to owners of cities and urban 

planners, owners of plant factories, and utility companies. Through these example analyses, the research 

sought to provide an understanding of the potential to reduce conditioning loads of container farms in 

varying climates and the potential to reduce additional demands on urban electric grids caused by the 

large-scale integration of plant factories. This section comments on the results of this research in relation 

to these objectives. 

 

4.1 Energy Model Validation Discussion 
 

The results from the initial energy model validation show that including plants in building energy models 

of plant factories varies in importance depending on the application and scale of the energy model. 

Significantly, the results suggest that when conducting whole building energy models of small plant 

factory systems, particularly for high-level annual assessments, it is unnecessary to simulate the sensible 

and latent internal loads due to plants. This would reduce the complexity of such energy models as current 

software tools such as EnergyPlus lack components to consider plants as internal loads.  

 

Nevertheless, as the capacity of plant factories scale and energy predictions are needed at smaller time 

steps, it is critical to consider plant-air interactions in the energy model whether the cooling system or 

whole building energy loads are being analyzed. As seen in the results of the post-processing mass 

balance analysis, the evapotranspiration rates in plants factories can change significantly throughout plant 

growth cycles, directly affecting the conditioning energy requirements. Small changes in latent and 

sensible loads due to plant activity could pose a significant demand on electric grid systems when 

compounded in large-scale plant factory systems. Additionally, the measurements of the HPCF cooling 

energy captured intermittent cycling and peaking that could further stress on grid capacity as plant 

factories scale in size.  

 

To this objective, despite modeling considering the evapotranspiration of plants, the energy model in this 

research fails to accurately predict cooling energy demand at the hourly level both in magnitude (the 

predicted hourly cooling energy was consistently lower than the measured energy) and in behavior (the 

model failed to capture the cyclic behavior of the cooling system). This latter shortcoming may be 
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explained by inaccuracies in defining the control behavior of the HPCF cooling system. Additionally, a 

60-minute timestep used in defining the energy model whereas in reality, the internal loads might 

fluctuate significantly at the sub-hourly level.  

 

However, the consistent under-prediction of cooling energy may be attributed to several factors. While 

measured COP values were applied to the raw energy loads predicted by the EnergyPlus, as seen in the 

results of Figure 15, the pattern of the measured cooling demand did not always align with the simulated 

cooling demand. This shift in demand pattern between the measured and simulated data suggests a 

possible discrepancy in the alignment of measured COP values and simulated cooling loads. However, as 

seen in the results of the COP equation scenario when more stable COP values were applied to the raw 

cooling load output, this misalignment would likely have a small effect in the magnitude of the cooling 

energy error.  

 

More likely, the consistent under-prediction of cooling loads may be due to inaccuracies in modeling the 

latent and sensible effects of plants within the HPCF. The results of the mass balance suggest an overall 

underestimation of evapotranspiration rates in the model. However, this may only partially explain the 

error because most of the calculated hourly evapotranspiration rates coincide with previously validated 

simulated evapotranspiration rates under comparable lighting conditions [25]. Of potential significance 

are the simplified methods used to calculate the sensible energy loads of the plant. These methods use the 

Equation 13 to calculate the sensible energy loads to satisfy the plant energy balance. However, these 

methods do not take into account the temperature dependence of the sensible energy flux between the 

plant and the container farm air. The model as is may not account for all hours during which the surface 

temperature of the plants is higher than the ambient temperature and the sensible heat transfer is from the 

plants to the air and not vice versa. This simplification may effectively overestimate the sensible cooling 

effect of the plants and consequently reduce the simulated cooling loads of the HPCF.  

 

While the initial validation results illustrate the importance, complexity, and limitations of incorporating 

plant-air interactions in building energy models, the results of this study show that of even greater 

importance to the reliability of CEA energy models in predicting conditioning energy is the application of 

accurate COP values. The results suggest that, to the extent possible, applied COP values should be 

calculated for outdoor air temperature conditions that match the operating conditions of the plant factory. 

Furthermore, it is best to use as a function of outdoor air temperature (“Recommendation”) rather than 

use a constant COP values (“Simplified”). While HVAC systems vary in performance, the methods used 

in this research to obtain a simplified COP model as a function of outdoor air temperature are universal 
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whenever manufacture data are available. However, for climates in which outdoor air temperatures vary 

significantly from the operating conditions listed in manufacturer specifications, simplified COP models 

derived from manufacturer’s specifications may vary significantly from the actual performance of the 

conditioning system (Figure 13). If only constant COP values are an option, careful attention should be 

given to the selection of SEER versus EER COP values depending on the outdoor air operating conditions 

of the plant factory. The authors further recommend that whenever possible, operators of plant factories 

work closely with the HVAC system manufacturers to obtain performance information for the range of 

outdoor air temperatures relevant to the plant factory.  

 

Overall, the results of the energy model validation show that through the combination of incorporating 

plants in the energy model and modeling COP values as a function of outdoor air temperature, cities and 

plant factory owners can obtain a reasonable estimate of annual energy demands associated with crop 

cultivation. However, utility companies concerned with the capacity of the electric grid require accurate 

energy models at finer resolutions than annual or daily energy loads. The results in Table 4 along with the 

simulated hourly cooling loads in Figure 15 reveal the shortcomings of the energy model, despite 

incorporating plants and modeling COP as a function of outdoor air temperature, in capturing peaks and 

cycling of cooling energy. The limitations of this plant factory energy model indicate that, to reliably 

simulate conditioning energy at the hourly and even daily level, the latent and sensible effects of plant 

evapotranspiration must be modeled dynamically within the BPS tool and not in parallel. Furthermore, 

while the HPCF energy model used static values for LAI, plant factory energy models requiring accuracy 

at higher resolutions in time should also incorporate plant growth models to better estimate the effects of 

plants on conditioning loads. Finally, such large-scale and high-resolution applications would benefit 

from from extensive and detailed HVAC system modeling components within EnergyPlus or comparable 

software. 

 

4.2 Upgrade and Climate Scenarios Discussion 
 

The results from the first example analysis, simulating the effects on container farm cooling loads due to 

changes in climate and system upgrades, reveal that strategically controlling the lighting schedule to 

reduce internal heat gains during the warmest hours of the day has the greatest impact in reducing cooling 

loads. This is consistent with existing load-reduction strategies implemented by utility companies with the 

goal of reducing energy costs of plant factory owners. Further strategies to reduce internal heat gains of 

lighting loads in plant factories, as discussed by [32], may be to cycle the grow lights at a sub-hourly 
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schedule. However, this method should be considered alongside the effects of reduced lighting levels on 

plant growth.  

 

While the remaining upgrade strategies of adding insulation and shading the container farms have minor 

effects on annual cooling loads, one key finding in these results is that in all but the hottest of climates, 

adding insulation to container farms increases annual cooling loads. These findings are counter to current 

trends in some requirements of plant factories. For example, commercial cannabis plant factories in 

Massachusetts are required to meet minimum code standards for envelope insulation [48]. According to 

the results of this research, these requirements would increase the annual energy demand of such systems. 

The results of this research show the value in providing policy makers and plant factory owners with 

reliable building energy models of plant factories. Furthermore, the results of this research show that 

refrigerated shipping containers are well insulated as designed and that design efforts of container farm 

manufacturers are better spent considering efficient lighting schedules rather than further insulating the 

containers. Finally, this study shows that even in cold climates, container farms require annual cooling. 

Future designs of plant factories would further benefit from developing “free cooling” strategies in cold 

climates.  

 

One unexpected result from this section is the increase in annual cooling loads when shading the 

container farms. Analysis of hourly results shows that the addition of shading reduces hourly cooling 

loads during relatively hot and sunny hours but increases cooling loads during cooler darker hours, 

especially at night. This may be attributed to the shading surfaces reducing the radiative heat loss of the 

container farm during darker hours of the day. However, the relative change in cooling loads are small 

and the effects of shading should be further investigated.  

 

Finally, the results from this section suggest that due to the high cooling demands of plant factories, large-

scale applications of plant factories are better suited to colder climates. Particularly when examining the 

additional peak loads on electric grids, installing plant factories in climates with cold outdoor air 

temperatures would reduce the additional grid capacity required to integrate commercial agriculture in 

urban areas. However, as previously discussed, holistic analyses are necessary to determine the viability 

of plant factories for a given urban area and energy requirements alone are not sufficient to determine 

whether commercial urban agriculture will reduce or add to a city’s carbon emissions. This example 

analysis merely shows that this validated energy model can be combined with food system models to 

determine whether a given city, due to its climate, existing food supply methods, and food demand, would 

benefit from implementing commercial urban plant factories. 
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4.3 Grid Integration Discussion 
 

The results from the second example analysis, integrating sufficient container farms in an urban 

neighborhood to meet annual vegetable demand, provide insight into how plant factory owners might 

work with utility companies to find a balance between maintaining sufficient levels of CEA operation 

while reducing added demands on electric grids. As seen in Table 7, for days in which both neighborhood 

and container farm system cooling demands are high, maintaining normal photoperiod levels in all plant 

factories will require significant increases to grid capacity, even when staggering lighting schedules to 

avoid the compounding effects of all container farms switching to “lights on” periods at once. As a 

potential remedy, the results also show that even though turning off all container farm lights throughout 

the day still contribute to peak energy demands of the neighborhood due to the baseline equipment and 

cooling requirements, this additional peak capacity is reduced. However, while switching off all container 

farm lights would benefit the utility company in reducing peak loads, the plant factory owners would 

suffer from potential crop damage as prolonged period of darkness exceeding 24 hours may fully deplete 

carbohydrate stores in plants [49]. These results show how this energy model, validated at the hourly 

level, can be used to find an intermediate solution that maintains minimum increases to peak grid capacity 

while maximizing CEA photoperiods. As CEA capacities continue to grow, utilities would benefit from 

such models to better manage demand-response programs with plant factory owners and operators.   
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5 Conclusion 

 

This study successfully validated an energy model for a hydroponic container farm for hourly predictions 

of whole building energy in compliance with [30]. The results of the study show that the limitations of 

plant factory energy models are significantly influenced by errors in modeling plant-air interactions and 

COP values for the conditioning system. As a solution, this research suggests a simplified and universal 

method for modeling COP as a function of outdoor temperature with comparable results to the energy 

model validation. Using the template energy model for a container farm, this research demonstrated the 

potential in developing robust tools to assess the feasibility of implementing large-scale plant factories in 

urban areas. As shown in this research, this is not only crucial to understanding the overall impact on 

carbon emissions in an urban area, but also to planning the integration of such systems within the 

infrastructure of cities. This research showed that insulation is counterproductive to reducing annual 

energy loads in mild and cold climates. Additionally, this research shows the importance of reducing 

lighting loads while maintaining crop yield, both for reducing cooling and total energy demand. These 

results encourage those regulating plant factories to consider these buildings as a new category in building 

codes and regulations. Finally, this research reveals potential tradeoffs that plant factory owners and 

utility companies will have to make when incorporating large plant factories in electric grids.  
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