
Sim2Real in Robotics and Automation:
Applications and Challenges

The MIT Faculty has made this article openly available. Please share 
how this access benefits you. Your story matters.

Citation Hofer, Sebastian, Bekris, Kostas, Handa, Ankur, Gamboa, Juan
Camilo, Mozifian, Melissa et al. 2021. "Sim2Real in Robotics and
Automation: Applications and Challenges." IEEE Transactions on
Automation Science and Engineering, 18 (2).

As Published 10.1109/TASE.2021.3064065

Publisher Institute of Electrical and Electronics Engineers (IEEE)

Version Original manuscript

Citable link https://hdl.handle.net/1721.1/138850

Terms of Use Creative Commons Attribution-Noncommercial-Share Alike

Detailed Terms http://creativecommons.org/licenses/by-nc-sa/4.0/

https://libraries.mit.edu/forms/dspace-oa-articles.html
https://hdl.handle.net/1721.1/138850
http://creativecommons.org/licenses/by-nc-sa/4.0/


Prep
rin

t
Sim2Real in Robotics and Automation: Applications and Challenges

Sebastian Höfer∗,1, Kostas Bekris1,2, Ankur Handa3, Juan Camilo Gamboa4, Florian Golemo5,6,
Melissa Mozifian4, Chris Atkeson7, Dieter Fox3,8, Ken Goldberg9, John Leonard10, C. Karen Liu11,

Jan Peters12,13, Shuran Song14, Peter Welinder15, Martha White16

To perform reliably and consistently over sustained pe-
riods of time, large-scale automation critically relies on
computer simulation. Simulation allows us and supervisory
AI to effectively design, validate and continuously improve
complex processes, helps practitioners to gain insight into
operation and justify future investments. While numerous
successful applications of simulation in industry exist, such
as circuit simulation, finite element methods and computer-
aided design (CAD), state-of-the-art simulators fall short of
accurately modeling physical phenomena, such as friction,
impact and deformation.

Recently, the research community has doubled down on
efforts to tackle these problems by combining physical
simulation with deep learning. These two techniques can
be regarded as complementary since deep learning enables
training from large quantities of data, which in turn can be
produced efficiently in simulation. Furthermore, learning in
simulation can be faster than real-time, cheaper, safer, and
more informative by providing perfect ground truth labels.

The key challenge in combining learning and simulation is
the ability to transfer predictive models and control programs
acquired in simulation directly to the real world, a concept
termed Sim2Real transfer. Recent work in Sim2Real has
shown promising results on real-world problems related to
autonomous driving, grasping, or in-hand manipulation with
policies trained in simulation only. Nevertheless, Sim2Real
still faces significant challenges. In particular, it remains an
open question to what extent and in which problem domains
Sim2Real can compete with or outperform techniques based
on real-world experimentation.

This editorial highlights opportunities and challenges re-
lated to Sim2Real in automation. It is based on a Sim2Real
workshop held in conjunction with the 2020 edition of
the “Robotics: Science and System” conference, which is
summarized in a more detailed accompanying report [2].

Current State of Sim2Real. On-going research in
Sim2Real is approaching the problem from multiple direc-
tions, which can be broadly clustered into the following cat-
egories: (i) formalizing Sim2Real and developing metrics for
comparing Sim2Real solutions, (ii) achieving Sim2Real by
leveraging existing simulators, (iii) empirically studying the
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reality gap of existing simulators, (iv) increasing simulation
accuracy in novel ways.

Given this very diverse nature of what constitutes
Sim2Real research, it is important to explore the need for,
the nature of and the way to approach Sim2Real.

Why should we invest in Sim2Real? On the one hand,
simulation is significantly less expensive than real-world
experimentation as it is not necessary to build and maintain
real systems. These allows for lowering the entry barrier for
students and researchers. Furthermore, experimentation in
Sim2Real is inherently safe and thus useful for dangerous
tasks and early exploration. Simulation can also provide
huge amounts of diverse, labeled data using techniques like
domain randomization.

On the other hand, some popular examples of Sim2Real
transfer, such as OpenAI’s Rubik’s cube, required over a
year of development to successfully transfer controllers [3].
The rise of out-of-the-box simulation environments such as
OpenAI gym can also lead to a rise of simulation-only
research that does not generalize to the real world, a trend
of Sim2Null research. At this point, controllers trained in
physical simulation environments, such as the OpenAI gym
generalize poorly, if at all, to the real world. Furthermore,
successful Sim2Real transfer often involves a large amount
of manual tuning of black-box parameters so as to gener-
alize to new tasks, in contrast to rigorous modeling and
problem understanding [1]. In some domains, real-world data
collection can generate more trustworthy and relevant data.
It is also not clear that successful simulation is necessary
for effective real-world performance, since overly simplified
world modeling may render the simulated problem harder
than the real one. Furthermore, the safety guaranteed by
simulation may reduce the focus from making robots safer,
such as through the introduction of soft materials.

What is Sim2Real? It can be argued that Sim2Real
does not qualify as a field of its own since many of its
methods date back to the 1960s and only differ in access to
increased computational resources. For example, Real2Sim
can be regarded as system identification and Sim2Real
as adaptive control: Both combine analytical models with
parametric ones (such as shallow neural networks) to model
complex systems and learn controllers. Similarly, model-
based reinforcement learning iteratively refines a poor model
or a world simulator to learn a controller for the real world.

Sim2Real approaches are having significant impact on a
wide variety of research domains beyond automation and
control, such as perception and physical modelling. There-
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fore, treating Sim2Real as a field of its own provides value by
connecting researchers from different disciplines, including
computer vision, control theory, physics-based modelling,
reinforcement learning and simulation-based inference.

It is understood that highly accurate simulations of reality
remain a distant dream and for any level of sophistication of
computer simulations there will always exist a reality gap.

How should Sim2Real methods be used? Many physical
phenomena, such as friction, impact or deformation, are
not easily modeled with sufficient precision by existing
simulators. Two approaches can be pursued to address this
reality gap: investment into modeling to increase simulation
precision vs. investing into algorithms that learn from im-
precise and abstract simulation.

Improving simulation precision can mitigate the problem
that imprecise simulators may work for some but not other
tasks, limiting generalization and extrapolation of the de-
veloped solutions. However, imprecise simulators might be
“good enough” for Sim2Real. After all, accurate modelling
is expensive and often infeasible and any abstraction – and
thus, any simulator – inevitably results in loss of accuracy
due to only capturing the underlying process at a given level
of fidelity, omitting some details. For instance, robots need
to learn to collaborate with humans without simulating the
entire human brain, and hence learning physical interaction
might not require low-level simulation of physics. In fact,
social interaction with humans and estimating human in-
tent are often only remotely driven by physics. Therefore,
the imperfection of a simulator when linked with domain
randomization, can potentially allow for model resilience
and policy generalization. Furthermore, it will require to
develop Sim2Real for “qualitative” simulators by leveraging
abstraction and high-level reasoning.

Model-based reinforcement learning provides another ap-
proach, where a model is learned explicitly to be useful for
planning. The accuracy of the model is secondary to the
resulting accuracy of the learned policies or value functions.

Sim2Real would greatly profit from simulators that pro-
vide explicit uncertainty estimates, i.e., modeling where the
simulator is uncertain about its future state predictions. Such
estimates, while difficult to obtain, can be useful to identify
failure cases early on or leverage them to collect data for
improving the simulator.

The Utility of Sim2Sim and Simulation-only Results.
It is well understood that simulation results alone are not
sufficient. Real-world experimentation is required to verify
the validity of automation solutions. Yet, simulation-only
results can provide valuable insights, by providing, for exam-
ple, repeatable benchmarks on standardized tasks. Moreover,
they are useful for thoroughly analyzing the properties of
algorithms. Therefore, simulation-only work should not be
discarded by default. Nevertheless, automation researchers
should provide convincing evidence about the real-world
applicability of simulation-centered work.

Criteria for Using Sim2Real. We propose the follow-
ing criteria for practitioners to consider before applying
Sim2Real approaches: (i) Bootstrapping: Is it possible to

scope the problem quickly in simulation before real-world
application? (ii) Long-term data starvation: Is the effort in
real-world data collection considerably higher, more danger-
ous or even infeasible relative to the effort of developing
a simulator? (iii) Hardware-in-the-loop optimization: Is the
goal to co-design hardware and software, which demands the
use of simulation to iterate over alternatives? (iv) Common
computer vision problems: Is the problem mainly a computer
vision task where synthetic data are becoming sufficient for
training? If the answer to any of these questions is “yes”,
current Sim2Real techniques might offer valuable solutions.

Promising Techniques Today. (i) Domain randomization
improves the generalization capability of models, given that
the right set of parameters to randomize is known and not too
large. (ii) Explicitly formulated features or state abstractions
alleviate the domain gap if they capture the task and can
be extracted accurately both from simulated and real data.
(iii) Combining analytical models with system identification
can close the reality gap for designing and learning con-
trollers. (iv) Meta-learning and curriculum learning allows
adaptation to changing environments or erroneous models.
(v) Domain adaption via generative adversarial networks
(GANs) enhances the quality of synthetically generated data.

Open Questions and Unsolved Problems: (i) Ease of
use: most Sim2Real techniques are not yet Plug-&-Play or
fully automated, but require careful human attention for
understanding the problem and for tuning the parameters
of the chosen approach; (ii) efficient domain randomization
for high-dimensional problems; (iii) high-fidelity simulation
of complex scenarios, such as contact-rich manipulation,
underwater robotics and human-robot interaction; (iv) dif-
ferentiable simulators to adapt analytic models to learn
controllers directly from data with strong priors; (v) high
production-level success rates in Sim2Real transfer.

A new generation of simulation for automation. Simula-
tion has become a ubiquitous tool in automation with a wide
variety of applications ranging from process verification to
computer-aided design and visualization. Automation, given
its requirement of highly reliable and consistent operations,
can profit from the new generation of fast computing,
improved physical modeling and advanced machine learn-
ing techniques. These advances pave the way for applying
simulation to novel problem domains and for building the
factories, warehouses and plants of the future.
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