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—— Abstract

We present two efficient classical analogues of the quantum matrix inversion algorithm [16] for

low-rank matrices. Inspired by recent work of Tang [27], assuming length-square sampling access to
input data, we implement the pseudoinverse of a low-rank matrix allowing us to sample from the
solution to the problem Axz = b using fast sampling techniques. We construct implicit descriptions of
the pseudo-inverse by finding approximate singular value decomposition of A via subsampling, then
inverting the singular values. In principle, our approaches can also be used to apply any desired
“smooth” function to the singular values. Since many quantum algorithms can be expressed as
a singular value transformation problem [15], our results indicate that more low-rank quantum
algorithms can be effectively “dequantised” into classical length-square sampling algorithms.
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1 Introduction

Quantum computing provides potential exponential speed-ups over classical computers for a
variety of linear algebraic tasks, including an operational version of matrix inversion [16].
Recently, inspired by the quantum algorithm for recommendation systems [20], Tang showed
how to generalise the well-known FKV algorithm [13] to sample from the singular vectors
of low-rank matrices [27] and to implement principal component analysis [26]. Intriguingly,
Tang’s work suggested that many of the quantum algorithms for low-rank matrix manipulation
[25] can be extended to provide fast classical algorithms under suitable sampling assumptions,
achieving logarithmic dependence on the dimension. In this work, we show that such
exponential speed-ups are indeed possible in the case of low-rank matrix inversion. That is,
we present proof-of-principle algorithms for approximately inverting low-rank matrices in
runtime that is logarithmic in the dimensions. Our treatment is self-contained and improves
some aspects of previous approaches [27], leading to smaller exponents in our runtime bounds.

The main motivation of this paper comes from the quantum algorithm of Harrow, Hassidim,
and Lloyd [16] for matrix inversion. This algorithm is central to the current landscape of
quantum machine learning algorithms [4]. HHL and its improved variants [1, 3, 5] have many
applications in quantum machine learning, including least squares approximation [28], support
vector machines [24], and kernel-based methods such as Gaussian process regression [30].
However, HHL requires strong input assumptions: it needs some efficient quantum way of
accessing the input matrix A. If the matrix A is sparse [16] or has low Frobenius norm
(thereby can be well approximated by a low-rank matrix) and is stored in quantum RAM using
an efficient data structure [20, 29], then it is possible to run the HHL algorithm efficiently. It is
well known that HHL for sparse input matrices is BQP-complete [16], so it arguably achieves
exponential speedups in certain situations. However, the small-Frobenius-norm scenario is
often more relevant for machine learning problems. By dequantising HHL in the low-rank
regime, we indicate that this use case does not yield exponential speedups by default, contrary
to earlier high hopes. The situation is analogous to the case of quantum recommendation
systems [20] which was initially also believed to provide exponential quantum speedups. To
summarise, the intuitive message of our work is that quantum matrix inversion does not
give exponential quantum speedups for low-rank datasets (unless for some reason another
high-rank, e.g. Fourier, transformation plays a crucial role in the problem).

In this paper, we give two algorithms (Algorithm 1 and Algorithm 2) for solving Az =b
in time depending only logarithmically on input dimension, by assuming “length-square
access” to input and applying sketching techniques exploiting this access.! We want to solve
Ax = b, where we are given A € R"™*"™ and b € R™, and wish to recover € R"™. The
equation might not have a solution, but we can always find an = minimizing ||Az — b||*.
Namely, z = ATb works, where A% is the pseudoinverse of A. If A = 25:1 oy u(e)v(e)T is
a singular value decomposition of A, such that o, > 0, then the pseudoinverse is simply
At = 25:1 v(z)u(e)T/ag, and z = Zif:l v (u® b) /oy, The central tool to our result is

1 This paper is a merge of two arXiv preprints (9, 14], containing Algorithm 1 and Algorithm 2, respectively.
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working with a vector v via length-square access, allowing queries to the norm ||v| and
indzividual coordinates v;, as well as providing samples from the length-square distribution
%. In our algorithms we assume length-square access to the input matrix A, requiring
length-square access to the rows of A as well as to the vector of row-norms. The output of
our algorithms is a description of an approximate solution Z, providing efficient length-square
access to 7.

Applications of the classical stochastic regression algorithms presented here include a
wide variety of data analysis problems. Consider, for example, the problem of finding the
optimal investment portfolio amongst n stocks. As shown in [23], under typical assumptions
used for classical portfolio management, finding and sampling from the optimal portfolio and
mapping out the optimal risk-return curve is a low-rank matrix inversion problem which can
be solved on a quantum computer in complexity that has logarithmic dependence on the
dimensions; in contrast conventional classical portfolio optimization methods have polynomial
dimension dependence. The results presented here show that our quantum-inspired classical
algorithms can similarly allow one to map out the risk-return curve and sample from the
optimal portfolio with classical complexity that depends logarithmically on the dimensions.

1.1 Discussion and related work

In a 2019 preprint, Arrazola et al. [2] implements and benchmarks the algorithms described
in this work. They conclude that our algorithms perform well for very low-rank matrices,
but that the key aspects of this work that make it comparable to quantum algorithms (e.g.
inner product estimation and length-square sampling of the output vector) don’t provide
significant improvements over naive classical approaches. While such results suggest that
quantum-inspired algorithms typically don’t improve over existing classical techniques, our
main conclusion — that quantum algorithms for low-rank linear systems likely don’t yield
exponential speedups — still stands. Notably, we are lacking complete end-to-end analyses
of QML algorithms to compare these benchmarks to, which we need in order to make solid
conclusions about whether quantum algorithms would suffer comparable slowdowns as these
quantum-inspired ones, particularly with the high overhead of running quantum algorithms
using current techniques.

Although in this paper we focus on implementing the pseudo-inverse of a matrix by
inverting the singular values, one could in principle apply any desired function to the singular
values, particularly for problems assuming close-to-low-rank input. A follow-up line of
work [8, 10, 6, 11, 18] does precisely this to effectively dequantise other quantum machine
learning results. The work of Chia et al. [7] unifies this line of research, showing that all
of these applications can be studied in a common framework via singular value transforma-
tion, a problem known to generalize many quantum algorithms [15]. This supports Tang’s
suggestion [26] that many quantum algorithms can be effectively turned to randomised clas-
sical algorithms via length-square sampling techniques incurring only polynomial overheads.
Exponential quantum speed-ups appear to be tightly related to problems where high-rank
matrices play a crucial role, like in Hamiltonian simulation or the Fourier transform. However,
more work remains to be done on understanding the class of problems for which exponential
quantum speed-up can be achieved.

2  Our algorithms

We use the following notation. For v € C? we denote the Euclidean norm by |v||. For a
matrix A € C™*" we denote by || Al the operator norm, and by || A|| the Frobenius norm.
We use notation A; for the i-th row, A ; for the j-th column, and AT for the adjoint of A. We
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use “bra-ket” notation: for v € C? we denote the corresponding column vector by |v) € C4*1,
and by (v] € C*9 its adjoint. Accordingly we denote the inner product (v,w) by (v|w). For
a nonzero vector z € C", we denote by D, the probability distribution on {1,...,n} where
the probability that i is chosen is defined as D, (i) = |(i)|2/||z||* for all i € {1,...,n}.

2.1 Sampling

To have any hope for solving matrix inversion in sublinear time, we need additional assump-
tions on the input. In the case of quantum machine learning, the main assumption is typically
that one can prepare certain quantum states related to the input matrix. We work with the
quantum-inspired classical analogue of state preparation which is length-square sampling.

» Definition 1 (Length-square distribution). For a non-zero vector v € C"™, we define the

length-square probability distribution ¢(*) on [n] to satisfy q@) = ol

A [

This is a classical analogue of preparing quantum states |v): if v describes a normalised
pure quantum state, the above distribution is exactly the distribution we get through
measurement in the computational basis, as described by Born’s rule. Moreover, the usual
data structures that support fast quantum state preparation also support fast length-square
sampling. We will describe a prominent example of such a data structure: it has been used
to support previous quantum-inspired algorithms [27, 26], QML algorithms [22, 21, 20], and
randomised linear algebra algorithms [13]. This data structure supports all the operations
necessary to run our matrix inversion algorithms, and yields only logarithmic overheads in
the runtime.

Specifically, to run Algorithm 1, we need length-square access to the input matrix A (and
standard query access to b). We define length-square access below, first for a vector, then for
a matrix.

» Definition 2 (Length-square access to a vector). We say that we have length-square access
to the vector v € C™ if we can request a sample from the distribution ¢\*) at cost S(v). We
also assume that we can query the elements of v with cost Q(v), and that we can query the
value of ||v|| with cost N(v).2 We denote by L(v) := S(v) + Q(v) + N(v) the overall access
cost.

» Definition 3 (Length-square access to a matrix). We say that we have (row) length-square
access to the matriz A € C™*"™ if we have length-square access to the rows A;, of A for all
i € [m] and length-square access to the vector of row norms a € R™, where a; := || A;.||. We
denote by L(A) the complexity of the length-square access to A.

Note that length-square access to A implies the ability to determine ||A|| 5 in N(A) time.

2.1.1 Data structures for length-square access

We can build a data structure for length-square access to a vector v € C™ in the following
way. For each i € [n], we store v; as |v;|? and v;/|v;|. Then, we build a binary tree, with |v;|?
as the leaves. In each interior node we store the sum of the left node and the right node. In
particular, the root node stores Hv||2 Further, we can perform length-squared sampling on v
in O(logn) time by starting from the root node and recursing on a child with probability

2 We assume for simplicity that S(v), Q(v), and N(v) > 1.
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Figure 1 The length-square data structure for A € C***. We compose the data structure for a
in orange with the data structure for A’s rows in blue.

proportional to its weight. Finally, this data structure supports finding and updating entries
in O(logn) time and can be modified to support sparsity, pruning down the tree to take
space linear in the number of non-zero entries.

Now that we have length-square access data structures for a vector, we can get the same
for a matrix A € C™*" by simply creating the vector data structure for each row of A and
a the vector of row norms (see Figure 1). We can view the data structure for a as simply
placing another tree onto the root nodes of each row’s tree. This view makes it evident that
this data structure supports: O(logmn) update time, O(logn) time length-squared sampling
to the rows of A and O(logm) time length-squared sampling to a. In light of this data

structure, for simplicity, some portions of our complexity analysis will assume L(A) = O(1).

2.2 Main results

For simplicity, we treat the case when the matrix A has rank k < m,n, and does not have
too small singular values.® In order to execute our algorithms, we use length-square sampling
techniques, which have found great applications in randomised linear algebra [19] and the
recent quantum-inspired classical algorithm for recommendation systems [27]. For simplicity
we assign unit cost to arithmetic operations such as addition or multiplication of real or
complex numbers, assuming that all numbers are represented with a small number of bits.

We present two algorithms, whose only essential difference is the parameters chosen. The
time complexity of the first is better when rank(A) < ||A[|?/o2;,, while the time complexity

min?
of the second is better when rank(A) > ||A||?/02;,, Where omin(A) denotes the minimum
nonzero singular value of A.

In our first algorithm, by renormalizing, we can assume that ||A|| < 1 and [|AT| < &.

Our program is the following: we first show how to describe an approximate singular value
decomposition Z;C:l ¢ |aO)5®| using a succinct representation of the vectors. Then we
show how to estimate the values (@(¥)|b)/6, via sampling, and how to sample from the

3 This assumption can be relaxed by inverting A on the “well-conditioned” subspace, and dealing with
small singular values similarly to the earlier works [13, 27], see follow-up work [7] for more details.
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corresponding linear combination of the vectors #*). The overall algorithm allows us to
sample, query elements, and estimate the norm of an approximate solution & ~ A*b to the
equation Ax = b in time poly-logarithmic in the size of the matrix. Essentially, we get fast
length-square access to z.

The idea of the approximate singular value decomposition of A using length-square
sampling comes from [13]. Consider using length-square sampling to sample some rows R. If
we sample enough rows, then ||ATA — RTRH is small as shown by Theorem 6. This means
that R’s singular values and right singular vectors are close to A’s singular values and right
singular vectors. Further, as shown by Lemma 7, by applying the matrix A to R’s right
singular vectors, we can recover approximate left singular vectors of A. This is promising, but
since R’s rows are still length n, computing its singular value decomposition is prohibitively
slow. However, we can apply the trick once more! We can sample columns of R to form the
submatrix C. Again the singular values and left singular vectors of C are very close to the
singular values and left singular vectors of R provided that HRRT — CC’TH is small. Since C
will have logarithmic size in terms of the input dimensions, we can compute its singular value
decomposition quickly, and using the above techniques, translate this to an approximate
singular value decomposition of A.

Algorithm 1 Low-rank stochastic regression via length-square sampling.

Input: A vector b € C™ and a matrix A € C™*" s.t. ||A]| < 1, rank(A) = k and

A < k.
Goal 1: Query elements of a vector & such that ||Z — z|| < ¢||z|| for x = ATb.
Goal 2: Sample from a distribution 2e-close in total-variation distance to \F;le
Goal 3: Output a v such that v — ||z||| < 3¢||z]|.
1: Init: Set r =210 ln<87”) 7N4k25|‘2’4|‘% and ¢ = 26 .34 ln(%> 7K8k2€|‘2A”%.
2: Sample rows: Sample r row indices i1, i, . . . , i,- according to the row norms qia) = %.

Define R to be the matrix whose s-th row is IAlLp A’:S' .
Vo [lAi ]

3: Sample columns: Sample s € [r] uniformly, then sample a column index j according
(Rs.) (Aig) _ Al

to g; =q.: = A Sample a total number of ¢ column indices ji, jo,. .., je this
way. Define the matrix C' whose t-th column is 12le Far — 1Ale R,
¥ ve Ry — Ve R,

4: SVD: Query all elements of A corresponding to elements of C. Compute C’s top k left
singular vectors w™", ... w® and corresponding singular values 1, ..., .

5. Approximate right singular vectors of A: Implicitly define 5(9) := &%Rng).

6: Matrix elements: For each ¢ € [k] compute A\, such that ’5\5 — (80 AT|b)| =

e52||b
o).

7: Output: Row indices 41,42, ..., 4 and w := Zif:l g—éw(z) e Cst. |w| = O(Hz\/EHb”).
This implicitly describes # := Rfw. The goals follow from length-square access to &
described in Lemma 12; the routines are summarised below.

Queries to 7: T; =) R}’Sws7 so query R ; for all s € [r] and compute naively.

Sampling from |7;|?/ |Z||*: Perform rejection sampling; each round uses one sample
according to ¢ = 1Beal”

SO A FOW
sampling takes Hw||2HAH%/H55||2 rounds.

for some s € [r] and r queries to entries of R, in expectation,

Estimating ||Z||: Perform rejection sampling for a fixed number of rounds; the probability
. 112 20 2112
of success over those rounds approximates ||Z||”/(||w]|"[|Al|%)-
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The correctness and complexity of Algorithm 1 is summarized in the following theorem,
which is proven in Section 3. (We only work out the constant factors for the number of rows
and columns to be sampled, because these parameters dominate the complexity.)

» Theorem 4 (For Algorithm 1). Assume that A has rank at most* k, || Al < 1, ||[AT| < &,
and the projection of b to the column space of A has norm Q(||b]]). Also assume that we have
O(1)-time® query access to b and O(1)-time length-square access to A. Then Algorithm 1
solves Ax = b up to e-multiplicative accuracy, such that || & — ATb|| < e||A1b|| with probability

at least 1 —n and we can execute Algorithm 1 in complexity 6(:‘{16]66”14”%/86) , outputting an
implicit description of & that supports length-square access, with Q(v) = 6(%4162”14”;/62),
Sv) = (5(/@814:3”14”}17/62) (with high probability), and N(v) = 6(%8]{:3“AH;/84> (outputting

an estimate of the norm to (1 & &) multiplicative error).
Our second algorithm has a similar flavor as Algorithm 1.

Algorithm 2 The algorithm for sampling from and querying to A™b.

1: Input: ¢, ', ||All, |4l F, and A € C™*™ with the length square access as defined in

Definition 3. oo 100 412 112
2: Set s = O(LALIALEL(00/0)) oy, — (LA IALEL In(n/) )

3: Independently sample s row i%dices i1,...,4s according to the probability distribution
{Py,..., Py} where P, = %

4: Let S € C°*™ be the matrix formed by the normalized rows A(i,-)/+/pP;, for t €
{1,...,s}.

5: Independently sample p column indices ji, ..., j, by the following procedure: first sample
arow index ¢t € {1,..., s} uniformly at random; then sample a column index j from the
probability distribution D4, .

6: Let W € C**? be the matrix formed by the normalized columns S, /,/pPj, for t €

{1,....p}, where Pj = 37, Da,, (j)/p, and i1,...,is are the indices sampled in step 2.

7: Compute the singular values o1, ..., 0 of W and their corresponding left singular vectors
uy,...,u, where k is the rank of W. Define the matrix V € C"*¥ as V= ST%.
J

8: Construct the vector w € C* as w; = VIATb by applying Lemma 15.

9: Compute w’ as w, = w; /o?.
To query the j-th entry of of the solution: output the inner product Vj w'.
To sample from the solution: use Lemma 13 to sample from Vw'.

The correctness and complexity of Algorithm 2 is summarized in the following theorem,
which we prove in Section 4.

» Theorem 5 (For Algorithm 2). Let A € C™*™ be a matriz whose length square access
defined in Definition 8 can be obtained in O(1) time, and b € C™ be a vector. Assume ||b]| =1
and the norm of the projection of b onto the column space of A is at least some constant.

4 While running the algorithm we can actually detect if A has lower rank and adapt the algorithm
accordingly.

5 In this paper by O(T) we hide poly-logarithmic factors in T, the dimensions m,n and the failure
probability 7.
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Lets k' := 1/omin(A), where omin(A) is the minimum nonzero singular value of A. Then,
Algorithm 2 succeeds with probability 1 — 6, can (1) approzimate (A1D); for a given index
i €{1,...,n} with error €| AYb||, and (2) sample from a distribution that is e-close to D g+p
with time complexity

6w+4 2
<||A||“ | A|% K +>
b

(1)

€2w

where w < 2.373 is the matriz multiplication exponent.

Note that our complexity bound has smaller exponents than e.g. [27]. This partly comes
from the fact that we only consider low-rank matrices, but we also get improvements by
adapting and reanalysing the FKV algorithm [13].

We can achieve (5(1)—time for the input accesses in Theorems 4 and 5 using, for example,
the data structure in Section 2.1.1. If input access takes some different O(L) time instead,
Algorithm 1’s runtime increases by an additive term of (5(L/<;12k4|\A||‘;/54), which is L times
the query complexity; the runtimes of S(v) and N (v) also increase by a factor of L. Similarly,
Algorithm 2’s runtime increases by an additive term at most (5(L/<;’20||A||16||A||31;/E4).

For comparison with the quantum analogue, note that under the assumption that the
data structure for A is stored in quantum memory, an e-approximate quantum state |z)/||Z|
can be prepared in complexity (5(/1HAHFpolylog(1/5)), as shown in [5, 15]. This directly
enables length-square sampling, and its entries can be estimated with poly(x/c) overheads.

3 Proof of Theorem 4

In Algorithm 1, we first convert left singular vectors of C' (w(?)) to approximate right singular
vectors of R (¥)), which also approximate right singular vectors of A. Then we “convert”
these to left singular vectors of A in the form ((5(9|Af/&,). To clarify the formula for Z,
notice the following sequence of approximations:

Ea
—_

()AT
A+b:(ATA)+ATb%(RT +ATbN(ZTQ (12) (f)‘)A”b RTZ' (é) (0 | |b)
=1

q
~

by,
zRTE 0y _ 5
> |w >&? T

The conversion step from right to left singular vectors of A magnifies previous inaccuracies.
For this reason, unlike in earlier works [13, 27], it is beneficial to sample a higher number of
columns than rows.

3.1 Correctness of Algorithm 1

To show correctness, we will show that |z — z|| < ||z| as desired. (If this holds, then the
length-square distributions of x and & are 2e-close by Lemma 10 and a (1 + ¢)-approximation
to ||Z]] is a (1 & 3¢)-approximation to ||z||.) The methods to query and sample from Z given
the output of Algorithm 1 are exact, so this suffices for correctness.

5 Note that ' is different from r in Algorithm 1. In order to compare the runtimes in Theorem 4 and
Theorem 5 one should set x = x'[|A|| and replace || A by ||A]|z/||Al| in Theorem 4 while setting w = 3
in Theorem 5.
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We break the correctness argument in two parts. In Section 3.1.1, we show that the
approximate right singular vectors () and approximate singular values &, described in the
algorithm satisfy

i v()|

Zi:v

If we could compute exact versions of our Ag’s from Algorithm 1, A, := (5(9)| Af|b), then the
corresponding output of the algorithm,

ATA Hrows( A) <

(2)

1\3\0)

LIPTONAI) k 0]t k
/ [0ONTO] 4 (@ |A |b) (o) Av 150
= A =
)= 3 gy = 3 ) = 3 2, ®)

would be sufficiently close to z due to Equation (2):

Z |v AT|b (Z | ATA Hrowi A)) |£L'>

Remember that we assumed that the projection of b to the column space of A has norm
Q(||b]]). Since ||A|| <1 we also have that ||z|| = Q(||b]|). Therefore it suffices to find Z such
that ||Z — 2/[| = O(e||b]]) in order to ensure || — || < 5.

In Section 3.1.2, we show that using the ¢ from Algorithm 1, which satisfies ‘)\g )\[| =

9
< Zall

(’)(m‘ix/%b”} does not perturb the solution too much. Namely, ||Z — 2’| can be bounded by

OCellb]l) and [lw]| = O(x*k|/b]]).

3.1.1 Finding approximate singular values and right singular vectors

First we invoke some improved bounds on length-square sampling from [19, Theorem 4.4].7

Length-square row sampling of a matrix A € C™*™ is as follows: pick a row index i € [m)]
with probability p; = “\IILX\-I";’ A,
Notice that in Algorithm 1 both R and C' can be characterised as length-square (row) sampled
matrices (the latter holding because every row of R has the same norm).

and upon picking index 7 set the random output ¥ =

» Theorem 6. Let A € C™*"™ be a matriz and let R € C**™ be the sample matriz obtained by
length-squared sampling and scaling to have E[RYR] = ATA. (R consists of rows Y1,Ya, ..., Y,
which are i.i.d. copies of Y/ /s, as defined above.) Then, for all e € [0, ||Al|/|| Al z],® we have

€

29

P[RR — ATA| = el Al[All] < 2ne=

Hence, for s > %{l/"), with probability at least (1 —n) we have
|RTR — ATA|| < e|| All[| All p-

In the following lemma ||M|| denotes the operator norm, but the proof would also work
for the Frobenius norm. Note that the following lemmas are independent of the dimensions
of the matrices, which is the reason why we do not specify the dimensions. We use d;; to
denote the Kronecker delta function, which is defined to be 1 if ¢ = j and 0 otherwise.

7 In [19] the theorem is stated for real matrices, but the proof works for complex matrices as well.
8 If ¢ > ||A||/||All ., then the zero matrix is a good enough approximation to AAT.

Vi
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» Lemma 7 (Converting approximate left and right singular vectors). Suppose that w'®) is a
system of orthonormal vectors spanning the column space of C such that

k
D O Y w @] = Meois(cy and  (w?|CCT[w\) = 6,57
=1

Suppose that rank(R) = rank(C) = k and |[RRY — CCT|| < . Let ORES RT © , then

7(2IIRII2 +1)

5,0,

EORO) =0yl € ==, and @ O|RTRIZD) - 5,57

0,0

<

Proof. Let V be the matrix whose ¢-th column is the vector 59 and let us define the Gram
matrix G = VIV. We have that

(4) 1y (3) (@) t1,,,05)
(| RRT[w') éij’ - ’<w CCTw®)

00

Gij = (8, 8) — 5] = ’

516,
Now observe that

|RR'RR! - cctect|| < |RRF(RET - cOh||+||[(RRT — cchoct|| < 4(20RI + 7).
Let i,j € [k], then

<w(i) ‘CCTCOT|w(j)> w® |CC’Jr <Z |w >CCTU} ) = 6ij0?~

Finally we get that

i _(; w®|RRTRR|w)
@D RYR|5W)Y — 5,02 = ‘< | — | ) 5ij02
9]
(w® \cc*ccww(a)) v(QIIRH2 +v)
Y\ 2RI+~
= (H> <
0,0

» Lemma 8. Let B be a matriz of rank at most k, and suppose that V' has k columns that
span the row and column spaces of B. Then

1Bl < [(vTV)H[[viBV].

Proof. Let G := VIV be the Gram matrix of V and let V := VG~2. It is easy to see that
V' is an isometry and its columns still span the the row and column spaces of B. Since V is
an isometry we get that

1Bl = |ViBV| = ||ctviBve

<lle”IviBv] = v Hlvisv]. <

» Lemma 9 (Approximate left and right singular vectors). Suppose that ) is a system of
approximately orthonormal vectors spanning the row space of A such that

EORD) ~ oyl <a< i and  [@OIRTRIO) - 6,07 (4)
where 52 > =5, Suppose that rank(A) = rank(R) = k and |ATA — RTR|| <0, then
|U ATA 8k, o 02
rows(A) Z (5/‘7 +O0Kk” + a)~ (5)
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5OV HE) . .
Proof. Let B := Z]Z:I ‘272”1434 — I gws(a), We will apply Lemma 8. For this observe
2

k ; ;
WO @) @V1ATARY) 6y
(@91B[8V)| = p — (07]0)
| | ; 57
k . k
5150y (50 gt (J) (1) (Z (£)
] R'R [0 ]5)|0|| v
<[>0 EANEONRRED) || §~ H =
=1 ¢ =1
r .
<1~}(1>|1~)(l)><1~,<4) |R1LR|1~)(J>> 9
< - — 045 + 20" + «
MOINMOINSOIF T DRI RIFD
< Z (0"10'9) (D - | [5Y) + <ﬁ(l)|@(J)>w — 8| + 20K% + o
(# ¢ ’
k ; j
55OV (5O | Rt RIFWD
< Z (395 ><v&2 [R'R[07) | a(1+ B/03) +8i;8/02 + 205> +
(] ¢

<1+ ka),@%nQ + 20K 4+ 20 < 2(BK* + 0K* + @).

Let e, € C* denote the (-th standard basis vector and let us define V := 35, |5 )eq|. Tt

follows that ||VTBV|| < 2k(8k* + 6k% + ). By (4) we have that ||[VIV —I|| < ka < 1/4,

and thus ||(VTV)~7!|| < 4/3. By Lemma 8 we get that ||B| < 8k(8x* + 0k2 + a)/3. <
If v < 0 oz and 0 < 55, we get 62, > =2;. Then by Lemma 7 we get that o < 5k2y

and 3 < 3k%y. Substituting this into Equation (5) we get the upper bound
8k 8k
v(8kk* + 10kK?/3) + 9;/{2 < y12kx* + 9§n2. (6)

Choosing § = {57 and v = 5557, the above bound (6) becomes &/2. Therefore to succeed
with probability at least 1 — 7/2 it suffices to sample r = 210 1n(8n/n)f€4k2||A||%/£2 row
indices, and then subsequently ¢ = 26 - 34 1n(8r/n)n8k2||A||§;/52 column indices as shown by
Theorem 6.

3.1.2 The required precision for matrix element estimation

Recall from Equation (3) that o’ = Ez 1 ~2v(€), and 7 is as above except we replace A\,

with . As we argued in the beginning of the section, for the correctness of Algorithm 1

it suffices to ensure ||Z — 2'|| = O(e), assuming that ||b]| = 1. Now we show that if we have
|Ae — 5\g| = (w”i\ﬂb”) then the magnitude of perturbation can be bounded by O(¢), and
we also get that ||w]| = (nzf). Let e, € C* denote the (-th standard basis vector; we

rewrite ||z — /|| as

& 2

e —Xe (o
> =)

4
=1

k

A
E ei\v(’z) )(ecler)
&7

=1

) (5

Let us define V := Ze 115 ee|, and |z) == z 1 %|eg> then we have that

|ez)>

Z ¥| | = \/<z|VTV|z> < \/||VTV||IIZ|| = 0(e),

(=1 £

where we used that HVTVH <l+4+ka< % as we have shown in the proof of Lemma 9.
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O¢

Now we show that |w| = O(HQ\/E). Remember that () = RT}”“), thus & =
RTZ 22:1 %w“). Let w := 25:1 ;‘—gﬁ,w“)? then we get

Finally observe that

k k
|)\e|2 (b A|59) (5 (D\AT@ A\fD(Z))(*(ZHAT
Z - : : ~l% TI' E 72

=1 =1 e

k (L’)Aw‘ ®
lz | | >1

k (5O |RR|5®
< 3 G o) |A'A - BB £ O(k-+ k50 + K01%) < Ok +)

where the last two inequalities follow from Lemma 9 and its follow-up discussion.

3.2 Complexity of Algorithm 1

The complexity is dominated by two parts of the algorithm: finding the left singular vectors
of an r by ¢ matrix, and estimating some matrix elements of A. If we use naive matrix
multiplication, then computing the singular value decomposition of CCT costs

~ AllS
O(TZC) _ O(K}l6k6” f|3|F>

9

In this section, we prove that this dominates the runtime of the algorithm. First, we use
length-square sampling techniques similarly to Tang [27] to approximate the matrix elements

Ae = (99| At|b), which has complexity 6(K8k4HA57!4‘§) as we show in Section 3.2.2. Second,

we show how to efficiently length-square sample from % := ZZ 155 v(e using rejection
sampling.

3.2.1 Length-square sampling techniques

Before we begin discussion of the two sampling techniques used, we note that the closeness
of two vectors in Euclidean distance implies closeness of their corresponding distributions.

» Lemma 10 (Bounding Total Variation distance by Euclidean distance [27, Lemma 4.1]). For

2)lv—w]|

v,weC g™, q™ |,y < SimrTen-

3.2.2 Estimating the matrix element (39| Af|b)

We use the inner product estimation method of Tang [27] for matrix element estimation.
The proof can be found in one of the full versions [15].

» Lemma 11 (Trace inner product estimation). Suppose that we have length-square access
to A € C™*"™ and query access to the matriz B € C™*" in complexity Q(B). Then we can
estimate Tr[ATB] to precision &|| Al p||B||  with probability at least 1—n in time

log(1/n)
0(52<L<A> ' Q<B>>)-
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We can estimate A, = (59| Af|b) = Tr[(59D|AT|b)] = Tr[AT|b)X5|] using this lemma.
Observe that H|b)<1~)(€)|HF = ||8®|[[o]] < (14€)]|b]|, and we can query the (4, j) matrix element
of [bX5®)| by querying b; and f)J(-Z), which has O(1) and O(r) cost respectively. We desire
to estimate A, to additive precision O(i\/%blg with success probability s=. By applying

Lemma 11, we can compute such an estimate A, with complexity
5 HIALE \ _ 5( a AR\ _ 5 eps Al
O(log(2k/n) 520'21 r = O K k?”” = O Kk 574 .

3.2.3 Sampling from the approximate solution

Our goal is to sample from the length-square distribution of # = Rfw. In order to tackle
this problem we invoke a result from [27] about length-square sampling a vector that is a
linear-combination of length-square accessible vectors. The proof can be found in one of the
full versions [15].

» Lemma 12 (Length-square sample a linear combination of vectors [27, Proposition 4.3]).
Suppose that we have length-square access to R € C™*™ having normalised rows, and we are
given w € C" (as a list of numbers in memory). Then we can implement length-square access
to y := Rtw € C", so that we can
1. query for entries with complezity Q(y) = O(rQ(R));
2. sample from q¥) with complexity S(y) satisfying® E[S(y)] = O(Tll“;f“f (S(R) + rQ(R)));
3. estimate ||y|| to (1 £ ) multiplicative error with success probability > 1 — 6 in complexity
N(y) = 05 (S(R) + rQ(R) log } ).
Since all rows of R have norm ||A| /+/r, and ||Z]| = Q(1) by Lemma 12 we can length-
square sample from Z in expected complexity

2 2 2 2 4
A A ~ [ K8K3||A
o <rw|| I 2|F/rr> _ O<w||~|2||FT> — o(s AL = O(n | F>.
&l [ :

Computing the complexity for the other routines follows similarly.

4 Proof of Theorem 5

We need some technique tools to prove Theorem 5. We first summarize how to sample the
vector resulted from a matrix-vector multiplication.

» Lemma 13 ([27]). Let M € C™* and v € CF. Given length square access to M as
in Definition 3, one can output a sample from the vector Mv with probability 9/10 in
O(k?C(M,v)) query and time complexity, where C(M,v) := Zf:l | v;M;|1* /| Mo |2

» Lemma 14 ([27]). Let M € C* and v € C*¥. If there exists an isometry U € C"**
whose column vectors span the column space of M such that |M — Ul < «, then one can
sample from a distribution which is (o + O(a?))-close to Dar, in O(k*(1 + O(a))) expected
query and time complexity.

9 We also show the high probability form of this expected complexity bound: with probability > 1 — 6,
Sty) = O (1L (S(R) + rQR) g }).
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We need the following lemma for estimating ' Ay,'? whose proof can be found in one of
the full versions [9].

» Lemma 15. Let x € C™, y € C*, and A € C™*". Given the sampling and query access
to A, the query access to x and y, and the knowledge of ||x| and ||y||, one can approximate

2 2 2
xt Ay to additive error e with at least 1 — § success probability using O(w log %)
queries and samples and the same time complexity.

We also need the following result by Farforovskaya and Nikolskaya [12] to bound the
error of inverting matrices.

» Lemma 16 ([12]). Let f : [0, Tmax] = C be L-Lipschitz continuous and A, B be Hermitian
matrices with ||Al|, || B|l < Tmax, and ||A — B|| < e. Then it holds that

[1F(A) = F(B)| < 4Le(log(1 + 2xmax/€) + 1)°.
Now, we are ready to prove the main theorem.

Proof of Theorem 5. First note that the last two steps of Algorithm 2 are dealing with
the vector V', which, by the previous steps, can be written as Vw’ = VD=2V Atb, where

D € RF*F is the diagonal matrix with diagonal entries o1, ..., o). This vector can also be
written as
VD?VTATh = zk: iSTuj—u;SATb = ST WwWT)=25AT
p ’

where W is the matrix obtained in Algorithm 2 of Algorithm 2. To analyze the distance
between the above vector to (AT A)* ATh, we define functions f,g: [0,1] — R as

1
fla) = {i when x € [%,2,1} and g(x) = {112 when x € [25'2

26" when z € [0, 713) 4k when z € [0, 3z )-

We show that f is 4k'4- Lipschitz continuous and g is 4’6 Llpschltz continuous. We first
consider the case where z, 2’ € [547,1]. Then, @)=/l < gz and lo@) =9GNl < For

2Kk'2) |lz—a’| |z—a’| — 4;@’5

the case where z,2’ € [0,1/2x'%), it is trivial that If(T) f(l )l = Ig(T) g(‘r ) — 0. Finally, if

x € [0,1/2k"?) and 2’ € [1/2x'2,1], then M < oz and lo@) =g < ;3% still hold

| le—a]
‘f(ﬁfi,(f I and lg(TziiST I must be less than the slopes of f and g on the singular

point 1/2x/2.
By Theorem 6 and the choice of s in Algorithm 2, we have that, with high probability,

since

StS—AtAll<—S—  and |[WW'-SST|<-—" 8

|| H — 2/1/4”14”2 || || — 2/{/6HS||4 ( )
As a consequence of Weyl’s inequalities (see, for example, [17]), we have that, with high
probability,

|0%(STS) — o (ATA)| < [|ATA - STS| < and

/4’

|0%(SST) — o (WWT)| < ||SST — WW*H <5

10 Note that this lemma can be viewed a special case of Lemma 11.
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Assuming e < 1/2, this further implies that

€
Qld = A4 ’

€ 1
>

2K/6 — 9K16°

Omin(STS) > omin (ATA) and

O—min(WWJr) Z o—min(SST) -

According to Equation (8), [|S||* < [|A]2 4+ 35 and [W]? < ||S|* + 55 with high

2K'4

probability. Now, Equation (8) together with applying Lemma 16 on f and g defined in
Equation (7) imply that

€
PRI
2| All

€
<
2||5]l

|(STS)*T — (ATA)*|| < and ||((WWT)~2 — (5872 < (9)

Hence, we have that, with high probability,
|STWWT) =25 — (ATA)F|| < || STWWT) 725 — ST(SST) 728 + §T(SS8T) 725 — (ATA)*||
< ||STWWT) 25 — §1(5ST) 28| + ||(STS)* — (ATA)*|

< €
— 2 M
1Al

Therefore, we have

€

—— =O(e||ATD
i = OlellA™H)

| STWWT)25ATh — (ATA)+ ATb|| <
with high probability, where the second inequality follows from the assumption that the norm
of the projection of b onto the columns space of A is at least some constant ¢, which implies that
c < |[AATD|| < ||AJl[|ATb]. Note that this implies that (Dgtwwty-25aty — D(at a)+ats) TV <
2¢ by Lemma 10 (with appropriate choices of constant factors in p and s).

Now, we argue that V is approximately orthogonal. To see this, we bound the distance
between the inner product V(4,-)V (-, j) and d;; as follows

€ €
26/0||S|Baioy — 26| SIP

;
u,; U5
—“WwwtZ — 5
g; agj

J

+
. . U, + Uy

. . — 8l == 25l <
VG, )V (9) =Bl = | 2288120 — b < T

IAICI AN In(n/6) )
62

We use s = O
@(HAHIOHAH%;M 111("/5))

samples of rows from A to build S. We use p =
samples of columns from S to build W. Finally, we can compute the
w> ) time by dealing with the [p/s] blocks of

€
wEI AN Al E In 2 >w>
2

matrix WIW1 in @(HA||4/<;/4 . (

€

W. We can also compute the spectral decomposition of WW1 in @((
time.

Given query access to b, we can get query and sampling access to ST(WWT)=25Ab as
follows: first, we compute WTW | its spectral decomposition, and apply the function g on the

/8 6 2 n
eigenvalues, this step takes @<|\A||4/<;’4 . (M

2 > ) Then, we obtain query access
and sampling access (by Lemma 13) to V, where V; := S T% for u; and o; the ith eigenvalue
and eigenvector of WTIWW. Note that with this definition, ST(WWT)"28ATh = VVTATh. We
compute V' := VTATh € C* by using Lemma 15. Finally, the query access can be obtained
directly by computing (V¥'), for any j € [m] and the sampling access to Vb’ can be obtained

by using Lemma 14. <
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