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Abstract
The observations of millisecond, micrometer-scale dynamical events are essential, es-
pecially in cell biology investigations, material science studies and the development of
next-generation clinical diagnosis methods. For imaging these high-speed dynamics,
we need optical microscopy methods having millisecond temporal resolution, sub-
micron spatial resolution and the capability of quantitative imaging. However, cur-
rent imaging techniques usually either could only offer qualitative imaging, or has low
quantitative imaging speed due to the requirement of multiple measurements or scan-
ning. Therefore, high-speed quantitative optical imaging techniques that could pro-
vide satisfactory imaging performance for the observations of millisecond, micrometer-
scale dynamical events are still highly demanded.
In my PhD work, several single-shot quantitative imaging techniques are proposed
based on off-axis interferomertic microscopy, to overcome limitations of current imag-
ing techniques, driven by different specific motivations in biomedical researches and
material inspections. Firstly, I presented the novel technique of single-shot quantita-
tive amplitude and phase microscopy, which is motivated by the requirement of fast
quantitative imaging of RBCs for the clinical diagnosis and drug screening of many
diseases, such as malaria and sickle cell disease. Taking advantage of quantitative
interferometric microscopy along with the engineering of the medium’s optical prop-
erties, we realized the simultaneous measurements of RBCs’ morphological, molecular
and mechanical properties. The second novel imaging technique is for studying novel
aniostropic materials (i.e., lyotropic chromonic liquid crystals (LCLCs)), especially
the rheology of them, which needs the fast quantitative mapping of polarization pa-
rameters (i.e. retardance and orientation angle) of the light field transmitting through
anisotropic materials. The polarization sensitive microscope is combined with off-axis
shearing interferometry, realizing the single-shot quantitative imaging of LCLC flow
with an imaging speed of over 500 frame per second (fps) for the first time. Finally,
deep-learning single-shot optical diffraction tomography (DS-ODT), is proposed that
fully exploits the potential of off-axis interferometric microscope, to push the imaging
speed of 3D cell imaging. By illuminating the cell with four angles simultaneously,
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and using innovative deep learning approach to extract the prior knowledge from a
training dataset of ⇠ 900 NIH/3T3 cells, we realized single-shot 3D cell imaging at a
3D imaging speed of over 10,000 fps, enhancing the throughput of 3D flow cytometer
to over 5000 cells per second.
These technology advances open the horizons in which the single-shot quantitative
interferometric microscopes could serve as powerful platforms in biological cell char-
acterizations and anisotropic material (liquid crystals) inspections, benefiting from
their unprecedented quantitative imaging speed. Furthermore, due to the increas-
ingly needs for studying high-speed dynamics and developing novel microfluidic de-
vices and cell characterizing methods, we can envision these techniques could find an
even wider range of applications in biology, material science and clinical diagnosis.

Thesis committee:

• Prof. Peter T.C. So, Chair/Advisor, Professor of Mechanical and Biological
Engineering

• Prof. George Barbastathis, Committee member, Professor of Mechanical Engi-
neering

• Prof. Nicholas Fang, Committee member, Professor of Mechanical Engineering

4



Acknowledgments

Firstly, I would like to appreciate the guidance and help from my adviser, Prof. Pe-

ter So, who leads me to the area of biophotonics and offers me essential instructions

on my research directions and PhD projects. I learned a lot from Peter’s profound

knowledge and abundant experience on biophotonics. His influence on me is not only

limited to the PhD research projects, but his integrity, dedication and rigorousness

also sets up the criteria of my future research, which will affect me in my whole

life. Then I am thankful to prof. George Barbastathis, who is my thesis committee

member and going to be postdoc adviser, giving me many suggestions about our col-

laboration project and guiding me to the area of computational imaging. Besides, I

also gratitude to prof. Nicholas Fang, who offers me important suggestions on my

research.

Beyond my thesis committee members, I also appreciate my collaborators during my

PhD life. Firstly I want to thank Prof. Renjie Zhou in CUHK, who was a postdoc of

Laser Biomedical Research Center (LBRC). He is not only my collaborator, but also

my friend. He gave me detailed and comprehensive guidance when he was in LBRC,

including teaching me experimental skills and discussing the conceptual ideas with

me. Besides, I also give my gratitude to Dr. Mo Deng from Prof. Barbastathis’ lab

and Yanping He from Prof. Renjie Zhou’s lab for their great efforts and contribution

to the deep learning single-shot ODT project. Then I would like to express many

thanks to prof. Irmgard Bischofberger, her student Qing Zhang from MIT mechani-

cal engineering department and Prof. Rui Zhang from HKUST for our collaboration

project about the studies of DSCG flow with PSIM. This is a wonderful research

which could not be accomplished without their efforts.

I thank to all the members in LBRC and So lab for all the support during my doc-

torate studies. I want to mention some of my seniors, Dr. Vijay Raj Singh, Dr.

Sungsam Kang, Dr. Jeon Woong Kang, Dr. Poorya Hosseni, Dr. Di Jin for their

sincere help and valuable lessons. Especially Dr. Zahid Yaqoob, thank you for your

kind suggestions and substantial help during my pursuing of PhD degree. Our lab

5



assistants in both centers, Sossy Megerdichian and Christine Brooks, have been very

kind and helpful over all these years, thank you and I am going to greatly miss you.

Furthermore, I thank to our lab manager at LBRC, Luis Galindo who offers me help

pursing experiment instruments and technical support.

I also would like to express my gratitude to MIT, the great university which offers the

platform to pursuing knowledge and meeting fantastic people. The experience study-

ing here offered me invaluable treasure which will benefit me in my future life and

career. MIT treats students as family members, and the atmosphere here encourages

us to pursue our dreams. During the pandemic, MIT community takes careful mea-

sures to keep students and staff safe. I would like to thank Mechanical engineering

department for the great courses it offered, extending my vision to broader area. I

think the most important lesson I learned from here is that we should not constrain

ourselves in a specific area, and the exchange of knowledge between different disci-

plines will give birth to more interesting ideas. Besides, I would like to thank Ms.

Leslie Regan in particular, who used to be the administrator in Mechanical engineer-

ing department, offerred me substantial help during my studies in MechE department.

During my pursuing of PhD degree, I thank to my parents, who constantly give me

unconditional love and support. They are always my backup force, encouraging me

to pursue my dream. I thank to all my friends who offer me help and kind words

when I undergo difficulties during my PhD life. The last but not least, I would like

to thank to my fiancee, Dr. Ziling Wu, who company with me and support me all

the time. I feel so lucky to meet you and to be with you, and I can never achieve so

much without your encouragements and understandings.

Baoliang Ge

April 2021

6



Contents

1 Introduction 23

1.1 Imaging of millisecond, micrometer-scale dynamical events . . . . . . 23

1.2 Quantitative label-free imaging . . . . . . . . . . . . . . . . . . . . . 25

1.2.1 Quantitative phase imaging (QPI) . . . . . . . . . . . . . . . . 25

1.2.2 Quantitative polarization imaging . . . . . . . . . . . . . . . . 27

1.2.3 Optical diffraction tomography (ODT) . . . . . . . . . . . . . 30

1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2 Single-shot quantitative amplitude and phase imaging 35

2.1 The modeling of RBC biomechanical parameters with quantitative

phase imaging (QPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.2 Instantaneous Phase and Amplitude Microscopy (iPAM) with absorp-

tive medium (Acid Blue 9) . . . . . . . . . . . . . . . . . . . . . . . . 37

2.2.1 From QPI to iPAM . . . . . . . . . . . . . . . . . . . . . . . . 37

2.2.2 Optical imaging apparatus . . . . . . . . . . . . . . . . . . . . 38

2.2.3 The theoretical framework of iPAM . . . . . . . . . . . . . . . 39

2.2.4 Modeling and simulation of measurement sensitivities . . . . . 44

2.3 Experiment validations . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.3.1 Measurement of cell height L and hemoglobin concentration cHb 48

2.3.2 Measurement of membrane fluctuation and retrieval of biome-

chanical parameters . . . . . . . . . . . . . . . . . . . . . . . . 50

2.4 Conclusions & Discussions . . . . . . . . . . . . . . . . . . . . . . . . 51

7



3 Single-shot quantitative polarization imaging 53

3.1 Liquid crystal flows in microfluidic channels . . . . . . . . . . . . . . 53

3.1.1 Rheology of lyotropic chromonic liquid crystals (LCLCs) . . . 53

3.1.2 Quantitative polarization microscopy for imaging the liquid crys-

tal flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.2 Single-shot quantitative polarization microscopes . . . . . . . . . . . 56

3.2.1 Quantitative Polarization Interference Microscopy (QPIM) . . 56

3.2.2 Polarized Shearing Interferometric Microscopy (PSIM) . . . . 59

3.2.3 Experiment validations . . . . . . . . . . . . . . . . . . . . . . 64

3.2.4 Analysis of measurement sensitivity . . . . . . . . . . . . . . . 66

3.3 Analysis of Disodium Cromoglycate (DSCG) flow in microfluidic channels 69

3.3.1 Polarization parameters of DSCG flow measured by PSIM . . 69

3.3.2 Characterization of patterns of DSCG flows* . . . . . . . . . . 71

3.3.3 Characterization of temporal evolution of DSCG flows* . . . . 72

3.4 Conclusions & Discussions . . . . . . . . . . . . . . . . . . . . . . . . 73

4 Single-shot 3D optical imaging of biological cells with deep-learning

approach 79

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.1.1 Physical model based Optical Diffraction Tomography (ODT) 81

4.1.2 Deep learning based computational imaging . . . . . . . . . . 84

4.2 Principles of Deep-learning Single-shot Optical Diffraction Tomogra-

phy (DS-ODT) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2.1 Overall pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2.2 Angle-multiplexing ODT . . . . . . . . . . . . . . . . . . . . . 88

4.2.3 Crude phase map estimation . . . . . . . . . . . . . . . . . . . 90

4.2.4 Machine learning engine . . . . . . . . . . . . . . . . . . . . . 94

4.3 Validations for Deep-learning Single-shot Optical Diffraction Tomog-

raphy (DS-ODT) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.3.1 Quantitative evaluations based on different schemes . . . . . . 99

8



4.3.2 Visualized results of other species of cells . . . . . . . . . . . . 101

4.4 Imaging cellular dynamic events with DS-ODT . . . . . . . . . . . . . 102

4.4.1 Visualization of red blood cell (RBC) demonstration . . . . . 102

4.4.2 High-throughput cytometer for NIH/3T3 cells . . . . . . . . . 104

4.5 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5 Discussions and Future work 109

5.1 Story of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.2 Future works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

A Theoretical analysis of quantitative interferometric microscope’s tem-

poral sensitivity 115

9



10



List of Figures

2-1 Diffraction phase microscope setup and configuration. The

sample is illuminated with a single illumination color one at a time

produced by a supercontinuum source and an acousto-optic tunable

filter. The diffraction grating at the image plane of the microscope

(IP1) generates multiple copies of the field of view In the Fourier Plane

(FP), a physical mask is used to allow only the zeroth and the first

order beams to pass through. In addition, the zeroth order beam is

spatially filtered (cleaned) by a pinhole to form a plane wave serving

as a reference beam. The reference and sample beam interfere at the

camera plane (CP) to form the fringe pattern from which phase and

amplitude of the sample can be extracted. . . . . . . . . . . . . . . . 39

2-2 Comparison of extinction coefficient and refractive index of

acid blue 9 and hemoglobin. a. the extinction coefficient (m) of

acid clue 9 (AB9) solution with concentration of 7.69g/dL; b. the re-

fraction index of AB9 solution with the same concentration calculated

with Kramers-Kronig relation; c. the extinction coefficient increment

�, and d. the refractive index increment � of hemoglobin in RBC’s

cytosol, where we know that c = w(1 + �cHb) and nc = nw(1 + �cHb). 45

11



2-3 Comparison of extinction coefficient and refractive index of

acid blue 9 and hemoglobin. The uncertainties of retrieved a. cell

height �L and b. hemoglobin concentration �cHb on the dependence of

wavelength �. c & d are the curves of a & b zoomed in the range of

600�680 nm. The blue, red and orange curves show the measurement

uncertainty under full well depth of N = 10, 000, 100, 000, 1000, 000. . 48

2-4 The experimental results of iPAM with AB9 as a dye under

the illumination light of 650 nm. (a) the amplitude map; (b)

the phase map; (c) the retrieved height map(the pixels whose phase

value is smaller than 0.5 is thresholded); (d) the retrieved hemoglobin

concentration map(the pixels whose phase value is smaller than 0.5 is

thresholded). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2-5 The analysis of RBC membrane’s temporal fluctuation. (a)

the equilibrium shape of the imaged RBC; (b) the averaged fluctuation

of the membrane. The unit of the colorbar is µm. . . . . . . . . . . . 51

2-6 The scatter plot of the imaged RBCs’ morphological, molec-

ular and mechanical parameters. The scatter plot of the imaged

⇠ 20 RBCs’ (a) hemoglobin concentration; (b) volume to surface area

ratio (µm);(c) mean fluctuation (µm); (d) bending modulus (⇥kBT );

(e) shear modulus (µN ·m�1). . . . . . . . . . . . . . . . . . . . . . . 52

3-1 Quantitative polarization interference microscope. CP, circular

polarizer; TL, tube lens; M1, silver mirror; WP, Wollaston prism; LP,

linear polarizer. The transmission axis of the LP is set at 45 degrees

in the x-y plane. The inset figure shows the cross-section of the Wol-

laston prism; the circles indicate the polarization along the x-axis and

bidirectional arrows represent the polarization along the y-axis. For

the selected Wollaston prism, the divergence angle is 19.69 degrees for

633 nm light. The focal length of the tube lens is 200 mm, and the

focal lengths of the two lenses used in 4f system are both 150 mm. . . 58

12



3-2 The system design of polarized shearing interferometric mi-

croscopy (PSIM). LP1, LP2, linear polarizers; M1, M2, mirrors;

QWP1, QWP2, quarter wave plates; TL, tube lens; L1, L2, lenses.

The z axis is the direction of the optical axis, and the xy plane is the

sample plane. The zoomed region denotes the location of the masks

and polarizer sheets on the Fourier plane. . . . . . . . . . . . . . . . . 61

3-3 Demonstration of the polarization parameter retrieval algo-

rithm. (a) The interferogram of crystal fiber sample. The fiber region

with high birefringence signal is zoomed in. (b) The logarithm map

of the Fourier domain of (a), where 0th and +1st orders are labeled

with yellow and red dashed circles, respectively. (c) The quantitative

map of the retardance distribution. (d) The quantitative map of the

orientation angle distribution. The scale bar denotes 20 µm. . . . . . 62

3-4 The validation of PSIM imaging concept. (a) The scheme of the

wave plate rotation. � is the angle of the rotation, and we recorded

the interferogram every 10 degree. (b), the retrieved retardance map

of the bovine tendon specimen when the rotation angle is 0, 10, 20 and

30 degree, respectively. The retrieved orientation angle in the black

dashed box region is demonstrated with quiver plots, as embedded

in each subfigure; (c)&(d), the quantitative evaluation of the retrieved

retardance, and the orientation angle of rotating QWP at 532 nm. The

purple cross denote the averaged values, and the error bars show the

standard deviations over the field of view. Meanwhile, the blue dashed

lines in (c), (d) show the actual value of retardance (1.32 rad), and the

values of rotation angles, respectively. The averaged (e) retardance and

(f) orientation angle, along with the standard deviation in the region

we are interested in (b), are plotted as a function of rotation angles.

The scale bar denotes 20µm. . . . . . . . . . . . . . . . . . . . . . . . 67

13



3-5 The experiment data for temporal sensitivity analysis. (a) the

time sequence of retardance, where the values of amplitude are picked

from one specific pixel in the field of view; (b) the time sequence of

orientation, where the values are processed in the same way; (c) the

logarithm of the Fourier transform of retardance sequence; (d) the

logarithm of the Fourier transform of orientation angle sequence. . . . 68

3-6 The experiment data for spatial sensitivity analysis. (a) the

map of retardance distribution in radian; (b) the map of orientation

angle distribution in degree; (c) the histogram of the retardance map

as a function of retardance values; (d) the histogram of the orientation

angle map as a function of orientation angle values. The scale bar in

(a) and (b) denotes 10 µm. . . . . . . . . . . . . . . . . . . . . . . . . 69

3-7 The temporal evolution the retardance and orientation angle

maps of LC flow measured by PSIM. (a) Schematics of DSCG

flow inside the microfluidics channel with a geometry of L = 50mm,

W = 15mm, b = 6µm. The director field of a single LC aggregate is

also shown. (b) The retardance and orientation angle maps measured

by PSIM under a flow rate of 1µl/min. The color and the length of

the rods represent the magnitude of retardance, the direction of the

rods denotes the orientation angle. Three patterns with size of 100 ⇥

100 pixels which will be carefully investigated in (c) are labeled and

numbered. (c) the curve of Pearson Correlation Coefficient (PCC) of

retardance and orientation angle maps on the dependence of time. The

temporal evolution of the selected patterns in (b) are also embedded.

The imaging speed is 506 fps, and the picked time points in (c) are

0, 8, 16, 24, 32 ms. The scale bars in (b) and (c) denote 20µm and

10µm, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

14



3-8 Characteristic size of structures in flowing DSCG controlled

by average shear rate. (a,b) Normalized 2D spatial autocovariance

along x-direction (a) and along y-direction (b). The solid lines denote

compressed single or double exponential fits. (c) The characteristic

domain sizes along x-direction ((⇤) and (⌅)), along y-direction ((�)

and (•)), and average over x- and y-directions (�) versus average shear

rate �̇. The black line denotes L / �̇
�0.19. (d) Aspect ratio Lx/Ly.

The black line indicates Lx/Ly / K3/K1 = 1.9. Inset: Schematics

of a pure twist disclination loop. . . . . . . . . . . . . . . . . . . . . . 76

3-9 Temporal evolution of disclination loops. (a) Normalized spa-

tiotemporal autocovariance obtained by moving the window of interest

by �x = Vf�t at each time lag �t and by setting Vf equal to the aver-

age velocity V̄ at different average shear rates(maroon ⇧): 0.2 µl/min,

(burgundy �): 0.35 µl/min, (dark red 4): 0.5 µl/min, (red ⇤): 1 µ/min,

(reddish orange ⇧): 3 µl/min, (orange 4): 5 µl/min, (amber ⇤): 10 µl/min.

The lines denote compressed exponential fits. (b) Inverse character-

istic time, ⌧�1, versus Vf/V̄ at different average shear rates: (ma-

roon ⇧): 0.2 µl/min, (burgundy�): 0.35 µl/min, (dark red 4): 0.5 µl/min,

(red ⇤): 1 µ/min, (reddish orange ⇧): 3 µl/min, (orange 4): 5 µl/min,

(amber ⇤): 10 µl/min. The dashed lines denote best-fits to ⌧�1 =

⌧1�1 + |V ⇤ � Vf |/Lx. V ⇤ is the central mass velocity of defects and ⌧1

is the time scale characterizing the fluctuation of defects. (c) ⌧1 de-

creases with increasing average shear rates (•). The black line denotes

⌧1 / �̇
�1.17. Bottom inset: Comparison between Lx from fitting ⌧�1 (⌥)

and Lx from fitting the normalized spatial autocovariance (⇤). . . . . 77

15



4-1 The evaluation of micro-beads’ RI maps reconstructed with

different approaches. We demonstrated 3D RI maps of a polystyrene

bead reconstructed with (a) Rytov ODT approach, (b) Rytov ODT

approach with TV regularization, and (c) LT-BPM, respectively. The

plots of the 3D RI maps along (d) x-axis and (e) z-axis, respectively, of

different reconstruction methods and the ground truth RI map. The

quantitative evaluations of the (f) MAE, and (g) RMSE of the ground

RI maps, and the ones obtained with different reconstruction methods’

performance. The scale bar in (a) denotes 10 µm, while the while

dashed lines show the positions where we plot the curves in (d) and (e). 85

4-2 The pipeline of DS-ODT. (a). The pipeline of 3D RI time-lapse

video reconstruction with DS-ODT algorithm, which consists of the fol-

lowing two primary steps: crude phase estimation and inference with

trained machine learning engine. (b). The training process of the ma-

chine learning engine. The upper part demonstrates the preparation of

ground truth RI maps: the RI maps are produced by the physical-based

ODT reconstruction algorithm (LT-BPM) from all 49 interferograms

captured with angle-scanning illumination. The lower part of (b) shows

the input to the training is the four crude phase maps estimated from

the angle-multiplexed interferogram of the same training sample. . . 89

4-3 The system design of DS-ODT, and the estimation of the

crude phase maps (spectral filtering method). (a) The schematic

diagram of our experimental setup of the DMD-based ODT system. (b)

the demonstration of the illumination angles’ pattern on the back focal

plane (BFP) of the objective. The green dots show the illumination

angles for angle-scanning scheme, while the red dots show the illumi-

nation angles used for angle-multiplexing scheme. (c) The pipeline of

the spectral filtering method. (d)-(e), the PCC and MAE of the crude

phase maps (according to the true phase maps), respectively. The scale

bar denotes 20 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

16



4-4 The machine learning engine. (a) the general structure for

the residual U-Net. (b) detailed structures for Down-residual Blocks

(DRB), Up-residual Blocks (URB) and Residual Blocks (RB). (c). The

two-step training process for LS-DNN. . . . . . . . . . . . . . . . . . 95

4-5 Quantitative evaluation of DS-ODT’s reconstruction with dif-

ferent training loss metrics. (a)-(c), the PCC, MAE loss, and

RMSE loss of the ground truth RI map (LT-BPM reconstruction with

49 angles) and the RI map reconstructed with our trained DNN on

the dependence of different cell species, respectively. The DNN model

used for producing the RI map is trained with dataset of NIH/3T3

cells. The blue bars show the results of the DNN trained with NPCC

loss function, while the red bars demonstrate the results of the MAE

loss function trained DNN model. . . . . . . . . . . . . . . . . . . . 97

4-6 Quantitative evaluation of DS-ODT’s performance. (a), the

comparison of the performance (PCC, MAE, and RMSE) of LT-BPM,

MDODT and DS-ODT as the function of the number of acquisitions

K. (b) the generalization performance (PCC, MAE and RMSE) of the

DS-ODT model trained on NIH-3T3 on various cell species. . . . . . 101

4-7 The visualized comparison of trained Machine Learning en-

gine’s predicted RI maps of (a) NIH/3T3 cells, (b) HEK293T

cells, and (c) COS-7 cells. The 3D rendering of the RI maps is

shown in the first column, where the RI value of the surfaces labeled

with red, green, and purple equals 1.345, 1.370, and 1.389, respectively.

The second column shows the y-z cross-sections of the 3D RI map; and

the z locations of z0�1µm, z0 and z0+1µm are also shown with yellow

dashed lines, where z0 indicates the focal plane. The x-y cross-sections

at different z locations are shown in the 3rd, 4th, and 5th columns. The

scale bar in the x-y plane is 10µm and the scale bar along z axis is 2µm.102

17



4-8 Comparison of visualized results with different reconstruction

methods. The y-z cross-sections, and the x-y cross-sections at the z

locations ofz0�1µm, z0 and z0+1µm of (a)NIH/3T3 cells, (b) HEK293

cells and (c) COS-7 cells are shown, where z0 indicates the focal plane.

The different z locations are also labeled with yellow dashed lines in

y-z cross-sections. The scale bar in the x-y plane is 10µm and the scale

bar along z axis is 2µm. . . . . . . . . . . . . . . . . . . . . . . . . . 103

4-9 Single-shot 3D imaging of RBC deformation in microfluidic

channels. (a) The design of the microfluidic channel. The left

region is wider, where the shear rate of the cell is lower; while the right

region is narrower with a higher shear rate. (b) the 3D rendering of

the microfluidic channel and the flowing RBCs at time points of 0, 0.5

and 1ms. The scale bar denotes 20µm. (c) the variation of the 3D

eccentricity of one single cell over time (0⇠2.7 ms). The 3D rendering

of the selected cell’s RI maps at 0, 0.6, 1.2, 1.5, 2.1 and 2.7 ms are

embedded into this figure. The scale bar here denotes 10µm. . . . . 106

4-10 Single-shot 3D imaging of RBC deformation in microfluidic

channels. The demonstration of single-shot 3D flowing cytometer in

microfluidic channels. (a) The design of the microfluidic channel. (b)

the 3D rendering of the microfluidic channel and the flowing NIH/3T3

cells at different time points. The flow rate of the NIH/3T3 cells is

50µl/min, while the imaging speed is 12.5 fps. The scale bar denotes

20µm. The histograms of the NIH/3T3 cells’ (c) mean refraction index,

(d) volume, (e) surface area and (f) dry mass which is imaged by our

3D flowing cytometer within 160 ms. . . . . . . . . . . . . . . . . . . 107
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A-1 Sketch of the model used for the theoretical analysis of tempo-

ral sensitivity. (a) the simulation of the interferogram whose fringe

contrast(amplitude) is not uniform. One period of the fringes that the

contrast decays along y-axis direction is zoomed in and shown sepa-

rately. (b) the normalized intensity as a function of lateral positions

of ‘A’, ‘B’, ‘C’ and ‘D’ labeled in (a). . . . . . . . . . . . . . . . . . 119
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Chapter 1

Introduction

This chapter briefly introduces the motivations of my PhD work on developing quan-

titative, single shot, label-free, imaging methods for studying millisecond dynamical

events in cell biology and material inspections. An outline of this thesis will also be

presented.

1.1 Imaging of millisecond, micrometer-scale dynam-

ical events

Fast dynamical events are ubiquitous in nature, ranging from rapid transient phenom-

ena, such as chemical reaction and phase transitions, to protein dynamics in living

cells [1]. In particular, the dynamical events that happen on millisecond time-scale

and micrometer length scales, are of great significance in the investigations of cell

biology and material science. For example, in the action potential between human

neurons, it takes almost 1 ms for a neuron to fire an impulse and return to rest,

while the diameter of the axons is usually at a size of several microns. Neuron action

potentials have been intensively investigated with a variety of approaches [2], from

which people obtained insightful fundamentals in neural science. Furthermore, many

of the dynamics occurring in cell membrane are also happening on similar time and

length scales [3, 4]. Importantly, the thermal fluctuations of red blood cells’ (RBCs)
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membranes are related to the biomechanical parameters (i.e. bending modulus, shear

modulus, etc) which could suggest new insights into the etiology of a number of

human diseases [3]. For many biotechnology applications, high throughput image cy-

tometry is important, in which the large-scale cell characterization requires resolving

cellular structures within a few milliseconds when the specimen is transported by flow

through the observation volume [5,6].

Similar dynamic events are also attracting increasingly attention in the studies of

material science. Liquid crystals (LCs), for instance, have a characteristic response

time in millisecond level to electrical voltages [7]. Furthermore, as the emergence

of novel LCs that could be served as an alternative to traditional isotropic fluids in

microfluidic, better understanding of their rheological properties becomes critical [8].

From previous studies, we know that the LC molecules’ conformation and orientation

will deform under pressure flow in microfluidic channels, forming patterns with fea-

ture size in micrometer level [9,10]. In the meanwhile, the patterns of LC molecules’

conformation and orientation also evolve in milliseconds under medium flow rates

(⇠ 1µl/min). The quantification of the characteristic length and time of nematic

LCs’ conformations will reveal more insightful knowledge about LCs’ rheology, but

are still challenging to achieve.

The measurement and analysis of the aforementioned dynamical events requires a

high-speed imaging apparatus with millisecond temporal resolution and the resolving

capacity in micrometer. Fluorescence optical microscopy [11] is a conventional choice,

however, the limitation of it is also obvious. Photobleaching and phototoxicity are

not avoidable in fluorescence microscopy, and sample preparation processes often per-

turb specimen states, while fluorescence can often offer high molecular specificity [12].

Therefore, developing novel imaging instruments that can provide with high-speed,

quantitative and label-free images without much loss in spatial resolution is central

for studying fast dynamic events.

24



1.2 Quantitative label-free imaging

Interferometric (or holographic) microscopy has been developed to be one of the

most powerful label-free imaging techniques that can address dynamical events on

the millisecond and micrometer scales. This class of methods performs interferometric

measurements on microscopic images, which enables quantitative mapping of different

intrinsic biomarkers (i.e. phase delay, polarization parameters and refractive index

(RI)) and has been shown to be an excellent imaging tool for long-time, large-scale cell

analysis [12]. Interferometric microscopy that is typically implemented in wide-field

imaging geometry, which can reach higher imaging speed over a large field-of-view.

In this section, I briefly introduce the principles underlying the three quantitative

label-free imaging techniques that I worked on in this thesis, i.e. quantitative phase

imaging (QPI), quantitative polarization imaging, and optical diffraction tomography

(ODT).

1.2.1 Quantitative phase imaging (QPI)

Quantitative phase imaging (QPI) [12, 13] is one of the most broadly used label-free

imaging tools, for example, it can be applied to the imaging of cell migration [14], cell

growth [15], red blood cell dynamics [3, 16] and semiconductor wafer inspection [17],

etc. In QPI, the imaging contrast, which is defined as how clearly a subject of interest

is distinguished from the background, is provided by the optical path length differ-

ence altered by either specimen index distribution or specimen morphology. However,

since optical detectors are only responsible to light intensity contrast, weak phase ob-

jects like thin cells are nearly invisible in microscopes. In 1930s, Zernike invented a

technique capable of imaging phase objects with high contrast without labeling, by

adding a ⇡/2 phase shift to the incident field when imaging weak phase objects. The

resultant interference between the scattered field from the object and the background

results in an amplitude modulation. This imaging technique is called phase-contrast

microscopy. This simple modulation enables the visualization of live, unlabelled cells

and other transparent objects in detail. Today, phase microscope is broadly used in

25



most cell biology laboratories.

However, even if phase contrast microscopy is a powerful tool for imaging live cells

and transparent objects, its images are not quantitative. To overcome this shortage,

one straightforward approach is combining microscopy and holography (or interfer-

ometry), with which we can perform highly sensitive measurements of the thickness

and refractive index of biological specimens, much like in metrology [18].

Full-field QPI techniques that can be divided into two major groups. The first group

is based on phase shifting geometry, where the full-field QPI can be realized by the

combination of temporal phase shifting [19, 20]. The time delay of the reference is

controlled, and the corresponding intensity images are recorded and formulated as

following:

I(x, y) = I0 + I1(x, y) + 2
p

I0I1(x, y) cos [!⌧ + �(x, y)], (1.1)

where I0 and I1 are the intensity maps of the reference field and the object field,

! is the angular frequency of the optical field and ⌧ is the time delay between the

two waves. In general, the phase shifting can be controlled at the following values

!⌧ = 0, ⇡/2, ⇡, 3⇡/2, and the phase delay of the sample can be retrieved with the

following formula:

� = arg(I0 � I⇡, I3⇡/2 � I⇡) (1.2)

The other group of full-field QPI is based on off-axis holography that exploits the

spatial modulation rather than temporal modulation to realize phase retrieval [21–23].

Here the intensity on CCD/CMOS cameras can be expressed as:

I(x, y) = I0 + I1(x, y) + 2
p
I0I1(x, y) cos [↵x+ �(x, y)], (1.3)

where I0 and I1 are the intensity maps of the reference field and the object field, ↵

is the spatial frequency determined by the off-axis angle ✓, and we have the relation

↵ = 2⇡ sin ✓/�, where � is the wavelength of light.The cross-term which contains the

phase information can be isolated on Fourier domain. After filtering with a sideband

frequency filter, and an inverse Fourier transform, we can extract the cross term and
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retrieve the phase map.

One of the advantages of off-axis QPI is that it can realize single-shot quantitative

imaging, which allows for high-speed imaging. However, this boost in temporal band-

width has a trade-off in spatial bandwidth. As a result, both methods are used

broadly; the optimal choice depends on the demand of the specific application.

1.2.2 Quantitative polarization imaging

Polarization light microscopes are indispensible tools to image and analyze optically

anisotropic materials, without the use of exogenous labeling (dye, fluorescence or

stain) or destructive electron microscopes [24]. In biological specimens or liquid crys-

tal materials, the specimen structural anisotropy is often reflected in refractive index

anisotropy. This refractive index difference is termed birefringence, that can be read-

ily measured by light. For many birefringent materials, the underlying molecular

order often gives the light transmitting through the specimen two orthogonal optical

axes, where the refractive index along one axis is different with the refractive index

along the other axis and can expressed as following:

�n = n|| � n? (1.4)

where n|| and n? are the refractive indices of the two orthogonal optical axes. The

two components of the incident light along the two orthogonal optical axes are in-

phase when entering the specimen, retarding at different rate due to the existence

of birefringence (�n), exiting the specimen out-of-phase. The optical path length

difference of the two light components are termed retardance, and can be calculated

with the following formula when the path length is l:

� = �n · l (1.5)

In other references [25], we can also use the phase difference to define the retardance

� = (2⇡/�)�n · l.
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Another important polarization parameter is the angle between the long axis of the

anisotropic molecules or fibers and the pre-determined x axis that usually indicates the

orientation of anisotropic molecules or fibers . This angle is termed orientation angle,

and denoted by '. In real polarization imaging, restricted by the diffraction-limit

resolution, the measured orientation angle ' is averaged within the diffraction-limit

spot in x� y plane and also along z-direction. From the orientation angle ', we can

learn the distributions of the in-plane orientation’s distribution of the observed fibers,

polymers in biological tissues, or liquid crystal molecules.

Therefore, birefringence (�n), retardance (�) and the orientation angle of the slow

axis (') are the major sources of the contrast of polarization light microscopy. We

can also realize the quantitative polarization imaging of these polarization parameters

with polarization-sensitive optical apparatus, and the detailed method can be seen

in ref. [24] that works by using a pair of cross polarizer and analyzer. However, the

mechanical rotation of these optical components are slow and many high numerical

aperture optics will cause polarization measurement errors across the field of view.

To overcome the mentioned limitations of traditional polarization light microscopy,

R. Oldenbourg proposed a novel quantitative polarization imaging approach, which is

termed LC-Polscope [26–28]. LC-polscope is still based on the use of cross-polarizers,

however, the specimen is illuminated with nearly circularly polarized light and the

traditional compensator is replaced by liquid crystal based universal compensators.

The segmented compensator reduces previous polarization imaging artifacts from high

numerical aperture optics. The polarization parameter retrieval algorithm is quite

similar to the phase-shifting holographic imaging. We alter the voltages applied to

the two LC compensators to change the polarization states of the illumination lights,

and take the intensity measurements on the CCD or CMOS camera correspondingly.

The two LC based compensators are placed at an angle of 45�, and their phase

retardance are denoted as ↵ and �, respectively. Then the polarization states of the
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illumination angle are set to be the following combinations:

⌃0 = (↵ = 90�, � = 180�),

⌃1 = (↵ = 90� � �, � = 180�),

⌃2 = (↵ = 90� + �, � = 180�),

⌃3 = (↵ = 90�, � = 180� � �),

⌃4 = (↵ = 90�, � = 180� + �).

(1.6)

where � is a swing applied to the two LC retarders, which are quite small. The

corresponding intensity measurements are I0, I1, I2, I3 and I4, respectively. We

firstly define two intermediate results A and B:

A =
I1 � I2

I1 + I2 � 2I0
tan

�

2
,

B =
I1 + I2 � 2I3
I1 + I2 � 2I0

tan
�

2
.

(1.7)

From here we find expression for the retardance � and orientation angle ':

� = arctan[(A2 +B2)1/2], ifI1 + I2 � 2I0  0

� = 180� � arctan[(A2 +B2)1/2], ifI1 + I2 � 2I0 < 0

' =
1

2
arctan

✓
A

B

◆
.

(1.8)

The LC-Polscope has greatly improved the accuracy, sensitivity, and speed of polar-

ization imaging by introducing electro-optical LC universal compensators [24,26,28].

These improvements make LC-Polscope a powerful tool for determining the orien-

tation of crystal edges in material characterization [29] and in studying biological

processes such as microtubule reorganization during cell mitosis [30, 31]. However,

LC-Polscope’s imaging speed is still restricted by the requirement of making multiple

measurements to reconstruct the retardance and orientation angle maps.
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1.2.3 Optical diffraction tomography (ODT)

Even if QPI has been successfully applied to many research areas such as cell biology

studies and material inspections, the fact that phase is a product of thickness and aver-

age RI can potentially result in inaccurate interpretations of QPI data when imaging

complex 3-D objects [12, 32]. For acquiring more accurate morphological informa-

tion, the imaging technique that can quantitatively reconstruct the 3D structures of

specimen is highly desired, which pushed the emergence of depth-resolved [33–35] or

tomographic version of QPI [36–38], optical diffraction tomography (ODT). Over the

decades, a multitude of ODT techniques have been proposed for 3D imaging of cells

by quantitatively mapping their refractive index (RI) distributions. These techniques

could be separated into two main groups, the first one is based on depth-scanning

scheme, exploiting the low-coherence of illumination light to provide depth resolv-

ing [39–41]; the other group is based on angle-scanning scheme, which reconstructs

the 3D RI map from multiple projected optical fields [36,42–45]. For both ODT cat-

egories, the 3D imaging could be realized by solving an inverse scattering problem,

which is governed by the inhomogeneous Helmholtz equation as following:

O
2U(r,!) + n2

0�
2
0U(r,!) = ��2

0�(r)U(r,!), (1.9)

where U is the total optical field that could be interpreted as the sum of the inci-

dent and scattered fields, U = U0 + Us. r is the spatial coordinate, while ! is the

angular frequency of the incident light. n0 is the background refractive index, and

the wave number �0 = !/c. The scattering potential � = n2(r)� n2
0 is what we want

to solve for the inverse scattering problem for reconstructing the 3-D structure of the

sample. Inhomogeneous Helmholtz equation describes the behaviors of optical waves

scattered by an object, and the solution of it takes account of both the scattering and

diffraction of the optical fields [32,36,42,44].

However, since Eqn. (1.9) is nonlinear, directly retrieving the scattering potential

from it is difficult. Thus, it is necessary to make reasonable assumptions and approx-

imations. The first-order Born approximation is the most straightforward one we can
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adopt when the scattered field is much weaker than the incident field (Us << U0).

In this case, we can use U0 to substitute the total U in the right hand side of Eqn.

(1.9), and the proper modeling of the incident field U0 is critical for solving the inverse

scattering problem. Since we usually use spatially coherent illumination in ODT, we

can assume the incident field is a plane wave, which could be described as:

U0(r) = A(!)eiki·r, (1.10)

where ki = �0n0k̂i = �0n0(kxi, kyi, kzi) is the incident wave vector and k̂i is the direc-

tion unit vector with ki = (k̂xi, k̂yi, k̂zi). A(!) is the amplitude of the incident light,

which is frequency (wavelength) dependent.

For ODT in depth-scanning scheme, the normal incident light is usually adopted

where the incident wave vector could be written as ki = �0n0(0, 0, 1), while its ampli-

tude A(!) is a function of wavelength. Plug this expression of incident light to Eqn.

(1.9), then the derived scattering field in Fourier domain can be expressed as:

Us(k?, z;!) = �i�2
0A(!)e

i�z�(k?, � � �)/2�, (1.11)

where A is the spectral amplitude of the incident field; � =
p
n2
0�

2
0 � k2

? and k? =

(kx, ky). After applying 2D inverse Fourier transform, the expression for the solved

scattering potential could be written as:

�(k? � �k?; kz)|kz=���k̂i,ẑ
= � 2�

�2
0(!)A(!)

e�i�zUs(k?, z;!), (1.12)

where kz = � � �k̂i, ẑ =
p

!2/c2 � k2
? � n!/c cos ✓, and ✓ is the scattering angle.

Usually, in ODT based on depth-scanning, even if the low coherence of the illumina-

tion could reduce the speckle noise, the scanning of the sample stage along z-direction

is quite time-consuming. Besides, due to the short temporal coherence of the light

source, the depth-scanning ODT usually adopts phase-shifting QPI system to realize

optical field measurement, such as white-light diffraction tomography [39], or gradient

light interference microscopy (GLIM) [40,41], which also hinders fast imaging.
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On the other hand, for angle-scanning ODT, the incident field U0 could be epi-

illuminated, however, its frequency is usually singular for implementing off-axis in-

terferometry [32]. In this case, the incident light could be formularized as U0 = eiki·r.

Plug it back to Eqn. (1.9)and applying first-order Born approximation, the scattered

field is solved in the transverse Fourier space for a particular focal plane z:

Us(kx, ky; z) =
e±iqz

q
�(kx � kxi, ky � kyi,±q � kzi) (1.13)

where +q represents the forward scattered field and �q represents the backward

scattered field; kx and ky represent the scattered field transverse spatial frequencies;

and q =
p
�2 � k2

x
� k2

y
is the axial spatial frequency projection of the scattered field.

The inverse scattering solution in the object domain is therefore give by:

�(U, V,W ) =
q

e±iqz
Us(kx, ky; z), (1.14)

where U = kx � kxi, V = ky � kyi, and W = ±q � kzi. Since the angle-scanning

ODT systems are using transmission geometry, we only take the forward (+q) so-

lution. Besides, the measurement is usually performed at the imaging plane, thus,

the expression of the scattering potential could be further simplified as �(U, V,W ) =

q ·=2D[Us(kx, ky; z = 0)], where =2D represents the 2D Fourier transform. According

to this equation, each measurement of Us(x, y; z = 0) could be mapped to a particular

spherical surface on the Ewald sphere in (U, V,W ) space. Changing the illumination

angles (kxi, kyi) and mapping the corresponding scatted field into the Ewald sphere,

we can eventually recover the 3D spatial frequency of the specimen. After a 3D inverse

Fourier transform, the 3D object function in the real space is recovered, thereafter

we can reconstruct the 3D RI map. However, limited by the angle-scanning ODT’s

system, the central low frequency (in U and V ) region can not be recovered, which is

called the missing cone problem [44].

Other than the depth-scanning and angle-scanning ODT, we can also realize optical

diffraction tomography by rotating the sample [46]. In this ODT group, researchers

can realize sample rotation with a mechanical rotating stage, or using the flow in mi-
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crofluidic channel to make the imaged cells tumbling. However, like depth-scanning

ODT, most of the proposed sample rotation method is either difficult to realize or

time-consuming. Alternatively, changing the illumination angles with scanning hard-

ware, such as galvoscanner or digital micromirror device (DMD) [32, 47], is quite

straightforward to realize. Besides, the emerging high-speed DMD and CMOS cam-

era, could be adopted to angle-scanning ODT for boosting the 3-D imaging speed.

Therefore, we adopted the angle-scanning ODT as the foundation for realizing single-

shot quantitative 3D label-free imaging.

1.3 Thesis outline

Following the brief introduction in Chapter 1 about the recent progress of quantita-

tive label-free optical imaging techniques, I discussed my PhD work focusing on the

development of novel single-shot quantitative optical imaging techniques which could

provide with high-speed imaging of fast dynamics in the following chapters. In Chap-

ter 2, I discussed my work about measuring the RBC’s morphological, molecular and

mechanical parameters simultaneously with label-free quantitative microscopy, which

utilized diffraction phase microscopy (DPM) and the engineering of medium’s physical

properties (extinction coefficient m). In Chapter 3, single-shot quantitative polariza-

tion microscopy is discussed which is based on the combination of circular polarization

illumination and off-axis shearing interferometry. This novel imaging method is mo-

tivated by the study of fast liquid crystal flow in microfluidic channel, where the

high speed quantitative imaging methods are missing. In Chapter 4, I introduced the

single-shot 3D cell imaging technique (deep-learning single-shot optical diffraction

tomography (DS-ODT)) which takes the advantages of angle-multiplexed ODT and

deep learning approach. By incorporating with high-speed hardwares (CMOS cam-

era), DS-ODT can push the 3D imaging speed to over 10,000 frame per second, which

will potentially advance the field of imaging cytometer. Finally, I summarized the

contents of this thesis in Chapter 5, and comment on the future research directions

which are built on the effort made by my PhD work.
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Chapter 2

Single-shot quantitative amplitude

and phase imaging

In this chapter, I introduced my PhD work about realizing the simultaneous measure-

ment of morphological, molecular, and mechanical parameters of RBCs by taking the

advantage of QPI while engineering the physical properties of the medium (extinction

coefficient m and refractive index nm). It is envisioned that our method will have

impact on clinical diagnosis and drug screening for some blood diseases, such as sickle

cell disease and malaria.

2.1 The modeling of RBC biomechanical parameters

with quantitative phase imaging (QPI)

The quantification of live red blood cells’ (RBCs’) biomechanical parameters provides

sensitive probes of their structures in nanoscale and new insights of the etiology of a

number of human diseases [4, 48, 49]. To study the rheology of live cells, a number

of techniques have been exploited to quantify the bending and shear moduli of RBC

membranes in static conditions, such as micropipette aspiration [50], electric field de-

formation [51] and optical tweezers [49]. However, many of these techniques are rela-

tively slow and may not be amendable to quantify the properties of a large population
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of cells. Recently, quantitative phase imaging (QPI) approaches based on quantifying

thermally driven nanoscale fluctuation of RBC membrane have emerged [3]. Either

for resolving complex rheology, or for monitoring dynamic events, QPI is the perfect

imaging tool for studying RBCs, since mature RBCs lack nuclei and other internal

structures, having a spatially uniform refractive index. Thus, the phase delay of the

light field transmitting through RBCs directly results from the morphological changes

of membranes.

However, quantifying these thermally driven motions on the nanometer scale is ex-

perimentally challenging especially when high speed imaging is required. Among QPI

approaches, diffraction phase microscopy (DPM) is commonly used that exploits the

near common-path geometry to minimize the influence of mechanical vibration during

phase measurements allowing highly stable, high sensitivity, time-lapse video imag-

ing of RBC membrane fluctuations [23]. The cell thickness map (h(x, y, t)) could be

directly obtained from the mesured phase delay map (�(x, y, t)):

h(x, y, t) = (�/2⇡�n)�(x, y, t), (2.1)

where � is the illumination wavelength, �n is the refractive index difference between

the cell plasma and the medium �n = nc � nm. After the temporal evolution of cell

thickness (h(x, y, t)) is obtained, we can first calculate the equilibrium shape of the

cell, which is h̄(x, y) = hh(x, y, t)it. The displacement of membrane’s shape from the

equilibrium shape at position (x, y) at time t is defined as �h(x, y, t). For the height-

height correlation fucntion C̄(d,!), where ! denotes angular temporal frequency. The

spatial and temporal Fourier transform is applied to convert the cell displacement map

�h(x, y, t) into �h(qx, qy,!), where qx, qy are the components of wavevector in the

plane of the membrane. Then the spatial correlation function was obtained as:

C̄(d,!) =

Z
|�h(qx, qy,!)|2 exp [i(qxx+ qyy)]d

2q (2.2)

where we assume azimuthal symmetry and using d =
p
x2 + y2. In ref. [3], a physical

model is developed to relate the mechanical parameters of the membrane (i. e. the
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shear µ, the area KA and bending  moduli) and the viscosities of the cytosol ⌘c

and the surrounding solvent ⌘s and the radius of the sphere R. The viscosities are

fixed to all datasets (⌘s = 1.2mPa · s, ⌘s = 5.5mPa · s), according to the relations

between the human body temperature and viscosities between the RBC’s membrane

in ref. [52, 53]. Besides, R is set to be the averaged radius of RBCs directly from

the data. Thereafter, the biomechanical parameters of the membrane (the shear µ,

the area KA and bending  moduli) can be extracted by fitting the theory to the

measured correlation functions (C̄(d,!)). The biomechanical parameters of human

RBCs under different shapes (DC, normal shape; EC, speculated shape; SC, nearly

spherical) are all able to be extracted with this method, according to ref. [3].

2.2 Instantaneous Phase and Amplitude Microscopy

(iPAM) with absorptive medium (Acid Blue 9)

2.2.1 From QPI to iPAM

QPI is a powerful tool to extract the morphological and mechanical properties of

red blood cells (RBCs), that have been shown to be important for clinical diagnosis

and drug screening of sickle cell diseases and malaria [4, 54, 55]. However, current

QPI techniques are still unable to determine the hemoglobin (Hb) concentration in

a single cell basis, which is one of the most critical parameters in characterizing the

physiological or pathological states of these RBCs. Furthermore, the extraction of

biomechanical parameters from membrane’s thermal fluctuations with QPI relies on

the intracellular viscosity that is quantified via Hb concentration. Besides, QPI needs

cell refractive index, ncell, to be quantitative. Without hemoglobin concentration on

the single cell basis, we can only previously measure the average Hb concentration

to estimate the ncell on a populational level. Therefore, even if QPI is a powerful

tool to measure the phase delay caused by RBCs, without quantifying hemoglobin

concentration on a single cell level, it can only realize quantitative imaging on the
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populational level.

To address this limitation of QPI, we quantitatively image the cell morphology and

hemoglobin concentration of RBCs from a single frame interferogram with DPM sys-

tem, based on a new imaging technique taking advantage of both amplitude and phase

of the light field scattered by the RBCs, which is termed instantaneous Phase and

Amplitude Microscopy (iPAM). A comprehensive theoretical framework is developed

to calculate cell thickness (L) and hemoglobin concentration (cHb) from the amplitude

and phase maps in single cell level. The effect of illumination wavelength has been

studied via a theoretical simulation providing the optimal extinction coefficient and

refractive index of medium (m, nm) for this approach. With iPAM, we can truly

realize single cell measurement of the morphological, mechanical and molecular pa-

rameters of RBCs, which open the avenues for measuring biophysical properties of

RBCs in clinical diagnosis and drug screening.

2.2.2 Optical imaging apparatus

We use diffraction phase microscope (DPM) as our optical imaging apparatus for

iPAM due to its common-path and off-axis features [23]. Common-path interferomet-

ric microscopy entails samples and reference beams side-by-side to ensure the stability

required for measuring nanometer motions of biological samples whereas off-axis in-

terferometry is used to acquire single-shot interferograms beneficial for studying fast

dynamics of biological systems. In the context of RBCs, these two features make

DPM an excellent candidate for measuring rapid thermal fluctuations of the red cell

membrane [3]. As shown in Fig. 2-3, using supercontinuum source and an acousto-

optic tunable filter, we are able to select any wavelength in the visible range for the

sample illumination. The collimated beam on the sample is imaged to a diffraction

grating (80 LP/mm) at the microscope image plane (IP1) through an imaging objec-

tive (Olympus Ach 40X, NA=0.65) and tube lens (L=16cm). The diffraction grating

is conjugated to the camera plane of the microscope (IP2) and generates multiple

copies of the field of view. At the Fourier plane, where these copies are separated, a

low-pass spatial filter is applied to the non-diffracted order (0th) to create a reference
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Figure 2-1: Diffraction phase microscope setup and configuration. The sample
is illuminated with a single illumination color one at a time produced by a supercon-
tinuum source and an acousto-optic tunable filter. The diffraction grating at the
image plane of the microscope (IP1) generates multiple copies of the field of view In
the Fourier Plane (FP), a physical mask is used to allow only the zeroth and the first
order beams to pass through. In addition, the zeroth order beam is spatially filtered
(cleaned) by a pinhole to form a plane wave serving as a reference beam. The refer-
ence and sample beam interfere at the camera plane (CP) to form the fringe pattern
from which phase and amplitude of the sample can be extracted.

beam, but none is applied to the diffracted beam (1st order) which becomes the intact

sample beam. The interference of the sample and reference beam subsequently cre-

ates fringe patterns on the camera. One can isolate the sample information through

a Hilbert transform and obtain amplitude and phase of the optical wave front passed

through the sample as explained in more details in the theoretical framework section.

2.2.3 The theoretical framework of iPAM

From the interferogram captured by our aforementioned DPM system, we can not

only retrieve the phase delay caused by the RBCs, but also mapping the amplitude
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that is caused by the absorption of hemoglobin present in RBCs’ cytosol. Since

RBCs have simple structures that do not contain nuclei and other organelles, we can

assume that the light transmitted through the cell body (not the boundaries) is single

scattered. Therefore, our mathematical framework is built based on the principle of

geometric optics. For DPM, the incident light transmitting through the sample is

separated into multiple orders by a diffraction grating, where only the first order and

the zeroth order passes through the Fourier plane, as shown in Fig. 2-1. The beam

of the first order can be described as:

E+1 = ⌘E0 exp [�kL(c � m)] exp [�kL0m] exp [i(k0x+ kL(nc � nm) + kL0nm)],

(2.3)

where ⌘ denotes the transmission coefficient of the diffraction grating, and the E0 is

the electric field magnitude of the illumination light. k,L and L0 are the wave-vector

of the illumination field, height of the RBC and the thickness of the cell that contains

the medium. To describe the intrinsic properties of the sample and the medium, we

use c, m, nc, and nm to denote the extinction coefficients and refraction indexes of

sample and medium, respectively. Here, k0x describes how much is the beam tilted

away from the optical axis, where x indicates the direction where the beam is titling,

while k0 = ksin�, and � is the titling angle.

For the 0th order, we filter out the high spatial frequency component and take it as

the reference beam, which can be described as:

Eref = E↵ exp [i↵] exp [�kL0m] exp [ikL0nm], (2.4)

where E↵ is the amplitude of the reference beam, while ↵ is the residual phase which

comes from the halo effect [56].

The interferogram we captured from the camera is the interference of these two beams,
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which is written as:

I = E2
ref

+ E2
+1 + hErefE

⇤
+1i+ hE+1E

⇤
ref

i

= exp (�2kL0m)[E
2
↵
+ ⌘2E2

0 exp (�2kL(c � m))

+ 2⌘E0 exp (�kL(c � m)) cos (k0x+ kL(nc � nm)� ↵)]

(2.5)

Then with the algorithm of digital holography, we can retrieve the electric field of

the sample beam, which is the Eqn. (2.3). However, to normalize the amplitude

and phase maps and also eliminate the halo effect, we need to capture another image

of the background, which does not contain any sample. The interferogram of the

background can be written as:

Ibg = exp (�2kL0m)[E
2
↵
+ ⌘2E2

0 + 2⌘E0 cos (k0x� ↵)] (2.6)

The complex field we acquired is actually the ratio of the two complex fields we

retrieved from Eqn.(2.5) and Eqn.(2.6). The amplitude and phase of it are shown

below:
E = E1/Ebg = exp (�kL(c � m))

� = �1 � �bg = kL(nc � nm)
(2.7)

To simplify the calculation, we introduce optical absorption, which is the negative

logarithm of the amplitude:

⇢ = � log(E) = kL(c � m) (2.8)

We can treat the cytosol of red blood cells as the solution of hemoglobin, and its

refraction index (nc) and extinction coefficient (c) are modified by the concentration

of hemoglobin(cHb). Their relations can be written as:

c = w(1 + �cHb)

nc = nw(1 + �cHb)
(2.9)

41



where � is the extinction coefficient increment of hemoglobin, while � is the refractive

index increment. Also, w and nw are the extinction coefficient and refraction index

of water. We can obtain � and � as a function of wavelengths from the refs [57, 58].

Therefore, the parameters nc and c are known to us. Plugging Eqn. (2.9) into Eqn.

(2.7)&(2.8), we can have the matrix form of iPAM retrieval algorithm, which can be

described as: 0

@⇢

�

1

A = k

0

@w � m w�

nw � nm nw�

1

A

0

@ L

LcHb

1

A (2.10)

In this way, we built up a linear relationship between the measured optical absorption

⇢, the phase � and cell thickness L and its multiplication with cell hemoglobin concen-

tration L ·cHb. Then we can retrieve the height of the RBC (L) and the concentration

of the hemoglobin (cHb) by inverting the matrix in Eqn. (2.10), that is:

0

@a

b

1

A =
1

k

0

@w � m w�

nw � nm nw�

1

A
�1 0

@⇢

�

1

A (2.11)

Then the unknowns we demand are:

L = a

cHb = b/a
(2.12)

Therefore, the general formula for retrieving the cell height L and hemoglobin con-

centration cHb could be expressed as the following,

cHb =
(w � m)�� (nw � nm)⇢

nw�⇢� w��
,

L =
w��� nw�⇢

k[nw�(m � w) + m�(nw � nm)]
.

(2.13)

When retrieving the cell height L and the distribution of the hemoglobin cHb of

the RBCs from the measured amplitude and phase maps with iPAM algorithm de-

scribed in Eqn. (2.13), this system of linear equation has solution if and only if the

determinant of the matrix in Eqn. (2.10) is non-zero. Therefore, either the extinc-
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tion coefficient or RI (m, nm) of the medium cannot be the same as those of water

(w, nw). Based on this principle, there are two strategies to create the image contrast

for retrieving L and cHb (generating the differences between the parameters of our

medium and water): one is increasing the refractive index difference between the RI

of the medium nm and water nw; the other is to increase the extinction coefficient of

the medium m with absorptive medium (water is almost transparent within most of

the spectrum w ⇡ 0).

In our previous work, we adopted the first strategy and used various proportions of

a commercial density gradient medium (OptiPrepTM , Sigma-Aldrich) and phosphate

buffer saline (Sigma-Aldrich). The refractive index of medium at 1.3993 is obtained by

diluting the gradient medium by approximately 60% phosphate buffer saline. There-

fore, the refractive index mismatch between water and medium is approximately

0.0659 at 589 nm. However, the solvent we used for improving the refractive index of

the medium also increases the medium viscosity, which suppresses the fluctuation of

the RBCs’ membranes resulting in higher noise in monitoring thermal fluctuations.

Therefore, we obtained the morphological and molecular information, but failed to

extract the mechanical information of the RBCs. A possible alternative is adopting

the second strategy, where we take the advantage of the medium’s high extinction

coefficient to calculate L and cHb. On the other hand, since there are many absorbers

that can be dissolved without increasing medium viscosity and hence minimizing ef-

fect on the thermal fluctuation of the cell membrane, from which the biomechanical

parameters of RBCs are derived.

Here we use Acid Blue 9 (AB9) [59, 60] as our absorptive medium to measure the

morphology (cell height L), molecular (hemoglobin concentration cHb) and mechan-

ical (thermal fluctuations of cell membrane) information of RBCs with iPAM. From

the absorption spectrum of AB9 shown in Fig. 2-4 (a), we can see that its absorption

peak is located at the wavelength of ⇠ 630nm, where the RBCs are almost transpar-

ent (absorption of hemoglobin is almost zero, as shown in Fig. 2-4 (c)). Therefore,

the image contrast of the optical field’s amplitude E = exp (�kL(c � m)) is max-

imized so that we can improve the measurement sensitivity of iPAM. The detailed
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sensitivity analysis will be elaborated in the next section.

The extinction coefficient of the AB9 solution m could be determined by measuring

the optical absorption of AB9 solution Am with spectrophotometer, and calculated

with the following equation:

m = w +
log (10)Am

2kL0
(2.14)

where Am is the absorbance of the AB9 solution, k is the wave number and L0 is the

thickness of the cell which contains the AB9 solution. Then we can roughly determine

the refraction index of the AB9 solution with Kramers-Kronig [61] relation:

nm(!) = 1 + P

Z 1

�1

m(!0)d!0

⇡(!0 � !)
(2.15)

where ! is the frequency of light, m(!) is the extinction coefficient at frequency !.

P is the Cauchy principle value. In the real experiments, we usually measure the

refraction index of the medium at one specific wavelength (589 nm), then determine

the spectrum of nm(!) with Eqn. (2.14) and the spectrum of m(!).

After determining the extinction coefficient and refractive index of the Acid Blue 9

solution (m, nm), we can return to Eqn. (2.13) to retrieve the cell thickness L and

hemoglobin concentration cHb we are interested. However, other conditions, such as

illumination wavelengths, should also be considered since they can also affect the

measurement sensitivity. In the following sections, I will introduce our method to

determine the optimal illumination wavelength based on the modeling and simulation

of measurement sensitivities.

2.2.4 Modeling and simulation of measurement sensitivities

Detection sensitivity is critical to all the optical imaging apparatus since it deter-

mines the measurement accuracy and reliability. For iPAM, it is important to have

sufficiently sensitive for cell thickness and Hb concentration mappings to deduce the

mechanical parameters and pathological states of RBCs. According to the theoretical
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Figure 2-2: Comparison of extinction coefficient and refractive index of acid
blue 9 and hemoglobin. a. the extinction coefficient (m) of acid clue 9 (AB9)
solution with concentration of 7.69g/dL; b. the refraction index of AB9 solution with
the same concentration calculated with Kramers-Kronig relation; c. the extinction
coefficient increment �, and d. the refractive index increment � of hemoglobin in
RBC’s cytosol, where we know that c = w(1 + �cHb) and nc = nw(1 + �cHb).

principles of iPAM, the sensitivity of retrieved parameters is directly related to the

detection sensitivity of amplitude and phase. Since we adopt DPM based on near

common-path off-axis interferometry that minimizes the influence of mechanical vi-

bration, the sensitivity of amplitude/phase are mostly determined by photon shot

noise. As we know, photon shot noise is originated from the Poisson random process

of the photons arriving the photon detector, and the uncertainty of intensity �I is

proportional to the inverse of the square root of mean photon number N . In iPAM,

N is related to both the cellular absorption and the absorption of medium, which

could be expressed as N ⇠ N0 exp [�k(mL0 � (m � x)L)], where L is the RBC

thickness, L0 is the thickness of cell containing the medium and N0 is the full well

depth of the photon detector (the pixel of CMOS camera).
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Additionally, since we are using off-axis interferometry for phase retrieval, the un-

certainty of the phase measurement (��) is related to the contrast of fringes that

could be quantitatively manifested by the measured amplitude (E). According to

our derivation which is elaborated in Appendix A, we have the expressions for the

detection uncertainty of amplitude (�E) and phase (��):

�E =
1p
N

�� =
1

E

1p
N

(2.16)

Since we are using the optical absorption(⇢) in iPAM theoretical framework, we should

then propagate the uncertainty to the optical absorption and phase.

�⇢ =

�����
1

E

����
1p
N

=
1

E

1p
N

�� =
1

E

1p
N

(2.17)

In the practice of iPAM, we need to take an image on a uniform background to

calibrate our measurements to eliminate the influence of background noise (titling of

the optics, defocus, etc). Then the calibrated measurement could be expressed as

following:
⇢ = ⇢1 � ⇢bg

� = �1 � �bg

(2.18)

Therefore, the uncertainties of the retrieved optical absorption and phase are:

�⇢ =
p

�2⇢1 + �2⇢bg =

r
1

E2N
+

1

N 0

�� =
p

�2�1 + �2�bg =

r
1

E2N
+

1

N 0

(2.19)

where N 0 ⇠ exp (�2kL0m), which is the photon number detected after the absorption

of the background medium. Then we can determine the uncertainties of the retrieved

parameters via the error propagation per the mathematical frame of iPAM algorithm
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described in Eqn. (2.11):

0

@ �L

�(LcHb)

1

A =

������
1

k

0

@w � m w�

nw � nm nw�

1

A
�1 0

@⇢

�

1

A

������
(2.20)

while the uncertainty of the retrieved hemoglobin concentration is:

�cHb =
1

L

q
�2(LcHb) + c2

Hb
�2L (2.21)

Now we have formula that can describe the relation between the uncertainty of mea-

surements (�L, �cHb) and the experiment parameters (m, nm, L0, �, �); based on this

relation, we can design a simulation from which we can select the experiment param-

eters optimizing the measurement sensitivity.

Firstly, we use our simulation to determine the optimal illumination wavelength. Since

m, nm, � and � are all functions of wavelength � as we showed in previous sections,

the uncertainty of retrieved cell height and hemoglobin concentration (�L, �cHb) are

also wavelength dependent. To determine the relation between the measurement sen-

sitivity of L and cHb and the illumination wavelength �, we implemented a simulation

based on the theoretical analysis of iPAM’s measurement sensitivity using physiolog-

ically valid parameters: medium with refractive index of 1.356, a RBC thicknes of

2.5µm, and the hemoglobin concentration of 33g · dL�1. The simulated results are

shown in Fig. 2-5 (a)&(b), from which we can find the lowest uncertainty is located

in the range of 630 � 660 nm. Therefore we choose an illumination wavelength of

⇠ 650nm to measure the cell height L and hemoglobin concentration cHb of RBCs

with high sensitivity.
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Figure 2-3: Comparison of extinction coefficient and refractive index of
acid blue 9 and hemoglobin. The uncertainties of retrieved a. cell height �L
and b. hemoglobin concentration �cHb on the dependence of wavelength �. c &
d are the curves of a & b zoomed in the range of 600 � 680 nm. The blue, red
and orange curves show the measurement uncertainty under full well depth of N =
10, 000, 100, 000, 1000, 000.

2.3 Experiment validations

2.3.1 Measurement of cell height L and hemoglobin concen-

tration cHb

To further validate the basic principles of our imaging approach, we performed ex-

periments imaging healthy human RBCs using our iPAM method with acid blue 9

(AB9) as medium. We adopted diffraction phase microscope (DPM) as our optical

imaging instrument, in which we use supercontinumm laser (Fianium SC-400) as our

light source. An acousto-optic tunable filter (AOTF) is exploited to choose the cen-

ter illumination wavelength, and the output light beam has a bandwidth of ⇠ 8nm.

In this way, we can freely choose the optimal illumination wavelength to maximize

our measurement sensitivity; furthermore, the speckle noise was also suppressed since
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the spectrum band of our illumination light source is relatively large. Based on our

theoretical and simulated analysis of the measurement sensitivity discussed in last

session, we choose the illumination wavelength to be 650 nm.

After considerations for the light source and optical instrument, we carefully chose

the parameters of the medium for imaging the RBCs. We use the combination of

Phosphate-buffered saline (PBS), Bovine serum albumin (BSA) and acid blue 9 (AB9)

as the medium to contain the human RBC sample. The human RBCs come from

Research Blood Components, LLC. PBS and BSA are used to adjust the osmotic

pressure of the medium and keep the RBCs in a healthy state, while AB9 provides

with the absorptive agents. The concentration of AB9 also requires carefully selection

to balance the interferometric fringe contrast and the sensitivity for measuring ampli-

tude/phase, since high concentration of AB9 in the solution will improve amplitude

difference in and out of cells, however, the image intensity will become low due to the

high absorption, which means the shot noise will increase and wash out signals. Here

we chose the concentration of AB9 to be 7.69g · dL�1. In this case, the extinction

coefficient of the medium is m ⇠ 0.0105, and the refractive index of the medium is

nm ⇠ 1.349 according to our calculation based on Kramers-Kronig relation (we firstly

measure the solution’s RI at 589nm with a refractmeter, then fit the curve calculated

by K-K relation to determine the RI at 650 nm). Furthermore, we used spacers to

maintain the interval between the two coverslips to be ⇠ 10µm, which will also avoid

having a too thick absorptive medium causes resulting in insufficient photons reaching

the photon detectors.

The preliminary experiment results of imaging human RBC using iPAM method with

absorptive medium is shown in Fig. 2-4. The amplitude E and phase � are retrieved

from the captured interferogram with digital holography algorithm, and then feed to

the iPAM algorithm to output the cell height L and hemoglobin concentration cHb

maps. It worth noting that we took a time-lapsed video with our high-speed CMOS

camera at an imaging speed of 250 fps, therefore, all of the retrieved parameters (E,

�, L, cHb) are time-lapse video, and we only show the first frame.
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Figure 2-4: The experimental results of iPAM with AB9 as a dye under the
illumination light of 650 nm. (a) the amplitude map; (b) the phase map; (c)
the retrieved height map(the pixels whose phase value is smaller than 0.5 is thresh-
olded); (d) the retrieved hemoglobin concentration map(the pixels whose phase value
is smaller than 0.5 is thresholded).

2.3.2 Measurement of membrane fluctuation and retrieval of

biomechanical parameters

From the retrieved time-lapse video of cell height L, we can determine the equilibrium

shape of the RBC and also the fluctuations of the cell membrane, as shown in Fig. 2-5

(a). As we discussed before, the absorptive dye (AB9) will not significantly increase

the medium viscosity, therefore, the thermal fluctuation of the cell membrane is still

high enough to be detectable with DPM, which is highly sensitive to phase fluctuation

(only limited by shot noise), and the retrieved membrane fluctuation is quite reliable.

Then we applied the physical model proposed in ref. [3,4] to extract the biomechanical

parameters: bending () and shear (µ) moduli, from the membrane fluctuation data.

In this way, we can extract the morphological, molecular and mechanical properties

of the RBCs simultaneously. We calculated the parameters of ⇠ 20 cells and showed
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Figure 2-5: The analysis of RBC membrane’s temporal fluctuation. (a) the
equilibrium shape of the imaged RBC; (b) the averaged fluctuation of the membrane.
The unit of the colorbar is µm.

the results with a scatter plot in Fig. 2-6 (d)&(e). However, the retrieved shear

modulus µ is larger than the values shown in ref. [3, 4] The reason for that is partly

because the acid blue 9 may alter the osmotic pressure of the medium, which we did

not consider when we prepared the medium.

2.4 Conclusions & Discussions

In this work, we have developed a novel platform that provides accurate measure-

ment of the morphology along with molecular specific information of RBCs, and

also biomechanical information of the RBCs’ membranes through label-free interfer-

ometric measurements. We achieve this goal by acquiring a single interferogram,

development of a comprehensive theoretical framework, and systematic simulations

accounting for sample and instrument parameters. In theory, extending the exper-

imental measurements and theoretical framework to more illumination wavelengths

can provide molecular specific information of proteins and the cell morphology. Par-

ticularly, the adoption of absorptive medium (acid blue 9) provides the possibility of

measuring the cell morphology and molecular specific information without losing the

cell membrane biomechanics, which is retrieved from cell membrane thermal fluctua-

tion. These quantitative parameters retrieved from the captured interferograms open

the avenue for data mining for biomarkers useful in clinical studies. After refining
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Figure 2-6: The scatter plot of the imaged RBCs’ morphological, molecular
and mechanical parameters. The scatter plot of the imaged ⇠ 20 RBCs’ (a)
hemoglobin concentration; (b) volume to surface area ratio (µm);(c) mean fluctuation
(µm); (d) bending modulus (⇥kBT ); (e) shear modulus (µN ·m�1).

the medium’s osmotic pressure and extend the throughput by incorporating with a

flow cytometer, we envision that our method will provide a powerful imaging tool for

clinical studies in the future.

52



Chapter 3

Single-shot quantitative polarization

imaging

In this chapter, novel single-shot quantitative imaging methods are proposed for ex-

tracting retardance and orientation angle of the transmitted light that can be related

to the mean orientational direction of the liquid crystal molecules. As a demonstra-

tion, the flow of disodium cromoglycate (DSCG) in microfluidic channels was mea-

sured with speed of ⇠ 500 fps limited only by camera frame rate. Furthermore, the

spatial distribution and the temporal evolution of DSCG flow’s retardance patterns

are quantitatively analyzed based on our imaging results.

3.1 Liquid crystal flows in microfluidic channels

3.1.1 Rheology of lyotropic chromonic liquid crystals (LCLCs)

Lyotropic chromonic liquid crystals (LCLCs) are aqueous dispersions of organic disk-

like molecules that self-assemble into cylindrical aggregates, which form nematic and

columnar liquid crystal phases beyond a certain concentration [62–67]. These mate-

rials have gained increasing attention in both fundamental and applied research over

the past decade, due to their distinct structural properties and bio-compatiblility [65,

68–75]. Used as a replacement for isotropic fluids in microfluidic devices, nematic

53



LCLCs have opened paths for controlling assembly and dynamics of biological sys-

tems [74,76–80].

Nematic liquid crystals form topological defects under flow, which gives rise to com-

plex dynamical structures that have been extensively studied in thermotropic liquid

crystals (TLCs) and liquid crystal polymers (LCPs) [9, 81–90]. Most nematic ther-

motropic liquid crystals are shear-aligned nematics, in which the director evolves

towards an equilibrium polar angle. Defects nucleate beyond a critical Erickson num-

ber due to the irreconcilable alignment of directors from surface anchoring and from

the shear-alignment in the bulk flow [83, 91–93]. With an increase in shear rate, the

defect type can transition from ⇡-walls, to ordered disclinations and to a disordered

chaotic regime [94]. Liquid crystal polymers are typically tumbling nematics charac-

terized by a non-zero viscous torque for any direction of the director. Their tumbling

characteristics facilitates the nucleation of singular topological defects [82, 95, 96].

Moreover, the molecular rotational relaxation times of LCPs are longer than those of

TLCs, and they can exceed the time scales induced by the shear rate. As a result,

the rheological behavior of LCPs is governed not only by the spatial gradients of the

director field from the Frank elasticity, but also by distortions in the distribution

function set by the order parameter [97–101]. With increasing shear rate, topological

defects have been shown to transition from disclinations, to rolling cells or periodic

orientation patterns, to worm-like patterns or chaotic textures [84, 85, 100]. Recent

efforts have aimed to tune and control the defect structures by understanding the

relation between the selection of topological defect types and the flow field of TLCs.

Strategies to do so include tuning the geometry of microfluidic channels, nucleating

defect loops through the introduction of isotropic phases or designing inhomogeneities

in the surface anchoring [102–106].

Topological defects occurring in the flow of nematic LCLCs have so far received much

more limited attention [107, 108]. At rest, LCLCs exhibit unique properties distinct

from those of TLCs and LCPs [62, 63, 65–67, 107]. For example, LCLCs have signif-

icant elastic anisotropy compared to TLCs; in particular, the twist elastic constant,

K2, is much smaller than the bend and splay elastic constants, K1 and K3. The
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resulting relative ease with which twist deformations can occur can lead to a spon-

taneous symmetry breaking and the emergence of chiral structures in static LCLCs

under spatial confinement, despite the achiral nature of the molecules [65, 109–114].

When driven out of equilibrium by an imposed flow, the average director field of

LCLCs has been reported to align predominantly along the shear direction under

strong shear but to reorient to an alignment perpendicular to the shear direction be-

low a critical shear rate [115–119]. The tumbling nature of this liquid crystal leads

to a high sensitivity to shear rate. At shear rates �̇ < 1 s�1, the director realigns per-

pendicular to the flow direction, adapting a log rolling state. For intermediate shear

rates, 1 s�1 < �̇ < 10 s�1, polydomain textures form due to the nucleation of pure

twist and mixed wedge-twist disclination loops. Above �̇ > 10 s�1, the disclination

loops gradually transform into periodic stripes in which the director is predominantly

along the flow direction [107].

3.1.2 Quantitative polarization microscopy for imaging the

liquid crystal flow

Polarization light microscopes have been used for observing and studying LC systems

for over a century since the oriented liquid crystal molecules results in birefringent

scattering light. Currently, there are several commonly used polarization-resolved

imaging techniques for visualizing LCs flows. For label-free approaches, the most

common ones are polarization optical microscopy [24] and LC-Polscope [27,31]. Con-

ventional polarization optical microscopes (POMs) based on crossing a polarizer and

an analyzer before and after the specimen enables high-contrast images that are re-

lated to both birefringence and orientation angle of liquid crystal molecules revealing

flow-rate dependent LC conformational profiles [94]. However, this approach is not

quantitative as the optical signal is related to both the retardance and orientation

angle of the LC molecules and cannot distinguish between them. In order to resolve

these contributions, multiple orientation of polarizer and analyzer are needed [27].

The LC-Polscope techniques, developed by Oldenbourg and co-workers has greatly
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improved the accuracy, sensitivity, and speed this approach by replacing mechanical

polarization optics with faster electro-optical LC universal compensators [24, 26, 28].

LC-Polscope has been used in determining the orientation of crystal edges in ma-

terial characterization [29] and in studying biological processes such as microtubule

reorganization during cell mitosis [30,31]. LC-Polscope has been applied to study LC

flow [107] but the imaging speed is restricted by the requirement of making multiple

measurements to reconstruct the retardance and orientation angle maps. Fluores-

cence polarization-resolved microscopy has also been widely used to characterize LC

conformations [120,121]. This approach is based on doping LC with anisometric flu-

orescent dye molecules that reports on surrounding LC directional field [120, 122].

However, fluorescence approach suffers from a number of shortcomings. The addition

of fluorescence sensor may affect LC behavior unless doping concentration is very

low. Conversely, the imaging speed and length of observation time is limited by the

concentration and photobleaching of these fluorescent sensors. While implementing

fluorescent approach with confocal detection enable mapping of LC direction field

in 3D, raster scanning approach further limits imaging speed to a few frames per

second [122].

3.2 Single-shot quantitative polarization microscopes

3.2.1 Quantitative Polarization Interference Microscopy (QPIM)

Developing another label-free approach, such as the next generation LC-Polscope that

can realize quantitative and simultaneous measurements of retardance and orientation

angle, will potentially give us more insights of fast dynamic events in liquid crystal

systems. Specifically, we combine polarization microscopy with quantitative phase

imaging (QPI) [12], in which the scattered optical complex field is retrieved with the

implementation of interferometry. With an off-axis QPI system, one can obtain both

amplitude and phase information in a single snapshot image [123]. Incorporating QPI

into polarization microscopy, one can reduce the number of measurements for quanti-
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tative retrieval of polarization parameters, as shown in previous works [25, 124, 125].

While these works represented important advances, they still require multiple mea-

surements to retrieve the polarization parameters. This limitation was overcome when

we first introduced a single-shot quantitative polarization imaging technique by uti-

lizing shearing interferometry and a novel retrieval algorithm [126], which is termed

Quantitative Polarization Interference Microscopy (QPIM).

The experiment setup for QPIM is shown in Figure 3-1, where a fiber-coupled single-

mode 633 nm He-Ne laser is used as the illumination source. After the fiber, the

laser beam is collimated with a diameter of approximately 5 mm. A circular polarizer

is used to convert the collimated laser beam into right-handed circular polarization

before illuminating the sample. After transmitting through the sample, the beam

is then collected by an objective lens (Olympus, 4X, numerical aperture (NA) =

0.16). A Wollaston prism (WP10P, Thorlabs), placed at the intermediate image

plane, decomposes the sample beam into horizontally and vertically polarized beams

(oscillating along x- and y-axes, respectively). These two beams (i.e., the ordinary

beam and extraordinary beams) are symmetrically separated along the optical axis

with a separation angle of 19.69 degree at the wavelength of 633 nm (the separation

angle originates from Thorlabs’ specification literature of the Wollaston prisms). A

cross section of the Wollaston prism for illustrating its working principle is shown as

an inset figure, where we have defined the x-y-z coordinate system. Next, the two

beams pass through a 4f system and impinge on a linear polarizer (LP) before inter-

fering on a complementarymetal–oxide–semiconductor (CMOS) camera (Pointgrey,

FL3-U3-13Y3M-C; full frame 1024 × 1280 pixels; pixel size 4.8⇥ 4.8µm) at the final

image plane, closely after the LP. For intensity matching, the transmission axis of the

linear polarizer is set at 45 degree with respect to the x-y plane. The measurement in-

volves recording fringe patterns (i.e., an interferogram), which is then used to retrieve

the complex fields with a Fourier transform method [21]. After a plane wave transmits

through a transparent anisotropic sample, the spatial variation of the birefringence

properties will mostly induce a change in the wavefront of the illumination wave.

Therefore, compared with light intensity, the complex field reveals more information
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Figure 3-1: Quantitative polarization interference microscope. CP, circular
polarizer; TL, tube lens; M1, silver mirror; WP, Wollaston prism; LP, linear polarizer.
The transmission axis of the LP is set at 45 degrees in the x-y plane. The inset figure
shows the cross-section of the Wollaston prism; the circles indicate the polarization
along the x-axis and bidirectional arrows represent the polarization along the y-axis.
For the selected Wollaston prism, the divergence angle is 19.69 degrees for 633 nm
light. The focal length of the tube lens is 200 mm, and the focal lengths of the two
lenses used in 4f system are both 150 mm.

of the sample, such as sample thickness and birefringence distributions. Conventional

polarization microscopes give qualitative sample information as they only measure the

modified intensity maps [24,29]. In order to recover the polarization parameters (i.e.,

retardance and orientation angle) in a quantitative fashion, multiple intensity mea-

surements and a complex system are currently deployed. Interferometric microscopy

such as QPM allows us to retrieve the complex scattered field from the sample in a

single shot. Integrating polarization-sensitive optical elements in an interferometric

microscope will enable us to retrieve the birefringence information from the complex

electric field due to the interference of the ordinary and the extraordinary sample

beams. The retardance and the orientation angle distributions are coupled in the real

and the imaginary parts (or amplitude and phase) of the transmitted field.

After a Fourier transform of the interferogram, we obtained the 0th order (i.e., direct
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current (DC) term), +1st order and �1st order terms. The +1st (or the �1st) order

term gives the complex electric field, U(x, y):

U(x, y) = B(x, y) + iC(x, y) (3.1)

where B(x, y) and C(x, y) are the real and the imaginary parts of the retrieved electric

field. After the formulation, the retardance distribution of the sample, �(x, y), can

be recovered as

�(x, y) = cos�1


�2C(x, y)

A(x, y)

�
(3.2)

where A(x, y) is the intensity of the 0th order term. Furthermore, the orientation

angle distribution, '(x, y), can be calculated as

'(x, y) =
1

2
cos�1

"
2B(x, y)p

A2(x, y)� 4C2(x, y)

#
(3.3)

However, the Wollaston prism used in this technique severely limits the image field-

of-view (FOV) to less than 10 ⇥ 360µm2. Further, the use of Wollaston prisms re-

quires using low numerical aperture objectives reducing spatial resolution. Finally,

the retardance/orientation retrieval algorithm amplifies the measurement noise and

deteriorates the imaging sensitivity.

3.2.2 Polarized Shearing Interferometric Microscopy (PSIM)

Given the shortcomings of QPIM, we subsequently developed Polarized Shearing In-

terference Microscopy (PSIM) that overcomes all these past limitations. In PSIM,

we utilize the diffraction grating (with polarizer sheets on Fourier plane) instead

of Wollaston prism, which allows large FOV and high-resolution imaging (up to

360 ⇥ 360µm2). Importantly, a new polarization parameter retrieval algorithm was

developed that avoids noise amplification and greatly improves sensitivity. Further-

more, the introduction of supercontinuum laser source significantly reduces image

speckle noise and the use of CMOS image and improves acquisition speed. These im-

provements of PSIM allow us, for the first time, to quantitatively flow induce pattern
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formation lyotropic chromonic liquid crystal disodium cromoglycate (DSCG) inside

a microfluidic channel at flow rate of over 1 µl/min by imaging at over 500 fps.

The system design of polarized shearing interferometric microscopy (PSIM) is shown

in Figure 3-2. A supercontinuum laser (Fianium SC-400) is coupled to a single-mode

optical fiber to output a broadband, spatially uniform laser beam, which is collimated

and transmits through a bandpass filter (centered at 633 nm and the bandwidth is

10 nm). A linear polarizer (LP1) and a quarter wave plate (QWP1) are crossed at

an angle of 45 degrees to generate a circularly polarized illumination. The scattered

light is collected by an objective (Olympus, NA = 0.3, 10X), and collimated by a

tube lens (TL). The beam, which bears the polarization information of the sample,

transmits through another quarter wave plate (QWP2), and then are separated into

multiple orders by a 100 line-pair per millimeter diffraction grating. The grating is

positioned at the conjugated plane of the sample plane. A 4f system is positioned

after the diffraction grating to relay the beams. On the Fourier plane, a mask is

made to only let the +1st order and �1st order beams pass. Two polarizer sheets are

placed on the mask: For the +1 order, the direction of the polarization sheet is 45�

to the slow axis of QWP2, for the �1st order, the direction of the polarization sheet

is �45� to the slow axis of QWP2. Another linear polarizer (LP2) with polarization

direction 45 degrees to the polarizer sheets is placed in front of the camera to gener-

ate the interference. The interferogram is recorded by a CMOS camera (Optronics,

CP80-4-M-500; full frame 2304 ⇥ 1720 pixels; pixel size 7 ⇥ 7 µm2), whose full well

depth is 20000 electrons, and maximum frame rate is 506 frames per second. We use

the algorithm of digital holography to quantitatively retrieve the 2D polarization pa-

rameters retardance and orientation angle of birefringent samples. The interferogram

of a crystalized Orange II fiber acquired with PSIM is shown in Figure 3-3(a), where

the fringes appear in the region with high birefringent signals. We perform a two-

dimensional Fourier transform to the interferogram, as shown in Figure 3-3(b), which

reveals three orders on the Fourier domain (�1st, 0th, +1st order). By extracting the

+1st order and shift it to the center, we extract the amplitude E and the phase �.

The 0th order gives access to the amplitude of the DC term A. The retardance � can
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Figure 3-2: The system design of polarized shearing interferometric mi-
croscopy (PSIM). LP1, LP2, linear polarizers; M1, M2, mirrors; QWP1, QWP2,
quarter wave plates; TL, tube lens; L1, L2, lenses. The z axis is the direction of the
optical axis, and the xy plane is the sample plane. The zoomed region denotes the
location of the masks and polarizer sheets on the Fourier plane.

be calculated as:

� = sin�1

✓
2E

A

◆
(3.4)

and the distribution of the orientation angle ' is calculated as:

' =
1

2
� (3.5)

The retardance � and the orientation angle ' distributions are decoupled into the

measured amplitude E and the measured phase � , and shown in Figs. 3-3 (c) and (d),

respectively. The derivation of the polarization parameter retrieval and the prepara-

tion of the Orange II samples are elaborated in the following part.

With polarized shearing interference microscopy (PSIM), we can extract the retar-

dance map from the amplitude of the retrieved complex field, and the orientation
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Figure 3-3: Demonstration of the polarization parameter retrieval algo-
rithm. (a) The interferogram of crystal fiber sample. The fiber region with high
birefringence signal is zoomed in. (b) The logarithm map of the Fourier domain of
(a), where 0th and +1st orders are labeled with yellow and red dashed circles, respec-
tively. (c) The quantitative map of the retardance distribution. (d) The quantitative
map of the orientation angle distribution. The scale bar denotes 20 µm.

angle from the phase. Here, we will derive and theoretically verify our algorithm with

Jones calculus. We start with the Jones matrix of the sample:

Jsample =

0

@ cos' sin'

� sin' cos'

1

A

0

@ei�e 0

0 ei�o

1

A

0

@cos' � sin'

sin' cos'

1

A

=

0

@ ej�e cos2 '+ ej�o sin2 ' �(ei�e � ei�o) sin' cos'

�(ei�e � ei�o) sin' cos' ei�e sin2 '+ ei�o cos2 '

1

A

(3.6)

where �e is the phase delay in the extraordinary axis of the birefringent sample,

while �o is the phase delay in the ordinary axis, and ' is teh orientation angle.

The retadance � is the difference between the phase delays along extraordinary and

ordinary axes, i.e. � = �e � �o. All parameters included in Eqn. (3) is 2D maps,
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and the Cartesian coordinates (x, y) are omitted here.

In PSIM, we utilize a linear polarizer (LP1) and a quarter wave plate (QWP1) to

generate a left-handed circular polarization illumination:

Ein =
1p
2

0

@1

i

1

A (3.7)

After the beam transmitted through the sample, the scatted light will be collected

by an objective, and then pass through another quarter wave plate (QWP2). We can

write down the output field at this status as:

Eout =
1p
2

0

@1 0

0 i

1

A JsampleEin

=
1

2

0

@ ei�e(cos2 '� i sin' cos') + ei�o(sin2 '+ i sin' cos')

ei�e(� sin2 '� i sin' cos') + ei�o(� cos2 '+ i sin' cos')

1

A

(3.8)

Then the light is separated by a diffraction grating, and we take the +1 and �1 order

of the light. Here if we put a polarizer whose orientation direction is 45 degree to the

slow axis of QWP2, we will get the output field as:

Eout,45� =
1

2
(ei�e � ei�o) exp (�i2')

= sin
�

2
exp


i

✓
�e + �o

2
� 2'+

⇡

2

◆� (3.9)

We can see that the retardance is only contained in the amplitude part and the orien-

tation angle is contained in the phase part. However, the average phase delay(�e+�o

2 )

is still there. Now, we consider about the output electric field when the orientation

angle of the linear polarizer (LP2) is �45 degree to the slow axis of QWP2:

Eout,�45� =
1

2
(ei�e + ei�o)

= cos
�

2
exp


i

✓
�e + �o

2

◆� (3.10)
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The orientation angle contained in the phase part is disappeared if we rotated the

linear polarizer for 90 degree. In PSIM, we use two polarizers on the Fourier plane

to generate these two output fields simultaneously: one is in the +1 order, and the

other is in the �1 order. That is:

E+1 = sin
�

2
exp


i

✓
�e + �o

2
� 2'+

⇡

2
+

kx

2

◆�
(3.11)

and

E�1 = cos
�

2
exp


i

✓
�e + �o

2
� kx

2

◆�
(3.12)

kx denotes the spatial modulation(fringes) caused by the separation of the diffraction

grating. Finally, we placed another polarizer with orientation 45 degree to both of

the polarizers on the Fourier plane. Then we can obtain the interferogram obtained

on the CMOS camera:

I = h(E+1 + E�1)(E+1 + E�1)
⇤i

= |E+1|2 + |E�1|2 +
⌦
E+1E⇤

�1

↵
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↵
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2
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◆
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◆
+ kx

�

= 1 + sin� sin (2'+ kx)

(3.13)

Now it is clear that by retrieving the complex field in the AC term, we can easily

calculate the retardance and orientation angle distribution, that is, the formula has

been presented in Eqns. (3.4) and (3.5).

3.2.3 Experiment validations

Firstly, we measured the retardance and orientation angle of a quarter wave plate at

532 nm to validate our methodology. As shown in Fig. 3-4 (a), we rotate the fast

axis of the quarter wave plate and take the interferograms at every 10 degrees. For

each interferogram, we mapped the retardance and orientation angle distributions on
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a per pixel basis and then average them over all the field of view. All the retar-

dance and orientation angle mappings are calibrated with the quarter wave plate at

a wavelength of 633 nm, with the methods we elaborated in Method section. The

averaged retardance and orientation angle, along with their standard deviations over

the field-of-view, are shown in Figs. 3-4 (c) and (e) as functions of rotation angle.

The nominal values of the retardance and orientation angle for the waveplate are also

shown as comparison. For the retardance, the actual value of a zero-order 532 nm

QWP is 1.32 rad, and the mean value of all the measured averaged retardance of all

the rotation angle is 1.34 ± 0.01 rad, while 0.01 rad is the standard deviation of the

averaged retardance values. The averaged spatial standard deviation of retardance

value is 0.04 rad as shown with errorbars in Fig. 3-4 (c), which result from the speckle

noise or nonuiformity of the background. We believe this value indicates the spatial

sensitivity of PSIM system. The orientation angle should track physical rotation an-

gle of the waveplate and is included in Fig. 3-4 (d) as comparison. For processing

these PSIM images, Goldstein unwrap algorithm was used to extend the period of the

orientation angle from 90� to 180� [127]. The standard deviation of the differences

between the measured values and the actual values is 2.57 degree, while the precision

of the rotation stage (Thorlabs, OCT-XYR1/M) is 1 degree. The spatial standard

deviation of the retrieved orientation angle is 4.84 degree, which is also originated

from the spatial sensitivity of PSIM system.

To further validate of this instrument, the retardance and orientation angle of bovine

tendon specimen were measured at different rotation angles, which are shown in Figs.

3-4 (b), (e) and (f). The bovine tendons are sliced into specimen with thickness

of 5µm, sandwiched between a glass slide and a coverslip, then fixed on the rota-

tion stage (Thorlabs, OCT-XYR1/M) with clippers. The bovine tendons contains

abundant collagen fibers which have high birefringent signals; in the meanwhile, the

orientation of the fibers are relatively uniform, except for some undulations, so that

they can be treated as ideal target to validate the measurement accuracy and imaging

performance of PSIM when imaging anisotropic sample with complex structures. In

Fig. 3-4 (b), the retrieved retardance maps of the bovine tendon sample are demon-
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strated at the rotation angles of 0�, 10�, 20� and 30�. At the same time, a specific

region of 100⇥ 100 pixels is chosen from the entire field-of-view (1200⇥ 1200 pixels),

which is tracked when we rotated the sample from 0� to 80� at an increment of 10�.

The spatially averaged values and standard deviations of retardance and orientation

angle in this tracked region are shown in Figs. 3-4 (e) and (f), as functions on the

dependence of rotation angles. For retardance, the mean and standard deviation

of the averaged retardance values over all the rotation angles are 0.73 rad and 0.04

rad, respectively, which indicates that the mean retardance does not change so much

when we rotate the sample stage. In the meanwhile, the spatial standard deviation

of the retardance value has a much larger value 0.11, partly result from the fiberous

structure of the collagen which have some fluctuations of retardance over space. For

orientation angle, the mean error between the averaged orientation angles and rota-

tion angles is 3.49 degree, which indicates the orientation angle measurement with

PSIM is convincing. The large spatial standard deviation of orientation angle (18.19

degree), however, due to the undulation of fiber orientations which is nothing to do

with system errors.

3.2.4 Analysis of measurement sensitivity

Here we used a quarter wave plate at 532 nm as our sample to test the temporal

sensitivity of PSIM. We captured a video of interferograms at a frame rate of 506 fps,

and retrieved the retardance and orientation angle maps of each frame with our po-

larization retrieval algorithm. Then we picked one pixel in the Field-of-View (FoV),

and demonstrated its retardance and orientation angle values’ variations on the de-

pendence of time in Figs. 3-5 (a) and (b). Meanwhile, we performed the Fourier

transform of the temporal sequences of retrieved retardance and orientation angle,

and showed the spectrums in Figs. 3-5(b) and (d). The standard deviation of the

amplitude and phase sequences over time is 1.56⇥10�2 and 4.60⇥10�3, respectively.

The full well depth of each pixel is 20000. According to the conclusions in ref. [128],

the uncertainty of the measured retardance value is 7.10⇥10�3, while the uncertainty

for orientation angle measurement is 3.60 ⇥ 10�3. Therefore, we validated that the
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Figure 3-4: The validation of PSIM imaging concept. (a) The scheme of the
wave plate rotation. � is the angle of the rotation, and we recorded the interferogram
every 10 degree. (b), the retrieved retardance map of the bovine tendon specimen
when the rotation angle is 0, 10, 20 and 30 degree, respectively. The retrieved ori-
entation angle in the black dashed box region is demonstrated with quiver plots, as
embedded in each subfigure; (c)&(d), the quantitative evaluation of the retrieved re-
tardance, and the orientation angle of rotating QWP at 532 nm. The purple cross
denote the averaged values, and the error bars show the standard deviations over the
field of view. Meanwhile, the blue dashed lines in (c), (d) show the actual value of
retardance (1.32 rad), and the values of rotation angles, respectively. The averaged
(e) retardance and (f) orientation angle, along with the standard deviation in the
region we are interested in (b), are plotted as a function of rotation angles. The scale
bar denotes 20µm.

experimental results accord with the theoretical analysis we described before, while

the slight deviation may come from some environmental perturbations.

Spatial sensitivity is another important criteria to judge the imaging quality. For

quantitative phase imaging system, people usually use light sources with long coher-

ence lengths. Highly coherent light sources will introduce speckle noise in images,

which will decrease spatial sensitivity, and degrade imaging quality. In this section,

we used a quarter wave plate at 532 nm as our sample to test the spatial sensitivity

for our system. Using a supercontinuum laser (Fianium CS400) as our light source,

we let the broadband light source to transmit through a band-pass filter (centered at
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Figure 3-5: The experiment data for temporal sensitivity analysis. (a)
the time sequence of retardance, where the values of amplitude are picked from one
specific pixel in the field of view; (b) the time sequence of orientation, where the
values are processed in the same way; (c) the logarithm of the Fourier transform of
retardance sequence; (d) the logarithm of the Fourier transform of orientation angle
sequence.

633 nm and the bandwidth is 10 nm). The relative large spectrum range of the laser

source will decrease the coherence length and reduce the speckle noise effectively. We

captured two full interfrogram frames, retrieved the amplitude and phase for both of

them. Then we divided these two amplitudes as our ‘relative amplitude’ that are to

be analyzed, while we also subtracted the two phases to obtain the ‘relative phase’

that will be analyzed. In this way, we can eliminated the influence of the sample

and the halo of the phase. Then we used our polarization retrieval algorithm and

retrieved the retardance and orientation angle maps. We crop a 250 ⇥ 250 area of

both retardance and orientation angle maps, which are shown in Figs. 3-6 (a) and

(b), and then calculated their standard deviation over the full frames. The standard

deviation of retardance is 0.017 rad , and the standard deviation for the phase is 0.223

deg (0.0039 rad). The histograms of both the amplitude and phase are also shown

68



Figure 3-6: The experiment data for spatial sensitivity analysis. (a) the map
of retardance distribution in radian; (b) the map of orientation angle distribution in
degree; (c) the histogram of the retardance map as a function of retardance values;
(d) the histogram of the orientation angle map as a function of orientation angle
values. The scale bar in (a) and (b) denotes 10 µm.

in Figs. 3-6(c) and (d). This result is very close to our theoretical analysis for the

temporal sensitivity, which means that the major source here for spatial noise is shot

noise. Therefore, the spatial sensitivity of our PSIM system is validated to be low

and our imaging system is able to provide a high quality quantitative imaging of the

flowing liquid crystals.

3.3 Analysis of Disodium Cromoglycate (DSCG) flow

in microfluidic channels

3.3.1 Polarization parameters of DSCG flow measured by PSIM

Due to the single-shot nature of PSIM, we can quantitatively image the flow behavior

of nematic fluids inside the microfluidic channel with high imaging speed. We inject

aqueous solutions of the nematic liquid crystal disodium cromoglycate (DSCG) at
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13wt% into a microfluidic device of length L = 50mm, width W = 15mm, and

thickness b = 6 ± 1µm, as shown in Fig. 3-7(a). To ensure a well-controlled initial

condition of the liquid crystal, we use a protocol of surface rubbing which induces

a planar alignment of DSCG along the direction of the flow. We allow the sample

to fully relax before starting the flow. The flow is induced by injecting DSCG at

a precise volumetric flow rate set by a syringe pump (Harvard PHD 2000). Once

the flow has reached a steady-state, we image the sample at a frame rate of 506 fps

in a 252 ⇥ 252µm2 region far from the inlet to avoid artifacts due to the injection

protocol. Note that the birefringence of 13wt% DSCG is ⇠ �0.015 at a wavelength

of 633 nm [129,130] which leads to a maximum retardance of ⇠ 0.98± 0.15 rad, well

within the maximum measurable value of PSIM, which is ⇡/2.

The measured retardance and orientation angle maps are related to the collective

behavior of the director field of liquid crystal molecules (aggregates) in DSCG flows, as

shown in Fig. 3-7 (a). The measured orientation angle � denotes the averaged in-plane

orientation angle along the z-direction, which describes how the LC molecules oriented

in x-y plane. In the meanwhile, the retardance � is the integrated phase difference

between the projected extraordinary and ordinary axes of the liquid crystal. Different

flow rates induce different 3D orientational heterogeneity in DSCG LC resulting in

different patterns of the retrieved retardance and orientation angle maps.

In this paper, a time-lapse video of the DSCG flow is acquired with PSIM at an

imaging speed of 506 fps, while both the retardance and orientation angle maps are

retrieved for each frame. In Fig. 3-7 (b), we demonstrated the mapping and quiver

plot of the retardance, and orientation angle retrieved by PSIM under a flow rate of

1 µl/min. The direction of flow is from left to right in the image. The quantitative

polarization images of the DSCG flow are represented as a colormap of retardance

and a quiver plot of the orientation angle, where the colors represent the magnitude of

retardance, and the direction of the rods denotes the orientation angles. The length

of the rods further denotes the retardance value.

In ref. [107], the authors have carefully investigated the physics of static patterns of

the retardance and orientation angle maps of DSCG flow in the microfluidic channel

70



under different flow rates. However, limited by the imaging speed of the polarization

imaging techniques, the high-speed quantitative polarization imaging of the DSCG

flow’s dynamics is still missing. Thanks to the large FOV and high imaging speed of

PSIM, we can perform quantitative temporal dynamics analysis of the DSCG flow in

microfluidic channels for the first time. Firstly, we quantify the temporal evolution

of retardance and orientation angle maps at different frames by computing their

Pearson Correlation Coefficient (PCC) with the first frame at a time interval of 2

ms within a time span of 40 ms. The curves of retardance and orientation angle

maps’ PCC values as functions of time are shown in Fig. 3-7 (c), from which we can

observe a clear trend of linear drop over time. To observe the temporal evolution of

the polarization parameters’ patterns more clearly, we extract small patterns (100⇥

100 pixels) of retardance and orientation angle out of the whole FOV and tracking

their evolution over time. The mapping and quiver plots of the selected patterns’

polarization parameters are embedded in Fig. 3-7 (c), with the time interval of

8 ms. The positions of the selected patterns are centered at the low-retardance

regions (< 0.2), which are of great interests for the study of DSCG flow’s dynamical

properties. More specific and detailed physical analysis of the dynamical behaviors of

DSCG flows in microfluidic channels based on PSIM measurements will be elaborated

in the following sections.

3.3.2 Characterization of patterns of DSCG flows*

To quantify the structures of DSCG flow, we determine the characteristic size of the

domains of varying retardance by calculating the normalized 2D spatial autocovari-

ance in the x- and y-directions, Cx and Cy, as shown in Fig. 3-8 (a),(b) [129]. The

observed decrease in domain size with increasing flow rate is reflected in a decay of

the autocovariance at increasingly smaller �x and �y. For the two lowest and the

highest flow rates probed, Cx and Cy exhibit a two-step decay suggesting a coexistence

of structures of two characteristic sizes. We use a double compressed exponential fit

to access the characteristic length scales Lx1 , Lx2 , Ly1 and Ly2 , characterizing the
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average sizes of structures along the x- and y-direction. For the intermediate range

of flow rates, we can fit Cx and Cy with a single compressed exponential function,

which yields Lx and Ly. Remarkably, Lx and Ly decrease systematically with the

average shear rate �̇ = q

wb2
for 4s�1 < �̇ < 500s�1, where q is the flow rate, and w and

b the width and the thickness of the channel, as shown in Fig. 3-8 (c). The average

characteristic size, defined as L =
p

LxLy, exhibits a power law dependence with the

shear rate, L / �̇
�0.19. The domains are elongated in the flow direction, with an

approximately constant aspect ratio Lx/Ly = 1.8 ± 0.3, as shown in Fig. 3-8 (d).

A decrease or an increase in shear rate leads to different characteristics of the domain

sizes and the aspect ratio, and we will first focus our discussion on the intermediate

range of shear rates.

3.3.3 Characterization of temporal evolution of DSCG flows*

To characterize the temporal evolution, we calculate the normalized spatiotemporal

autocovariance, Ct. As the flow velocity varies across the channel, we subtract the

contribution of different flow velocities across the gap, Vf , to the dynamics by using a

Lagrangian framework, where we move the region of interest by �x = Vf�t at each

time lag �t. For example, when Vf is equal to the average velocity V̄ under differenet

average shear rates, the normalized spatiotemporal autocovariance is shown in Fig.

3-9 (a). We then find the best-fit of the Ct in the range of intermediate average shear

rates at different Vf with a stretched/compressed exponential function, which yields a

timescale, which characterizes the fast dynamics related to one dominant mode. Also,

the timescale monotonically decreases with shear rates. When the average shear rates

transition to be lower or higher, Ct again exhibits a two-step decay which can be fitted

by a double-stretched/compressed and which yields two time scales corresponding to

two deformation modes.

We here focus on the temporal evolution in the special range of intermediate aver-

age shear rates, where the characteristic time are obtained from the spatiotemporal

autocovariance, ⌧ , reflects the combined effect of the relaxation time related to the

fluctuation of defects induced by shear stress, ⌧1, and the time scale related to the
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translation of defects controlled by flow velocity, ⌧2. ⌧ obtained from the fitting of

spatiotemporal autocovariance on different reference frames moving with velocities,

Vf , is shown in Fig. 3-9 (b). ⌧ is controlled by both the average shear rate and Vf/V̄ .

With the increase of average shear rate, the inverse of ⌧ , ⌧�1, systematically increase.

However, ⌧�1 demonstrates a non-linear dependence on Vf/V̄ : ⌧�1 decreases with the

increase of Vf/V̄ and approaches a minimum when Vf/V̄ is between 1 and 1.5; with

further increase of Vf/V̄ , ⌧�1 increases. The contribution of ⌧1 and ⌧2 to the total

time scale of fast dynamics ⌧ can be seen in a simple analysis of the spatiotemporal

autocorrelation by assuming exponential decays for both spatial and time autocorre-

lation and by taking into account a reference frame moving at the same velocity as

the central mass of defects, V ⇤, which gives rise to the relation: 1
⌧
= 1

⌧1
+

|V ⇤�Vf |
Lx

. Vf

corresponding to the lowest ⌧�1 reflects the central mass velocity of defects, V ⇤. We

find that V ⇤ is in between 1 and 1.5 times of the V̄ . This demonstrates that most

defects stay in the bulk of flow rather than near the boundaries. Fitting ⌧ yields a

characteristic time ⌧1 related to the fluctuation of defects and characteristic length

scale along x-direction, as shown in Fig. 3-9 (c). The length scale fairly well agrees

with the experiment results in Fig. 3-8 (c). This agreement validates the relation

among ⌧1, ⌧2 and ⌧ . Moreover, ⌧1 decreases with the average shear rate with the power

law of �1.17. The fluctuation of defects can be reasonably scaled by ⌧2 / L/V̄ . Com-

bining the dependence of L on the average velocity as obtained in Fig. 3-8(c) yields

⌧ / V �1.19, in agreement with the experiment results.

3.4 Conclusions & Discussions

In this section, I discussed the proposed novel single-shot polarization microscopy

techniques motivated by the studies of liquid crystal flows. Compared with QPIM

which is proposed several years ago, PSIM has larger Field-of-View (FoV) and more

straightforward retrieval algorithm that is more suitable for the quantitative imaging

of the dynamics of nematic liquid crystals. The imaging concept and the polarization
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retrieval algorithms have been fully described and derived. The retrieval accuracy and

efficiency have been validated with a sample of rotating wave plate and bovine tendon

slices. Thanks to the single-shot nature and satisfactory imaging performance, PSIM

provides a powerful tool to quantitatively probe the director field of anisotropic mate-

rials at an imaging speed of over 500 fps. Furthermore, the retardance map’s patterns

of DSCG flow under different flow rates captured by PSIM reveal domain structures

and topological defects in pressure-driven flow of nematic DSCG. We particularly

develop quantitative understanding of a special range in intermediate average shear

rates. Therefore, PSIM is believed to open up the avenue for more comprehensive

study of DSCG flow’s dynamical properties. We believe that PSIM is a powerful

tool to observe dynamics of anisotropic materials, and there will be more exciting

discoveries with PSIM in the future.

However, even if PSIM can provide with fast and highly accurate polarization imag-

ing, the retardance and orientation angle maps it provided are still in 2D. In the

future, we are planning to improve the PSIM system by adding optical sectioning

ability via using a broadband light source and dynamic speckle illumination. This

new system may enable the 3D imaging of LC flow and other anisotropic specimens.

In this way, we can envision the PSIM method with 3D imaging will become essential

for many applications in material inspection and biomedical research.

* these sections credit to Qing Zhang, prof. Irmgard Bischofberger and prof. Rui Zhang
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Figure 3-7: The temporal evolution the retardance and orientation angle
maps of LC flow measured by PSIM. (a) Schematics of DSCG flow inside the
microfluidics channel with a geometry of L = 50mm, W = 15mm, b = 6µm. The
director field of a single LC aggregate is also shown. (b) The retardance and ori-
entation angle maps measured by PSIM under a flow rate of 1µl/min. The color
and the length of the rods represent the magnitude of retardance, the direction of
the rods denotes the orientation angle. Three patterns with size of 100 ⇥ 100 pixels
which will be carefully investigated in (c) are labeled and numbered. (c) the curve of
Pearson Correlation Coefficient (PCC) of retardance and orientation angle maps on
the dependence of time. The temporal evolution of the selected patterns in (b) are
also embedded. The imaging speed is 506 fps, and the picked time points in (c) are 0,
8, 16, 24, 32 ms. The scale bars in (b) and (c) denote 20µm and 10µm, respectively.
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Figure 3-8: Characteristic size of structures in flowing DSCG controlled by
average shear rate. (a,b) Normalized 2D spatial autocovariance along x-direction
(a) and along y-direction (b). The solid lines denote compressed single or double
exponential fits. (c) The characteristic domain sizes along x-direction ((⇤) and (⌅)),
along y-direction ((�) and (•)), and average over x- and y-directions (�) versus
average shear rate �̇. The black line denotes L / �̇

�0.19. (d) Aspect ratio Lx/Ly.
The black line indicates Lx/Ly / K3/K1 = 1.9. Inset: Schematics of a pure twist
disclination loop.
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Figure 3-9: Temporal evolution of disclination loops. (a) Normalized spatiotem-
poral autocovariance obtained by moving the window of interest by �x = Vf�t
at each time lag �t and by setting Vf equal to the average velocity V̄ at dif-
ferent average shear rates(maroon ⇧): 0.2 µl/min, (burgundy �): 0.35 µl/min,
(dark red 4): 0.5 µl/min, (red ⇤): 1 µ/min, (reddish orange ⇧): 3 µl/min, (or-
ange 4): 5 µl/min, (amber ⇤): 10 µl/min. The lines denote compressed exponen-
tial fits. (b) Inverse characteristic time, ⌧�1, versus Vf/V̄ at different average shear
rates: (maroon ⇧): 0.2 µl/min, (burgundy �): 0.35 µl/min, (dark red 4): 0.5 µl/min,
(red ⇤): 1 µ/min, (reddish orange ⇧): 3 µl/min, (orange 4): 5 µl/min, (am-
ber ⇤): 10 µl/min. The dashed lines denote best-fits to ⌧�1 = ⌧1�1 + |V ⇤ � Vf |/Lx.
V ⇤ is the central mass velocity of defects and ⌧1 is the time scale characterizing the
fluctuation of defects. (c) ⌧1 decreases with increasing average shear rates (•). The
black line denotes ⌧1 / �̇

�1.17. Bottom inset: Comparison between Lx from fitting
⌧�1 (⌥) and Lx from fitting the normalized spatial autocovariance (⇤).
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Chapter 4

Single-shot 3D optical imaging of

biological cells with deep-learning

approach

In this chapter, I report my PhD work on developing a single-frame quantitative cell

tomography technique, termed deep-learning single-shot optical diffraction tomogra-

phy (DS-ODT) that realized 3D cell imaging at speed over 10,000 frame per second

with submicron spatial resolution. DS-ODT is based on an angle-multiplexed inter-

ferometric imaging system and a deep-learning based image reconstruction model.

Using DS-ODT, we demonstrated 3D imaging of red blood cell deformations in 3D

sheared by flow in microfluidic channels and high throughput 3D cell imaging at over

5000 cells/second. With unprecedented imaging speed while keeping submicron res-

olution, we envision DS-ODT will find a wide range of applications in biology and

medicine.

4.1 Introduction

Cellular imaging is central for biological research and medical diagnosis. In particu-

lar, the observation of cellular dynamic processes, such as cell migration [14], neural

action potential [2], membrane fluctuation [3, 4], and fast-moving cells in flow cy-
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tometers [5], are increasingly attracting researchers’ attention. To resolve these fast

cellular dynamic process (usually happened in milliseconds with spatial features in

micrometers), the priority is to improve the optical microscopes’ temporal resolution.

Recently, a multitude of novel high-speed optical imaging techniques have been pro-

posed. First of all, optical time-stretch imaging techniques, such as serial time-coded

amplified microscopy (STEAM) [1, 131, 132] and compressed ultrafast photography

(CUP) [133–136], provided an effective strategy to break the speed limit of the im-

age sensors and pushed the frame rate to over 106 fps. However, these techniques

are mainly 2D, has limited spatial resolution and provide mostly qualitative imaging.

Even if some recent works have partly addressed part of the problem [137,138], based

on lines-canning and asymmetric-detection, they still cannot provide 3D information

of cells.

Reconstructing 3D structure of biological cells is critical for resolving cellular dynam-

ical events. However, conventional 3D imaging techniques [139–141] requires multiple

measurements of angle-scanning or depth-scanning, which are time-consuming. By in-

corporating novel high-speed light scanning and photon detection hardware [142,143],

these techniques’ 3D imaging speed could reach several fps [144–147]. Lately, several

single-frame 3D fluorescence imaging techniques have been developed [148, 149] and

a single-frame label-free tomographic imaging technique based on optical coherence

microscopy (OCM) has been inplemented [150], which improved the 3D image speed

to a camera-acquisition-limited level. However, the poor spatial resolution and lack

of quantitative information still limited their applications to the imaging of cellular

dynamic scenes.

In recent decades, the emergence of quantitative label-free imaging opens up new

avenues for cell imaging, since it overcomes the limitations of photobleaching and

phototoxicity while providing, qualitative imaging [12]. In particular, the 3D quanti-

tative label-free imaging techniques, such as optical diffraction tomography (ODT),

simultaneously provides with 3D morphology and intrinsic biophysical/biochemical

marker’s distribution (RI map) of biological cells [32, 36, 42, 45, 151, 152]. However,

ODT, based on widefield microscopy, is inherently high-speed compared to many
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3D imaging techniques and high-speed angle scanning hardware, such as digital mi-

cromirror device (DMD), has been adopted to ODT can further boosting imaging

speed [43,47]. Many faster cellular dynamic events or characterizing a large cell pop-

ulation, still require higher throughput ODTs. In the following sections, I will firstly

introduce the basics of physical-model based ODT and deep-learning based compu-

tational imaging, which are the key building blocks for developing DS-ODT that has

demonstrated unprecedented 3D imaging speed.

4.1.1 Physical model based Optical Diffraction Tomography

(ODT)

Here I introduce the physical principles and mathematical framework for reconstruct-

ing 3D RI maps with angle scanning ODT. It worth noticing that this section is

important since even if we use data-driven method to improve imaging performance

(spatial resolution, imaging speed, etc) in DS-ODT, the ground truth RI maps we

used for the training dataset still require accurate physical modeling of the ODT

imaging process. Firstly, we can formularize the forward model for reconstructing a

three-dimensional refraction index (RI) map with angle-scanning captured holograms

as following:

gm = Sm(x) (4.1)

where gm is the measured complex field of the m-th illumination, while x is the 3D

refractive index (RI) map we want to solve. S is the operator we can map the refrac-

tion index to the measured field, which could be formulated with different physical

theories. Then the inverse problem of Eqn. (4.1) can be described as following:

x̂ = argminx

NX

m=1

kSm(x)� gmk22 (4.2)

where x̂ is the estimated refractive index (RI) map using N illumination angles. The

forward model S is nonlinear, therefore, directly solving Eqn. (4.2) is quite difficult.

One of the solutions is to linearize Eqn. (4.2) with proper approximations. For
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examples, to image biological cells, we usually apply first-order Rytov approximation

[42], which could simplify Eqn. (4.1) to be as following:

Sm(x) = Amx =

Z

V

x(r0)e�i(k�km)·r0dr0 (4.3)

where Am is the linear model generated by Rytov approximation for the m-th illumi-

nation angle, which is basically mapping the 3D refraction index into a 2D Fourier

space. r0 is a spatial coordinate of a point in spatial domain, while k is a wave vector in

frequency domain, which can be written as k = (kx, ky). km is the wave vector of the

m-th illumination angle, which could be expanded as km = ksm = k(s(m)
x , s(m)

y , s(m)
z ).

The left hand side of Eqn. (4.1) could be rewritten as:

gm =
ksm

z

2⇡i

Z Z 1

�1
U (m)
0 (r0) ln

U(r)

U (m)
0 (r)

e�i(ks
(m)
x x+ks

(m)
y y)dxdy (4.4)

where U (m)
0 (r) is the m-th illumination field, and U(r) is the summation of the il-

lumination electric field U0(r) and the field scattered by the sample Us(r). Similar

to Eqn. (4.3), it also maps the electric field to a 2D Fourier space. In this way, we

can linearize the forward model, however, the inverse problem is still difficult to solve

since it may amplify the noise and the missing cone problem (missing axial frequency

support at low lateral frequencies of the k-space) still exists [32,44]. To mitigate those

problems, we usually introduce a regularization term in Eqn. (4.2) and the inverse

problem becomes:

x̂ = argminx

NX

m=1

kAmx� gmk22 + ↵R(x) (4.5)

where ↵ is the regularization coefficient, while R(x) is the regularization term. This

method is called regularized Rytov ODT.

It is important to note that the linear model presented is still inaccurate for most

cases because it still assumes single scattering in the specimen. In order to account

for multiple scattering, proper nonlinear forward models are needed to address the
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multiple scattering problem. Beam propagation method (BPM) is a well-known ap-

proach that slices the 3D refractive index (RI) of a volume along z directions into

k = 1, 2, ..., K layers, resembling the structures of neural networks [45, 151]. The

electric field between layers is propagated via linear mapping:

Sk(x) = diag(pk(xk))HSk�1(x) (4.6)

where Sk(x) is the optical field of the k-th layer, and diag(·) is the operator to turn a

vector into a diagonal matrix. H is diffraction operator that is simplified by Fresnel

propagation, while pk(xk) = exp (ikxk)�zdescribes the refraction taking place in the

k-th layer, where xk is the refraction index map at the k-th layer and �z denotes the

interval between layers. Then the inverse problem can be formulated as:

x̂ = argminx

NX

m=1

���S(m)
K

(x)� gm
���
2

2
(4.7)

The strategy to solve this problem is based on gradient descent and back-propagation.

Firstly, we calculated the gradient of the loss function by iterating along different lay-

ers, then we update the RI values of different layers (xk, k = 1, 2, ..., K) by applying

TV regularization. This method is quite similar to training a neural network, there-

fore, the method is called Learning Tomography based on Beam Propagation Method

(LT-BPM).

Among these ODT reconstruction algorithm, LT-BPM can retrieve the 3D RI maps

with good accuracy. Here we reconstruct the 3D RI map of a polystyrene bead (RI

⇠ 1.595, diameter ⇠ 10µm) with Rytov ODT, Rytov ODT with regularization and

LT-BPM, respectively, and evaluate their performances. The microbeads were im-

mersed in the medium of oil with the RI of 1.56 and sandwiched with two No.1

coverslips. The 3D RI maps are reconstructed based on the interferograms acquired

from 49 illumination angles by a home-built optical diffraction tomography system.

Note that, LT-BPM method is initialized with Rytov ODT reconstruction results to

accelerate the convergence. The comparison of the reconstruction results is shown
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in Figs. 4-1 (a), (b) and (c), respectively. Noticeably, in regularized Rytov ODT

and LT-BPM, the value of regularization coefficient ↵ can be adjusted to balance

between the data-fidelity term and the regularization term to denoise and to miti-

gate the missing-cone issues. Usually, this parameter tuning process is empirical. To

fairly compare the 3D RI maps, the regularization coefficient ↵ for both regularized

Rytov ODT and LT-BPM is chosen to be 5⇥ 10�5, and each algorithm (Rytov with

regularization and LT-BPM) iterates for 50 timesteps.

In Figs. 4-1(d) – (e), we compared the lateral and axial cross-sections of the beads’

RI profiles reconstructed by the three approaches. We see that Rytov ODT method

without any regularization, despite its fast speed, incur two major artifacts: first,

some of the region in the reconstruction has RI values lower than 1.56, which is im-

possible in real cases; second, the RI reconstructions incur visible elongation along

the axial direction and the reconstructed RI values are smaller than they should be.

We found that non-negativity constraint in Rytov or LT-BPM is sufficient to resolve

the first type of artifacts. However, LT-BPM is better than the regularized ODT

at mitigating that axial elongation artifact , as indicated in Fig. 4-1 (e). Since the

regularized Rytov ODT and LT-BPM share the same regularization coefficient, we

conclude that the improved performance resulted from the introduction of the non-

linear scattering model (beam propagation method). To further justify our claim,

we imaged 100 polystyrene beads and calculated the MAE and RMSE between the

ground truth and the RI maps reconstructed by the proposed three methods, and

demonstrated the results in Figs. 4-1 (f) & (g), where we see for both MAE and

RMSE, LT-BPM outperforms the other methods. Therefore, we are confident that

LT-BPM is a more reliable approach for reconstructing the ground truth RI maps for

composing the training dataset in DS-ODT.

4.1.2 Deep learning based computational imaging

To push ODT’s imaging speed limit even further, data-driven approaches are perhaps

necessary to compensate the severe information deficit of the reducing illumination
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Figure 4-1: The evaluation of micro-beads’ RI maps reconstructed with
different approaches. We demonstrated 3D RI maps of a polystyrene bead recon-
structed with (a) Rytov ODT approach, (b) Rytov ODT approach with TV regular-
ization, and (c) LT-BPM, respectively. The plots of the 3D RI maps along (d) x-axis
and (e) z-axis, respectively, of different reconstruction methods and the ground truth
RI map. The quantitative evaluations of the (f) MAE, and (g) RMSE of the ground
RI maps, and the ones obtained with different reconstruction methods’ performance.
The scale bar in (a) denotes 10 µm, while the while dashed lines show the positions
where we plot the curves in (d) and (e).

angles. In particular, deep learning [153] has gained tremendous popularity in various

applications of computational imaging, due to its versatility and fast inference when

the machine learning model has been trained [154–157]. Recently, deep learning is

also widely used in quantitative optical imaging as an important auxiliary method

to solve inverse scattering problem, as shown in ref. [154]. These algorithms, typi-

cally in the supervised manner, during the training stage, learn from the examples

the underlying relationship algorithms under many circumstances. During the testing

stage, the trained machine learning engine is used to predict the unseen test examples

from the test inputs. Some classical machine learning frameworks are often used for

imaging- related applications, including U-Net [158], ResNet [159], etc.
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One of the important imaging problems that deep learning approaches could solve is

the phase retrieval problem under low-photon circumstances [160]. A multitude of

phase retrieve methods can be used to recover the phase maps from defocused in-

tensity measurements, such as the Gerchberg-Saxton (GS) and the gradient descent

method. However, they may fail quickly when we decrease the illumination power.

Another method is to train a DNN, which is based on U-Net and residual blocks

as discussed, to directly predict the phase map from a noisy intensity measurements

(end-to-end). However, in this case, the DNN will not only overcome the shot noise,

but would also be required to learn the Fresnel propagation law, which may require a

lot of data and many training epochs. The most efficient way is to use GS algorithm

to generate an approximant of the phase map, then pairing this approximant and the

ground truth phase maps and feed to the DNN for the training, which is also called

phase-informed method. Examples [161] have also shown that physics-informed deep

learning algorithms, where the known physics knowledge has been incorporated into

the machine learning algorithm, typically as a pre-processing step, are generally much

more efficient than the physics-blind counterparts, where the machine learning engine

is used as a black-box to directly learn the map from the input to the output.

Similarly, in the development of high-speed ODT, one of the most efficient methods

is reducing the illumination angles. However, fewer illumination angles will cause the

information deficit, which deteriorates the imaging quality of 3D RI maps. The miss-

ing information could be learned from training dataset with deep learning approach,

however, the end-to-end approach will require a lot of data and many training epochs.

Therefore, physical-informed deep-learning approach is applied here by implementing

a crude phase estimation step, in order to increase the training efficiency. The details

of this technique will be elaborated in following sections.
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4.2 Principles of Deep-learning Single-shot Optical

Diffraction Tomography (DS-ODT)

Based on the aforementioned ODT techniques with angle-multiplexing hardware and a

deep-learning based image reconstruction model, we developed DS-ODT that achieves

high-resolution single-frame 3D cell imaging. The principles of DS-ODT will be elab-

orated in this section, and more details will be covered in our coming publications.

4.2.1 Overall pipeline

The overall pipeline of Deep-learning Single-shot Optical Diffraction Tomography

(DS-ODT) is introduced and shown in Fig.4-2. As in Fig.4-2(a), the four-angle-

multiplexed interferogram captured by an angle-multiplexing ODT system incorpo-

rating a high-speed CMOS camera (over 10,000 fps) is input to DS-ODT algorithm

for 3D RI map reconstruction. Firstly, the crude phase maps are estimated from the

interferogram based on spectral filtering; then 3D RI map is predicted from the crude

phase maps using the trained Machine Learning engine (ML engine).

The training of the ML engine is elaborated in Fig.4-2(b). We prepare a training

dataset, where the input is the crude phase maps estimated from the four-angle-

multiplexed interferograms; while the ground truth RI maps are produced by LT-

BPM [45,151], based on the 49 true phase maps, each extracted from the single-angle

interferogram corresponding to each illumination angle.

The main architecture of Machine Learning engine (ML engine) is the generalization

of the Learning to Synthesize by DNN (LS-DNN) [162] to 3D, which is intended to

improve the spatial resolution of the output 3D RI maps. Moreover, to better pre-

serve the fine features, the Negative Pearson Correlation Coefficient (NPCC) [161] is

used as our training loss function. After the ML engine has been trained, it is used

to predict RI maps from the multiplexed interferograms of unseen cell samples.

Thanks to the use of angle-multiplexing ODT system, high-speed CMOS camera and

deep learning, DS-ODT achieves the 3D imaging speed that few existing method
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could rival, still with submicron spatial resolution. Single-frame 3D imaging is re-

alized by angle-multiplexing ODT technique combining four illumination angles in

one snapshot interferogram, while the trained ML engine learned the missing infor-

mation from the training data so that the four-angle RI reconstruction could have

similar performance as their counterparts reconstructed with ⇠ 50 angles. The uti-

lization of high-speed CMOS camera further pushes the 3D imaging speed to over

10,000 fps; at the same time, the inference time of our ML engine is negligible. The

details of angle-multiplexing ODT hardware along with the crude phase estimation

and machine learning engine that constitutes DS-ODT algorithm will be elaborated

in following sections.

4.2.2 Angle-multiplexing ODT

DS-ODT utilizes a novel optical system design multiplexing multiple illumination

angles in one interferogram, which is termed angle-multiplexing ODT. Angle multi-

plexing is achieved by overlapping multiple Lee hologram patterns on the first DMD

(D1), as shown in Fig. 4-3. As we have validated our deep learning-based algorithm

can learn the missing information from the training data so that the four-angle RI re-

construction could have similar performance as their counterparts reconstructed with

⇠ 50 angles, we overlapped four incident angles’ Lee hologram patterns on DMD.

TThe angle multiplexed interferogram generated by the four incident light beams can

be transformed to the spatial frequency domain as shown in Fig. 4-3(b).

The detailed optical system design of angle-multiplexing ODT is shown in Fig.4-3.

A 532 nm laser (Changchun New Industries Optoelectronics Technology, MGL-III-

532-300mW) is used as the illumination source and the laser beam is divided into two

beams by a 1 × 2 single-mode fiber coupler (SMFC), of which one beam is used as the

sample beam, while the other serves as the reference for interferometric detection. The

sample beam is collimated by a lens L1 (f1 = 200 mm), then impinging onto DMD D1

(Texas Instruments Inc., DLP LightCrafter 9000) which is programmed for displaying

Lee hologram patterns to generate multiple illumination angles. Lens L2 (f2 = 150

mm) enables these reflected beams to form a series of diffraction spots at the Fourier
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Figure 4-2: The pipeline of DS-ODT. (a). The pipeline of 3D RI time-lapse video
reconstruction with DS-ODT algorithm, which consists of the following two primary
steps: crude phase estimation and inference with trained machine learning engine.
(b). The training process of the machine learning engine. The upper part demon-
strates the preparation of ground truth RI maps: the RI maps are produced by the
physical-based ODT reconstruction algorithm (LT-BPM) from all 49 interferograms
captured with angle-scanning illumination. The lower part of (b) shows the input
to the training is the four crude phase maps estimated from the angle-multiplexed
interferogram of the same training sample.

plane, where the second DMD2 (Texas Instruments Inc., DLP LightCrafter 6500) is

placed. The filter mask patterns shown in the inset 1 of figure is loaded onto DMD2

to block the extraneous diffraction orders and only allow the desired 1st diffraction

order to pass along the excitation path. Next, the filtered beam is reflected by mirror

M1 and collimated by lens L3 (f3 = 200 mm). Followed by a 4f system composed of a

tube lens L4 (f4 = 300 mm) and objective lens OL1 (Zeiss, 63X/1.3, water immersion)

which used to magnify the angle range of the sample beam. Afterward, the sample

beam illuminates the sample to generate the scattered light which carries the sample
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structural information and collected by the objective lens OL2 (Zeiss, 63X/1.25, oil

immersion) and lens L5 (f5 = 150 mm). A beam splitter (BS) is put behind the

lens L5 to combine the sample and the reference beam for forming the interferogram

which is recorded by a high-speed camera (Photron, Fastcam SA-X2) after passing

through the last 4f system consists of lens L6 (f6 = 60 mm) and L7 (f7 = 400 mm).

4.2.3 Crude phase map estimation

After the four-angle-multiplexed interferogram is captured, the next step is retrieving

the phase maps of each illumination angle with spectral filtering method. This step

informs physical model information to the deep-learning model and is essential for

improving the training efficiency and decreasing the size of dataset. It worth noticing

that the scattered fields’ information of each incident angle is coupled together, there-

fore, the direct linear filtering inevitably causes frequency missing or aliasing. That

is why we called the phase maps retrieved after this spectral filtering step as ‘crude

phase maps’. The specific procedure for crude phase estimation is elaborated below.

We applied the spatial Fourier transform to the angle-multiplexed interferogram, and

the amplitude of the Fourier space is shown in Fig. 4-3 (c). In the 0th order (the center

region of the Fourier space), we can see nine bright spots, where the center one is the

DC term, while the other 8 spots come from the interference between sample beams

from different illumination angles. In the +1st and �1st orders (diagonal regions of

left-down and right-up), the four bright spots are originated from the interference

between the four sample beams coming from each incident beam and the reference

beam and are labeled with red spots in Fig. 4-3 (b). To extract the phase maps of

the 4 illumination angles separately, four spectral filters matching the four angles are

applied to the +1st order, as shown in Fig. 4-3 (c). The gray region denotes the

contour of +1st order that has been shifted to the center of the Fourier domain; the

unfiltered regions that correspond to each incident angle, are labeled white in each

spectral filter. The retrieved crude phase maps are also shown in Fig. 4-3(c).

Balancing between the needs to retain high-frequency components and to minimize
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the spectral aliasing,the pass bands of the spectral filters are carefully adjusted. Here

we use the size of the numerical aperture of the objective (NA) on the Fourier space

as the unit to calculate the size of our spectral filters. The numerical aperture of the

objective is 1.2, which means the spatial frequency of 1 NA on the Fourier space is

1.2/�. In Figs. 4-3 (d)-(e), we show the PCC, MAE of the crude phase maps and

true phase maps when the filter size equals 0.3 NA, 0.5 NA and 0.8 NA, respectively.

We can see the relatively larger filter size will deteriorate the accuracy of the crude

phase maps, due to the aliasing problem. However, the retrieval accuracy of 0.5 NA

filters is just slightly better than that of 0.3 NA filters, which means the percentage

of the high frequency components of our specific imaged samples is not significant.

Here we choose the filter size to be 0.5 NA.

To describe our crude phase estimation method more rigorously, the procedures of

decoupling crude phase maps from the multiplexed interferograms can be mathemat-

ically formularized as following. The interference between the multiplexed N-angle

illuminated sample beam and the reference beam satisfies :

Imultiplex =
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where ER is the reference electric field, which is actually a plane wave and E(m)
S

is

the electric field scattered by the sample with the m-th illumination angle. Here,

the bracket h·i denotes the correlation function, which could explain the interference

between electric fields. In the second row of Eqn. (4.8), the third term denotes the

interference between the scattered beam and the reference beam, which is shown in

the +1st and �1st order in the Fourier domain. If we expand this term, we can obtain

the following expression.

NX

m=1

D
E(m)

S
, ER

E
=

NX

m=1

���E(m)
S

(r)
��� |ER| cos ((k(m)

S
+ kR) · r+��(m)(r)). (4.9)

91



Figure 4-3: The system design of DS-ODT, and the estimation of the crude
phase maps (spectral filtering method). (a) The schematic diagram of our
experimental setup of the DMD-based ODT system. (b) the demonstration of the
illumination angles’ pattern on the back focal plane (BFP) of the objective. The
green dots show the illumination angles for angle-scanning scheme, while the red dots
show the illumination angles used for angle-multiplexing scheme. (c) The pipeline of
the spectral filtering method. (d)-(e), the PCC and MAE of the crude phase maps
(according to the true phase maps), respectively. The scale bar denotes 20 µm.

where k(m)
S

is the wave-vector of the scattered field of the m-th illuminated angle,

while kR is wave vector of the reference beam. Taking only the +1st order and

performing the spatial Fourier transform:

Ĩ+1(k) = |ER|
NX

m=1

=
h���E(m)

S
(r)

��� exp (i��(m)(r))
i
⇤ �(k� k(m)

S
� kR) (4.10)

where Ĩ+1(k) denotes the +1st order in Fourier domain, while =[·] is the Fourier

transform operator, and ⇤ denotes 2D convolution. For the m-th illumination angle,
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the original point in k-space is shifted to the position k(m)
S

� kR. ‘Therefore, we can

see four bright points on the 1st order of the Fourier domain. However, in the actual

measurement, the numerical aperture of objective lens is limited, so we need to add

a pupil function before Eqn. (4.10). Then we can obtain the Fourier domain of the

real measurement:

Ĩm(k) = P (k� kR) · Ĩ+1(k) (4.11)

where P (k�kR) is the pupil function defined as following: P (k) = 1 when |k� kR| 

kc ; andP (k) = 0 when |k� kR| > kc, where kc = 2⇡
�
NA is the cutoff frequency of

the pupil function, and � is the wavelength and NA is the numerical aperture of

the objective. The frequency domain profiles of the total N illumination angles are

overlapped, and cannot be completely separated by linear fitting. However, if the

distributions of the N illumination angles are represented in the frequency domain,

the contributions from the different angles may still separable without severe aliasing

(if N is not too large). For the m-th illumination angle, the filtering process satisfies:

Ê(m)
S

(r) =
���Ê(m)

S
(r)

��� exp (i(��̂(m)(r) + (kR + k(m)
S

) · r))

= =�1
h
p(m)(k� kR � k(m)

S
) · Ĩm(k)

i
.

(4.12)

where Ê(m)
S

(r) is the estimated complex field, and =�1 is the inverse Fourier transform.

p(m)(k � kR � k(m)
S

) is the linear filter which could decouple the information of the

m-th illumination angle, which is defined by p(m)(k) = 1, when
���k� kR � k(m)

S

��� < kf ,

where kf is the cutoff frequency of the filter. The choice of kf represents a trade-

off: a larger kf value could improve the resolution of the retrieved phase map, while

introducing more severe aliasing; whereas, a smaller kf helps reduce aliasing at the

cost of more loss on high spatial frequencies. With an additional measurement of the

background, the same field of view without sample, (its Fourier transform of the +1st

order is represented as ĨBG(k)), the retrieved phase maps of the m-th illumination
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angle can be calibrated as:
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where \ denotes the phase of a complex field. These phase maps retrieved from mul-

tiplexed illumination angles are termed ‘crude phase maps’. In our angle-multiplexing

ODT system, we choose the total number of multiplexed illumination angles to be

N = 4 , which are uniformly distributed along the outer circle on the back focal

plane (BFP) of the objective lens. These four angles have the same titling angle

(60�), and the azimuthal angle interval between the adjacent two illuminations an-

gles is 90 degree. This arrangement is designed to minimize the aliasing between

the illumination angles. As we discussed before, in our work, the value of kf is cho-

sen to be 0.5kc = 0.5 ⇥ 2⇡
�
⇥ NA, as it best keeps the balance between preserving

high-frequencies and avoiding aliasing. However, even if there is information loss,

the crude phase estimation still provides with enough prior physical information for

efficient training efficiency improvement and will be discussed further in following

sections.

4.2.4 Machine learning engine

After the crude phase maps are estimated with spectral filtering method, they will

be fed to our trained machine learning engine (ML engine) as input to predict the

output 3D RI map, as shown in Fig. 4-2 (a). While providing physical information via

the crude phase map estimation can improve training efficiency, the training strategy

itself is also critical. The training dataset is consisted of 900 pairs of inputs (four

crude phase maps estimated from a single-shot interferogram) and ground truth (3D

RI map reconstructed from 49 true phase maps with LT-BPM) of NIH/3T3 cells, from

which we took 5% data as validation dataset. Besides, we took another ⇠ 40 pairs

of inputs and ground truths for testing. This training dataset is not large, however,
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with our physical-informed deep learning approach and proper training strategies, it

could still acquire good testing performance and generality, which we will elaborate

in following sections.

The basic architecture of our machine learning engine is the residual U-Net block

shown in Figs. 4-4 (a) & (b), where we see that canonical U-Net consists of multiple

down residual blocks (DRB), gradually extracting features from the input, followed

by several up residual blocks (URB) to scale the feature maps up to the correct size.

Skip connections are proven beneficial for the spatial resolution of the reconstructions.

In the meanwhile, we use residual blocks in the U-Net to stabilize training and avoid

gradient exploding/vanishing when the network depth is large [159].

Since the task of our machine learning engine is 3D image reconstruction, the regular

Figure 4-4: The machine learning engine. (a) the general structure for the
residual U-Net. (b) detailed structures for Down-residual Blocks (DRB), Up-residual
Blocks (URB) and Residual Blocks (RB). (c). The two-step training process for
LS-DNN.

training loss functions, i.e., mean square error (MSE), mean absolute error (MAE),

may not able to obtain satisfactory performance as the correlation between different
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pixels is ignored. Therefore, our neural network is trained with negative Pearson

Correlation Coefficients (NPCC), defined as

NPCC(y, ŷ) = �
P

N

i=1(yi � ȳ)(ŷi � ¯̂y)qP
N

i=1(yi � ȳ)2
P

N

i=1(ŷi � ¯̂y)
(4.14)

where y and ŷ are the ground truth and output of the neural networks and i indexes

the pixels. NPCC loss function is chosen since it is proven to be more efficient in

reconstructing fine features [161], however, since NPCC is constant under any affine

transformation, i.e. , NPCC(y, ŷ) = NPCC(y, aŷ + b) for all a, b. Therefore, to

make sure that the reconstructions are accurate, we need to calibrate the raw output

of the neural network nout(x, y) with the linear fitting:

nestimate(x, y) = ↵1nout(x, y) + ↵2, (4.15)

where nestimate is the estimated RI map and ↵1,↵2 are the linear coefficients estimated

from the minimum mean-square-error linear fitting of the raw output of the machine

learning engine with the ground truth, based on the validation database. To further

justify our choice of training loss function, we compare the testing loss of NPCC and

MAE loss functions, in terms of quantitative metrics (PCC, MAE and RMSE) in Fig.

4-5. We see that, all others factors being same, NPCC as the training loss function

gives us the best reconstructions. Therefore, the use of NPCC as the training loss

function, despite the need for a further step of linear fitting, is justified.

It is worth noticing that the testing loss of RBCs are even worse than the results

of other species when the ML engines is trained with both loss functions. That is

because the training data set only has the images of NIH/3T3 cells, which is an eu-

karyotic cell species; however, the RBCs don’t have any intracelluar structures, such

as nuclei, organelles, etc. However, even so, the PCC test loss of RBCs are still larger

than 0.85, which still validate that our DS-ODT method is reliable.

However, even if the aforementioned training method can obtain satisfactory quanti-

tative evaluation results, as shown in Figs. 4-5 and 4-6, the deficiency of high frequen-

96



Figure 4-5: Quantitative evaluation of DS-ODT’s reconstruction with dif-
ferent training loss metrics. (a)-(c), the PCC, MAE loss, and RMSE loss of
the ground truth RI map (LT-BPM reconstruction with 49 angles) and the RI map
reconstructed with our trained DNN on the dependence of different cell species, re-
spectively. The DNN model used for producing the RI map is trained with dataset of
NIH/3T3 cells. The blue bars show the results of the DNN trained with NPCC loss
function, while the red bars demonstrate the results of the MAE loss function trained
DNN model.

cies in the reconstructions is still observed, as the reconstructions of many machine

learning algorithms. This phenomenon will reduce the reconstructed image’s spa-

tial resolution and jeopardize the visualization of many intracellular structures. To

compensate for this deficiency, we adopted the training strategy called Learning-to-

synthesize by DNN (LS-DNN) [162] and extend it to 3D case.

The first step is pre-modulating the ground truth 3D RI maps to extract their high-

frequency bands. We empirically choose the high frequency band of the training

examples in the following manner: let n(x, y, z) be the 3D refractive index profile

with the understanding that z is the distance to the middle of the computational

window in z direction. In DS-ODT, the ground truth RI map reconstructed by LT-

BPM have 100 layers along z-direction in total, and the interval between layers is

⇠ 0.2µm. The central layer is the focal plane where we denote as z = 0, and the

cell is usually located in the region near the focal plane (i.e |z|  40 layers or 8µm).

In the cell region, most of the organelles are located at layers |z|  30, where we

have both low frequencies and high frequencies; and at layers 30 < |z|  40, we have

the boundaries (membranes) between the cell and medium, where contains more high

frequencies. In the layers |z| > 40, we don’t have any useful information, so the mod-

ulation is not necessary. The boundary locations (i.e z = 30, z = 40) are based on
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our observation of the ground truth dataset, and empirically selected to maximize the

high-frequency band recovery. Thereafter we let F (n(x, y, z)) be the Fourier trans-

form of n(x, y, z). We specially design the high-pass filters M(kx, ky; z) per our prior

knowledge about the ground truth RI map, and the filtered examples ñ(x, y, z) have

Fourier transform F (ñ(x, y, z)) = F (n(x, y, z))M(kx, ky; z),where the spectral filter

M(kx, ky; z) satisfies:

1. M(kx, ky; z) = (k2
x
+ k2

y
)1.5 for |z|  30;

2. M(kx, ky; z) = (k2
x
+ k2

y
)0.8 for 30 < |z|  40;

3. M(kx, ky; z) = 1 for |z| > 40.

Thereafter, we trained two additional DNNs. As shown in Fig. 4-4(c), along one

bench, a DNN is trained to emphasize high frequency signal, i.e. DNN-H, which

is trained with spectrally pre-modulated examples where the high frequencies are

amplified. This results in reconstructions of the high-frequency band to be reliable,

but not the low-frequency band. On the other hand, in the low-frequency branch,

where DNN-L, or DNN-low, is trained with unfiltered examples and therefore the

reconstructions are reliable in the low-frequency band but not the high-frequency

band. At the second step in training, we use a third DNN, termed DNN-S, or DNN-

synthesizing, to learn to synthesize the preliminary reconstructions from DNN-L and

DNN-H, so that the final reconstruction is of high fidelity in all frequencies [162,163].

After applying LS-DNN strategy, our reconstructed 3D RI maps not only have great

quantitative evaluation results, but also manifests enough details and fine structures

in 3D, as shown in Fig. 4-7 and Fig. 4-8.
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4.3 Validations for Deep-learning Single-shot Opti-

cal Diffraction Tomography (DS-ODT)

4.3.1 Quantitative evaluations based on different schemes

After demonstrating the principles of DS-ODT, we need to evaluate its performance.

To quantitatively demonstrate the effectiveness of the DS-ODT algorithm, we first

compare the reconstruction quality and the time-cost, of the following three schemes:

LT-BPM, Multi-frame Deep-learning ODT (MDODT), and the DS-ODT. LT-BPM

is a physical-model based ODT algorithm; MDODT is deep learning based ODT but

not using angle-multiplexing; DS-ODT is our proposed method that combining angle-

multiplexing ODT system and deep learning algorithm. The time-cost is evaluated

with acquisition time that is indicated by the number of image acquisitions, denoted

by K, while the reconstruction quality is manifested with the Pearson Correlation Co-

efficient (PCC), Mean Absolute Error (MAE) and Root Mean Square Error (RMSE)

compared against 49-angle LT-BPM reconstructions (ground truth), as shown in Fig.

4-6 (a). Noting that usually K acquisitions are based on K illumination angles that

are individually captured. The only exception is in LT-BPM and DS-ODT, when K

equals 1, it corresponds to one interferogram that is multiplexed with four illumina-

tion angles.

The details of each 3D RI reconstruction scheme will be elaborated as following.

Firstly, LT-BPM reconstructions based on K acquisitions. In this scheme, interfero-

grams based on K illumination angles are individually captured. The LT-BPM algo-

rithm takes in these K phase maps, where each is extracted from the corresponding

single-angle interferogram, and produces the final reconstructions iteratively. Since

the phase estimation from the single angle interferograms is highly reliable, we will

refer to phase maps thus estimated as true phase maps.

Multi-frame deep-learning ODT (MDODT) with K illumination angles. The data

acquisition process is identical to that in the scheme I, but a machine learning engine

is trained to map K true phase maps to 3D refractive index (RI) maps. It costs the
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same acquisition time as that of LT-BPM for the same K. Though the training may

take a few hours, the inference time is negligible once the network has been trained.

Note that here, for K = 1, it refers to the scenario where only the normal incident

illumination is used.

DS-ODT, where the input to the pipeline is the single-shot angle-multiplexed interfer-

ogram based on 4 uniformly spaced illumination angles (but only 1 acquisition). The

machine learning engine is trained to produce 3D RI maps from the crude estimation

of the four individual phase maps.

From Fig. 4-6 (a), we see that the reconstruction quality of LT-BPM degrades signifi-

cantly as K, or equivalently, the acquisition time decreases; whereas in MDODT, this

bottleneck is largely overcome by the introduction of machine learning – the recon-

structions based on K = 4 is almost indistinguishable from that of K = 32. Therefore,

the use of machine learning, besides its advantage in inference speed, is well justified

as it enables as good reconstructions with much fewer number of illumination angles,

and thereby, much shorter acquisition time. Moreover, in DS-ODT, the further reduc-

tion of acquisition time does not sacrifice the reconstruction quality much; namely,

the DS-ODT reconstruction is close to that of MDODT when K = 4, while reducing

the acquisition time by a factor of 4; and it outperforms MDODT for K = 1 (the

normal incident as the only illumination angle), where the data acquisition time is

the same. Based on the above comparison, we conclude that DS-ODT achieves the

best compromise between imaging speed and reconstruction quality.

Subsequently, we evaluated the generalization ability of the DS-ODT algorithm, where

the DS-ODT model trained on ⇠ 900 NIH/3T3 cells is used to predict the RI maps of

other cell species. Quantitative evaluations, where predicted RI maps are compared

to the ground truth produced by the 49-angle LT-BPM, are conducted and shown in

Fig. 4-6 (b). From the test results, we can see even if the training dataset only con-

tains one cell species (900 input-ground truth pairs), the generalization performance

on other eukaryotic cell species (HEK293T, HeLa, COS-7 cells) is quite good and

therefore, we are confident in the generalization ability of the DS-ODT algorithm.
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Figure 4-6: Quantitative evaluation of DS-ODT’s performance. (a), the
comparison of the performance (PCC, MAE, and RMSE) of LT-BPM, MDODT and
DS-ODT as the function of the number of acquisitions K. (b) the generalization
performance (PCC, MAE and RMSE) of the DS-ODT model trained on NIH-3T3 on
various cell species.

4.3.2 Visualized results of other species of cells

In Fig. 4-7, we show examples of the predicted 3D RI maps of various cell species by

our Learning-to-Synthesize (LS) enhanced DS-ODT trained on NIH/3T3. Specifically,

the center x-y cross-section, the x-y sections that are ±1µm apart from the center x-y

cross-section and the y-z section are shown, along with the 3D rendering of the RI

map. From Fig. 4-7, the chromosomes, the nuclei’s boundaries, and other organelle’s

profiles are readily distinguishable from the focal plane of the reconstructed 3D RI

map, indicating high spatial resolution and good reconstruction quality. of NIH/3T3

cells, HEK293T cells, and COS-7 cells are shown.

In Fig. 4-8, we show further comparison of reconstructions by LT-BPM with the

same four illumination angles, DS-ODT, LS-DNN enhanced DS-ODT and the ground

truth (generated by LT-BPM with all 49 illumination angles). From the comparison,

we can clearly see that LS-DNN enhanced DS-ODT enables best reconstructions for

all classes of cells.
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Figure 4-7: The visualized comparison of trained Machine Learning engine’s
predicted RI maps of (a) NIH/3T3 cells, (b) HEK293T cells, and (c) COS-
7 cells. The 3D rendering of the RI maps is shown in the first column, where the
RI value of the surfaces labeled with red, green, and purple equals 1.345, 1.370, and
1.389, respectively. The second column shows the y-z cross-sections of the 3D RI
map; and the z locations of z0 � 1µm, z0 and z0 + 1µm are also shown with yellow
dashed lines, where z0 indicates the focal plane. The x-y cross-sections at different z
locations are shown in the 3rd, 4th, and 5th columns. The scale bar in the x-y plane
is 10µm and the scale bar along z axis is 2µm.

4.4 Imaging cellular dynamic events with DS-ODT

4.4.1 Visualization of red blood cell (RBC) demonstration

After validations in the previous sections, we demonstrate DS-ODT in more challeng-

ing applications by observing deformation of RBCs in microfluidics channels under

high flow rate. In particular, observing the red blood cells’ (RBCs) shape change dy-

namically in a high shear region in a microfluidic channel could reveal the mechanical

properties of the RBCs that are important as biophysical biomarkers for studying

the etiology of several blood diseases [164, 165]. Because most of the previous RBC

studies used 2D phase imaging with only a few exceptions, morphological changes

of RBC during shear flow have not been previously explored. In this section, we
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Figure 4-8: Comparison of visualized results with different reconstruction
methods. The y-z cross-sections, and the x-y cross-sections at the z locations
ofz0 � 1µm, z0 and z0 + 1µm of (a)NIH/3T3 cells, (b) HEK293 cells and (c) COS-7
cells are shown, where z0 indicates the focal plane. The different z locations are also
labeled with yellow dashed lines in y-z cross-sections. The scale bar in the x-y plane
is 10µm and the scale bar along z axis is 2µm.

demonstrate the 3D imaging of red blood cells’ (RBCs) deformations in a custom

designed microfluidic channel. The single-frame 3D imaging of RBCs’ deformation in

a custom designed microfluidic channel is shown in Fig. 4-9. Fig. 4-9 (a) displays the

specially designed microfluidic channel whose width in x-y dimension changes from

wide to narrow, so that the shear rate is turning from low to high when the cells flow

through it. With a 2 µl/min flow rate and 10,000 fps acquisition speed, the entire

process of RBC deformation in the transition part is captured, and the time-lapse

video of 3D RI maps are reconstructed with our DS-ODT algorithm. In Fig. 4-9(b),

we show the 3D volumetric rendering of the deformed RBCs’ RI maps, along with

the transition part of the microfluidic channel, at selected time points. To quantita-

tively analyze the 3D deformation of the RBCs flowing through the transition part,

we firstly used an ellipsoid to fit the 3D morphology of the RBC, whose lengths of

principal axes are defined as a, b and c, and a is the length of the longest principal

axis. We define 3D eccentricity as ⌘ = a/
p
a2 + b2 . In Fig.4-9 (c), we demonstrate

the 3D eccentricity’s variation of a particular cell example over time in the transition

region of the microfluidic channel. The 3D volumetric rendering of this cell’s RI map

evolution is also quantified at several time points. From the rendered 3D shape of the

RBC sample, we see that it is slightly elongated along its principal axis, and that its
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longest principal axis changes from y-axis to x-axis. In the meanwhile, the increase

of the 3D eccentricity also indicates the elongation of the cell when it flows through

the transition region with the increasing of shear rate, and it is stabilized when the

cell enters the narrow channel. To our best knowledge, this is the first 3D imaging of

the RBC’s morphology and RI map in a high-speed flow. Furthermore, with proper

physical modeling, we can extract biomechanical parameters out of the temporal evo-

lution of the RBC’s 3D morphology, which could serve as important biomarkers for

physiology and pathological studies.

4.4.2 High-throughput cytometer for NIH/3T3 cells

Another important application of DS-ODT is high-throughput 3D image cytome-

ter. There are many seminal recent work such as optical time-stretch imaging that

has pushed the 2D quantitative image cytometer’s cytometer to over 10,000 cells/sec

[137, 138]. Similarly high speed 3D cytometric imaging that can recover high reso-

lution morphology and RI map remains to be demonstrated. There are also many

other 3D image cytometers based on other contrast mechanism [166] that can offer

richer biochemical information of the cells but have more limited throughput. Here,

we demonstrate a 3D image cytometer based on the DS-ODT with a throughput of

over 5,000 cells in one second with submicron resolution and rich 3D morphological

and chemical information. We inject NIH/3T3 cells into the microfluidic channel

(rectangular shape), shown in Fig. 4-10 (a), with a flow rate of 50µl/min; subse-

quently we reconstructed the 3D RI maps of the cells in the microfluidic channel at

an imaging speed of 12,500 frames per second. In our current system, we choose a

flow rate (50µl/min) and exposure time (15µs), which allows each cell to appear in

two adjacent frames. In Fig. 4-10(b), we show 3D rendering of the flowing NIH/3T3

cells’ RI maps at different time points, from which we can clearly recognize the cell

boundaries and nucleus. We acquired a time-lapse video with a duration of 160 ms,

from which we segmented 3D RI maps of 936 flowing NIH/3T3 cells. Namely, we can

count and analyze about 5580 cells per second with our 3D flow cytometer based on

DS-ODT method. Besides, we calculated the mean refraction index, volume, surface
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area and dry mass of each cell we imaged, whose histograms, mean values and stan-

dard deviations are shown in Figs. 4-10 (c) (d), (e) and (f). These parameters will

give us more comprehensive phenotypes of the observed biological cells, which may

lead to faster and more accurate clinical diagnosis in the future.

4.5 Discussions

In our study, single-frame quantitative label-free 3D mapping of refractive index is

realized by a new technique called DS-ODT with both optical instrumentation inno-

vations and a novel 3D reconstruction algorithm. On the one hand, the 3D RI map

reconstructs by DS-ODT provides rich quantitative information of the measured cells,

not only the cell shape, but also biophysical parameters, i.e. dry mass density, bend-

ing, and shearing moduli of the membrane, etc. On the other hand, the over 10,000

fps 3D imaging speed of DS-ODT gives access to large-scale cell characterization for

image cytometer. Therefore, one envisions that DS-ODT may become a powerful tool

for cell biological investigations and for clinical diagnosis.

As future work, the proposed DS-ODT algorithm opens many avenues for a more

efficient optical tomographic microscope system. First, it greatly simplifies optical to-

mographic microscopy hardware and procedire, which only requires four multiplexed

illumination angles without any scanning. Moreover, the four-angle multiplexing can

be realized with 1x4 fiber optic couplers in principle, which may provide the possibil-

ities for miniature label-free optical tomographic microscopes in the future. Finally,

we have demonstrated satisfactory ability of DS-ODT algorithm to generalize across

different cell types. However, instead of direct generalization, one can apply transfer

learning [167] to transfer the knowledge learned from the source domain to the target

domain, with only minimum training. The source domain and target domain could

mean different species of cells and/or different optical systems. This adaption may

lead to even better prediction performance in a disjoint domains and increases the

versatility of the DS-ODT algorithm for biomedical research.
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Figure 4-9: Single-shot 3D imaging of RBC deformation in microfluidic
channels. (a) The design of the microfluidic channel. The left region is wider,
where the shear rate of the cell is lower; while the right region is narrower with a
higher shear rate. (b) the 3D rendering of the microfluidic channel and the flowing
RBCs at time points of 0, 0.5 and 1ms. The scale bar denotes 20µm. (c) the variation
of the 3D eccentricity of one single cell over time (0⇠2.7 ms). The 3D rendering of
the selected cell’s RI maps at 0, 0.6, 1.2, 1.5, 2.1 and 2.7 ms are embedded into this
figure. The scale bar here denotes 10µm.
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Figure 4-10: Single-shot 3D imaging of RBC deformation in microfluidic
channels. The demonstration of single-shot 3D flowing cytometer in microfluidic
channels. (a) The design of the microfluidic channel. (b) the 3D rendering of the
microfluidic channel and the flowing NIH/3T3 cells at different time points. The flow
rate of the NIH/3T3 cells is 50µl/min, while the imaging speed is 12.5 fps. The scale
bar denotes 20µm. The histograms of the NIH/3T3 cells’ (c) mean refraction index,
(d) volume, (e) surface area and (f) dry mass which is imaged by our 3D flowing
cytometer within 160 ms.
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Chapter 5

Discussions and Future work

5.1 Story of the thesis

In Chapter 1 of this thesis, I introduced the demands of studying millisecond and

micrometer-scale dynamical events in biomedical research and material inspections

which motivates the development of novel optical imaging techniques. Thereafter,

some representative quantitative label-free imaging techniques, and several recent

progress in high-speed optical imaging are elaborated. However, these edge-cutting

optical imaging assays are still not suitable for studying the aforementioned dynam-

ical events, due to their limitations in imaging speed, spatial resolution, or non-

quantitative imaging. Therefore, novel imaging instruments that provide high-speed,

quantitative and label-free images without much loss in spatial resolution are still

needed, which is the main topic of my PhD studies.

The main content of this Ph.D. dissertation focuses on developing single-shot, quanti-

tative interferometric microscopy techniques, including single-shot quantitative ampli-

tude and phase microscopy, single-shot quantitative polarization imaging and single-

shot optical diffraction tomography. Technically, all of these novel imaging techniques

are based on off-axis interferometry, where the interference between the two light

beams (usually the sample and reference beams) generates interference fringes over

space. With Hilbert transform or Fourier transform, we can quantitatively extract

the optical field scattered by the specimen from the fringes with a single-shot full-
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field acquisition. Therefore, incorporating off-axis interferometry with other optical

systems (microscope, polarimeter, etc) paves the way for high-speed quantitative op-

tical imaging with an imaging speed mostly limited by the frame rate of the camera

(up to 10-100 kHz), while maintaining a submicron resolution. Further, this strat-

egy extracts far more quantitative information (amplitude & phase, cell height &

hemoglobin concentration, retardance & orientation angle, etc) than traditional mi-

croscopes.

Thanks to the aforementioned advantages, our novel imaging techniques are poten-

tially powerful tools for studying millisecond, micrometer-scale dynamical events,

paving the way for more insightful foundamentals in cell biology investigations and

material sciences. Further, more comprehensive information about the cells could

be extracted with our imaging methods at higher throughput for identidying cell’s

physiology and pathology in the diagnosis of many diseases. For example, in Chapter

2, I introcued that single-shot quantitative amplitude and phase microscopy may find

applications in clinical diagnosis and drug screening of blood diseases, such as malaria

and sickle cell disease, which require the quantitative imaging of RBCs, from which

we can extract the RBCs’ morphological, molecular and mechanical properties. By

combining diffraction phase microscopy (DPM) with the engineering of the cell cul-

ture medium’s optical properties, we realized single-shot quantitative amplitude and

phase microscopy to simultaneously measure RBCs’ shape, hemoglobin concentration

and biomechanical parameters.

Single-shot quantitative polarization imaging is motivated by studies of the rheol-

ogy of aniostropic materials, such as liquid crystals. The study of liquid crystals

attracts interests of many scientists due to their expanding applications, especially

for lytropic chromatic liquid crystals (LCLCs). However, the current quantitative

polarization imaging techniques often requires scanning or multiple intensity images

that limits their imaging speed and are unable to quantitatively extract the dynami-

cal information of flowing LC. Here we combine the polarization sensitive microscope

with off-axis shearing interferometry, realizing the single-shot quantitative imaging

of LCLC flow with an imaging speed of over 500 fps. Furthermore, based on the
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quantitative, high-speed imaging of the LC flow in microfluidic channel, a physical

characterization of the LC flow in microfluidic channels is performed by our collab-

orators, which provide with more insights to the rheology of anisotropic materials;

furthermore, these improvements may even enable the development of novel microflu-

idic devices that takes the anisotropic fluids instead of their isotropic counterparts.

Finally, single-shot optical diffraction tomography was developed, which is termed

Deep-learning Single-shot Optical Diffraction Tomography (DS-ODT), as we con-

sider how to fully exploit the potential of off-axis interferometric microscope, to push

the imaging speed of 3D cell imaging. We have the goal of developing a 3D imag-

ing flow cytometer which could be used for cell biology study, drug screening and

clinical diagnosis. The 3-D structure of the cell could provide with more compre-

hensive information than their 2-D counterparts. By illuminating the cell with four

angles simultaneously, and taking advantage of deep learning approach to extract the

prior knowledge from the training dataset, we realized the single-shot 3D cell imaging

and pushed its imaging speed to over 10,000 fps. Once incorporated with microfluidic

channels, a 3D image cytometer could be made with an unprecedented 3D throughput

of over 5,000 cells/sec, which could provide with far more information (morphology,

dry mass, Hb concentration of RBC, etc) that are essential for large-scale cell char-

acterization in clinical diagnosis.

However, even if some substantial progress have been made, there are still limitations

of our new imaging techniques. First of all, the single-shot interferometric microscopy

design can only push the imaging speed to a level limited by the camera frame rate

(temporal resolution in millisecond). Even if this imaging speed is enough for ob-

serving cellular dynamic events (i.e. action potential, membrane fluctuation) and LC

microfluidics, there are still many dynamic phenomena with faster time scales. Sec-

ondly, while the imaging speed is limited partly by the camera, it is also restricted

by image signal to noise level that is related to the number of photons detected by

each pixel. Furthermore, in the DS-ODT system, the angle-scanning is acquired with

non-common-path off-axis interferometry resulting in mechanically induced tempo-

ral noise and narrow band laser source resulting in spatial speckle noise. Finally, in
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DS-ODT, the incorporating of deep-learning dramatically enhance the imaging per-

formance, however, over-fitting will incur if the image specimen has distinct features

from the training dataset. Even if these problems have been greatly suppressed using

physical-informed training strategy, the overfitting still need to be considered if we

push the application of DS-ODT to broader application areas.

5.2 Future works

Driven by the needs of many biomedicine and clinical diagnosis applications, optical

imaging approaches with higher throughput will continuously become more impor-

tant. Therefore, it is quite interesting to continue my PhD work to push these novel

techniques become more robust and reliable for research and clinical applications that

may eventually lead to commercialization. Firstly, in the near future, we can continue

the work of iPAM with absorptive medium and perfect this method by engineering

the medium’s osmotic pressure more carefully. After this method becomes more re-

liable, we can extend the imaging speed and throughput of this method by using

faster CMOS camera, and combining it with flow cytometers. In this way, we can

realize large-scale molecular, morphological and mechanical RBC analysis, which is

potentially useful in the staging of sickle cell disease.

A second promising direction is to extend the applications of single-shot quantita-

tive polarization imaging techniques (QPIM and PSIM). Since one of the limitations

of current single-shot quantitative polarization techniques is that it is based on 2D

imaging, where the retrieved retardance and orientation angle maps are the integrated

values along the optical axis, which is not capable of resolving the 3D structure of

the optically anisotropic samples (such as LC molecule’s director field). Therefore,

one of our future research directions is to offer PSIM 3D sectioning ability by using

broadband light sources or confocal optical design, which could extend its capabil-

ity to resolve the 3D configurations of the liquid crystals, active nematics and other

anisotropic biological tissues. This advance may provide more insights into the opti-

cal anisotropic materials, or may offer new clinical diagnosis methods.

112



As we discussed in the last session in Chapter 4, the single-shot 3-D cell imaging

realized by DS-ODT could potentially simplify the system design of current optical

diffraction tomography (ODT) by removing mechanical scanning. This modification

will significantly reduce the device cost and will allow easy adoption by many lab-

oratories. Furthermore, although the generalization ability of DS-ODT algorithm

has already been satisfactory, instead of direct generalization, one can apply trans-

fer learning algorithms [167] to transfer the knowledge learned from one species of

cells/imaging system to another species of cells/optical system, with only minimum

additional training. This strategy will greatly mitigate the overfitting problem, when

we extend the principles of DS-ODT to other applictaions and other imaging tools.

Since high-speed 3-D imaging offers the possibility to study the molecular, morpholog-

ical and mechanical parameters complex cells (and not only RBCs), DS-ODT should

greatly extend the adoption of quantitative label-free microscopy in biomedical ap-

plications with integration in flow cytometer being especially promising.
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Appendix A

Theoretical analysis of quantitative

interferometric microscope’s temporal

sensitivity

In this part, we analyzed the temporal sensitivity of quantitative interferometric mi-

croscope system theoretically. The fundamental assumption of this theoretical analy-

sis is that the main source of detection noise comes from shot noise, which is originated

from the Poisson distribution of the photons received by the camera over time. The

similar analysis has been done by Hosseini et.al [128]. However, they only analyzed

the ideal scenario when the dynamic range of the camera pixel is fully used. In my

thesis, this assumption is not valid since the amplitude and phase are measured simul-

taneously, which indicates the fringe contrast (amplitude) is not always at maximum.

Here, we will try to figure out how the absolute value of contrast of the interference

fringes, will influence the sensitivity of amplitude and phase measurement in off-axis

interferometric microscopy. Here we define the modulus of the interference fringes

over space as amplitude, and denote it as E in our following mathematical frame-

work.

The interferogram of quantitative interferometric microscope can be express as fol-

lowing:
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I = I0[1 + E cos (�+ �0)], (A.1)

where E is the amplitude modulation of the interference term, � is the phase distri-

bution of the sample, and I0 is the averaged intensity of the interferogram, �0 denotes

the phase modulation of the measured intensity, which could be accomplished tempo-

rally (phase shifting) or spatially (off-axis interferometry). If we use the spatial phase

modulation and take four pixels to sample one period of the intereference fringe, as

shown in Fig. A-1, we can measure the intensities at the four lateral positions x1,

x2, x3 and x4, where the value of �0 is 0, ⇡/2, ⇡ and 3⇡/2, and we denote them as

I1, I2, I3, I4. If we measure these intensities over a long time, the temporal averages

of I1, I2, I3, I4 can be expressed as:

Ī1 = I0[1 + E cos�],

Ī2 = I0[1 + E cos(�+
⇡

2
)] = I0[1� E sin�],

Ī3 = I0[1 + E cos (�+ ⇡)] = I0[1� E cos�],

Ī4 = I0[1 + E cos�+
3⇡

2
] = I0[1 + E sin�].

(A.2)

Here, E and � are the true values of amplitude and phase distribution of the samples.

I0 is the spatial average of the intensities. It should be uniform (ignore the spatial

uncertainties), and the absolution value of it is related to the power of the illumination

and the quantum efficiency of the detector.

From the measured intensities(I1, I2, I3, I4), we can retrieve the DC term, amplitude

and phase maps with the following algorithm. The estimated DC term Â can be

expressed by:

Â =
1

4
(I1 + I2 + I3 + I4), (A.3)

In the meanwhile, we can express the estimated values of amplitude Ê and phase �̂

as:

Ê =
2
p
(I1 � I3)2 + (I2 � I4)2

I1 + I2 + I3 + I4
, (A.4)
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and

�̂ = arctan

✓
I4 � I2
I1 � I3

◆
(A.5)

Since we assume that the uncertainties of the measured intensities only come from

the shot noise, the variance of the intensity measurements over time should be equal

to their temporal average, which could be expressed as following:

�2I1 = Ī1, �
2I2 = Ī2, �

2I3 = Ī3, �
2I4 = Ī4. (A.6)

According to the error propagation principle, the uncertainties of the measured in-

tensities will propagate to the retrieved DC term, amplitude and phase. Then we can

have the uncertainties of each retrieved components as following

�Â =
p

Ī1 + Ī2 + Ī3 + Ī4,

�Ê =

s

2

✓
(Ī1 � Ī3)2(Ī1 + Ī3) + (Ī2 � Ī4)2(Ī2 + Ī4)

[(Ī1 � Ī3)2 + (Ī2 � Ī4)2](Ī1 + Ī2 + Ī3 + Ī4)2
+

(Ī1 � Ī3)2 + (Ī2 � Ī4)2

(Ī1 + Ī2 + Ī3 + Ī4)3

◆

��̂ =

s
Ī2 + Ī4

(Ī1 � Ī3)2
+

(Ī2 � Ī4)2(Ī1 + Ī3)

(Ī1 � Ī3)4
.

(A.7)

Plug Eqn. (A.2) to Eqn. (A.7), we can rewrite the expressions for the uncertainties

of amplitude and phase as:

�Ê =

s

2

✓
2I0((2I0E cos�)2 + (2I0E sin�)2)

((2I0E cos�)2 + (2I0E sin�)2) · (4I0)2
+

((2I0E cos�)2 + (2I0E sin�)2)

(4I0)3

◆

=

r
1 +

E2

2
· 1

2
p
I0
,

(A.8)

and

��̂ =

s
2I0 · ((2I0E cos�)2 + (2I0E sin�)2

(2I0E cos�)4

=
1

E cos2 �
· 1p

2I0
.

(A.9)

Here we need to make several assumptions. Firstly, we assume that the phase signal

here is weak since we are usually observe weakly scattering specimen (� << 1 and
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cos� ⇡ 1). Further, to maximize the detection signal to noise ratio (SNR), and avoid

the saturation of the measured intensities, we assume here the average intensity I0

is the half of the full well depth of the CMOS camera’s pixels N , that is I0 = N/2.

Therefore, we can rewrite the expression of the detection uncertainties as:

�Ê =

r
1 +

E2

2
· 1p

2N
,

��̂ =
1

E
· 1p

N
.

(A.10)

Then we can analyze two extreme cases: if the contrast of the fringes is approaching

the maximum (E ! 1), we will have:

�Ê ! 1p
2N

��̂ ! 1p
N

(A.11)

If the interefernce fringes’ contrast is very low and approaching 0, the uncertainties

of amplitude and phase become:

�Ê !
p
3

2
p
N

��̂ ! 1
(A.12)

In summary, with the change of the amplitude value E, the uncertainty of the am-

plitude varies from 0.707/
p
N to 0.866/

p
N , that are all smaller than 1/

p
N . There-

fore, in the sensitivity analysis sections in Chapter 2 and Chapter 3, we just as-

sume �Ê ⇠ 1/
p
N to obtain the ’upper bound’ of the retrieved parameters’ uncer-

tainties and avoid cumbersome calculations. For the uncertainty of phase ��̂, it is

quite clear that it is inversely proportional to the amplitude magnitude E, which is

��̂ ⇠ (1/E)(1/
p
N).
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Figure A-1: Sketch of the model used for the theoretical analysis of temporal
sensitivity. (a) the simulation of the interferogram whose fringe contrast(amplitude)
is not uniform. One period of the fringes that the contrast decays along y-axis direc-
tion is zoomed in and shown separately. (b) the normalized intensity as a function of
lateral positions of ‘A’, ‘B’, ‘C’ and ‘D’ labeled in (a).
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