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ABSTRACT 
 
In addition to the blood vasculature, the majority of tissues contain a secondary vascular system known as the 
lymphatics that supports tissue homeostasis and immune cell trafficking. As such, impairment of the lymphatic 
capillaries can result in diverse diseases including abnormal tissue swelling (edema) and compromised immunity, 
while their excessive growth in the tumor microenvironment facilitates cancer metastasis. Current in vitro models for 
the lymphatic vasculature, in health and disease, mostly rely on monolayer and transwell culture systems which only 
lend themselves to reductionist studies with a considerable lack of physiological relevance. In comparison, animal 
models provide the full spectrum of biological complexities; however, they offer limited control over biological events 
in the cellular microenvironment, thus making it increasingly difficult to conduct and interpret results from 
mechanistic studies. To address these limitations, we developed a 3D lymphatic microvasculature model, that 
physiologically emulates the lymphatic structure and function, within a microfluidic system that allows for high 
spatial-temporal control over the biological transport phenomena to study cellular events.  
For the first part in this thesis, we implemented a microfluidic-based cell culture system to screen for the optimal 
balance of growth factors, extracellular matrix composition and interstitial fluid flow that would induce controlled-
levels of angiogenic sprouting by the lymphatic endothelial cells. From this study, we developed two distinct 
approaches to generate 3D lymphatic microvasculature on-chip in which lymphangiogenesis is achieved by diffusive 
exposure to growth factors or via a mechanotransduction response to high levels of interstitial fluid flow. After 
validating the in vivo-like morphology of our engineered lymphatics, we quantified their solute drainage functionality 
using fluorescent tracers of varying molecular weights, resembling interstitial soluble proteins. Results validated that 
the lymphatic microvasculature exhibited solute drainage rates approaching in vivo lymphoscintigraphy standards. 
Computational and scaling analyses were performed to understand the underlying transport phenomena which 
elucidated the importance of a 3D geometry and the lymphatic endothelium to recapitulate physiological drainage. 
We then examined the capability of our on-chip lymphatics to elicit an immune response under a pathological-
inflammatory condition by locally recruiting immune cells. Experimental and computational results demonstrate an 
increased infiltration of immune cells into the lymphatics guided by chemotactic gradients that trigger the CCR7-
CCL21/19 and CXCR4-CXCL12 inflammatory axes. Finally, we demonstrate the utility of our microphysiological 
system for pre-clinical studies, specifically by screening the vascular absorption rate of therapeutic monoclonal 
antibodies developed by Amgen Inc. We coupled our experimental measurements with a physiological-based analysis 
to describe their systemic transport which allowed us to quantitatively assess their corresponding pharmacokinetics. 
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Chapter 1: Introduction, Background and Motivation 
 
 

1.1 Physiology and Relevance of the Lymphatic Vascular System  

 

In addition to the blood vasculature, we contain a secondary vascular system known as the 

lymphatics (Figure 1). In similar aspects to the blood vascular system, the lymphatics are an 

elaborate, hierarchal network of vessels lined by endothelial cells that serve as conduits for fluid, 

protein and cellular transport1. However, despite these physical similarities, their physiological 

function and organization are quite distinctive. Conversely to the blood vascular system where 

fluid is continuously recirculating through different tissues, the lymphatic system operates as a 

one-way transport system that collects fluid, proteins and cells from the interstitial space of tissues 

and returns them to the systemic circulation2. Under this mechanism, lymphatics regulate fluid and 

osmotic pressure homeostasis in tissues. Furthermore, the lymphatic system acts as an immune 

checkpoint by transporting antigen and antigen-presenting cells from the interstitial tissue to the 

lymph node, where housed immune cells respond to localized or systemic inflammation and 

infections3. In addition, there are organ-specific lymphatic vessels that have unique functions such 

as the lymphatic vessels inside the intestinal villi that are responsible for absorbing dietary fats4.   

 
Figure 1: Dermal histological section depicting the native vascular environment with blood (PECAM-

Red) and lymphatic vasculature (LYVE1-Green/Prox1-Blue). Modified from James et al.5  
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Figure 2: Anatomy and organization of the lymphatic vascular system. Modified from Stacker et al.6  

 

The unique architecture and organization of the lymphatic system facilitates their physiological 

functionality to recover fluid, solutes and cells that have percolated from the systemic circulation7. 

The lymphatic system is initially composed of an intricate network of blind-ended capillaries, also 

called initial lymphatics, interlaced between blood capillaries and responsible for draining 

interstitial fluid and its diluted contents (also known as lymph) from the extracellular space of 

tissues (Figure 1). The lymph then travels into the collecting lymphatics, which are double-lined 

vessels, with lymphatic endothelial cells in the inner surface and smooth muscle cells on the outer 

surface, that actively contract to assist in the drainage of fluid8. Additionally, to avoid the backflow 

of the collected lymph, these lymphatic vessels have multiple locations along their extent with 

one-way opening valves. Finally, the collected fluid, with proteins and immune cells, reaches the 

lymph nodes where interstitial fluid is filtered in terms of foreign particles and harmful pathogens9. 
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Additionally, the lymph nodes house numerous adaptive immune cells (such as B cells and T cells), 

which are activated when certain antigens or antigen-presenting cells are brought to them10. The 

filtered lymph fluid is then returned into circulation through lymph ducts connected to the venous 

circulation. Overall, this process prevents the excessive accumulation of interstitial fluid and 

proteins in surrounding tissues, and, in cases of infections, the lymph nodes release lymphocytes 

into the blood stream to address the pathogens11.  

Fundamentally, these key functions, contributed by the lymphatic vasculature, are dependent on 

the orchestrated fluid transport initiated at the lymphatic capillaries (Figure 2). These vessels are 

one continuous layer of lymphatic endothelial cells, about 10-50 microns in diameter, with few 

localized intercellular junctions, typically referred to as button-like junctions12,13. In contrast to 

blood capillaries, lymphatic capillaries are devoid of pericyte-coverage and have a discontinuous 

basement membrane. Additionally, the lymphatic endothelial cells, at the capillaries, are attached 

to the extracellular matrix by anchoring filaments which connects the cells’ basal lamina to 

adjacent extracellular matrix fibers, thus allowing them to collapse when there is high fluid 

pressure in the interstitial tissue14. These particular attributes allow the lymphatic capillaries to be 

highly permeable to solutes, proteins and migrating cells, as well as to intake large volumes of 

interstitial fluid15,16.  

 

 
 

Figure 3: (A) Plot of the number of cumulative publications over the years regarding angiogenesis or 
lymphangiogenesis. (B) Log plot of the number of clinical trials to date implementing angiogenesis 
or lymphangiogenesis. Modified from Campbell et al.17 
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Interestingly, the biological phenomena by which these capillaries originate (angiogenesis and 

vasculogenesis) is not limited to developmental and wound healing scenarios. Lymphatic 

angiogenesis (lymphangiogenesis) is also known to occur in pathological settings, such as the 

tumor microenvironment, and plays a crucial role in the progression of diseases18,19. Similarly to 

blood capillaries, local causes in the pathological environment can lead to abnormal morphology 

and impaired function of lymphatics that can result in serios heath conditions such as 

lymphedema20, impaired immunity21 and cancer metastasis22. Despite corresponding to imperative 

physiological functions and pathological response, the lymphatic system has been historically 

understudied, compared to blood vascular research17 (Figure 3). In fact, clinical trials for therapies 

exploiting lymphangiogenesis for regenerative medicine applications are drastically falling behind 

by considerable orders of magnitude17 (Figure 3). One of the overriding challenges in lymphatic-

focused research has been the lack of experimental models that facilitate studies to interrogate 

biological mechanisms implicated in lymphatic development, physiology and disease.   

 

1.2 In Vitro-Based Studies on Lymphatic Morphogenesis and Function 

 

Animal models have served as the gold standard to evaluate the biological function of lymphatics, 

as well as its implications in pathological phenomena such as inflammation, pathogen response 

and cancer progression 23–25. Despite fully recapitulating the physiological responses, in vivo 

models offer limited control over the local environmental cues, thus adding difficulties to decouple 

their effects, as well as adding difficulty to isolate the direct and indirect systemic effects of the 

modulated parameters. Alternatively, numerous groups have implemented in vitro system to 

perform reductionist studies and isolate the individual contribution of the regulated cues in the 

cellular microenvironment. Under this approach, key studies have been published that have 

broaden our understanding on the role and significance of lymphatics in different biological events. 

For example, the underlying factors that drive lymphatic endothelial cell differentiation have been 

identified including the upregulation in the expression of Prospero homeobox 1(PROX-1) 26 and 

lymphatic vessel endothelial hyaluronan receptor 1 (LYVE-1) 27 coupled with an increase of 

distinctive tyrosine kinase receptors, such as VEGF receptor-3 28. Additionally, in a pathological 

context, the underlying molecular mechanisms that drive lymphatic sprouting has been mostly 
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attributed to VEGF receptor-3 activated by vascular endothelial growth factors (VEGF-C and 

VEGF-D)  while an increase of endogenous transforming growth factor-β (TGF-β) has been shown 

to suppress lymphangiogenesis29. Other in vitro studies have shown the influence of flow-induced 

shear stress on lymphatic endothelial cell behavior 30. For instance, the Swartz lab has extensively 

studied the effects of interstitial flow on lymphatic endothelial cells, and demonstrated unique 

sprouting and morphogenetic responses controlled by this stimulus 31,32, with, more recently, 

changes in their ability to transcellularly transport solutes 33. In another study by Petrova and 

colleagues, monolayers of lymphatic endothelial cells exposed to oscillatory fluid flow leaded to 

the stabilization of the cells’ cytoskeleton and intercellular junctions which was molecularly 

mediated by the transcriptional activation of FOXC2 34. In addition to probing the direct response 

on lymphatics, in vitro platforms have been implemented to investigate the influence of lymphatic 

endothelial cells on the behavior of other cell types. For example, a key study by Shields. et al. 

demonstrated an autologous chemotaxis mechanism that drives the migration of cancer cells and 

is exacerbated by the presence of a lymphatic endothelium 35. While another recent study by Brown 

et al. showed that inflammatory-driven lymphatic exosomes increases the migration behavior of 

dendritic cells which correlates to lymphatic-mediated immune response 36.  

Altogether, these in vitro assays, coupled with in vivo models, have provided fundamental insight 

into the biology of lymphatics. However, these in vitro studies provide a limited scope of 

physiological mimicry, while animal models impose limits on the ability to perform parametric 

studies. Therefore, there is a high demand for next generation platforms that provides a higher 

degree of physiological relevance compared, to traditional in vitro systems, while facilitating the 

tight control over the local biochemical and biophysical cues. Under this effort, microfluidic 

technologies have emerged as a possible solution to these limitations.   

 

1.3 Engineering Strategies for On-Chip Vascularization  

 

During the last two decades, microfluidic technologies have attracted the attention of the biological 

community by finding numerous applications in fundamental biomedical studies 37,38 to 

diagnostics and personalized medicine 39,40. More specifically, microfluidic cell culture systems 

provide precise control over the geometrical features of the cellular microenvironment to model 
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tissue organization and hierarchy, as well as high spatial and temporal control over the biochemical 

and biomechanical factors integrated in the system41 (Figure 4). With these advantages, 

researchers have leveraged the tight microenvironment control to decouple the specific 

contribution biochemical and biophysical signals during cell migration and tissue morphogenesis 
42.  

 
 

Figure 4: Overview of the various types of research models and the potential advantages microfluidic 
platforms compared to traditional in vitro models and in vivo models. Modified from Boussommier 
et al.41  
 

In terms of vascular biology, the key features provided by microfluidic platforms are well-tailored 

to increase the physiological relevance of these studies such as precise geometrical patterning of 

the microvascular environment, high-resolution imaging of vascular morphogenesis events and the 

ability to perform functional studies 43. Engineering approaches to integrate a microvasculature 

on-chip, include two distinctive methods: cellular patterning and self-assembly (Figure 5). Early 

attempts to engineer a vascular bed within a microfluidic system relied on casting methods 

(predesigned microfluidic channels44 or sacrificial molding 45) to define the vascular architecture 

where endothelial cells are introduce to form a confluent monolayer around the patterned features. 

However, a major limitation faced by these patterning methods comes from the large-scale 

geometry they generate (in the order of hundreds of microns) which lack the appropriate size of in 

vivo capillaries. Additionally, the artificial fabrication by which these in vitro vasculatures are 

engineered does not ensure their physiological functionality (endothelial barrier function and cell-

secreted factors). In an alternate approach, recent research has relied on the self-assembly 
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phenomena by endothelial cells (angiogenesis46 and vasculogenesis47) to create microvasculature 

on-chip (Figure 5). By this approach, researchers can engineer capillaries that more closely 

resemble vascular structures found in vivo, while facilitating their ability exhibit physiological 

functionality (high barrier function and paracrine signaling). 

 

 
Figure 5: Examples of on-chip vascularization strategies. Modified from Miura et al.43 

 

However, studies implementing microfluidic systems to generate lymphatic vasculature are 

extremely scarce. Apart from simple monolayer systems that lack anatomical resemblance 48, less 

than a dozen published works have attempted to recreate the native lymphatic vasculature on-chip. 

A recent study by Tien and colleagues utilized needle-based sacrificial molding to engineer a single 

lymphatic capillary in a microfluidic system to study its solute and fluid drainage functionality 49. 

In a similar approach, Beebe and colleagues have published several works implementing a single 

lymphatic capillary on-ship to study solute permeability, and paracrine signaling/conditioning 

between lymphatic and fibroblast/tumor cells50,51 (Figure 6). However, these platforms have 

limited utility to study lymphatic function given their overly-simplistic, single-capillary system 

which completely lacks tissue-scale functionality. In an alternate approach, Jeon and colleagues 

achieved the self-organization of multiple lymphatic capillaries by the induction of angiogenesis, 

through simultaneous biochemical and mechanical factors, in a microfluidic system with multiple 

gel channels for fibroblast co-culture52. Such study validated the implementation of a 

lymphangiogenesis approach to generate in vivo-like lymphatic sprouts, within the microfluidic 

gel region, that also resembled the lymphatic capillary blind-ended structure since the sprouts did 

Cellular Patterning Self-Assembly

E.g. E.g. 
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not fully extend across the gel region (Figure 6). In a follow up work53, lymphatic sprouting was 

potentiated towards a middle gel region, in their microfluidic system, containing a tumor spheroid, 

with the opposite side of the tumor compartment having blood vascular angiogenic sprouts; thus, 

recapitulating both angiogenic and lymphangiogenic invasion in a tumor microenvironment 

model. In their latest work54, Jeon and colleagues generated lumenized lymphatic structures 

through vasculogenesis in a microfluidic system that also integrated melanoma tumor cells, and/or 

blood microvascular networks. In this study, they also validated the immune response of cytotoxic 

lymphocytes that trans-migrated though the lymphatic endothelium to attack the cancer cells, thus 

mimicking anti‐tumor immunology in their on-chip system. While these studies provide significant 

progress in the development of physiologically-relevant lymphatic in vitro systems, they still lack 

fundamental efforts towards fully validating the physiological functionality of a tissue-scale 

lymphatic engineered vasculature.   

 

 
Figure 6: Examples of on-chip systems to generate lymphatic capillaries, by either lymphangiogenic-

induction52 (left) or pre-patterning a collagen-based vascular microchannel50 (right). 

 

To the best of our knowledge, no published work to date has exploited controlled 

lymphangiogenic-induction in a microfluidic system to generate a lymphatic microvascular bed 

with tissue-level functionality. Such work would first require an optimized tissue engineering 

protocol to generate the on-chip lymphatic capillaries that mimic their in vivo counterpart, 

followed by the functional characterization of the fluid and solute drainage capabilities by the 
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engineered lymphatics. Additionally, other functional capabilities could be studied such as cell 

trafficking through the lymphatics during pathological events. After validating the physiological 

attributes of the on-chip lymphatics, we could then implement such system to dissect biological 

mechanisms underlying lymphatic function in health and disease, as well for pre-clinical studies 

to predict human-physiological response to drugs and therapeutics biologics.  

1.4 Thesis Objectives and Overview 

 

From our previous discussion, we underscore that current in vitro technologies to study lymphatic 

physiology/pathology have limited capabilities to recapitulate the structural and functional 

complexities corresponding to their native in vivo microenvironment. As such, the majority of in 

vitro studies on lymphatic development and function have been restricted to the experimental 

capabilities of transwell and 2D gel systems. In fact, even the most advanced platforms to date, 

based on microfluidic technologies, are limited to functional studies on the basis of a single-

capillary system or a lymphangiogenesis system lacking functional characterization. Taken 

together, this technological gap led to the objectives of this thesis, which broadly consist of 

improving upon the existing microfluidic techniques to generate physiologically-relevant 

lymphatic microvasculature with tissue-level functionality. Such a platform would have the 

versatility to be implemented for fundamental biological studies, as well as drug screening 

applications regarding the role and function of lymphatic capillaries in different physiological and 

pathological settings.  

To achieve these goals, we leveraged the unique capabilities offered by our previous microfluidic 

systems, such as exerting precise control over the transport phenomena in the cellular 

microenvironment to recapitulate the adequate conditions for lymphatic vascularization. 

Additionally, due to its optical transparency, our system facilitates real-time assays, based on the 

fluorescent signals, of interacting cells and soluble interstitial proteins. In Chapter 2, we address 

the first objective of this thesis which was to systematically study the influence of both biochemical 

and biomechanical factors, known to modulate lymphangiogenesis. From this study, we were able 

to identify the optimal combination of growth factors, extracellular matrix and interstitial flow for 

generating lymphatic vascular structures that closely mimic those found in vivo. Following 

morphological validation, we demonstrate the vascular functionality of the engineered lymphatics 
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by quantifying its ability to drained interstitial solutes in Chapter 3. Additionally, we developed 

a computational framework to understand the transport phenomena underlying increased solute 

drainage in our system. We continue to functionally characterize our on-chip lymphatics in 

Chapter 4, where we validate their ability to elicit an increase recruitment of immune cells through 

key chemotactic gradients, in response to inflammatory signals.  In Chapter 5, we extend the 

capabilities of our system as a pre-clinical model to screen for the absorption, and corresponding 

pharmacokinetics of therapeutic monoclonal antibodies developed by our industry collaborator. 

Finally, Chapter 6 provides concluding remarks of our presented work as well as the future 

direction and applications. In particular, we provide examples of biological questions or 

phenomena that can uniquely be answered by the implementation of the on-chip lymphatics 

platform developed in this thesis. 
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Chapter 2: Engineering on-chip human lymphatic 

microvasculature under controlled biochemical and 

biomechanical stimuli 

2.1 Microfluidic device implementation and transport phenomena characterization 

 

Microfluidic systems provide a unique set of advantages over traditional in vitro systems, 

especially in terms of recapitulating key physical and biochemical features of the cellular 

microenvironment41,55,56. This is of special interest for the present study since our principal 

approach to engineer the lymphatic vasculature relies on introducing the appropriate 

environmental cues that will facilitate the self-organization of lymphatic capillaries, with 

lymphatic endothelial cells introduced into the system under no prior patterning of vascular 

structures. The device implemented in this work was based on earlier designs from our lab with 

three, parallel fluid channels57–59 (Figure 7A) The middle channel is lined by a series of trapezoidal 

posts at the edges adjacent to the other fluid channels. These provide adequate surface tension to 

facilitate the compartmentalization of the injected extracellular matrix in the middle region. The 

side channels are then utilized as medium channels that allow the exchange of nutrients and 

metabolic waste, as well as to supply growth factors at specific boundaries of the gel region. 

Additionally, the length scales of the system were optimized to facilitate lymphatic vascularization 

in the middle, gel channel. For the distance between media channels, which defines the width of 

the gel region, a length of 1.2 mm was implemented. This length scale is sufficiently short to allow 

the steady diffusion of growth factors from one media channel to another within several hours 

(additional analysis on diffusive transport provided below), while providing sufficient distance for 

the lymphatic cells to generate vascular sprouts in the gel region57. On a similar basis, a width of 

1 mm was set for the media channels. In regards to the device height, 300 µm was chosen to 

maximize the three-dimensional space of lymphatic vascularization, while still facilitating high-

resolution confocal imaging. Finally, the length of the media-gel interface was extended to 1cm to 

approach a tissue-relevant scale while still maintaining a small device footprint.  
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Figure 7: (a) Schematic of the microfluidic device with the corresponding channels labeled. (b) Cross-
sectional view of the microfluidic device. Confocal projection of a lymphatic monolayer seeded at the 
media channel with podoplanin staining the cell membrane and DAPI staining the nuclei. Scale bar 
is 100 µm. 

 
Microfluidic devices were fabricated via soft lithography from SU-8 coated silicon molds similarly 

to previous protocols60,61. Briefly, molds were prepared by photopolymerizing a 300 µm thick SU-

8 photoresist (Micro-Chem, USA) on the silicon wafer. After developing the SU-8 layer, the wafer 

was silanized overnight in a vacuum desiccator to facilitate the passivation of the surfaces, thus 

preventing PDMS adhesion during removal. Subsequently, a 10:1 mix of PDMS (Sylgard 184, 

Ellsworth Adhesives, USA) and curing agent was poured onto the mold, allowed to degas in a 

desiccator for ~30 min, and polymerized at 70 °C for at least 2 hrs. PDMS was then removed from 

the mold and cut to individual devices. Scotch tape was used to further clean the surface of the 

device removing dust and particulates. To allow upper access to the fluid channels, ports were 

punched using a 1.2 mm biopsy punch for the gel channel, and a 6 mm or 4 mm biopsy punch for 

the media channels in devices used to grow the lymphatic microvasculature via growth factors or 

interstitial flow, respectively. After dry sterilization of the devices, the surface was treated with 

plasma (Harrick Plasma, USA) for 90 seconds, and then bonded to a coverslip slide. After plasma 

bonding, devices were left overnight to recover hydrophobicity and kept sterile until use.  

As aforementioned, the device allows for the compartmentalized culture of cells which will prove 

to be advantageous for additional biological assays to be carried out in this system. To introduce 

lymphatic endothelial cells in the systems, we first introduce fibrinogen from bovine plasma 

        

a b 
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(Sigma) by dissolving it in Dulbecco’s Phosphate-Buffered Saline (DPBS, Lonza) at twice the 

final concentration: 2.5–10 mg/mL for varying fibrin concentration experiments and 5 mg/mL for 

all other experiments. The fibrinogen solution was then mixed via pipetting, over ice, in a tissue 

culture hood at a 1:1 ratio with 4 U/mL thrombin to produce a fibrin solution with the desired 

fibrinogen concentration (1.25–5 mg/mL). The mixture was then pipetted into the device using the 

gel filling ports, thus providing the three-dimensional extracellular matrix for cell culture. Devices 

were placed in a humidified enclosure and allowed to polymerize at room temperature for 15 min. 

Human Plasma Fibronectin (EMD Millipore) was diluted to a concentration of 100 µg/mL in 

DPBS, prior to being injected in one of the media channels where the cells would be seeded in 

order to facilitate their adhesion to the walls of the device. While the devices were left incubating 

with the fibronectin solution for at least 30 min, human dermal lymphatic microvascular 

endothelial cells (HDLMEC, Lonza, USA) were trypsinized and resuspended to a concentration 

of 3 x 106 cells/mL. After incubation, fresh media was introduced into the fibronectin coated 

channels and aspirated, to wash away the remaining unbound fibronectin, followed by perfusion 

of 30 µL of the cell suspension into the channel. Immediately after cell seeding, devices were tilted 

by approximately 120° and incubated for 15 min to facilitate the agglomeration and adhesion of 

cells on the gel-media interface. Subsequently, devices were returned to their original position and 

fresh media was supplemented into the remaining media channel devoid of cells. A pressure height 

difference of ~4 mm is established between media channels with flow directed from the lymphatic, 

media channel towards the opposite media channel to further assist the accumulation of cells at 

the interface. After 24 hours of culture under these conditions, a confluent monolayer of lymphatic 

endothelial cells forms at the gel media interface (Figure 7B) and the remaining unattached cells 

are aspirated.  

In addition to compartmentalized cell culture, the implemented microfluidic system allows for 

tight control over the transport of biologically relevant molecules (e.g., nutrients, growth factors, 

antibodies) across the extracellular compartment. To characterize the nature of diffusive transport 

of such biomolecules, we conducted a diffusion assay60 in which cell culture media supplemented 

with 70 kDa-FITC dextran (Sigma) was added to one of the media channels and the middle, gel 

region was imaged at different time intervals on a confocal microscope (Olympus FV-1000) with 

custom enclosure for temperature and atmosphere control. 70kDa-dextran was chosen to reflect 

the molecular weight of growth factors implemented in this work to stimulate the growth of 
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lymphatics. Fluorescent signal obtained from the images depicted changes in the concentration 

profile over time due to the diffusive transport of the molecules across the gel60 . Images were 

taken at the midplane with a 10x objective, since the concentration profile would be invariant 

throughout the height of the device, then analyzed using ImageJ (NIH) to extract the fluorescence 

intensity profile across the width of the gel channel (Figure 8a).  

 

              
 

 
 

Figure 8: (a) Representative image of the diffusion of fluorescently-balled dextran in the microfluidic 

device. Scale bar is 50 µm. (b) Grayscale image of the computational model solving for the diffusion 

profile in the imported CAD of the microfluidic device. (c) Intensity-concentration profile for the 

experimental and computational data at the same time interval. All data presented correspond to a 

time interval of 2 hours.  
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Finite element computational simulations were performed in COMSOL to obtain the diffusion 

coefficient of the tracer within the gel region. An AutoCAD file (Autodesk, USA) of the device 

geometry was imported and the model solved Fick’s Second Law of Diffusion60 (Figure 8b): 
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where the time and second order spatial derivative is taken for the molar concentration of the 

diluted molecule (C) and D corresponds to the diffusion coefficient in a particular medium. Initial, 

boundary conditions of normalized concentrations Cmax = 1 and Cmin = 0 were applied on the left 

and right media channels, respectively, on a similar basis as the experimental characterization. 

Zero flux conditions were imposed on the walls of the device. The diffusion coefficient value was 

iterated to estimate the corresponding value that best matched the resulting concentration profile 

across the width of the gel compared to the fluorescence profile from the experimental results at a 

time interval of 2 hours.  

Quantitative comparison of the simulated and experimental results (Figure 8c) revealed that the 

diffusion coefficient within the fibrin gel is approximately 45 µm2/s, which is within the range of 

values measured ex vivo for the same fluorescent tracer in tissues62,63. Thus, we are able to model 

physiologically-relevant diffusive transport in our microfluidic system. Furthermore, we can use 

this parameter to make an order of magnitude estimate of the timescale required for biomolecules, 

of similar molecular weight, to reach the lymphatic channel by taking the scaling the time as 

~w2/D, where w is the width of the gel channel. By this estimation, we find biochemical factors 

would steadily diffuse from the source channel within several hours after they are introduced in 

the system. Since the process of lymphatic vascularization studied in our system occurs over a 

period of days, this time is sufficiently short to ensure the adequate delivery of growth factors. 

In addition to the diffusive transport of growth factors, fluid flow ubiquitously drives biological 

phenomena including vascular development and function64–66. Previous in vivo studies have 

elucidated that interstitial flow facilitates the formation of the lymphatic vasculature during 

development67, and, in fact, its absence can lead to dysfunctional lymphatic function 

(lymphedema)68. Furthermore, in vivo characterization of interstitial fluid velocities has proven 

that lower velocities (0.1 – 1 µm/s) correspond to physiological, homeostatic conditions69, while 
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higher velocities (4 – 6 µm/s) are indicative of a pathological, inflamed tissue70,71. It is in our 

interest to have the capability to emulate these different flow conditions to enable studies on 

lymphatic formation and function.  

 

             
 

 
Figure 9: (a) Representative image of a fluorescently bleached spot with centroid identified by the 

Matlab frap_analysis plugin. Scale bar is 25 µm. (b) Centroid position with respect to time, and 

estimation of centroid velocity and angle of translation. (c) Interstitial flow velocity as a function of 

the pressure differential. The linear fit applied is based on Darcy’s law to extract the hydraulic 

permeability (K) of the gel. 
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difference, a variation of the Fluorescence Recovery After Photobleaching (FRAP) technique was 

implemented as previously reported72. Devices were perfused with 70 kDa-FITC dextran 

supplemented media and left overnight to ensure its uniform distribution throughout the gel. 

Subsequently, 3 to 5 small regions of interest (ROIs) 30 µm in diameter were photobleached by 

setting the confocal laser power to 100% for ~5 seconds within the gel matrix. Time-lapse images 

were captured at 10x immediately after photobleaching every 1.5 seconds. In the presence of a 

pressure difference, the photobleached area travels across the gel matrix towards the lower 

pressure source. By measuring the translation of its centroid using the MATLAB frap_analysis 

plugin73, we can extract the interstitial fluid velocity accordingly to the pressure head difference 

(Figure 9). The efficacy of this technique to measure fluid velocities relies on the following 

assumptions: (1) the tracer molecule follows fluid streamlines with no hindrance from the gel 

matrix, which remains valid given the nanometric scale of the molecule compared to the 

microscale pore size of the fibrin matrix74, and (2) the photobleached area travels in a uniform 

flow field, which is also valid since the length scale over which the pressure gradient is balanced 

is orders of magnitude larger than the pore size of the gel matrix (w >> K 0.5); thus, the pressure 

gradient is balanced by Darcy’s averaged velocity instead of the Laplacian velocity75. This 

measurement was repeated as the hydraulic head was increased to obtain an experimental trend 

between the pressure offset (Δp) and interstitial flow velocity (u) which was then fitted to Darcy’s 

law73, thus allowing the estimation for the hydraulic permeability of the gel (K) given by: 
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where w indicates the length over which the pressure drop is imposed (gel channel width), and μ 

corresponds to the fluid viscosity taken as 0.78 cP from previous studies76. From the obtained data 

and linear fit to the described equation, we were able to estimate the hydraulic permeability of our 

implemented fibrin gel to be 4 x 10-14 which is within the magnitude of expected values for in vitro 

engineered ECM77,78. Additionally, we can extrapolate a rough estimate for the mean pore size of 

our gel from this parameter by considering that the pore size scales as ~ K 0.5, as established by 

previous analytical relationships79,80. From this approximation, we obtain a value of approximately 

200 µm which is within the range of values we would expect for this fibrin-based gel74. Notably, 
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prior knowledge of the hydraulic permeability allows us to determine the required pressure 

differential to model either physiological or pathological flow conditions accordingly to the 

biological phenomena studied with our platform.   

 

2.2 Growth of Lymphatic Microvasculature under Biochemical Stimulus 

 

During development, lymphatic formation is highly orchestrated by the activation of angiogenic 

signaling pathways initiated by locally delivered growth factors81. As such, an extensive amount 

of work has identified various growth factors at different stages of lymphatic vascularization81. 

One of the most documented growth factors corresponding to this vascularization phenomena is 

vascular endothelial growth factor-c (VEGF-C) binding to the lymphatic vascular endothelial 

growth factor receptor-3 (VEGFR-3)82. In fact, locally delivered VEGF-C from implanted 

biomaterial scaffolds have been consider as a therapeutic strategy to treat the lack of functional 

lymphatic vasculature leading to lymphedema83. Alternately, signaling pathways can mediate 

lymphangiogenesis in a VEGFR-3-signaling independent manner84, an example of this includes 

the activation of the lymphatic hepatocyte growth factor receptor (HGF-R) via the binding of 

hepatocyte growth factor (HGF) which has been shown to promote lymphatic proliferation, 

migration and tube formation85. Furthermore, growth factors can uniquely activate angiogenic 

signals in lymphatic endothelial cells, while serving as antagonistic signals for the blood 

endothelium86. Such growth factors include angiopoietin-1 (ANG-1) which promotes 

lymphangiogenesis in a VEGFR-3-dependent manner, while potentiating TEK tyrosine kinase 

(TIE-2) activation which drives blood vessel quiescence87,88.  

Motivated by such in vivo studies that have elucidated the signaling mechanisms of lymphatic 

vascularization, we exogenously introduced these growth factors under controlled concentrations 

to stimulate lymphatic sprouting in our microfluidic cell culture system. It should be noted that, in 

addition to the growth factors mentioned above, a multitude of cytokines are responsible for the 

generation of the lymphatic system during embryonic development. However, we focused our 

efforts on these growth factors given their promising initial, screening results for inducing 

lymphangiogenesis in our in vitro platform89.  
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To grow lymphatic capillaries in our microfluidic system, following the formation of a confluent 

lymphatic monolayer (Day 0), ~350 µL of cell culture medium supplemented with the specified 

growth factor was added to the adjacent media channel, and replenished on a daily basis for up to 

6 days. In a previous set of screening experiments, we identified the minimum concentration 

required for each growth factor to elicit a lymphangiogenic response, which came out to be around 

the same concertation of 100 ng/mL for all of them. Growth of the lymphatic vasculature was 

measured every second day over a course of 6 days by taking epifluorescence images of their RFP 

signal (Figure 10) on a Nikon Eclipse Ti-S (Nikon Instruments, USA) at 4x with a numerical 

aperture of 0.13. These parameters permit an imaging thickness of ~25 µm, which is of similar 

thickness as histological sections used to quantify in vivo lymphatic morphology90. The Lymphatic 

Vessel Analysis Protocol-plugin in ImageJ (NIH) was utilized to measure morphological 

properties under the same protocol as implemented for lymphatic capillaries from tissue 

cryosections91. Sprouting length was measured relative to the normal direction starting from the 

gel-media interface of the device, while the area of coverage was quantified from binarized images 

that showed the relative area within the gel invaded by the lymphatics. Vessel diameter was 

measured at the mid-point region of each sprout with 2-3 measurements per sprout (as the sprouts 

became longer, additional measurements were taken), for a total of 5-20 sprouts per imaged area 

(depending on the number of available sprouts to measure accordingly to experimental condition 

and day). All reported measurements, hereinafter, were taken from an average of at least three 

separate devices and with error bars correspond to standard error of mean.  
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Figure 10: Representative images of lymphatic sprouting for different experimental conditions under 

biochemical stimulus at different days. Scale bar is 100 µm. 

 

By systematically screening each one of these growth factors in our microfluidic system, with a 

pre-established lymphatic monolayer at the opposite media channel, allowed for the preferential 

growth of lymphatic sprout through the gel matrix towards the source channel. Correspondingly, 

quantitative measurement of this phenomenon revealed that each growth cytokine induces the 

consistent sprouting of lymphatic vessels, with the most pronounced effects corresponding to 

HGF-stimulation and the simultaneous stimuli of all three growth factors combined (Figure 11a). 
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Figure 11: Quantitative analysis of lymphatic microvasculature morphology under biochemical 

stimulus: (a) sprouting length, (b) lymphatic area of coverage and (c) lymphatic vessel diameter. 

Highlighted regions correspond to in vivo values. 
 

Additional quantitative analysis of the vascular morphology was undertaken to evaluate the 
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evaluate the development of in vivo lymphatics92. As such, we can bound our analysis to a window 
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area coverage corresponding to the different factors (Figure 11b), we can quickly observe that most 
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diameters of the lymphatic sprouts were measured accordingly to the experimental condition and 

days in culture (Figure 11c). Similarly, to our comparisons to in vivo, we bounded an area within 

our measurements that would correspond to the diameter of lymphatic capillaries. Remarkably, 

every experimental condition studied achieved diameter values that remained within the bounds 

of in vivo values12. These findings highlight one of the many advantages of relying on the self-

organization of endothelial cells to form vascular structures, given that this technique achieves a 

significantly smaller scale in diameters, when compared to most artificial patterning methods. 

However, a limitation we still face was to achieve a broader range of diameters. This could be 

managed by investigating additional angiogenic or quiescent inputs to modulate the velocity of 

sprout invasion, which inversely scales with the sprout diameter, as studied by previous 

colleagues98.  Under practical and efficient considerations, we limited our experimentation to a 

six-day time period, and identified culture conditions that allowed us to recapitulate the 

physiological morphology of lymphatic capillaries within this short time frame. However, 

additional studies could be done to grow lymphatic capillaries for longer periods under angiogenic 

stimuli that potentiate their growth under slower rates, compared to the “optimal” conditions 

identified in the previous experiment. Specially, to compare the long-term (weeks) stability of the 

resulting lymphatic structures between culture conditions.  

2.3 Probing the Effects of Matrix Density during Lymphangiogenesis  

 

In addition to the wide range of soluble factors that act as chemical signals that guide 

lymphangiogenesis, the physical properties of the surrounding environment play an equally 

significant role during lymphatic development. Of special interest is the wound healing 

microenvironment, where lymphangiogenesis is a locally induced to counteract the increased 

tissue swelling and inflammation99,100. Preceding the VEGFR-3-mediated biochemical signals that 

lead to lymphangiogenesis, fibrin is deposited at the site of the wound to halt any possible bleeding 

and reconstruct the damaged ECM101. During this process, the structural properties of the matrix 

are significantly altered by the surrounding stromal, which in turn mediates the migration and 

remodeling by lymphatic endothelial cells102. In order to investigate the effects of fibrin matrix 

with distinctive physical properties, we varied the concentration of fibrinogen in the fibrin matrix 
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(Figure 12) which globally alters its structural and mechanical attributes (i.e., pore size, fiber 

density, stiffness)74.  

For this set of experiments, two experimental conditions were considered per fibrinogen 

composition: a control condition with no induction of lymphangiogenic factors and a set of devices 

stimulated with the combination of growth factors (VEGF-C, ANG-1, HGF) as described in the 

previous section. Fibrin gels with varying fibrinogen content were prepared with the corresponding 

concentrations of: 2.5 mg/mL (which is the standard implemented in protocols established by our 

lab for the generation of microvascular networks), 5 mg/mL (representative of a dense ECM), and 

1.25 mg/mL (analogous of a sparse matrix). All of the implemented fibrin concentrations are 

within the range of fibrinogen content measured in human plasma103. Quantitative comparison of 

the resultant lymphatic morphology revealed a high tendency of vascular invasion with decreasing 

fibrinogen concentration (Figure 13a & b) for both the control and biochemically stimulated 

conditions. This is consistent with observation in biological scenarios were matrix remodeling and 

degradation by cancer-associated fibroblast facilitate angiogenesis102. However, from a tissue 

engineering perspective, the lowest concentration of fibrinogen concentration resulted in an 

exceedingly and undesired amount of lymphatic invasion with up to half of the matrix populated 

by lymphatic sprouts at day 6. In fact, this high degree of vascularization was also evident for even 

unstimulated samples (control devices) which further indicates that this corresponding matrix 

condition facilitates an uncontrolled growth of lymphatics in our system.  
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Figure 12: Representative images of lymphatic sprouting for different experiments corresponding to 

varying fibrinogen concentration in the fibrin matrix. All samples were simultaneously stimulated 

with VEGF-C, ANG-1 and HGF at a concentration of 100 ng/mL, each. Scale bar is 100 µm. 
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Figure 13: Quantitative analysis of lymphatic microvasculature morphology under varying 

fibrinogen concentrations: (a) sprouting length, (b) lymphatic area of coverage and (c) lymphatic 

vessel diameter. Highlighted regions correspond to in vivo values. 
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matrix resulted in persistent vessel diameters, while the highest fibrinogen concentration led to 

larger vessels at the initial days of culture which then regressed to smaller diameters. 

 

2.4 Interstitial Flow-Driven Formation of Lymphatic Vasculature  

 

Fluid flow is an additional pervasive element in the cellular microenvironment that shapes the 

architecture and function of lymphatic capillaries1. In terms of the developmental role of fluid 

transport during lymphangiogenesis, two distinctive mechanisms have been proposed: (a) by 

facilitating the transport of stromal cell-secreted VEGF-C to the developing lymphatic sacs67, from 

which the initial lymphatic capillaries emerge, (b) for pathological scenarios, such as a tumor 

microenvironment or inflammation at a wound site, where elevated fluid velocities impart higher 

fluid-generated forces on cells which activates mechanotransduction pathways resulting in 

upstream lymphatic sprouting6. Given that our microfluidic platform allows for the 

compartmentalization of an ECM with adjacent fluid channels, a pressure differential across this 

gel channel would drive interstitial flow through the matrix, thus recapitulating the fluid transport 

encountered in vivo by the lymphatics. We carefully considered different magnitudes of fluid flow 

velocities (Figure 14) corresponding to either physiological interstitial flows (low flow – 0.1 to 1 

µm/s)69, or pathological interstitial fluid velocities (high flow – up to 10 µm/s)104, which have been 

shown to elicit distinctive mechanisms of lymphatic vascularization in vivo18,22. In addition, we 

studied the synergistic effects of biochemical and fluid flow stimuli, in an effort to gain insight on 

how the superposition of these factors could be implemented to engineer the lymphatic 

microvasculature in our system. 
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Figure 14: Representative images of lymphatic sprouting for different experimental conditions 

corresponding to stimulus by interstitial flow at different velocities All samples contained a fibrin 

matrix with a 2.5 mg/mL content of fibrinogen. Scale bar is 100 µm. 
 

Remarkably, both the low and high interstitial flow velocities elicited lymphatic sprouting during 

the initial days of culture, however, the extent of vascular invasion was significantly greater for 

the high flow-stimulated lymphatics (Figure 15a & b). At later days, the low flow condition led 

to the regression of the lymphatic vasculature, while the high flow-stimulated samples appeared 

to stabilize after day 4. Closer inspection of relevant morphological parameters shows that higher 

interstitial flow velocities accommodate the desired area of coverage for in vivo restitution, while 

slower flow regimes fall short of this morphological requirement. Thus, biomechanical stimulus 

imparted by pathological-levels of interstitial flow can be exploited as a means to generate tissue-

scale lymphatic vasculature (Figure 15b). In fact, this finding is in line with in vivo documentation 

of pathological microenvironments (i.e., a developing tumor or an inflamed wound site) where a 

buildup of interstitial fluid pressure, from a leaky blood vascular endothelium, leads to higher 

interstitial fluid flow towards the lymphatics, thus evoking lymphangiogenic activity18. In a 

previous study by our lab105, vascular angiogenic sprouting was documented to solely occur when 

the interstitial flow direction was set to induce basal-to-apical transendothelial fluid transport 

which also corresponds to our experimental setup in this section. Such study also identified the 

polarized phosphorylation of focal adhesion and Src kinase at the basal surface of the cells under 

this flow exposure, thus suggesting that the cell adhesion complexes act as key 
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mechanotransductors to this biomechanical stimulus. As reported by this study, we believe that 

the lymphatic endothelial cells are eliciting a similar response where fluid pressure stresses, 

exerted by the interstitial flow, are balanced by tensional forces at the endothelial adhesion sites 

to the matrix, which would result in the mechanotransduction-driven sprouting against the 

direction of flow.  

In an effort to further study the role of fluid transport in facilitating the transport of pro-

lymphangiogenic factors, we also looked into a separate set of experimental conditions where a 

lower dose of the growth factors, implemented in the prior section, was introduced for both static, 

no flow and low flow-stimulated samples. As such, we can compare the emergent lymphatic 

vasculature accordingly to either the biochemical or biomechanical input, or the additive effects 

of both factors. Given that the implemented concentration of growth factors for this study is lower 

(50 ng/mL), the resulting lymphatic morphology fell short of recapitulating the in vivo area 

coverage (Figure 15b), previously achieved by implementing a higher dose (2x) of these factors. 

Interestingly, when this lower dose (50 ng/mL) is coupled with low levels of interstitial flow (0.1 

to 1 µm/s), exacerbated lymphangiogenic activity is observed with an exceeding amount of 

lymphatic vasculature invading the gel by day 4 and continuing at later days (Figure 15a & b). 

This resulted in hyper-physiological values for the area coverage by the grown lymphatics. Thus, 

from this set of experimental conditions, we identified that biomechanically stimulating the 

lymphatics with pathological levels of interstitial flow provided the optimal approach to generate 

physiologically relevant lymphatic vasculature. Similarly, to our previous screening experiments, 

all the diameters remained within range of in vivo values, thus further validating this angiogenic-

based approach to grow lymphatic capillaries of appropriate length scale.  
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Figure 15: Quantitative analysis of lymphatic microvasculature morphology under varying 

interstitial flow velocities: (a) sprouting length, (b) lymphatic area of coverage and (c) lymphatic 

vessel diameter.  
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2.5 Optimal Lymphangiogenic Parameters for Engineering Lymphatic Capillaries 

 

From the extensive set of experimental conditions studied, we identified two independent 

approaches to engineer tissue-scale lymphatic vasculature. These approaches rely on either 

invoking lymphangiogenic signaling pathways, such as VEGFR-3 activation, via growth cytokines 

(VEGF-C, ANG-1 and HGF at 100 ng/mL) or, alternatively, implementing biomechanical 

stimulus via high levels of interstitial flow (6 - 8 µm/s) to invoke lymphatic sprouting against the 

direction of flow. Both methods requiring a fibrin-based matrix with a physiological concentration 

of 2.5 mg/mL of fibrinogen. From these approaches, we achieved a broad range of lymphatic area 

coverage (15% - 30%), corresponding to different organ and tissue sites. It should be noted that 

additional combinations could be exploited to engineer these lymphatic structures with in vivo 

morphological properties, such as further optimizing the combination of growth factors with 

interstitial flow. However, practical and cost-effective considerations should also be taken, such 

as minimizing the amount of cell culture media required to induce flow for long periods (days), 

given that the addition of human recombinant grow factors to the culture media, significantly 

increases the price of culturing these systems. Thus, more efficient flow setups should be 

implementing to minimize the amount of media required for long-term flow experiments such as 

the one developed by our lab, MicroHeart pump106 (see Appendix A).   

To further examine the vascular morphology, immunofluorescence imaging was implemented. 

Briefly, cells were fixed with 4% paraformaldehyde (Electron Microscopy Sciences) for 15 

minutes, followed by permeabilization with 0.01% TritonTM X‐100 (Sigma) for 10 minutes. 

Subsequently, blocking was performed with 5% BSA (Sigma) and 3% goat serum (Sigma) for 1 

hour at room temperature. All the reagents were diluted in DPBS. Cells were then incubated 

overnight at 4°C with a corresponding protein-antibody of interest (diluted in washing buffer at 

1:100). Confocal images were acquired with IX81 microscope (Olympus) equipped with Fluoview 

FV1000 Software. From the acquired confocal images, we were able to observe that in addition to 

generating small-scale (~20 µm), three-dimensional and lumenized structures that are more 

representative of their in vivo counterpart (Figure 16 & 15). The angiogenic approach undertaken 

in this study also allows us to generate blind-ended vasculature, a distinctive feature of lymphatic 

capillaries (Figure 16). Furthermore, the engineered vasculature also expressed lymphatic-specific 

markers such as the lymphatic vascular endothelial receptor-1 (LYVE-1)107, the upregulated 
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transcriptional factor PROX-1108, as well the lymphatic cell surface marker podoplanin109 (Figure 

18). 

 

 
Figure 16: Representative images corresponding to lymphatic vasculature grow in our microfluidic 

platform (left) and in vivo dermal lymphatics5 (right). Scale bars are specified within the image.  
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Figure 17: Representative images of the lymphatic vasculature expressing RFP with an orthogonal 

view of the vessel depicting lumen compartments. White arrows indicate vascular lumens. Scale 

bars are specified within the image. 
 

 

     
Figure 18: Representative images of engineered lymphatic vasculature expressing RFP and stained 

for PROX-1 transcriptional factor (cyan) and cell surface staining of podoplanin (left and right 

images, respectively). Scale bars are specified within the image. 
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Chapter 3: Functional characterization of physiological 

solute and protein drainage by engineered lymphatics 

3.1 Solute Drainage Rate Assessment of Engineered Lymphatics  

 

The lymphatic system serves an integral role in maintaining tissue homeostasis by clearing excess 

fluid, macromolecules (plasma proteins), pathogenic agents (such as bacteria and antigens) and 

small molecules packaged into endogenous carriers (vesicles or exosomes) from the peripheral 

tissues into the systemic circulation110. Typically, the transport of these factors is initiated by their 

exit from the blood vasculature followed by their transport through the tissue interstitium. This 

movement, through the interstitial space, is guided mostly by diffusive and convective phenomena 

that leads the diluted factors towards the lymphatics, due to their lower intraluminal pressure and 

concentration111. As such, research efforts have been guided towards studying the transport of 

solutes and proteins to the lymphatic circulation with potential applications on: (a) identifying the 

key biological regulators (intracellular and paracrine signaling) that lead to healthy or 

dysfunctional lymphatic drainage during lymphedema112–114 and lymphoma115, and (b) superior 

design of therapeutic particles that leverage lymphatic delivery to achieve higher therapeutic 

exposure and efficacy116.  

In vivo studies quantifying lymphatic drainage have implemented a similar methodology as the 

clinical imaging technique known as lymphoscintigraphy116, where the clearance of an injected 

radiolabeled tracer from the interstitial space is monitored as it is collected by the lymphatics. 

From such method, lymphatic functionality can be quantified by measuring the clearance of the 

tracer from the interstitium during a given time interval117. The simplicity of this technique has 

made it amenable for use in animal models to gain insight into the biological mechanisms that lead 

to the dysfunctional clearance of proteins by the lymphatics (lymphedema)118. Furthermore, this 

functional assay has been implemented in studies with transgenic mice to identify key genetic 

regulators of lymphatic growth and quiescence119,120. However, by utilizing radiolabeled tracers, 

certain limitations are met due to the radioactive half-life of the tracer, as well as adverse effects 

due to radioactivity121. Alternatively, fluorescence imaging techniques provide a convenient 

(radiation devoid) and cost-effective approach to monitor the concentration of a particular solute 
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or protein via conjugation with a fluorophore, this also allows the multiplexed observation of 

different solutes by implementing fluorophores of varying fluorescence signal122. An example of 

this implemented approach is depicted in Figure 19, where the ear flap of a mouse is injected with 

a fluorescent tracer and the fluorescence signal is monitored over time at the injection site83. The 

decrease in fluorescence signal over time is quantified, by a linear trend in this case, and 

normalized by the initial fluorescence signal, thus providing a rate (temporal response) of 

clearance by the lymphatics. Such measurement has been widely implemented for various in vivo 

studies along different dermal sites and with tracers of distinctive molecular weights and 

electrochemistry, thus providing us with a range of clearance rates (~ 0.025 - 0.005 min-1) from 

our literature review83,123–127.  

 
Figure 19: In vivo solute clearance assay with representative images and, fluorescence intensity and 

clearance rate plots83 (left image). Schematic in vitro-based assay within our microfluidic system to 

measure the drainage rate via fluorescence signal at the lymphatic media channel (right image).   
 
To measure lymphatic clearance in our in vitro engineered lymphatics, we implemented a similar 

approach previously reported by Tien and colleagues, which is also based on the aforementioned 

in vivo technique to measure lymphatic drainage/clearance rate49. Briefly, on day 4 post-

seeding/culture of the engineered lymphatics, media supplemented with a specified fluorescent 

tracer was introduced into one of the media channels to establish a hydraulic pressure difference 

across the gel region and drive flow across the gel channel at an average interstitial fluid velocity 

of 0.1µm/s, thus recapitulating physiological flows towards the lymphatics. Immediately after, a 

Drainage Assay : In vivo

Guc et al. Biomaterials (2017)

Drainage Assay : In vitro
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series of 4 ROIs at the opposite media channel (initially solute-free) are imaged as a confocal stack 

throughout the full height of the device (4 slices at 80 µm) at 10x every 2 - 4 minutes for up to 12 

minutes to obtain the increase of fluorescent signal over time. Additional images were acquired 

for the source channel, where the fluorescently-conjugated solutes are originally introduced. The 

average fluorescence intensity of each corresponding ROI was extracted using ImageJ-based 

quantification and used to calculated the solute drainage rate:  
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where ΔIv indicates the increase in the average fluorescence intensity within the lymphatic 

vasculature in a given time interval (Δt), and Is corresponds to the average intensity of the source 

channel (used to normalized this measurement). A fundamental assumption imposed by this metric 

is the linear increase in fluorescence intensity as the tracer is drained into the lymphatic channel, 

which is a rough approximation for the transport of solutes in such system. However, 

measurements from this assay by Tien and colleagues49, and our group (Figure 20) validate a 

nearly linear trend in the fluorescence signal corresponding to convection-dominated transport of 

solutes into the lymphatic channel which we further validate in later sections. A set of four 

experimental conditions were studied which included three-dimensional engineered lymphatics 

via optimized protocols implementing either growth factors or high interstitial flow, as described 

in Chapter 2. In addition, a set of two control conditions were included corresponding to an 

acellular, gel system, and samples with a lymphatic monolayer cultured under no angiogenic 

stimuli, thus the lymphatic endothelial cells mostly remained in a two-dimensional setting at the 

gel-media interface.  
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Figure 20: Temporal plot of fluorescence intensity corresponding to solute drainage measurements 
of 10 kDa dextran by Tien and colleagues49 (left) and our 3D lymphatics on-chip system (right).  
 
 
 

 
Figure 21: Quantification results of solute drainage rates accordingly to the experimental condition 

and dextrans of varying molecular weight. Shaded area corresponds to reported in vivo values of 

drainage/clearance rate. From left to right, conditions correspond to: bare gel (devoid of cells), 

lymphatic monolayer (devoid of angiogenic stimuli),  3D lymphatics grown with growth factors (GF), 

and 3D lymphatics grown with high-levels of interstitial flow (HF). 
 

From the overall experimental measurements for solute drainage rates (Figure 21), a series of 

interesting trends can be observed between systems and varying molecular weight of the tracer. 

For the gel system, solute drainage rates, for the range of molecular sizes tested, fell within or 

below a value of 0.005 min-1 which barely recapitulates in vivo measured rates of solute drainage. 

Interestingly, if we take the inverse of the average measured rate (~0.005 min-1) a time of 200 

minutes is obtained which represents the timescale for the solutes to be drained through this bare 

0 2 4 6 8 10
0.00

0.05

0.10

0.15

0.20

time (min)

N
or

m
al

iz
ed

 F
lu

or
es

ce
nc

e 
In

te
ns

ity

R2=0.9761

R2=0.9866

10 kDa

70 kDa

3 k
Da

10
 kD

a

70
 kD

a
3 k

Da

10
 kD

a

70
 kD

a
3 k

Da

10
 kD

a

70
 kD

a
3 k

Da

10
 kD

a

70
 kD

a
0.0

5.0×10-3

1.0×10-2

1.5×10-2

2.0×10-2

2.5×10-2

So
lu

te
 D

ra
in

ag
e 

R
at

e 
(1

/m
in

)

Gel Monolayer 3D Lymphatics - G.F. 3D Lymphatics - H.F. 



 42 

gel system. This timescale is in agreement with the scaling analysis: 1200 µm / 0.1 µm/s (w/v) 

which is the convective timescale for transport across the gel width. However, given the low fluid 

velocity in this system, diffusive transport could also play a significant role in the migration of the 

solutes. To characterize the relative importance between diffusive and convective transport, we 

can implement the dimensionless parameter known as the Peclet number which accounts for the 

timescale of each phenomena:  
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where u indicates the local velocity, L is the characteristic length of the system, and D denotes the 

diffusion coefficient of the solute. Notably, in the above expression, we consider that the relative 

modes of mass transfer are competing in the same direction (||), thus their timescale correspond to 

the same characteristic length. Considering the fluid velocity and length of the system under study, 

we find that the Peclet ranges from 8 – 26 with lower bound values corresponding to smaller tracer 

molecules (higher diffusion coefficient) and, conversely, higher Peclet numbers accord to larger 

molecules. Thus, transport within the gel is dominated by convection which validates the 

convective timescale agreement with the gel drainage rates.  

Interestingly, when we turn our attention to the lymphatic monolayer system, we observe a 

consistent drop in the measured solute drainage rates as we increase the molecular weight of the 

tracer (Figure 21). This trend is similarly observed in previous experiments by our lab, studying 

blood microvascular systems, in which both the diffusive and convective transport rates decrease 

with increasing tracer molecule size as a result of the inherent difficulty of larger molecules to 

migrate between the small dimensions of the endothelial intercellular space. Hence, the 

introduction of the lymphatics as a monolayer in our microfluidic system imposes an additional 

barrier of solute transport which effectively reduces the solute drainage rates to sub-physiological 

levels.  

Evaluation of the solute drainage rates for the three-dimensional lymphatics, engineered by 

angiogenic induction with either growth factors or pathological levels of interstitial flow, confirms 

their physiological functionality for solute drainage as we compared the measured values to in 

vivo-based measurements of solute clearance rates (Figure 21). Furthermore, as we increase the 
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molecular weight of the dextran, physiological levels of interstitial solute clearance are still 

achieved by the engineered lymphatic microvasculature, conversely to the other systems (bare gel 

and lymphatic monolayer).  

We also tested the drainage rates for more biologically relevant proteins, avidin and albumin. The 

former is extensively implemented for therapeutic particle conjugation due to its highly functional 

and stable affinity interaction for desired molecular targets128, while the former is the most 

ubiquitous plasma protein responsible for maintaining oncotic pressure homeostasis in the blood 

stream129. Additionally, despite being of similar molecular weight (~ 65 kDa), avidin and albumin 

exhibit significantly different isoelectric points which correspond to their distinctive positive and 

negative charge, respectively, at a physiological pH. Thus, the selected proteins allow us to probe 

the influence of distinctive surface charge which is representative of various plasma and interstitial 

proteins130.  

The experimental measurements further validated that the bare gel or lymphatic monolayer system 

failed to recapitulate physiological ranges of protein drainage rates (Figure 22). In fact, both 

proteins were cleared at similar rates as the fluorescent dextran of similar molecular weight (70 

kDa). However, systems that incorporate three-dimensional lymphatic microvasculature 

recurrently exhibit protein drainage rates comparable to the in vivo measured values (Figure 22). 

Furthermore, avidin (positively-charged)131 was drained at slightly higher, but not significant, rate 

than the albumin (negatively-charged)132 in both systems. This could be the result of charge 

interactions between the cationic protein and the lymphatic glycocalyx, a negatively-charged cell 

surface coating of glycoproteins and proteoglycans133. While we are able to confirm the expression 

of this proteoglycan/glycoprotein layer in our engineered lymphatics (Figure 23), to date, no in 

vivo studies have addressed the role of the glycocalyx during lymphatic protein drainage. Thus, 

additional in vitro and in vivo studies are merited.   
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Figure 22: Quantification results of solute drainage rates accordingly to the experimental condition 

and dextrans of varying biological molecules. Shaded area corresponds to reported in vivo values of 

drainage/clearance rate.  

 

 

         
Figure 23: Representative images of the engineered lymphatic microvasculature where lymphatic 

express RFP (left) are also stained with lectin (right) to stain the glycocalyx. At the same fluorescence 

imaging settings, glycocalyx staining reveals significantly less expression relative to the RFP signal. 

All scale bars are 50 µm. 

 

Beyond confirming the physiological drainage functionality of our engineered lymphatics, a 

fundamental question arises from these results: what is the physical basis by which the three-

dimensional engineered lymphatics can exhibit higher drainage rates? By initial inspection, one 
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could hypothesize that the invading lymphatic microvascular structures, within the gel region, 

increases their surface area, which in turn increases the total flux of solutes into the lymphatics. 

Hence, the pronounced difference in geometry between the three-dimensional lymphatics and the 

monolayer system determines their distinctive drainage rate. However, this could lead to a second 

question: is the presence of the lymphatic endothelium contributing to this physiological transport 

phenomenon or is the three-dimensional structure the only determinant for higher drainage rates? 

This last question bears significance for tissue engineering applications given recent efforts to 

incorporate artificial lymphatics in engineered tissue constructs by simply casting empty 

microchannels.  

In an effort to examine the relative drainage contribution of the lymphatics across different systems 

implemented in this work, an additional solute drainage rate assessment was conducted after 

decellularizing the system. This was done by washing away the cells with a detergent solution of 

1% TritonTM X‐100 in DPBS for 10 minutes immediately after the first solute drainage 

measurement, followed by washing the previous fluorescent tracer using DPBS for 5 minutes. All 

the washing steps were done under a slight pressure head difference (4 mm). Solute drainage rate 

measurements were repeated with decellularized devices to determine the relative difference 

between measured values prior and post lymphatic decellularization.  

 

 
Figure 24: Normalized solute drainage rates (relative to the respective decellularized sample) for 

dextrans of varying molecular weight accordingly to the experimental condition that the lymphatics 

were implemented in the microfluidic system.   
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From this assessment, we were able to take into account differences in the geometry between 

systems to experimentally measure if the lymphatic endothelium dampens or enhances the 

clearance of solutes in the corresponding system (monolayer or engineered vasculatures). 

Experimental measurements determined that for the monolayer system, the addition of the 

lymphatics proceeded to slower drainage as represented by values falling below unity in the 

normalized drainage rate (Figure 24). Conversely, for both microvascular systems, we start to 

observe values greater than unity which translates to increased drainage due to the presence of the 

lymphatic endothelium within the three-dimensional vascular structures. Thus, lymphatics 

contribute to the physiological drainage functionality in the engineered microvascular platforms, 

beyond just providing an increased vascular surface and additional microchannels. However, these 

findings are yet to elucidate the physical basis leading to the enhanced transport of solutes by our 

engineered lymphatic microvascular system. This will be the subject of the following section.  

3.2 Computational Modelling of Lymphatic Solute Drainage  

 

Given that our previous assessment is limited to providing a bulk measurement of the drainage of 

interstitial solutes into the lymphatics, we sought to find an alternate approach to obtain higher 

spatiotemporal characterization of the underlying transport phenomena. As such, we implemented 

the COMSOL Multiphysics software to facilitate the in silico study of solute drainage in our tissue 

engineered systems. A two-dimensional geometry was developed based on a cross-sectional view 

of a lymphatic sprout within the gel region. The ascribed geometry of the sprout was based on the 

morphological characterization conducted in previous chapters, while the gel domain extended to 

the full width of the center channel and the height was based on the approximated distance between 

sprouts (~65 µm). An additional domain (0.5 µm thick) was implemented between the sprout and 

gel region that represented the lymphatic endothelium. To this domain, the Kedem-Katchalsky 

equation was imposed which characterizes the flux of solutes across a semipermeable 

membrane134: 
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where the diffusive flux is driven by the concentration difference times the diffusive permeability, 

and the convective flux is given by the scalar product between the fluid velocity (obtained from 

the Starling equation) and the local concentration. The convective term also incorporates a 

filtration reflection coefficient (σf) which considers the fraction of solutes that permeate across the 

endothelium along with the fluid flux135. Fluid mechanics throughout the system was governed by 

the Brinkmann equation within the gel region and Stokes flow in nonporous regions. The transport 

of solutes throughout the rest of the system was governed by Fick’s Second Law incorporating 

both diffusive and convective transport phenomena. The pressure and concentration boundary 

conditions were set to the same magnitudes as implemented in the experimental drainage assay 

with a constant value set at the inlet and a convective outflow boundary set at the outlet (Figure 

25). Transient numerical solutions were generated for a total computational time of 1000 seconds, 

similarly as the experimental assay (~15 minutes). The intrinsic transport properties of the 

lymphatic endothelium, including the diffusive permeability and hydraulic conductivity, were 

determined experimentally as described below.  

 

 
Figure 25: Geometry and boundary conditions of the computational model for lymphatic solute 

drainage developed in COMSOL Multiphysics.  
 

To quantify the diffusive transport across the lymphatic endothelium, a diffusive permeability 

assay was implemented based on previous protocols. Briefly, devices were perfused with a 

fluorescent tracer at the lymphatic media channel, and allowed to diffusive through the 
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endothelium while confocal z-stacks of at least 100 µm deep were collected in steps of 5 µm and 

at time intervals of 2 minutes. Considering the principle of mass conservation, the diffusive flux 

(Nd) of the solutes from the lymphatic endothelium into the gel region can be quantified by taking 

the temporal derivative of the total concentration (C) in the gel control volume (Vg): 
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This mass conservation analysis can be expressed as a membrane diffusive transport equation 

where the total diffusive flux is driven by the concentration difference (ΔC) times the surface area 

of the vasculature (As), and the diffusive permeability of the endothelium (Pe)133. Following these 

quantitative arguments, and the assumption that the fluorescence intensity is linearly proportional 

to the concentration of the fluorescent tracer, imaging analysis133 can be implemented to obtain the 

diffusive permeability as: 
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where ΔIg corresponds to the increase of average fluorescence intensity in the gel region after a 

given time interval (Δt), respectively, and Iv,i and Ig,i indicate the initial, average fluorescence 

intensity within the lymphatic vasculature and gel volume, respectively. This measurement was 

repeated at 3 different locations per device for different fluorescent tracers of varying molecular 

weight, given the dependency of diffusive transport on the hydrodynamic-Stokes radius (size) of 

the tracer136. 

Fluid transport across the lymphatics was described on the basis of the endothelial hydraulic 

conductivity which was measured following a similar assay as previously described for interstitial 

flow measurements using FRAP. For this assessment, interstitial flow velocities (v) in devices with 

lymphatics were measured accordingly to the same pressure head differences (Δptotal) performed 

for the estimation of the hydraulic permeability. Following these measurements, we implemented 

a hydrodynamic circuit analogy were the major sources of hydraulic resistance (ratio of differential 

pressure and volumetric flow rate) in the system originate from the gel and lymphatic endothelium. 
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Considering that these hydraulic resistances act in series105, the differential pressure across the 

endothelium (Δpec) can be estimated by: 
  

∆-%1 =		∆-2324& −	
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where the differential pressure across the gel is governed by Darcy’s law, as previously described. 

Knowing the pressure drop across the endothelium, we can apply the Starling equation137 to 

establish the proportionality between the pressure difference and fluid flux across the lymphatics, 

known as the hydraulic conductivity (Lp):  
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where the oncotic pressure contribution is neglected given homogenous distribution of solutes 

throughout the system. This quantification was performed for every distinctive condition that the 

lymphatic endothelial cells were introduced and cultured in the microfluidic system (monolayer, 

growth factors- and interstitial flow-grown lymphatics). 

Additional parameters such as the diffusion coefficient (D) and reflection coefficient (σf) for the 

different fluorescent-solutes were based on previous studies from our lab. Given the high degree 

of similarity for the diffusion coefficient value corresponding to 70kDa-dextran from our analysis 

to previous studies in our lab, we approximated the diffusion coefficients of the other fluorescent-

dextrans from these studies58,138,139. Additionally, from this previous study77, a range of values for 

the reflection coefficient were considered in which the highest bound value ascribed to the 

lymphatic endothelium corresponded to that measured in blood microvascular networks given that 

the junctions of the lymphatics are exceedingly leakier. The collection of all the parameter values 

implemented for the simulations are summarized in Table 1. 
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Table 1: Experimental and computational default parameters for lymphatic drainage model. 

Parameter Symbol Value 

Source concentration of 3 kDa dextran co, 3kDa 3.3 x 10-2 mol/m3 

Source concentration of 10 kDa dextran co, 10kDa 1.0 x 10-3 mol/m3 

Source concentration of 70 kDa dextran co, 70kDa 1.4 x 10-3 mol/m3 

Diffusion coefficient of 3kDa dextran D3kDa 14.5 x 10-11 m2/s 

Diffusion coefficient of 10 kDa dextran D10kDa 9 x 10-11 m2/s 

Diffusion coefficient of 70 kDa dextran D70kDa 4.5 x 10-11 m2/s 

Hydraulic conductivity of monolayer lymphatics Lp M 3.9 x 10-6 m/Pa s 

3 kDa dextran permeability in monolayer lymphatics PM, 3kDa 7.0 x 10-8 m/s 

10 kDa dextran permeability in monolayer lymphatics PM, 10kDa 1.3 x 10-8 m/s 

70 kDa dextran permeability in monolayer lymphatics PM, 70kDa 1.2 x 10-8 m/s 

Hydraulic conductivity of growth factor-grown lymphatics Lp GF 3.6 x 10-6 m/Pa s 

3 kDa dextran permeability in growth factor-grown lymphatics PGF, 3kDa 2.3 x 10-8 m/s 

10 kDa dextran permeability in growth factor-grown lymphatics PGF, 10kDa 4.3 x 10-9 m/s 

70 kDa dextran permeability in growth factor-grown lymphatics PGF, 70kDa 3.8 x 10-9 m/s 

Hydraulic conductivity of high flow-grown lymphatics Lp HF 8.1 x 10-6 m/Pa s 

3 kDa dextran permeability in high flow-grown lymphatics PHF, 3kDa 7.2 x 10-8 m/s 

10 kDa dextran permeability in high flow-grown lymphatics PHF, 10kDa 3.0 x 10-8 m/s 

70 kDa dextran permeability in high flow-grown lymphatics PHF, 70kDa 2.4 x 10-8 m/s 

Reflection coefficient of 3 kDa dextran σf, 3kDa 0.2-0.4 

Reflection coefficient of 10 kDa dextran σf, 10kDa 0.4-0.8 

Reflection coefficient of 70 kDa dextran σf, 70kDa 0.4-0.8 
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Numerical results depict the uniform movement of solutes across the gel region as it approaches 

the lymphatic sprout. Once the solutes are located at the front end of the sprout, the pressure 

difference across the endothelium drives the entrance of solutes into the lumen compartment. It is 

at this region that the transport of solutes is accelerated, compared to the solutes that continue 

traveling within the gel region (Figure 26). This local increase in transport rate can be attributed 

to a lower hydraulic resistance exhibited by the lumen compartment (Rlumen), as compared to the 

resistance imposed by the gel region (Rgel) which can be validated on the basis of scaling: 
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where the same geometric parameters, length (L) and radius (r), are attributed to each region for 

direct comparison, and with the dynamic viscosity (μ) and hydraulic permeability (K) also 

contributing to this estimation. Upon taking the ratio of resistances, we find that the scaling 

analysis reduces to a comparison in length scale where the hydraulic permeability is on the order 

of 10-14, and the squared length of the radius is approximately 10-10 which results in a difference 

of 4 orders of magnitude. Thus, the lumen compartment provides a path of significantly less 

resistance where the solutes are preferentially transported, along with the fluid flow direction.  

Additionally, we can continue this analysis to verify the resistance contributed by lymphatic 

endothelium as: 
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where the hydraulic conductivity (Lp) and the surface area of the sprout provide an estimate to the 

resistance to fluid passage through the endothelium. For different parameters corresponding to 

either the growth factor- or high flow-grown lymphatics, this ratio results in a value of either 0.7 

or 0.3, respectively, which suggests that the endothelium does not act as a substantial barrier to 

fluid transport. Since the resistance by the lymphatic endothelium is comparable to that of the 
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lumen, then both are negligible compared to the resistance imposed by the gel region. To further 

validate this, we also compared the hydraulic resistance between the gel and endothelium as: 
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from which we obtain a difference of at least 3 orders of magnitude, thus affirming that both 

resistances contributed by the lymphatic sprout (endothelial and luminal) are exceedingly lower 

than transport across the gel. Overall, these scaling arguments reveal that lymphatic sprouts 

facilitate solute drainage by providing a faster pathway for solute convection with minimal 

hindrance to fluid transport. This aligns with our previous experimental observations that 3D 

lymphatics achieve higher solute drainage rates, compared to a monolayer system.  
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Figure 26: Computational model results for lymphatic solute drainage developed in COMSOL 

Multiphysics depicting the normalized concentration of solutes representing 10 kDa dextran at 

different stages during drainage: the first (upper) image showing the approaching solutes to the 

sprout at 300 seconds and the second (lower) image showing the spatial distribution of solutes at 600 

seconds. 
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To further investigate distinctive mechanisms in the transport of solutes through the lymphatic 

sprout, we also implemented a model that captured the solute drainage in decellularized samples, 

similar to the previous experimental condition, to provide a comparative basis. As such, most of 

the parameters for the decellularized model remained the same, as with the lymphatic sprout 

model, with the simple modification that the domain corresponding to the endothelial wall was 

removed. Thus, generating an empty lumen compartment from its previous structure, as it would 

similarly occur after we perform decellularization in our samples. Since fluid transport across the 

endothelium was mostly unhindered, the convective flux of the diluted species into the lumen 

yielded similar distribution and rates between models (Figure 27), except in cases were a high 

reflection coefficient was implemented in the simulations for the lymphatic sprout model. 

However, an interesting phenomenon was observed in both model systems, where the local 

accelerated movement of solutes within the lumen compartment creates pronounced concentration 

gradients in the radial/lateral direction. This concentration difference drives the diffusive flux of 

solutes from the lumen compartment back into the interstitial space, regardless if the lumen 

contained an endothelial barrier or not (decellularized). Evidently, solutes that “leaked” out would 

then travel at a slower rate across the system until they were brought back into the lumen 

compartment by either convection or diffusion. To quantitatively evaluate this “leakage” flux, 

post-processing was implemented to depict a series of arrows that described the directionality and 

magnitude of the diffusive flux along the lumen (Figure 27). Such results suggest that for a greater 

magnitude of solutes that diffused out of the lumen, a slower drainage rate follows. The magnitude 

of diffusive flux also varied accordingly to the diffusion and permeability coefficient of the solute, 

correspondingly to their distinctive hydrodynamic radius. As such, with decreasing molecular 

weight, a greater amount of solutes would diffuse out from the decellularized lumen, in comparison 

to the drainage of the same molecule by the lymphatic sprout system (Figure 27). Overall, 

differences in drainage rates between models are a direct consequence of competing transport 

modes (diffusion versus convection) and their relative magnitude accordingly to each situation. 

We continue our analysis towards identifying the interplay between different transport parameters 

that determine these distinctive rates of solute drainage across each system.  
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Figure 27: Computational model results for lymphatic sprout solute drainage (upper image) and 

decellularized-sprout solute drainage (lower image). Both models depict the normalized 

concentration of solutes representing 10 kDa at 800 seconds and the magenta-color arrows indicate 

the magnitude and directionality of the diffusive flux at the lumen surface. 
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Figure 28: Computational model results for lymphatic sprout solute drainage (upper image) and 

decellularized-sprout solute drainage (lower image). Both models depict the normalized 

concentration of solutes representing 3 kDa at 500 seconds and the magenta-color arrows indicate 

the magnitude and directionality of the diffusive flux at the lumen surface.  
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Figure 29: Concentration plot corresponding to a concentration probe placed at the end of the lumen 

compartment, thus measuring the increase in solute concentration during drainage by the lymphatic 

sprout model (left) and the decellularized-sprout system (right). Both plots pertain to 10 kDa dextran-

based solute properties.  

 

To further verify these computational results, we extracted an additional set of data from the 

simulations in which a concentration probe was added at the end of the lumen channel to measure 

the increase in concentration during drainage. Subsequently, we quantified the corresponding 

drainage rate based on the concentration measurements from the last 200 seconds of the model. 

Since the implemented models only capture the transport of a single lymphatic sprout, direct 

measurements cannot be taken with our tissue-scale, experimental measurements for drainage 

rates. However, the ratio of drainage rates between the lymphatic sprout and the decellularize 

system can be applied, and taken as comparative basis to the normalized measurement that we also 

implemented in our experimental drainage assay. Remarkably, we found a high degree of 

agreement between our experimental measurements and computational results, across the different 

systems and for solutes/tracers of varying molecular weight (Figure 30), hence supporting our 

theoretical framework to describe the underlying transport phenomena and parameters that give 

rise to the distinctive drainage rates accordingly to the implemented system.  
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Figure 30: Normalized solute drainage rates for dextrans of varying molecular weight for the 

different experimental conditions and showing both computational  and experimental results for the 

implemented lymphatic system.   

 

Finally, to have a simplified framework for understanding the underlying differences in transport 

phenomena, we further implemented scaling analysis with an emphasis on the relative timescales 

of solute transport within the lumen region. For this, we evaluated the Peclet number with 

appropriate adjustments to the scaling arguments accordingly to the studied system. For the 

lymphatic sprout model, the scaling parameters for the Peclet number follow as: 
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where u indicates the average luminal velocity of the fluid, L corresponds to the sprout length, D 

continues to indicate the diffusion coefficient of the molecule and the reflection coefficient (σf) 

corrects for hindrance effects on the solutes. As we noted earlier, the timescale approximations in 

this analysis considers the relative competition of each phenomenon in the same, parallel direction. 

On a similar basis, the Peclet number for the decellularized sprout would be described as: 
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which simplifies to the traditional Peclet number expression. For both of these parameters, the 

range of values come out to be from 15 to 47 for the lymphatic sprout model, and from 24 to 77 

for the decellularized system. Thus, the convective flux of solutes dominates their luminal 

transport, for both systems, which is in line with our previous analysis that this fluid pathway 

provides a faster route for solute drainage. However, diffusion of solutes simultaneously occurs at 

the lateral/radial direction which is responsible for the solute leakage from the lumen into the gel 

region observed in our computational results. As such, the Peclet number for this analysis would 

consider the diffusive transport timescale in the radial direction as: 
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for the decellularized system. Similarly, modifying the scaling arguments for the diffusive rate in 

the lymphatic sprout yields:  
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where P is the diffusive permeability of the endothelium. Taking this new parameterization for the 

relative transport rate, we calculated that the Peclet numbers are in the range of 0.02 to 0.06, for 

the decellularized system, and 1.2 to 7, for the lymphatic sprout model, which implies that the 

diffusive rate by which these solutes are leaking out of the lumen has a significant contribution in 

the overall drainage in both model systems. However, the presence of the lymphatic endothelium 

dampens the relative magnitude of this diffusive leakage, as demonstrated in the simulation results 

and scaling analysis. Thus, enhancing the solute drainage rates compared to bare, empty channels 

which is also consistent with the normalized drainage measurements presented in the previous 

experimental section.  
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3.3 Steady State Vascular Transport and Protein Concentration Analysis  

 

From our previous experimental and analytical techniques, we were able to validate the 

physiological drainage functionality of our tissue engineered lymphatic microvascular system. It 

should be noted that this analysis was limited to the transient phenomenon of solute and protein 

clearance from the interstitial space, which is representative of physiological scenarios where 

medication or therapeutic biologics are subcutaneously injected into the interstitium to be then 

drained by the lymphatics116 (further studied in Chapter 5). However, lymphatic drainage is 

ubiquitous and its primary function is to maintain hydraulic and osmotic pressure homeostasis 

across different tissues on a steady state basis2. Thus, our analysis for this engineered vascular 

system would be complemented by evaluating the vascular transport of proteins under both  

dynamic conditions and and chemical equilibrium. For this, we are faced with experimental 

limitations given that the contribution by the blood vasculature should be accounted in the 

engineered system to accurately recapitulate the physiological and steady transport across 

vasculatures. Current efforts in our lab are underway to integrate our previously developed blood 

microvascular system and the lymphatic vascular model, described in this work, within the same 

on-chip environment (discussed in Chapter 6). Such system would allow us to comprehensively 

model the steady flux of proteins that exits from the blood vasculature into the interstitial matrix, 

and drained by our lymphatic vascular model. Although this novel platform is currently under 

development, our prior and extensive characterization of the transport phenomena in both vascular 

models allows us to develop the framework to predict the experimental parameters that would 

allow us to physiologically recapitulate the steady transport of proteins across both vascular 

systems.  
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Figure 31: Schematic representation of the on-chip integration of the blood and lymphatic 

microvascular platforms (left) and the interstitial space region taken as the control volume (right). 
 

We start this analysis by defining a simplified system that would model the tissue interstitium. 

Based on current microfluidic designs, the on-chip system integrates each vascular model at 

different compartments with a central gel region acting as the scaffold that bridges between the 

two vasculatures (Figure 31). As such, we can restrict our analysis to this gel region as a one-

dimensional system and consider the transport contribution of each vascular compartment as a flux 

boundary condition. The fluid transport across this gel system can be described on the basis of 

Darcy’s law, discussed earlier in this work as:  
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where pg,o and pg,i indicate pressures at the initial, blood vascular interface boundary and opposite, 

lymphatic outlet boundary, respectively, while k represents the hydraulic permeability (previously 

characterized) and u corresponds to the average interstitial fluid velocity. Additionally, to account 

for the fluid flux from each vascular compartment, a boundary condition is applied at each adjacent 

side of the gel region where the fluid flux is given by the Starling equation:  
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where Lp and As/VT correspond to the hydraulic conductivity and vascular surface area per unit 

tissue volume, respectively. Both parameters have distinctive values corresponding to the 

particular vascular system, blood (B) or lymphatic (L). Given that oncotic-driven pressure 

differences are negligible in our in vitro systems, hydraulic pressure differences across each 

vascular compartment determines the rate of fluid transport. For this, we consider a uniform 

intravascular pressure distribution for the blood (pB) and lymphatic (pL) vasculatures. Finally, the 

length of this boundary (H) is multiplied into the equation to obtain the resultant fluid velocity at 

each periphery. By applying mass conservation and incompressibility, we can establish that all 

three independent equations described above, relate to the same fluid velocity. Since all the 

transport and geometric parameters have been previously characterized, we can solve the 

corresponding equations to obtain the pressure distribution necessary to impose a physiological 

interstitial fluid velocity of 0.1 µm/s.  

Despite having a total of four unknown pressures, we can consider the fluid pressure at the 

lymphatic vasculature as the zero-pressure reference, thus allowing us to solve for the remaining 

pressures. A MATLAB algorithm was generated to solve the system of equations for the desired 

pressures (see Appendix B). From the solution, we find that by pressurizing the blood 

microvasculature to a gauge value of 500 Pa, relative to the lymphatic outlet, we are able to 

establish physiological interstitial fluid flow exiting the blood compartment and drained by the 

lymphatics. Previous work by our lab have achieved this experimental set-up in our on-chip 

microvascular networks.  

We next consider the protein transport within this interstitial space to which we apply the non-

dimensional mass conservation equation for a steady state condition in a uniform velocity field 

and neglecting uptake or degradation within the computational domain: 
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where the Peclet number (Pe) naturally arises from the dimensional analysis of the equation and 

allows us simplify our analysis by weighting the dominant transport mode. On a similar basis to 

our previous fluid transport analysis, the relative contribution of mass transport by the blood and 
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lymphatic vasculatures are taken into account with boundary flux conditions. For the blood 

compartment, the rate at which extruded proteins enter the gel region is given by: 
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where the diffusive flux is given by the local difference in concentration between the blood 

compartment (CB) and the adjacent gel periphery (Cg,o) times the endothelial permeability (PB) and 

the effective endothelial surface area. The convective flux contribution is the product of the local 

fluid velocity and the solute concentration exiting the compartment while considering reflection 

effects (σf,B) through the endothelium. Accounting for the flux at the lymphatic compartment, we 

implemented an outflow boundary where the convective flux dominates the transport of proteins 

through the lymphatics given the results of our scaling analysis in the previous section. As such, 

the flux equation simplifies to:   
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where the local concentration at the adjacent lymphatic outlet (Cg,o) is transported through the 

lymphatics by convection with filtration effects (σf,L) included. For this analysis, we are interested 

in predicting the ratio of concentrations between the steady protein content in the interstitial space 

relative to the blood intravascular concentration (Cg/CB). This allows us to compare the steady 

state concentration distribution in our in vitro system to that of in vivo and clinical measurements 

where this normalized concentration ratio is often implemented. As a model protein, we considered 

the specific case of albumin transport in our engineered vascular systems. Given our prior 

characterization on the transport properties of this protein in both our blood and lymphatic 

microvascular systems, we can directly apply our measured values to this analysis. We first 

simplify our calculation by considering that the convective transport of albumin would dominate 

its steady state distribution (Pe ~ 10), thus a uniform concentration within the interstitial matrix 

would follow. Then, we consider that the equilibrium interstitial concentration is determined by 

the balanced flux of each vascular compartment as: 
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from which we can directly solve for the normalized concentration (Cg/CB). We extended our 

MATLAB algorithm to solve for this mass transport analysis which indicated that the average 

concentration of albumin in the interstitial region would be 0.32x of the blood intravascular 

content. We validated this estimation by implementing a COMSOL-based model to obtain a 

numerical solution to this transport analysis. In line with our calculations, the computational results 

indicated a uniform concentration distribution in the interstitial region which resulted to be at a 

value of 0.31x to that of the blood intravascular concentration. This value is well within the 

reported ranges for clinical assessments of plasma proteins (0.3 - 0.4)140. Thus, the integration of 

the lymphatic vascular platform, described in this work, with our blood microvascular system has 

the potential to recapitulate the homeostatic, equilibrium concentration of proteins across the 

interstitial matrix.   
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Chapter 4: Immune cell recruitment by engineered 

lymphatics via inflammatory chemotactic axes  
 

4.1 Recapitulating Pathological Immune Cell Recruitment by Engineered Lymphatics  

 

In addition to regulating the transport of diluted proteins and other macromolecules in the 

interstitium, the lymphatic vasculature plays host to various immune cell trafficking events during 

host immune responses9. In fact, lymphatic capillaries provide systematic surveillance to potential 

infiltration of pathogenic entities by trapping foreign materials during drainage that end up directed 

to the lymph nodes. It is at these lymph sacs that residing immune cells, such as lymphocytes and 

macrophages, are activated by the antigens and/or pathogens which is then followed by their 

immunogenic response3. Additionally, patrolling immune cells in the systemic circulation or at the 

stromal site of infection can also be activated by local inflammatory signals which leads to them 

to capture pathogen-specific antigens, migrate towards neighboring lymphatic capillaries and 

present the antigens to lymphocytes at the lymph nodes, thus facilitating immunogenicity141.  

 

 
Figure 32: Schematic depicting the different immune cells that infiltrate lymphatic capillaries during 

immune response141 (left), and in vivo images142 (right) of immune cells, shown in red and orange, 

infiltrating the lymphatics, shown in green, during homeostatic and inflamed tissue conditions.  

 

In the event of tissue infection and inflammation, local stromal cells are activated by pathogenic 

signals, such as bacterial lipopolysaccharide, and respond with the release of inflammatory 

cytokines including tumor necrosis factor alpha (TNF-α), transforming growth factor-β (TGF-β), 

Jackson. Front. 
Immunol. (2019)

Teijeira et al. Cell Reports (2017)



 66 

interleukins, amongst many others141. This inflamed microenvironment has significant 

downstream effects on the blood and lymphatic vasculatures such as: increasing the permeability 

of blood capillaries, which leads to the higher influx of plasma and proteins in the tissue site, thus 

elevating interstitial fluid flow and lymphatic drainage143. Once the tissue site is primed by various 

pro-inflammatory signals, innate and adaptive immune cells are called upon by blood and 

lymphatic endothelial-secreted chemokines which then initiates their appropriate immune 

activation and response141,144 (Figure 32). This cascade of local alterations to the cellular 

microenvironment underlines the numerous and complex interactions of biochemical and 

mechanical signals implicated during the host immune response. Thus, in order to adequately study 

the signaling and migratory events that lead to the recruitment of immune cells to the lymphatics, 

the full range of fluid, protein and cellular transport phenomena are to be recapitulated in in vitro 

studies.   

 

 
 

Figure 33: Schematic depicting our PBMCs infiltration assay where the PBMCs are, shown in red 

using a membrane dye, are introduced into the adjacent media channel under a hydraulic pressure 

difference inducing pathological flow towards the lymphatics, shown in green.   

 

In addition to modeling lymphatic drainage of interstitial proteins, our platform is amenable to 

recreating the pathological microenvironment that facilitates the recruitment of immune cells by 

the lymphatics. As such, immune cells can be introduced into the system at the adjacent media 
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channel while establishing the appropriate hydraulic pressure difference across the gel 

compartment to establish pathological interstitial flow (Figure 33). Additionally, recombinant-

human cytokines can be introduced into the system to mimic stromal secreted inflammatory 

factors. For the addition of immune cells in our platform, we chose to introduce peripheral blood 

mononuclear cell (PBMCs) which includes a broad population of immune cells that are naturally 

found in the systemic circulation, and are known to extravasate and migrate to the lymphatic 

periphery (Figure 33).  

Briefly, human blood collected from healthy donors (Research Blood Components, Massachusetts, 

USA) with anticoagulant sodium citrate, was mixed at a ratio of 1:1 with a buffer solution, 

consisting of DPBS supplemented with 0.1% BSA (Sigma) and 1 mM of 

ethylenediaminetetraacetic acid (ThermoFisher), and carefully layered over Ficoll® Paque Plus 

(Sigma) in a Corning 50 mL centrifuge tube. Then, the layered blood samples were centrifuged at 

400 rcf for 35 minutes. Following centrifugation, the upper layer, consisting of plasma, was 

removed by aspiration, and the remaining buffy layer (containing PBMCs) is transferred to a 

separate centrifuge tube. Additional purification from any remaining platelets was performed by 

diluting the isolated PBMCs in buffer solution supplemented to the remaining volume of the 50 

mL tube, and centrifuging the resuspended cells at 250 rcf for 10 minutes. Platelets would mostly 

remain in the supernatant, which was aspirated, and PBMCs remained agglomerated at the bottom. 

This final step was repeated twice, as recommended by the standard isolation protocol to yield 

>90% of PBMC purity. All isolation procedures were done at room temperature. Immediately after 

purification, PBMCs were stained with Cell TrackerTM Green CMFDA Dye (Invitrogen) at a 10 

µM concentration for 10 minutes, followed by washing with the buffer solution, and resuspended 

in cell culture media to a final concentration 1 x 106 cells/mL. After the final resuspension, 200 

µL of the PBMC solution (~200,000 PBMCs) is perfused into the media channel devoid of 

lymphatic cells in devices at day 4 of cell culture. Once the PBMCs were introduced into the 

devices, a hydraulic pressure head was established to drive fluid flow towards the lymphatic 

channel at pathological interstitial fluid velocities (~4 µm/s) measured in inflamed tissues. 

Following 24 hours, epifluorescence images were acquired at the lymphatic channel, and the total 

number of PBMCs was quantified using the TrackMate-plugin in ImageJ. As an initial 

comparative study, we performed this assay on both growth factors- and high flow-grown three-

dimensional lymphatics, as well as the standard lymphatic monolayer system and bare gel samples.  
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Figure 34: Quantitative analysis from the PBMCs infiltration assay performed on varying 

experimental conditions as described in the plot (upper). Quantitative analysis from the PBMCs 

infiltration assay performed on high-flow engineered lymphatics with certain devices stimulated with 

TNF-α and/or decellularized (lower). Statistical significance is reported with respect to the gel sample 

(upper) and the TNF-α stimulated lymphatics (lower).  

 

Gel

Monolay
er

3D
 - G

.F.

3D
 - H

.F.
0

50

100

150

200

250

PB
M

C
s 

pe
r R

O
I

****
***

****

CTRL TNF-α CTRL : 
DeCell

TNF-α : 
DeCell

0

200

400

600

****

**

***

PB
M

C
s 

pe
r R

O
I



 69 

 

Interestingly, all the experimental conditions that included a lymphatic endothelium exhibited 

significantly higher numbers of infiltrated PBMCs compared to the bare gel samples (Figure 34). 

This is in line with other in vitro studies where the migration and trafficking of immune cells, 

especially dendritic cells, is augmented in the presence of lymphatic endothelial cells145. Such 

findings suggest that the lymphatics actively recruit patrolling immune cells which is likely due to 

paracrine signaling between the two cell types. Therefore, in the event of tissue infection and 

inflammation, these lymphatic-secreted biochemical cues would orchestrate an increased influx of 

immune cells as a response to the pathogenic contamination146.  

To validated the increased recruitment of immune cells under inflammatory conditions, devices 

with high flow-engineered lymphatics were pre-treated with 20 ng/mL of TNF-α (Peprotech) 

overnight. Prior to PBMC perfusion, any remaining TNF-α was washed away to ensure that 

inflammatory stimulus was solely imparted on the lymphatics. Additionally, based on our previous 

solute drainage measurements, we also considered decellularized samples to examine if the 

increased infiltration is solely due to changes in the physical structure of the matrix, by the 

invading lymphatics sprouts, that could then facilitate the migration of the immune cells. Results 

from this set of experiments validated that, under inflammatory stimulus, lymphatics significantly 

increase the recruitment of PBMCs (Figure 34). Additionally, decellularized samples consistently 

exhibited lower infiltration numbers regardless if the device was preconditioned with the 

inflammatory cytokine TNF-α (Figure 34). This provides additional evidence that the increased 

PBMC infiltration to the lymphatics is a direct consequence of their intervention through 

biochemical factors, originating from the lymphatics, that provide directional signals to the 

immune cells.  
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Figure 35: Representative images showing PBMC distribution within the gel region for each 

experimental condition where L, C and P correspond to the region co-localized with the lymphatics, 

the central region and region closest to the PBMCs media channel, respectively (upper). Heat map of 

PBMC distribution within the gel region for specified conditions and locations (lower). 
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To further examine the preferential migration and infiltration of PBMCs, confocal imaging of the 

gel region was done to visualize the spatial distribution of PBMCs immediately after performing 

the infiltration assay. Quantitative analysis of the images was performed by subdividing the gel in 

three equally-spaced regions along its width (Figure 35), and measuring the average fluorescence 

intensity of each region which correlated with the density of immune cells. The average intensity 

for each region was then scaled by implementing linear normalization with ranges set per each 

corresponding device. Both, images and quantitative data indicate that PBMCs where 

preferentially localized closer to the media region where they are introduced, for all conditions 

except the TNF-α-stimulated lymphatics (Figure 35). For the latter, the highest population of 

PBMCs corresponded to the region co-localized with the lymphatic vessels. This provides 

additional evidence that the inflamed lymphatics are eliciting the preferential migration and 

infiltration of PBMCs. In the later section we will closer examine the specific chemotactic factors 

involved in our pathological immune response model.  

4.2 Inflammatory Chemotactic Axes during Lymphatic Immune Cell Recruitment 

 

Efforts to understand the basis of immune cell migration to specific sites, during immune response, 

have elucidated the role of chemokines as homing molecules for immune recruitment146. These 

chemotactic cytokines guide immune cell to different sites and at different steps during 

immunogenic response which requires the careful coordination and delivery of cell-secreted 

ligands to the specific immune cell surface receptor, also termed as axes147 (Figure 36).  In addition 

to guiding immune effector cells to sites of infection and inflammation, chemokines coordinate 

interactions between immune cells during the adaptive immune response146. Perhaps the most 

studied and documented immune chemotactic pathway during inflammation is the lymphatic 

secreted ligands CCL21 and CCL19 that attract immune cells via their CCR7 receptor during 

various pathological events including immunogenic response and cancer metastasis148–150. Of 

similar interest, the stromal and endothelial secreted CXCL12, also known as the stromal cell-

derived factor-1, that coordinates the homing of immune cells to the bone marrow for immune 

maintenance and development through the CXCR4 surface receptor151,152.  
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Figure 36: Schematic depicting different physiological scenarios of immune cell recruitment by 

lymphatic capillaries153. Under homeostatic conditions, low numbers of immune cells enter the 

lymphatics during immune maintenance and surveillance (left).  However, in the event of a localized 

infection, an inflammatory response by the lymphatics ensues, which recruits a greater number and 

population of immune cells (right).  
 

To determine if the immune cell surface receptors, to these chemotactic axes, are elicited during 

immune recruitment in our tissue engineered system, we performed receptor blocking experiments 

where an additional incubation step was implemented before the final resuspension step, with 

PBMCs incubated in a buffer solution containing CCR7 and/or CXCR4 antibodies, control IgG2A 

and IgG2B isotypes for 30 minutes. All the humanized antibodies were obtained from the same 

vendor (R&D Systems) and used at a concentration of 5 µg/mL. Additionally, all the pre-

conditioned PBMC samples were introduced into devices with high-flow grown lymphatics 

stimulated with TNF-α to model an inflamed microenvironment. After performing the PBMCs 

infiltration assay, the amount of infiltrated PBMCs was quantified as done in previous 

experiments.  
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Figure 37: Quantitative analysis from the PBMCs infiltration assay performed on high-flow 

engineered lymphatics stimulated with TNF-α and with corresponding conditions of PBMCs 

reconstituted in neutralizing antibodies or IgG isotypes (upper). Statistical significance is reported 

with respect to the experimental condition with PBMCs reconstituted in IgG isotypes. Heat map of 

PBMC distribution within the gel region for specified conditions and locations (lower). 
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For this panel of experiments, we observed a consistent, and significant, decrease in the number 

of infiltrated PBMCs when their cell surface receptors, CCR7 and/or CXCR4, are functionally 

blocked, compared to the IgG isotype control, despite being introduced into devices with 

inflammatory-stimulated lymphatics (Figure 37). Furthermore, analysis of the spatial distribution 

of PBMCs within the gel region reveals that solely for the IgG isotype control samples, the PBMCs 

preferentially migrated and co-localized at the inflamed lymphatics region (Figure 37). All other 

samples with neutralizing antibody treatment displayed higher PBMC numbers closer to the media 

channel. Thus, the CCR7 and CXCR4 immune cell surface receptors, responsible for immune 

homing, are elicited in our engineered pathological model for immune cell recruitment by the 

lymphatics in response to local inflammatory stimulus. It should be noted, however, that additional 

immune cell receptors are likely activated during the recruitment of PBMCs in our infiltration 

assay, and future studies to interrogate activated immune chemotactic receptors during lymphatic 

recruitment can be performed with this platform.  

 

 
Figure 38: Quantitative analysis of cytokine secretion by lymphatics grown under interstitial flow 

with one experimental group pre-conditioned with TNF-α prior to collecting their respective 

supernatant.  
 

To comprehensively validate the increase activation and recruitment of PBMCs by lymphatic-

secreted chemokines during inflammation, we quantified cytokine expression by collecting the 

supernatant from lymphatic cells cultured under the similar experimental conditions. Prior to 

collection, lymphatic endothelial cells (~106 cells) were seeded on a Corning™ Transwell 
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Membrane Inserts with 0.4um pores (Sigma). After 24 hours of culture a lymphatic monolayer is 

established on the transwell insert, and 1 mL of fibrin gel was injected on top of the monolayer 

and allowed to polymerize. Subsequently, cell culture media was added to the top of the gel 

inducing interstitial flow (~4 µm/s) towards the lymphatics with one of the transwell inserts having 

cell culture media supplemented with 20 ng/mL of TNF-α. Following 24 hours of culture under 

these conditions, the supernatants were collected and assayed in a Proteome Profiler Human 

Chemokine Array (ARY017, R&D systems) following manufacturer’s protocol. Quantitative 

analysis of the cytokine intensity between both experimental conditions revealed a persistent 

increase in chemokine secretion by the TNF-α-conditioned lymphatics, with an approximate 2.5-

fold increase for CCL19, CCL21 and CXCL12 (Figure 38). Conclusively, the immune surface 

receptors CCR7 and CXCR4 mediate the increase infiltration of PBMCs while the engineered 

lymphatics secrete corresponding ligands that activate these chemotactic receptors within our 

inflammatory immune recruitment model.  

4.3 Flow-Induced Concentration Gradients of Lymphatic-Secreted Chemokines   

 

From our experimental work in the previous sections, we verified that the increased immune 

recruitment by our engineered lymphatic system is mediated by key chemotactic axes in which the 

lymphatics act as a localized source of chemokines that attract the immune cells. However, when 

considering the physiological environment by which these chemokines are secreted into the 

extracellular matrix, most of them remain soluble or, alternatively, bind to the matrix, which would 

result in concentration gradients154–156. Thus, facilitating the directed migration and recruitment of 

the immune cells to the specific tissue or vasculature via graded chemical concentrations157,158. In 

fact, such concentration gradients are ubiquitous in biological processes, including spatially-

defined cellular differentiation (morphogenesis)159, and are a key phenomenon for long range cell 

signaling including cancer metastasis160. In order to emulate the paracrine signaling that leads to 

the recruitment of immune cells in our engineered system, we must validate that these biochemical 

signals are delivered under a similar physiological transport mechanism.  
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Table 2: Experimental and computational default parameters for chemokine transport model. 

Diffusion coefficient of chemokines Dch 14.5 x 10-11 m2/s 

Flux of chemokines from the lymphatics Nch 
1 x 10-6 – 2.5 x 10-6 

mol/m2 s 

Hydraulic conductivity of high flow-grown lymphatics Lp HF 8.1 x 10-6 m/Pa s 

Chemokine permeability in high flow-grown lymphatics PHF, ch 7 x 10-8 m/s 

Reflection coefficient of chemokines σf, ch 0.2 

Consumption rate of chemokines by PBMCs Rch 0.5 x C mol/s 

 

To model the spatial distribution of chemotactic factors during the immune recruitment assay, we 

extended upon the preceding lymphatic drainage model, and incorporated an additional domain 

consisting of solid (impermeable) spheres embedded in the gel region which represented the 

migrating PBMCs. Transport equations were implemented based on our previous framework, and 

a reaction term was also incorporated, to account for the consumption of chemokines by the 

immune cells, based on similar studies. Pressure boundary conditions were set at the same 

magnitude as the immune recruitment experiments to establish pathological interstitial flow. A 

zero-concentration boundary condition was imposed at the inlet and convective outflow boundary 

at the outlet. Of special interest is the local secretion of chemokines by the lymphatics which was 

represented in the model as a constant flux condition at the endothelial domain. Despite not having 

experimental characterization of the secretion rates, we do have quantitative insight on the relative 

increase of secreted chemokines between the TNF-α-stimulated lymphatics and the unstimulated 

condition from the cytokine array analysis. For the diffusivity and endothelial transport properties 

corresponding to the chemokines, an average value was implemented based on the range of 

molecular weights corresponding to the chemokines of interest (CCL21, CCL19 and CXCL12)161. 

A quasi-steady state assumption was implemented in the numerical solution. Given that the 

timescale for diffusive and convective phenomena is 10-100 orders of magnitude less than the 

timescale for cell migration (1-10 µm/hr)78,161, thus the spatial distribution of the chemokine 

reaches equilibrium prior to any cellular events.  From this, we are able to obtain a generalized 

picture on the distribution of chemokines relative to the immune cells as they migrate through the 

system. All parameters used for the simulations are listed in Table 2. 
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Figure 39: Computational model results for lymphatic chemokine transport developed in COMSOL 

Multiphysics depicting the normalized concentration of the chemokines. (upper) A series of line 

probes are positioned over the spheres representing PBMCs and the corresponding concentration is 

shown depicted in the spatial concentration plot (lower). 
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Computational modelling of chemokine transport affirms the ability of our platform to recapitulate 

concentration gradients of lymphatic-secreted chemokines (Figure 39). In fact, numerical results 

indicate that the spatial distribution of the chemokine follows a steep concentration gradient 

leading towards the lymphatics. This gradient is facilitated by the relative competition between the 

interstitial flow that skews the symmetric diffusion profile of the chemokines, thus resulting in a 

trail of lower concentration as the farther distances from the chemokine source (lymphatics). We 

can provide additional quantitative basis to this phenomenon by considering the scaling analysis 

provided by the Peclet number, as described in previous sections. The corresponding value for the 

Peclet number is roughly 10 (considering the length from the concentration line probe), which is 

within the characterized range of flow-induced transcellular gradients of cell secreted factors. 

However, an additional aspect is to be evaluated which is the relative difference between 

homeostatic and inflamed lymphatics with varying rates of chemokine secretion. From our 

previous experimental results, we found that the chemokines of interest are secreted at a 2.5x 

increased rate for inflammatory-stimulated lymphatics. We applied this relative increase to the 

flux of species by the lymphatic sprout in our model to which we found a significantly steeper 

profile in the concentration gradient of the chemokines (Figure 40). As extensively studied in 

vitro162–164, such increase in spatial gradients of chemotactic factors results in faster and persistent 

migration patterns by immune cells which is in line with our experimental findings that higher 

numbers of immune cells infiltrate our inflamed lymphatics model.   
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Figure 40: Computational model results for lymphatic chemokine transport developed in COMSOL 

Multiphysics depicting the normalized concentration spatial profile of the chemokines considering 

differences in secretion rate by untreated (control) lymphatics and TNF-α-stimulated samples.   
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Chapter 5: Pharmacokinetics and Vascular Absorption of 

subcutaneously-delivered therapeutic monoclonal antibodies   

   

5.1 Screening Vascular Absorption of Therapeutic Monoclonal Antibodies   

 

Since the introduction of their hybridoma-based synthesis in 1975, monoclonal antibodies (mABs) 

have become a standard research tool, and the prevalent treatment modality for various diseases, 

including cancer therapy165. Their popular implementation for therapeutics resides in the ability to 

engineer mABs with specific binding targets and affinity kinetics to a variety of target molecules 

including soluble proteins, cell-surface receptors, and pathogenic agents165. For mAB-based 

cancer therapeutics, this flexibility has been exploited by developing mABs that induce anti-cancer 

response through different mechanisms165 (Figure 41) including: directly targeting cancer cells to 

induce apoptosis, altering the host response by checkpoint blockade immunotherapy, and 

conjugating cytotoxic agents (radioisotopes and toxic drugs) to the mABs for directed delivery to 

cancer cells. However, the therapeutic outcome of mAB-based treatments is not only dependent 

on the careful design of their binding kinetics and induced-cellular response, but, concurrently, on 

their adequate delivery and transport in the host; thus, ensuring that sufficient mABs arrive at the 

molecular targets to induce the intended therapeutic effect166. 

Subcutaneous delivery of therapeutics has been a preferred method of administration by patients 

and healthcare works, over intravenous injections, due to their increased patient throughput (by 

reducing administration time and cost), and amenability for self-administered or caregiver-

supported dosing at home167,168. Under such effort, several mABs and Fc-fusion proteins have been 

recently approved for subcutaneous administration, with a growing interest by other companies to 

standardize the delivery of their mAB-based treatments through subcutaneous injection169. Yet, 

despite its ease of use and cost-effectiveness, aspects regarding the dosing, and percentage that 

enters the systemic circulation and is distributed amongst the desired organ/tissue target remains 

poorly understood166. As such, there is currently a lack of reliable preclinical evaluation protocols 
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to predict the biological distribution of subcutaneously-delivered biologics in patients, thus 

skewing efforts to develop mAB-based treatments that are administered through this route.  

 

 

 
Figure 41: Different therapeutic strategies of monoclonal antibody-based cancer treatments165 (left). 
Schematic steps of a standard biodistribution in vivo study of subcutaneously-delivered monoclonal 
antibodies (right). 
 

In an effort to preclinically evaluate the efficacy of subcutaneously-delivered mABs, in vivo 

studies have been thoroughly implemented to study the biodistribution of the mABs by sampling 

blood and harvesting organs from the subject to determine the resulting amounts of the mABs at 

different organ/tissue sites170 (Figure 41). Despite providing data into the physiological transport 

of the mABs, such approach cannot discern the preferred vascular pathway, blood or lymphatic, 

undertaken by the mAB upon injection, nor the rate of transport to each vascular compartment. 

Furthermore, this approach requires constant sampling and multiple animal subjects in order to 

obtain an approximate temporal profile of the concentration across the different compartments. 

Results from these in vivo studies are also marked by interspecies differences which hinders their 

applicability to predict human response166. Given the experimental difficulties and limitations by 

this approach, biopharmaceutical efforts have been guided towards developing new protocols to 

predict the biodistribution of novel mABs with tools that better emulate the human-specific 

physiological transport.  

With the recent and promising advances of microphysiological platforms as robust systems to 

predict human physiology and drug response171, we extended the capabilities of our microvascular 

George Weiner . Nature Reviews 
Cancer (2015)
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platforms to study the vascular absorption of mABs developed by our industry collaborator, 

Amgen Inc. Given that we are interested in studying the transport of subcutaneously delivery 

mABs, we implemented human-sourced dermal endothelial cells for engineering the 

microvasculature in our microfluidic platforms. As such, we had a dedicated system to measure 

the vascular absorption to the dermal blood microvasculature, and the dermal lymphatic 

microvascular platform, developed in this work, to study the lymphatic drainage of the mABs 

(Figure 42). The mABs provided by Amgen Inc. were conjugated with FITC, which allowed us 

to perform our vascular absorption assays via fluorescent imaging, as described in previous 

sections. For proprietary reasons, the name or binding targets of the mABs cannot be disclosed at 

the moment; however, such information is not relevant to our transport study, thus its omission 

should not affect the outcome of our results and analysis. We will refer to the mABs as a numbered 

list (mAB1, mAB2, …) with the assigned number for each mAB consistent across the different 

plots shown. We also implemented the trastuzumab, an FDA-approved mAB for the treatment of 

breast cancer171, as comparative benchmark against the panel of mABs in our study.   

 

     
Figure 42: Representative images of the dermal blood microvascular platform (left), with red 

showing the lectin staining on the endothelial cells and green corresponding to the FITC-mAB, and 

the dermal lymphatic microvascular model (right) with red showing the RFP-expressing lymphatic 

endothelial cells and the FITC-mAB as green. All scale bars are 50 µm.  
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Figure 43: Quantitative analysis corresponding to the diffusivity of the mABs measured by 

fluorescence recovery (upper), and the corresponding immobile fraction (lower). Statistical 

significance is reported in refrence to trastuzumab in both plots.  
 

Prior to measuring the absorption into the respective vascular compartments, we took advantage 

of the fluorescence signal from the mABs to measure its transport across the extracellular space. 

For this, we implemented FRAP, as previously described, to which we are able to extract the 

diffusion coefficient and immobile fraction of the different mABs (Figure 43) by implementing 
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the MATLAB frap_analysis plugin. The full panel of mABs are humanized IgG1-based mABs 

(except for mAB11 which is IgG2-based), with only distinctive molecular affinities at their 

antigen-binding fragment (Fab) regions. Thus, their molecular sizes correspond to the standard 

150 kDa of IgGs. Interestingly, despite their similar size, we found that the mABs exhibited 

varying magnitudes of diffusivities, with differences up to 63% amongst the mAB panel, with 

statistical significance against the lower diffusivity exhibited by trastuzumab. We also measured 

the fraction of immobile species, corresponding to the proportion of mABs that remained bound 

to the extracellular matrix, to which we found a high degree of binding amongst all the mABs, 

including trastuzumab. This could be attributed to non-specific charge and binding interactions 

that mABs are well-known to exhibit, such as in their implementation for enzyme-linked 

immunosorbent assays where non-specific binding contributes to unwanted background/noise 

signal. Collectively, these results start to demonstrate marked differences in the transport between 

mABs, despite their similar size, which are also followed by strong binding interactions in the 

tissue space. Looking back at differences in the diffusion coefficient, mABs are known to self-

aggregate upon injection, which would lower their diffusive mobility by increasing their effective 

size, and, thus, steric interactions in the tissue medium. Such effects could possibly be reflected in 

our system upon introducing the mABs into the matrix compartment.  

Once the mABs were transported across the matrix, we continued our analysis to assess the 

vascular absorption rate correspondingly to the blood or lymphatic interface. For the dermal blood 

microvasculature, we focused on the diffusive permeability of the mABs, given that this would be 

the only mode of transport and direct entry into the systemic circulation from the interstitial space. 

For the permeability assessment, we carefully introduced the mABs into the interstitial space, and 

allowed its diffusion into the vascular lumen compartments. Hence, the reported permeability 

value corresponds to measuring of the basal-to-apical diffusive transport of the mABs. While for 

the dermal lymphatics, we focused on the convective transport during interstitial drainage by the 

lymphatics, on the basis of our previous scaling analysis (see Chapter 3), in which the Peclet 

number consistently indicates dominance of the convective transport of solutes. Thus, we 

implemented our previously described solute drainage rate as the metric to consider the absorption 

to the lymphatic compartment.  
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Figure 44: Quantitative analysis corresponding to the diffusive permeability in for the dermal blood 

microvasculature (upper), and dermal lymphatics solute drainage rate (lower). Statistical 

significance is reported in reference to trastuzumab in both plots.  
 

With respect to the absorption at the blood vascular interface, we observed significant differences 

in the permeability amongst the mAB panel (Figure 44), with remarkable differences in values up 

to 2-orders of magnitude. However, given the exceedingly low values of permeability (down to an 

order of 10-11), we performed additional statistical analysis to validate if the measured data are 
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significantly different from a zero-mean value. By this analysis, we found that the coupled value 

and variance from mAB1, mAB3, mAB5, and, even, trastuzumab did not result in values that could 

be disregarded as zero. As such, these measurements reveal that the transport of mABs across the 

blood endothelium occurs at rates such that values approach the fluorescence detection limit of our 

confocal imaging system. This is especially relevant for mAB1, which exhibited a negative mean 

value for its permeability. Although one could argue that active transport (transcytosis) could, in 

fact, recycle the mABs back into the matrix compartment, this transcytotic transport would still be 

occurring at exceedingly slow timescale. Thus, absorption through the blood vasculature does not 

appear to be the predominant vascular pathway favored by the mABs, which is in line with 

previous in vivo pharmacokinetics study. As we turn our attention to the lymphatic absorption of 

these mABs (Figure 44), we first observe that all the mABs and trastuzumab exhibit physiological 

ranges of solute drained rates, in comparison to in vivo clearance assays (0.005-0.025 min-1). Thus, 

supporting the expectation that the mABs would most likely be absorbed by the lymphatics at the 

tissue site, owing to its physiological function. We can provide additional quantitative basis to this 

hypothesis by scaling analysis, to directly compare the dominant vascular absorption rate. For this, 

we consider the Peclet number, which in this case compares the blood diffusive permeability rate 

(PB) to that of the lymphatic convective absorption rate, measured as the solute drainage rate 

(klymph), by the following analysis:  

 

:1>/@ =
N&;6+9
:> 		.. G.>

∗  

 

where S.A.*B denotes the specific blood vascular surface area per unit tissue volume, with units of 

m-1. Considering the full range of measured rates, the lowest and highest Peclet number are, 

correspondingly, 13 and 333, thus confirming that lymphatic convective transport consistently 

dominates the absorption of the mABs. In addition, we also observed that in comparison to 

trastuzumab, which exhibited the highest drainage rate, a selected few mABs exhibited 

significantly slower drainage rates. We hypothesize that such differences in absorption rates  

would alter the temporal biodistribution of mABs in the systemic circulation. This will be 

addressed through additional analysis in the later section where we will discuss the physiological-

based modelling of mAB pharmacokinetics. 
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Given that we consistently observed distinctive trends in the transport properties corresponding to 

an all IgG-based mAB panel, it would be insightful and practical to understand how alterations in 

their Fab region led to these distinctive trends. In fact, these localized modifications have been 

shown to give rise to unique biophysical properties (charge, non-specific binding interactions, 

hydrophobicity), and correspondingly influence the absorption of the mABs172,173. However, these 

biophysical properties were not systematically varied amongst the provided mABs, as such these 

attributes emerged at spontaneous degrees, upon Fab modifications. Thus, not allowing for control-

refrence comparisons amongst the mAB panel, and rendering difficult any direct extrapolation of 

trends or relationships between our measured transport parameters and their wide range of physical 

attributes and interactions. To address this limitation, efforts are underway, with Amgen Inc., to 

implement advanced-learning algorithms172,173 that can efficiently and accurately identify 

unnoticed trends within the extensive data set between their biophysical characterization 

parameters (from ~30 distinctive assays), and our contributed data on the corresponding 

physiological transport properties of the mABs. 

 

5.2 Pharmacokinetics Modelling of Monoclonal Antibody Transport and Bioavailability  

 
In the previous section, we leveraged the physiological capabilities of our microphysiological 

systems to directly measure the vascular absorption kinetics of the fluorescently-conjugated 

mABs, thus facilitating the development of pre-clinical assays that can predict the physiological 

transport of mABs into the corresponding vascular compartments. However, these measurements 

do not provide a direct estimate to the corresponding biodistribution of the mABs once they are 

introduced into a host. For this, additional compartmental analysis is required to account for the 

systemic, physiological transport of the mAB across different tissue and vascular sites174,175. Under 

this approach, we can develop a mathematical framework to predict the efficacy of the therapeutic 

agent, in terms of the resultant concentration in the systemic circulation that would later reach the 

molecular target at a specific organ/tissue. Furthermore, such mathematical modeling can be 

implemented to optimize dosing strategies including dose concentration and injection location.  
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Figure 45: Schematic of the mAB dose injection at the subcutaneous compartment which defines an 

initial tissue volume where the mABs are located, which then extends under the effects of diffusion 

(left). A schematic diagram of the compartmental pharmacokinetics analysis following the 

subcutaneous injection of the mABs.  
 

We start our analysis by defining the relevant compartments across which the mABs are 

accumulated and transported once they are introduced into the host. Under a physiological basis, 

we delineate these compartments by the tissue and vascular spaces through which the mAB travels 

under physiological processes. As such, when the dose is initially injected in the subcutaneous 

region, the mABs are contained within that dose volume (VD) introduced into the tissue site. Within 

this initial volume, local blood and lymphatic capillaries initiate the absorption of the mABs into 

their corresponding compartments, which are then transported into the systemic circulation and 

diluted in the blood plasma (Figure 45). However, while vascular absorption is occurring, the 

mABs, that remain in the interstitial space, can diffuse out into the surrounding matrix, thus 

encompassing a greater volumetric tissue space, than that of the initial dose volume (Figure 45). 

This, in turn, increases the area of vascular interfaces that absorb the mABs from this subcutaneous 

compartment. To account for this, we considered that from the initial dose volume, assume 

spherical for simplicity, the mABs diffuse out into the tissue thus encapsulating an effective tissue 

volume which we define as:  
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F? =
4

3
V	K2C3#% + √6	%	#L

:
 

 

where rDose corresponds to the radius encircling the initial dose volume, and D indicates the 

diffusion coefficient of the mAB, which was approximated from previous measurements for 

IgG176, and t indicates the time since injection. As depicted in the above equation, we scaled the 

increase in radius by the three-dimensional diffusive migration of the mABs in the matrix.  Within 

this tissue volume, we also need to account for the interstitial region where the mABs remain prior 

to their absorption to a vascular compartment. Thus, we define this interstitial region by subtracting 

the corresponding fraction of local blood and lymphatic vascular compartments in the effective 

tissue volume as:   

 

FD = F? 	(1 − Y> − Y@) 

 

where ϕB and ϕL indicate to the vascular blood and lymphatic volume fraction, respectively. Thus 

far, we have carefully defined the corresponding volumes, at the different tissue and vascular 

spaces, since the transport of mABs follows with drastic changes in their concentration, owing to 

the distinctive volumetric allocation across compartments. To this point, we will consider the 

transport on the basis of species amount, instead of species concentration, thus accounting for any 

dilution or concentrate effects while shifting compartments.   

From the vascular absorption rates that we previously measured, vascular permeability (PB) and 

solute drainage rate (klymph), we can describe the species flux from the interstitial, subcutaneous 

compartment into the local vascular spaces (lymphatic or blood). For the species flux into the 

lymphatics, we consider that the implemented solute drainage rate (klymph) bulks together the 

transport parameters describing the convective flux into the lymphatic compartment as: 

 

N&;6+9 ≈	K1 − C,L	+?) 	.. G.@
∗ 	 

 

where σf is the solute reflection coefficient, uTE corresponds to the lymphatic transendothelial fluid 

velocity, and S.A.*L indicates the specific lymphatic vascular surface area per unit tissue volume. 

Additionally, we also accounted for local elimination by consumption and degradation by a first-
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order rate constant (kloss,SC). Thus, the rate change in species amount at this subcutaneous 

(interstitial) compartment is governed by: 

 
E(FD"#1)
E#

= −N&;6+9FD"#1 − :> 	.. G.>
∗ FD("#1 − ">) 	− N&3##,#1FD"#1 

 

where Csc and CB correspond to the concentration in the local subcutaneous and blood 

compartments, respectively. Note that the interstitial volume term remains within the time 

differential since this value changes over time, as we previously described. Therefore, the 

differential operator is applied to the time-dependent function that we used to describe the 

interstitial tissue compartment.  

Since we do not require a concentration term to describe the transport of species across the 

lymphatic compartment, we can directly consider a total species term for the rate change of species 

at this compartment as:  

 
E[@
E#

= N&;6+9FD"#1 − \
1

]
^[@ 

 

where τ corresponds to the transit time for which lymphatic-collected plasma is re-introduced into 

the systemic circulation. This transit time is taken from in vivo studies where a time estimate is 

provided for the lymphatic recirculation of local plasma from a distant dermal site, such as a limb, 

back to the vena cava by the lymphatic outflow174,177. Finally, the corresponding mass transport 

equation at the blood compartment is given by:  

 

FE
E">
E#

= :> 	.. G.>
∗ FD("#1 − ">) + \

1

]
^[@ − N&3##,>FE"> 

 

where Vp indicates the total volume of circulating plasma which remains mostly constant over time 

for a given host, and kloss,P accounts for systemic consumption and filtration. It should be noted that 

we are limiting our analysis to a 24-hour window, which is within the typical time frame at which 

the maximum amount of mABs would enter the systemic circulation. For longer times, additional 

compartments need to be accounted such as specific organs at which the mABs would be deposited 
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following their entry to the blood, which could be the subject of our future works. Furthermore, 

we are disregarding additional binding kinetics at the interstitial compartment that would introduce 

delays in the local depletion of IgG such as reversible binding interactions with matrix 

components, and cellular uptake and recycling; however, previous pharmacokinetics models have 

shown that these kinetics typically have negligible effects on the maximum content that reaches 

the blood178.    

 

 
Figure 46: Temporal plot of the normalized species amount across the different physiological 

compartments from our pharmacokinetics model. XSC, XL and XB correspond to the species in the 

subcutaneous, lymphatic and blood compartments, respectively. 
 

The previous set of differential equations were compiled in a MATLAB algorithm (see Appendix 

3), and numerically solved using the ode23s MATLAB solver. From numerical solution, we can 

predict the temporal profiles of the species amount at each physiological compartment (Figure 

46). For the input parameters in the model, we considered the vascular absorption rates from our 

previous measurements and coupled it with previous in vivo studies on the elimination rates, and 

volumetric measurements of the organ and vascular compartments in small mice177,179,180. This 
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allowed to compare our modelling results with in vivo pharmacokinetics measurements. From the 

plotted curves, we can confirm that most of the vascular absorption would occur towards the 

lymphatic compartment (Figure 46), which is in agreement with our scaling analysis in the 

previous section and in vivo studies181. Note that we are plotting the species amount, from which 

we can observe a consistently lesser amount of species at the local blood compartment, compared 

to that at the systemic plasma, however, the corresponding concentration across these 

compartments remains mostly the same over longer times due to recirculation. Furthermore, due 

to elimination kinetics, the total amount of mABs that would reach the systemic circulation would 

be significantly lower than that from the administered dose. This underlies additional consideration 

for clinical efforts to ensure that an adequate amount of mABs reaches their molecular target to 

provoke a therapeutic response. Under this effort, we can implement our pharmacokinetics model 

to predict the maximum amount of mABs that would reach the systemic circulation (plasma 

compartment) relative to that of the administered dose, which is pharmacokinetic parameter 

referenced as the bioavailability. Previous in vivo pharmacokinetics studies with trastuzumab have 

measured that its maximum bioavailability in mice was approximately 80%, which reasonably 

comparable to our model prediction of 75%. Additional efforts are underway with Amgen Inc. to 

implement the framework of our pharmacokinetics model, with refinements to the parameter 

values for the elimination rates specific to their mABs, and compare the model predictions to their 

in-house in vivo pharmacokinetics measurements, which we cannot disclose at the moment. 

 



 93 

 
 

 
 

Figure 47: Sensitivity analysis plot comparing the corresponding bioavailability to changes in 

pharmacokinetics parameters from our model (upper) and from a pharmacokinetics model 

implementing in vivo values178 (lower).  
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We also performed a sensitivity analysis to measure the relative contribution of the 

pharmacokinetics parameters on the bioavailability (Figure 47). From this analysis, we were able 

to identify parameters, such as the blood vascular permeability and local elimination rate, that had 

minimal to no effects on the bioavailability, within the value ranges studied. Whereas, slower 

lymphatic drainage would contribute to a lower bioavailability, which is attributed to longer times 

that the mABs are exposed to local elimination kinetics at the subcutaneous compartment, thus 

depleting the total amount of mABs prior to entering the systemic circulation. However, the 

dominant factor determining the bioavailability of the mAB corresponds to the elimination rate in 

the systemic blood compartment. Thus, strategies to minimize the degradation and filtration of 

mABs once they are in the host circulation, would maximize the bioavailability, and likely its 

therapeutic response. Additionally, we compared our sensitivity analysis output to that performed 

by other studies, where in vivo values are implemented for the pharmacokinetics modelling178. 

Remarkably, we found a high degree of agreement between our model output and the sensitivity 

predictions from the physiological-based model (Figure 47). Thus, validating the physiological-

relevance of our measured vascular absorption rates and our mathematical pharmacokinetics 

framework.  

Since the framework of the model allows us to account for different schemes in the volumetric 

distribution of the physiological system and host, we can scale-up our analysis to human 

biodistribution studies. For this, the larger volumes corresponding to human physiology would be 

implemented in combination with clinically-measured reaction and elimination kinetics179,182. 

Additionally, such model can be implemented to optimize treatments strategies, such as dosing 

concentration and time intervals between injections, as well as predicting the physiological 

transport of other therapeutic agents, including low-molecular weight drugs and growth 

factors179,182.  
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Chapter 6: Conclusions and Future Work  
 

In this thesis, we address the need for a physiologically relevant in vitro model that recapitulates 

critical aspects of the in vivo lymphatics, including their tissue architecture and physio-

/pathological transport functionality. For this purpose, we implemented microfluidic-based cell 

culture system that allowed us to compartmentally culture the lymphatics under the appropriate 

biological stimuli to induce their self-organization into in vivo-like capillaries. Furthermore, we 

leveraged the capabilities of our microfluidic system to recreate the transport of fluid, interstitial 

solutes and immune cells to perform biological assays for functional characterization and 

validation of the on-chip entered lymphatics. Following our biological studies, we successfully 

recapitulated key biological mechanisms in the physiology of lymphatics and its pathological 

implications. Thus, rendering our microphysiological platform amenable for pre-clinical 

applications that would be technically challenging to perform with in vivo models, such as our 

study on the subcutaneous vascular absorption of therapeutic antibodies.  

From our first set of studies in Chapter 2, we utilize our microfluidic platform to develop an 

optimized protocol for tissue engineering lymphatic capillaries into a microphysiological system, 

under either biochemical- or mechanotransduction-based lymphangiogenic stimulus. However, 

such platform also finds utility for drug screening lymphangiogenesis inhibitors183, given that 

draining lymphatic capillaries, at the tumor microenvironment, provide disseminating cancer cells 

with an accessible escape route for metastasis184. In fact, initial studies by our lab have elucidated 

that simultaneous blood- and lymphatic-angiogenesis results in their cooperative invasion; thus, 

effective treatments to mitigate metastatic cancer should account for the vascular invasion by both 

systems185. Conversely, screening applications with our platform could be focused on developing 

regenerative medicine strategies for promoting therapeutic lymphangiogenesis to treat reoccurring 

lymphedema at inflamed tissue sites186.  

Having established the strategies to grow lymphatic microvasculature within our microfluidic 

system, we further investigated the physiological capabilities of our platform by quantifying the 

drainage functionality of the engineered lymphatics (Chapter 3). Results from this section 

validated that our on-chip lymphatics exhibit solute drainage rates within the same magnitudes as 

in vivo measurements. Additionally, we provided experimental and computational results that 

demonstrate superior drainage functionality in tissue constructs that integrate a physiologically-
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engineered lymphatic microvascular bed, as opposed to other systems that incorporate acellular 

channels as drainage conduits. Beyond physiological, homeostatic conditions, dysfunctional 

lymphatic drainage plays a crucial role in the pathogenesis of different diseases with the most 

common being lymphedema. More recently, impaired meningeal lymphatic drainage at the brain 

parenchyma has been implicated in the progression of Alzheimer disease (AD) due to facilitated 

beta amyloid accumulation186,187. In continuation of AD research work at our lab, additional efforts 

from this thesis were devoted to developing an AD-meningeal lymphatics on-chip platform 

(Figure 48). Such platform will allow us to probe the pathological implications of lymphatic 

drainage during AD-amyloid beta accumulation, and blood-brain-barrier dysfunction.   

 

 
Figure 48: Schematic diagram of the Alzheimer's disease meningeal lymphatics on-chip platform, 

with a corresponding confocal image of the integration of the blood vasculature (red) and lymphatics 

(green). Scale bar is 500 µm. 
 

In addition to the uptake of interstitial fluid and macromolecules, the initial lymphatic capillaries 

provide a crucial pathway for patrolling immune cells to reach lymph node-housed immune cells 

and activate their immunogenic response against the particular pathogen. From our work in 

Chapter 4, we recapitulated key aspects of the lymphatic-recruitment of immune cells under 

inflammatory-chemotactic cues. Since we are able to replicate the co-stimulatory signaling 

between immune cells and lymphatic capillaries, we could conveniently implement our system to 

interrogate distinctive chemotactic axes or cell-adhesion molecules that orchestrate the recruitment 

BECs
LECs
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of immune cells during the host immune response to a specific pathogenic invasion. Furthermore, 

in line with our previous work188, we can utilize this novel platform to screen the 

immunotherapeutic response of genetically-modified immune cells (GMC-SF-overexpressing 

dendritic cells189 or CAR T cells190) that transit across the lymphatic interface to reach their 

corresponding cellular target, either tumor or other immune cells. 

In the last study chapter (Chapter 5), we demonstrated the pre-clinical utility of our system to 

screen the vascular absorption for different therapeutic monoclonal antibodies in order to gain 

insight into their physiological transport following subcutaneous delivery. Furthermore, we 

coupled our experimental measurements, for the vascular absorption rate at each vascular interface 

(blood and lymphatic), with a physiological-based framework to predict the pharmacokinetics of 

a subcutaneous-delivered dose of the therapeutic antibodies. However, we limited our current 

study to their pharmacokinetics reaching the systemic circulation. Hence, future efforts by our lab 

will build upon the fluidic coupling of multiple, organotypic microphysiological platforms191, thus 

allowing us to predict the specific uptake of the antibodies to the intended organ/tissue sites. 

Despite the technological difficulty of performing such study, we can rely on our previously 

developed microfluidic-based pumping system, MicroHeart106 (see Appendix 1), which is 

precisely designed to recapitulate vascular flows in our microphysiological systems; thus, we could 

connect multiple organotypic-models to this system and replicate the systemic circulation, as well 

sample the recirculating media to directly quantify and predict the bioavailability of the 

therapeutics 
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Appendix A: MATLAB Code for Estimating the Pressures 

and Flow Rates in the MicroHeart Pump System 1 
 

An additional contribution, from this thesis work, was the development of a microfluidic-based 

pump which allows for the controlled delivery of media for vascular microphysiological 

applications (Figure 49).  A theoretical framework was developed based on lumped element 

analysis to predict the performance of the pump for different fluidic configurations and a finite 

element model of the included check-valves (Figure 49). In the MATLAB algorithm provided 

below, the full framework describing the functionality of this micropump system is analyzed by 

the lumped element parameters and equations, thus the code can be extended to predict and 

optimize the operation of the MicroHeart for a variety of microphysiological systems 

 

a  
Figure 49: (a) Schematic representation of the MicroHeart fabrication and (b) photograph of the 

fully assembled MicroHeart. The scale bar is 1 cm. (c) Analogous electrical circuit used for lumped 

element modeling of flow in the MicroHeart.106  

 
1 Parts of this section have been previously published. See reference 106. 
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function Y_prime = Microheart_ODEs(t,Y) 
  
global Rc Rch Rn Cin C1 C2 P T k Pth mu Ld Wd; 
  
% % Note: User can change Rn to Rc depending on the connected system 
  
Y_prime = zeros(3,1); % to ensure a column vector 
  
% extract states 
P1 = Y(1); 
P2 = Y(2); 
P3 = Y(3); 
  
% generate input pressure derivative 
tt = mod(t,T); % to produce a periodic waveform 
if (tt<(0.1)) 
dPin = P/(0.1); 
elseif (tt<(0.5*T)-0.1) 
dPin = 0; 
elseif (tt<0.5*T) 
dPin = -P/(0.1); 
else 
dPin = 0; 
end 
  
% determine diode flows 
if (P1-P2>400) 
Rd1=(12*mu*(Ld))/((Wd)*((k)*((P1-P2)))^3); 
Q1=(P1-P2)/(Rc+Rd1); 
else 
Q1=0; 
end 
if (P3-P1>400) 
Rd2=(12*0.00078*(Ld))/((Wd)*((k)*((P3-P1)))^3); 
Q4=(P3-P1)/(Rc+Rd2); 
else 
Q4=0; 
end 
  
% systems of ODEs 
Y_prime(1) = -((Q1-Q4)/Cin) + dPin; 
Y_prime(2) = ((Q1-((P2-P3)/(Rn)))/C1); 
Y_prime(3) = ((-Q4+((P2-P3)/Rn))/C2); 
 

------ 
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clc,clear; 
  
% % Description:  
% Using an analogy to electrical circuits and Ohm's Law, 
% this program provides the volumetric flow rates as well as the pressure 
% distribution across a microfluidic pump (Microheart). 
  
% % Written by Jean C. Serrano @ the Massachusetts Institute of Technology  
  
% define global parameters 
global Rc Rn Cin C1 C2 P T Rch k Pth mu Ld Wd; 
  
% % Global System Parameters  
mu= 0.00078; % media viscosity [Pa*s] 
  
  
% % Microvascular Networks Parameters 
Rn1= 0.000015; % initial radius of networks (at post entrance)[m] 
  
Rn2= 0.000010; % radius of networks across the gel [m] 
  
% for networks in minimacro device  
  
Ln1= 0.0005; % length of networks at post (shorter section)[m] 
  
Ln2= 0.002; % length of networks across the gel [m] 
  
% % % for networks in microfluidic device 
% %   
% Ln1= 0.0002; % length of networks at post (shorter section)[m] 
%   
% Ln2= 0.0009; % length of networks across the gel [m] 
  
  
% % Microfluidic Device Parameters 
Lc= 0.02; % length of the media channel [m] 
  
Wc= 0.001; % width of the media channel [m] 
  
Hc= 0.001; % height of the media channel [m] 
  
  
% % MicroHeart internal Channel Parameters 
Lch= 0.01; % length of the media channel [m] 
  
Wch= 0.002; % width of the media channel [m] 
  
Hch= 0.0001; % height of the media channel [m] 
  
  
% % Membrane Capacitors Parameters 
am=0.0024;%(c(2,1))*0.001; % pump capacitor diaphragm radius [m]  
  
a1=0.0047;%(c(3,1))*0.001; % capacitor 1 diaphragm radius [m]  
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a2=0.0047;%(c(4,1))*0.001; % capacitor 2 diaphragm radius [m] 
  
v=0.5; % membrane Poisson's ratio 
  
E=2145000; % membrane Young's Modulus [Pa] 
  
Hm=0.000300; % plate thickness [m] 
  
  
% % Check-Valve Parameters (Diode) 
  
k=7e-8; % inverse plate stiffens [m/Pa] 
  
Pth=400; % threshold pressure [Pa] 
  
Ld= 0.002; % length of the valve channel [m] 
  
Wd= 0.002; % width of the valve channel [m] 
  
  
% Calculation of Hydraulic Resistance Values  
  
Rch=(12*mu*(Lch))/((Wch)*(Hch)^3); % MicroHeart fluidic channels  
  
Rc=(8*mu*Lc)/((pi())*(Hc)^4); 
  
Rn1c=(8*mu*Ln1)/((pi())*(Rn1)^4); 
  
Rn2c=(8*mu*Ln2)/((pi())*(Rn2)^4); 
  
RT2=Rn2c/5; 
  
RT1=(2*Rn1c)+RT2; 
  
% for networks in minimacro device  
  
Rn=RT1/60; 
  
% % for networks in microfluidic  
%  
% Rn=RT1/20; 
  
  
% % Calculation of Hydraulic Capacitance Values  
  
Cin=((am^6)*(1-(v^2))*pi)/(16*E*(Hm^3)); 
  
C1=((a1^6)*(1-(v^2))*pi)/(16*E*(Hm^3)); 
  
C2=((a2^6)*(1-(v^2))*pi)/(16*E*(Hm^3)); 
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% % Applied/Input Pressure Parameters  
  
P=2000; % input pumping pressure [Pa] 
  
T=1; % inverse pumping frequency [s] 
  
  
% % Solve system ODEs 
  
P1_init = 0; 
P2_init = 0; 
P3_init = 0; 
  
[time,y_out] = ode23s('Microheart_ODEs',[0:0.00000001:4], [P1_init P2_init 
P3_init]); 
  
  
% Plot Input Pressure Time Derivative (for validation), Pressure Distribution 
% and Flow Rate or Fluid Velocity 
  
f = zeros(size(time)); 
tt = mod(time,T); 
for ii = 1:length(f) 
if (tt(ii) < (0.1)) 
f(ii) = P/(0.1);  
elseif (tt(ii) < (0.5*T)-0.1) 
f(ii) = 0; 
elseif (tt(ii) < (0.5*T)) 
f(ii) = -P/(0.1); 
else 
f(ii) = 0; 
end 
end 
  
tiledlayout(2,2)  
  
nexttile 
plot(time, f), xlabel ("time (s)"), ylabel("P (Pa)"); 
  
nexttile 
plot(time,y_out(:,1),time,y_out(:,2),time, y_out(:,3),'LineWidth',2) 
xlabel ("time (s)"); 
ylabel("P (Pa)"); 
legend('P1','P2','P3'); 
  
Q=(y_out(:,2)-y_out(:,3))/Rn; % Replace with Rc if its flow within 
microfluidic channel 
V=(Q/300)/(((pi())*(Rn2)^2))*1000; 
% V=(Q/(Wch*Hch))*1000; % Velocity within microfluidic channel  
nexttile([1 2]) 
plot(time,V,'LineWidth',2); 
xlabel("time (s)"); 
% ylabel("Shear Stress (Pa)"); 
% ylabel("Flow Rate (m^{3}/s)"); 
ylabel("Flow Velocity (mm/s)"); 
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Appendix B: MATLAB Code for Estimating the On-Chip 

Steady State Vascular Transport and Protein Concentration 
 
This appendix displays the MATLAB code used to solve the transport analysis detailed in Chapter 

3, Section 3. The algorithm allows the user to specify experimental conditions regarding the 

transport properties and microfluidic chip geometry, corresponding to their particular set up, and 

estimate the required blood intravascular pressure to establish physiological interstitial fluid flow 

and the interstitial steady state concentration (normalized to the blood intravascular content) of the 

plasma protein or therapeutic biologic of interest. 

 
% % Description:  
% Steady state fluid and solute transport analysis in a microfluidic system 
% with an integrated blood and lymphatic microvascular model  
% in the same chip. This analysis concerns the transport across the gel  
% region from the blood vascular domain to the lymphatic outlet.  
  
% % Written by Jean C. Serrano @ the Massachusetts Institute of Technology  
  
 clc, clear; 
  
% % Parameters  
  
Hg= 0.005; % length of the gel channel [m] 
  
Wg= 0.0005; % width of the gel channel [m] 
  
mu= 0.00078; % media viscosity [Pa*s] 
  
k=4e-14; % hydraulic permeability of gel [m^2] 
  
LpB=1e-11; % hydraulic conductivity of the blood microvasculature [m/Pa.s] 
  
S_VB=4000; % blood vascular surface area per unit tissue volume [1/m] 
  
LpL=8e-6; % hydraulic conductivity of the blood microvasculature [m/Pa.s] 
  
S_VL=7000; % blood vascular surface area per unit tissue volume [1/m] 
  
uf=0.0000001; % physiological interstitial fluid velocity [m/s] 
  
PB=4e-10; % blood vasculature diffusive permeability to albumin [m/s] 
  
sigma_b=0.8; % blood vasculature reflection coefficient to albumin [1] 
  
sigma_l=0.2; % lymphatic vasculature reflection coefficient to albumin [1] 
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Cb=1; % experimental concentration of blood intravascular albumin [mg/mL]  
  
% % Equations for fluid transport  
  
syms Pb Pg0 Pgw  
eqn1 = (k/mu)*(Pg0-Pgw)/Wg == uf; 
eqn2 = LpB*S_VB*Hg*(Pb-Pg0) == uf; 
eqn3 = LpL*S_VL*Hg*(Pgw) == uf; 
  
  
% % Solutions for fluid pressures 
  
sol = solve([eqn1, eqn2, eqn3], [Pb, Pg0, Pgw]); 
Pb_Sol = double(sol.Pb); % intravascular pressure in blood microvasculature 
Pg0_Sol = double(sol.Pg0); % interstitial pressure adjacent to blood 
microvasculature 
Pgw_Sol = double(sol.Pgw); % interstitial pressure adjacent to lymph 
microvasculature 
  
disp ('Required blood intravascular pressure (in Pascals relative to the 
lymphatic outlet pressure) to establish physiological flow') 
Pb_s=round(Pb_Sol,0);  
disp(Pb_s) 
  
% % Equation for mass transport  
syms Cg 
eqn4 = (PB*S_VB*Hg*(Cb-Cg))+(uf*(1-sigma_b)*Cb) == (1-sigma_l)*uf*Cg; 
  
  
% % Solution for interstitial gel region concentration 
  
Cg_sol = double(solve(eqn4, Cg)); 
  
disp('Steady state normalized concentration (relative to blood intravascular 
content) of albumin in the interstitial space') 
Cg_s=round(Cg_sol,2);  
disp(Cg_s) 
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Appendix C: MATLAB Code for Pharmacokinetics 

Modelling of Monoclonal Antibody Distribution and 

Bioavailability 
 

We implemented a series of ordinary differential equations, as described in Chapter 5, to describe 

the physiological-based pharmacokinetics of subcutaneously-delivered monoclonal antibodies. 

The model considers the exchange across 4 different, physiological compartments: subcutaneous 

tissue, local blood vasculature, local lymphatic vasculature and systemic-circulating plasma. The 

transport across compartments is defined by physiological processes, as defined in Chapter 5. The 

MATLAB code below solves the system of differential equations that describes the rate change in 

concentration within each compartment, and outputs the normalized species amount at each 

compartment and the maximum systemic bioavailability.   

 
function dydt=PK_ODEs(t,y) 
  
global SDR P SV tau_L kEB kES Vd Vp DC phiB phiL Vtiss Vinter; % Transport 
Parameters 
  
dydt=zeros(3,1); % to ensure a column vector  
  
% Compartment Volumes  
  
Vtiss=4/3*pi*(((3*Vd/(4*pi))^(1/3))+((6*DC*t)^0.5))^(3); 
  
Vinter=Vtiss*(1-phiB-phiL); 
  
  
% System ODEs 
dydt(1)=(-y(1)*SDR)-(P*SV*(y(1)-y(3)))+(-y(1)*kES)+(12*pi*DC*y(1)*(1-phiB-
phiL)*(((((3*Vd/(4*pi))^(1/3))+((6*DC*t)^0.5)))^2)*((6*DC*t)^-0.5))/Vinter;  
  
dydt(2)=(y(1)*Vinter*SDR)-y(2)*((1/tau_L)); 
  
dydt(3)=((P*SV*Vinter*(y(1)-y(3)))+(y(2)*(1/tau_L))-(kEB*Vp*y(3)))/Vp; 
  
  
end 
 
----- 
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% % Description:  
% Pharmacokinetic modelling of monoclonal antibody biodistribution 
% based on vascular transport measurements from on-chip 
% dermal blood and lymphatic microvasculature.  
  
% % Written by Jean C. Serrano @ the Massachusetts Institute of Technology 
  
clc,clear;  
  
% % Define global parameters 
global SDR P SV tau_L kEB kES Vd Vp DC phiB phiL Vinter; % Transport 
Parameters 
  
% % System Transport Parameters 
Vd=5e-7; % dose volume [m^-3] 
  
Vp=5e-3; % total plasma volume [m^-3] 
  
DC=5e-12;% diffusion coefficient of IgG [m^2/s] 
  
phiB=0.2; % blood vascular volume fraction [1] 
  
phiL=0.15; % lymphatic volume fraction [1] 
  
P=(6.83268E-08)/100; % blood vasculature diffusive permeability [m/s] 
  
SDR=0.01881/60; % lymphatic solute drainage rate [1/s] 
  
SV=7000; % blood vascular surface area per unit tissue volume [1/m] 
  
tau_L=(3*3600); % lymphatic to plasma transit time[1/s] 
  
kEB=0.025/3600; % elimination/dispostion rate from blood [1/s] 
  
kES=0.0025/3600; % elimination/dispostion rate from site [1/s] 
  
  
% Solve PK ODEs to initial SC concentration 
  
Cdose = 1; % administered dose concentration [mg/mL] 
Csc_init = (Cdose); % subcutaneous dose concentration [mg/mL] 
CL_init = 0; % initial concentration in lymphatics [mg/mL] 
CB_init = 0; % initial concentration in local blood [mg/mL] 
  
[time,y_out] = ode23s('PK_ODEs',(0.000001:25*3600), [Csc_init CL_init 
CB_init]); 
  
  
% Compartment Volumes  
  
Vtiss=4/3*pi.*(((3*Vd/(4*pi))^(1/3))+((6*DC*time).^0.5)).^(3); 
  
Vinter=Vtiss*(1-phiB-phiL); 
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% Species Amount Values   
  
Xsc=y_out(:,1).*Vd; 
  
XL=y_out(:,2); 
  
XB=y_out(:,3).*Vp; 
  
% Plot Profiles  
  
p=plot(time/3600,Xsc/(Cdose*Vd),time/3600,XL/(Cdose*Vd),time/3600, 
XB/(Cdose*Vd),'LineWidth',2); 
xlabel ("Time (hr)"); 
ylabel("Normalized Species Amount"); 
set(gca,'FontSize',15) 
set(gca,'fontname','Agency FB') 
lgd=legend('X_S_C','X_L','X_B'); 
lgd.FontSize = 14; 
p(1).LineWidth = 2.5; 
p(2).LineWidth = 2.5; 
p(3).LineWidth = 2.5; 
  
Bioavailability=100*(max(XB))/(Cdose*Vd) 
  
  
 
 


