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ABSTRACT 

Deployments of algorithmic decision-making systems (ADMs) by the public sector have been plagued 

with opacity. There is a baseline lack of visibility of the context and purpose of the ADM system as well 

as its potential risks to individuals and collective goods. In many cases, citizens are unaware of the very 

existence of algorithmic systems that they interact with or that help decide their access to benefits or 

influence policing. Moreover, disclosures concerning algorithmic systems often take place when their 

shortcomings (potential harms) are inadvertently exposed, often through the work of public interest 

groups. 

Given the increasing adoption of algorithmic systems to automate decisions and services in the public 

sector, there is a need to operationalize transparency requirements to enable better accountability. While 

algorithmic transparency can take on many forms, this thesis mainly focuses on the role of public ADM 

registers in enabling meaningful transparency to the public. In the past year, at least five local 

governments have launched their very first ADM registers. Drawing upon these early experiences, 

relevant stakeholder interviews and specifically considering Amsterdam as a case study, we attempt to 

formalize the concept of a register as both a standardized and interpretable ADM disclosure mechanism, 

as well as a governance framework that enables coordination between a number of stakeholders to 

provide of transparency to the public. We also propose models through which public interest groups and 

civilians can be engaged in the creation, development and launch of public ADM systems through the 

governance of a register, and outline key benefits and limitations of such models. 

 

Thesis Supervisor: Leigh Hafrey 

Title: Senior Lecturer at MIT Sloan School of Management 
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CHAPTER 1 

 

INTRODUCTION 
 

 

Algorithms are increasingly being embraced by the public sector as a means to automate decision making. 

The main perceived benefits by the government to adopt algorithmic decision making systems (ADMs) is 

to improve public sector operational efficiency, capture savings and enable more accurate decision 

making. Applications of ADMs in the public sector to date include prioritizing access to services, 

deciding benefit entitlements and enabling real time monitoring, risk flagging and predictive policing.   
 
There is a growing body of literature documenting the failure points of implementations of ADMs in the 

public sector such as cases of bias and discrimination, privacy infringements among others, as discussed 

in Chapter 2. Deployments of ADM systems by the public sector have been plagued with opacity, with 

little to no information shared with the public or other regulatory bodies on the context, purpose, 

performance, human control and reliability of these systems. Many public authorities do not disclose 

altogether their use of ADM systems. Moreover, regulation related to the use and oversight of ADM 

systems is still in its infancy. These factors contribute to the general public’s mistrust of ADMs and raises 

concerns about the accountability of public ADM systems. 
 
Deploying ethical and reliable ADM systems requires adequate transparency mechanisms that enable 

accountability. The transparency impediment can be overcome through the provision of relevant 

disclosures related to the system and the development of an open governance model around it. The 

concept of deploying a public ADM register that documents all the algorithmic systems in use by the 

public sector and makes relevant disclosures to the general public has been gaining traction recently. In 

2020, several cities launched their own ADM registers including Amsterdam, Helsinki, Nantes, Antibes 

and New York City. These registers are still quite novel and have not been assessed to date. Moreover, 

there is currently no comprehensively mandated disclosures regarding ADM use and all information 

shared is mainly self-reported by the public sector. 
 
The main goal of this thesis is to explore the role of public registers in providing meaningful transparency 

for ADM systems deployed by the public sector. It also aims to formalize the concept of a public register 

as a standardized and interpretable disclosure mechanism that enhances the understanding of ADM 

systems and provides visibility on their impact and reach, as well as outline the need for an ADM 

governance mechanism that enables transparency. Finally, this work explores potential mechanisms 

through which civil society can be engaged in the ADM disclosure process to ensure it meets its goals.  
 
In Chapter 2, we review existing literature on the need for algorithmic transparency as well as its 

provisioning in different regulatory contexts. We find that most existing regulation and governance 

models do not adequately provide for the protection of individual and collective harms resulting from 

ADM system deployment in the public sector. A baseline of transparency is the first step in terms of 

driving accountability and ethical ADM system deployment that minimizes harms and protects rights. 
 
In Chapter 3, we explore different mechanisms through which algorithmic transparency has been 

operationalized to date. We argue the need for ADM registers to tie together different disclosure 

requirements and modalities to provide a comprehensive view of the system in a way that is interoperable. 

This section includes a draft of a comprehensive disclosures framework based on a summary of existing 

literature. 
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In Chapter 4, we provide an overview of existing ADM registers deployed to date as well as attempt to 

formalize the concept of an ADM framework. Leveraging the disclosure framework from Chapter 3, as 

well inputs from expert stakeholders in algorithmic transparency, policy, governance and advocacy, we 

attempt to formalize the concept, purpose, design and governance of a public register. 
 

In Chapter 5, we consider Amsterdam’s AI register as a case study. Deployed in September 2020 in 

partnership with the city of Helsinki, Amsterdam’s register constitutes the first version of an ADM 

register launched by a public authority. What is interesting about this case study is that the register was 

launched despite no existing mandate requiring algorithmic transparency. We explore in this section the 

context that led to the creation of the register, the key design choices that ensued as well as its reception 

by its citizens. 

 

In Chapter 6, we argue the need to consider civilian engagement in operationalizing algorithmic 

transparency. We specifically consider different possible engagement models of public interest groups 

through the governance of an ADM system register. 

 

Finally in Chapter 7 and 8, we summarize key findings for public authorities and policy groups that are 

interested in operationalizing algorithmic transparency in a register and outline open points and 

recommended areas of future work. 
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CHAPTER 2 

 

TRANPARENCY AS A BASELINE FOR ADM ACCOUNTABILITY 

 

 
In this chapter, we explore the need for improved transparency mechanisms to enable the accountability 

of algorithmic decision making systems in the public sector.  

 

 

Putting accountability back in the algorithm 

 

The scope of this research focuses on algorithmic decision making systems deployed by the public sector. 

The choice of use of this terminology is deliberate and reflects the need for a transparency mechanism at 

the ‘unit’ level of a decision-making system that is enabled by algorithmic processes. An ‘algorithm’, in 

its simplest expression is “a set of rules that precisely define a sequence of operations'' (Stone, 1971). This 

may include a wide range of operations with different levels of complexity that can include rule-based 

approaches as well as machine learning techniques. Such operations, as simple or as complex as they may 

be, proceduralize the decision-making process, introduce a level of automation in the system, and have 

implications on data collection, handling and storage. In this context, we are concerned by algorithms that 

enable decision making systems in the public sector. The system itself might have portions that are fully 

administered by human beings, or are under human oversight. We argue in our research that the 

algorithmic decision making system as a whole should be considered as the baseline unit for transparency 

provision. The appendix includes a glossary of key terms used. 

 

Another terminology concern that is relevant to address is the colloquial interpretation of the term 

‘algorithm’ that obscures the accountability of the decision making system the algorithm in question is a 

part of (Lum & Chowdhury, 2021). The term suggests to the public that the system is complex and devoid 

of human accountability. It is important to clarify that algorithms used by the public sector consist of 

decision making and/or support tools that were designed by humans and for whose impact and harms the 

commissioning authority should be accountable for. 

 

 

ADM regulation to safeguard from individual and collective harms 

 

There are different types of harms that can be caused by the poorly regulated deployment of ADM 

systems. These harms can manifest themselves at the individual or collective level and have different 

degrees of severity, as well as scale of impact (i.e. number of individuals affected). The table below 

includes a summary of potential harms discussed in literature. 

 

[TABLE 1] SUMMARY OF POTENTIAL HARMS THAT CAN BE CAUSED BY ADM SYSTEMS  

TYPE OF HARM LIST OF HARMS SOURCE 

Individual 

[a] Bias and discrimination 

Can manifest through the reproduction of existing undue biases and 

patterns of marginalization, inequality and discrimination already present 

in the data processed as well as the overarching design of the system. 

(Alan Turing Institute, 2019; 

Bejtullahu-Michalopoulos & 

Florin, 2018)  

https://www.zotero.org/google-docs/?ikjaRy
https://www.zotero.org/google-docs/?MoSzS3
https://www.zotero.org/google-docs/?eHs1oE
https://www.zotero.org/google-docs/?eHs1oE
https://www.zotero.org/google-docs/?eHs1oE
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[b] Denial of autonomy, recourse, and rights 

Can occur when systems are automated with no clear outlet for objection, 

recourse or feedback. 

(Alan Turing Institute, 2019; 

Bejtullahu-Michalopoulos & 

Florin, 2018)  

[c] Non-transparent, unexplainable or unjustifiable outcomes 

Certain types of algorithmic processes such as deep learning models are 

less interpretable than simple statistical methods, leading to outputs that 

are not explainable; this may be problematic when the model is not 

learning in a representative manner and reproducing biases. 

(Alan Turing Institute, 2019; 

Bejtullahu-Michalopoulos & 

Florin, 2018)  

[d] Threats to data protection and privacy 

Can appear at different stages of the design and deployment of ADM 

systems, data can be collected, stored or handled in ways that violate data 

consent and privacy. 

(Alan Turing Institute, 2019; 

Bejtullahu-Michalopoulos & 

Florin, 2018)  

[e] Unreliable, unsafe, or poor quality outcomes 

Can arise from poorly designed systems, or systems that perform well on 

training data but not during deployment due to data mismatch 

(Alan Turing Institute, 2019; 

Bejtullahu-Michalopoulos & 

Florin, 2018)  

Collective 

[f] Isolation and disintegration of social connection 

Can manifest itself in the polarization of social dynamics and limiting 

exposure to other worldviews 

(Alan Turing Institute, 2019) 

[j] Excessive surveillance and excessive social control 

Can take place through undue influence exerted by actors owning and 

deploying these types of systems. 

(Bejtullahu-Michalopoulos & 

Florin, 2018) 

[k] Manipulation or malignant use 

Can appear in the form of interference with democratic processes or 

violation of human rights. 

(Bejtullahu-Michalopoulos & 

Florin, 2018) 

 

There are well-documented examples that illustrate the individual harms that can be caused by the poorly 

regulated deployment of ADM systems, as illustrated below. In these examples, the harms were 

discovered after the systems were deployed, often adversely impacting a number of individuals before 

being stopped or mitigated. The discovery of these harms triggers added scrutiny and often results in the 

uncovering of information that helps shed light onto the functioning of the algorithmic systems, as well as 

their performance and impact, that otherwise would have remained shielded from the general public. 

 

Individual harms materialize generally quicker and more visibly than collective harms (Mittelstadt, 2017). 

Collective harms include harms experienced by entire segments of civil society and can adversely impact 

collective goods such as democratic institutions. It is important to note that collective harms are often 

overlooked, as they are less visible and less likely to trigger redress actions. 

 

Examples of individual harms caused by ADM systems: 

● [Harms a, b] In the context of the COVID-19 pandemic in the UK, secondary education 

examinations were canceled and an algorithm designed by the regulator Ofqual was assigned the 

task of determining students’ final grades based on teacher predictions and with a goal to avoid 

grade inflation (Hughes, 2020). The algorithm’s results were scrapped after public outcry as it was 

found to disproportionately downgrade students from poorer backgrounds, ignoring their 

individual performance (Lee, 2020). It is also important to note that the algorithm in question is a 

simple statistical model that did perform as intended and was a product of human-led decisions 

(Burgess, 2020). This is an example of how the term ‘algorithm’ can obscure accountability. 

● [Harms a, b, e] The COMPAS recidivism algorithm is a commercial tool created by Northpointe 

that was used in U.S. courts to assess the likelihood of a defendant becoming a recidivist. An 

https://www.zotero.org/google-docs/?37Z72T
https://www.zotero.org/google-docs/?37Z72T
https://www.zotero.org/google-docs/?37Z72T
https://www.zotero.org/google-docs/?nGn0mC
https://www.zotero.org/google-docs/?nGn0mC
https://www.zotero.org/google-docs/?nGn0mC
https://www.zotero.org/google-docs/?a5h7uY
https://www.zotero.org/google-docs/?a5h7uY
https://www.zotero.org/google-docs/?a5h7uY
https://www.zotero.org/google-docs/?AaQ5wn
https://www.zotero.org/google-docs/?AaQ5wn
https://www.zotero.org/google-docs/?AaQ5wn
https://www.zotero.org/google-docs/?iszEap
https://www.zotero.org/google-docs/?zdtDAA
https://www.zotero.org/google-docs/?zdtDAA
https://www.zotero.org/google-docs/?tlPcht
https://www.zotero.org/google-docs/?tlPcht
https://www.zotero.org/google-docs/?1j9b0c
https://www.zotero.org/google-docs/?Qc5qSI
https://www.zotero.org/google-docs/?6jUbbb
https://www.zotero.org/google-docs/?2yOJpQ
https://en.wikipedia.org/wiki/Recidivist
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analysis of the tool’s performance found that black defendants were far more likely than white 

defendants to be incorrectly flagged to be at a higher risk of recidivism, while white defendants 

were more likely than black defendants to be incorrectly flagged as low risk (Angwin et al., 2016). 

● [Harms e] In Chicago, a data mining tool was developed to identify children at risk for serious 

injury or death. The algorithm mined existing data at the Department of Children and Family 

Services and assigned a score to children who were the subject of an abuse allegation. The 

algorithm was later found to be unreliable with an overwhelming number of flagged false-positive 

cases, as well as an increase in the number of children deaths going undetected. The DCFS 

decided to end the program two years after its launch (Marx, 2017).  

● [Harms d] An NHS ‘datastore’ was proposed to be created in the UK to centralize patient data 

and leverage ADM capabilities through outsourcing to big tech providers (Gould et al., 2020). 

Civil society representatives (Foxglove and Open Democracy) pressured the government to 

provide transparency on the procurement contracts, which later on were revealed to grant 

intellectual property rights to selected big tech firms and allow them to train their models on a 

large pool of unreleased health-related data (Fitzgerald & Crider, 2020).  

 

Recent failures and harms caused by ADMs raised the need for improved governance mechanisms which 

should encompass legal, ethical and procedural requirements and entail an array of different regulatory 

approaches (Bejtullahu-Michalopoulos & Florin, 2018). Regulators are therefore faced with the challenge 

of enabling the beneficial outcomes of ADM systems while minimizing the risk of potential harm. 

 

 

Existing regulation is inadequate to drive ADM accountability 

 

Accountability can be thought of “primarily as a legal and ethical obligation on an individual or 

organization to account for its activities, accept responsibility for them, and to disclose the results in a 

transparent manner” (Bejtullahu-Michalopoulos & Florin, 2018). In this context, accountability should 

translate into regulatory and legal tools whose goals are to enable ethical deployment of ADM systems 

and safeguard both individuals and collectives from their potential harm.  Accountability mechanisms can 

take on a variety of forms that can be supply and/or demand-driven. Supply-side accountability reflects 

the measures the supplier of the algorithmic system implements to enable better accountability. In the 

context of the public sector, supply-side measures can take on the form of internal controls and protocols, 

the creation of designated institutions and oversight bodies, among others. Demand-side accountability 

reflects the many forms through which stakeholders outside the public sector can influence better 

accountability of the algorithmic systems in use. These may include investigative reporting, public 

perception risks, protests, among others. 

 

Existing regulation to drive ADM supply-side accountability include: 

 

● In the EU, the primary basis of regulation of data and data processing is the European General 

Data Protection Regulation (GDPR) (Radley-Gardner et al., 2016). GPDR’s primary goal is to 

enable individual control over data and has provisions concerning the right of access to personal 

data and how it is processed, the right to be forgotten and data erasure and the right to object 

processing of personal data. A study by European Parliamentary Research Service has indicated 

that the GDPR is “not likely to be sufficient” to adequately safeguard the accountability of ADM 

systems (Koene et al., 2019). Articles 22 “right to an explanation” and 13-15 “rights to 

“meaningful information about the logic involved in automated decisions” and 35 “data protection 

impact assessment'' have a narrow focus on personal data and are restricted in applicability. 

https://www.zotero.org/google-docs/?z7En1j
https://www.zotero.org/google-docs/?eNkOZF
https://www.zotero.org/google-docs/?4qEswr
https://www.zotero.org/google-docs/?1DWBxO
https://www.zotero.org/google-docs/?3MAv8e
https://www.zotero.org/google-docs/?qhzKSr
https://www.zotero.org/google-docs/?kOzGDp
https://www.zotero.org/google-docs/?blXGtn
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● Beyond GDPR, France passed its “Law for a Digital Republic” (LOI N° 2016-1321) which 

introduces new obligations regarding administrative ADM and goes beyond the scope of 

‘automated processing’ to include decisions made based on algorithmic processing. 

Administrations (i.e. the public sector) are required to inform persons affected by ADMs and 

must, upon request, communicate the rules based upon which the system functions in an 

intelligible manner. To date, few local administrations in France have complied with this law. The 

cities of Nantes and Antibes have both released in the past year an algorithmic system log to the 

general public (further discussed in Chapter 4). 

 

● In the UK, two main regulatory tools help regulate data processing and ADMs, data protection 

impact assessments (DPIAs) and equality impact assessments. DPIAs disclose information 

relevant to the functioning of the data processing system, including data fields and sources, the 

system’s function within broader administrative processes, the responsible officials, and the 

effects and legal basis for data processing. DPIAs are mandatory for systems flagged as high risk. 

Equality assessments are associated with the “2010 Equality Act”, whose goal is to safeguard 

against the risk of discrimination (Equality and Human Rights Commission, 2010). Both of these 

instruments were found to have shortfalls in their direct mandate as well as lagged in terms of 

safeguarding against broader harms (Ada Lovelace Institute, 2020b) 

 

● In the US, privacy impact assessments are carried out by the Department of Homeland Security to 

identify and mitigate risk relating to personally identifiable information (US Department of 

Homeland Security, 2009). It is important to note that, unlike the EU, privacy is not a 

constitutional right in the US. Privacy legislation differs widely, most of the laws enacted or being 

considered have an individual consumer focus such as the California Data Privacy Act (State of 

California Department of Justice, 2018). Existing legislation does not have provisions to protect 

against the broader class of individual harms ADMs can produce. In that regard, the “Algorithmic 

Accountability Act of 2019” was introduced to propose regulations on high risk ADM systems 

requiring them to undergo algorithmic impact assessments (Booker & Wyden, 2019). The bill did 

not undergo a vote. 

 

ADM regulation is still in its infancy and requires significant work to be effectively put into practice. The 

starting point for most of the regulatory tools outlined above is data privacy and there is a need for a more 

consistent approach in terms of recognizing, assessing and safeguarding against both individual and 

collective harms. Transparency has been a critical enabler of data privacy mandates and we expect these 

stipulations to be considered at an algorithmic decision making system level. 

 

In April 2021, the European commission released its proposal for an EU-wide “Artificial Intelligence 

Act” to enable the development of secure, ethical and trustworthy artificial intelligence within the single 

market (European Commission, 2021). The proposed legislation adopts a horizontal approach across the 

ADM application space and outlines a proportionate risk-based approach as well as codes of conduct for 

non-high-risk systems. This proposal’s scope goes significantly beyond the existing legislation and 

constitutes a starting premise for comprehensive ADM accountability, as it defines frameworks of 

disclosures and oversight mechanisms. The basis of this proposal is a categorization of ADM systems into 

four potential risk levels: unacceptable, high, limited and minimal risk. Applications with unacceptable 

risk that are considered dangerous for EU citizen rights, such as social credit scoring systems or 

https://www.zotero.org/google-docs/?le5cNW
https://www.zotero.org/google-docs/?le5cNW
https://www.zotero.org/google-docs/?le5cNW
https://www.zotero.org/google-docs/?FtLxEG
https://www.zotero.org/google-docs/?HN2nP3
https://www.zotero.org/google-docs/?cr0N4p
https://www.zotero.org/google-docs/?cr0N4p
https://www.zotero.org/google-docs/?dYaGaA
https://www.zotero.org/google-docs/?dYaGaA
https://www.zotero.org/google-docs/?NNPhgR
https://www.zotero.org/google-docs/?pQLZz8
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manipulative uses of AI, will be banned. High risk systems include vaguely defined types of use cases 

that can pose a high level of risk on citizen rights. Transparency requirements are applicable to providers 

of high risk systems, whether in the public or private sector, and include the following provisions: 

● Conformity assessment based on internal controls or third party assessment before the system is 

placed on the market; this assessment considers both the quality of the system’s management as 

well as the technical documentation on the AI system itself including its risk assessment and 

monitoring plan; 

● High level system disclosures to the general public by registering the system on an EU database; 

● Informing end users when interacting with an AI system and providing them with proof of 

conformity. 

 

The EU “Artificial Intelligence Act” is a promising development that is likely to be contested and iterated 

upon before coming into law. The proposed regulation is likely to catalyze increasing change in public 

and private sector approaches to algorithmic transparency and may potentially have global repercussions 

similar to how GDPR influenced other data privacy regulation. 

 

The proposed EU “AI Act” is also criticized for its vagueness concerning the defined risk levels of ADM 

systems and the use cases outlined for high risk systems. One of the challenges to overcome is how to 

avoid misuse of the proposed risk screening model as only high risk systems have mandatory disclosures. 

The proposed regulation does not clearly define how the risk screening will be conducted. Joseph Foti, 

Chief Research Officer at the Open Government Partnership, argues that screening outcomes should be 

disclosed to the general public, regardless of whether the system is high or low impact. Furthermore, there 

should be additional considerations for non-conformity with risk screening and mandatory disclosures. 

Other criticisms include the lack of provisions for redress for those affected or harmed by AI systems as 

well as a lack of citizen engagement models in the proposal (Espinoza & Murgia, 2021). 

 

 

Transparency as enabler of ADM accountability 

 

Both transparency and answerability are required to safeguard the accountability of ADM systems (Krafft 

et al., 2020). Transparency ensures that the “factors that influence the decision of an algorithmic system 

should be [...] visible [and understood] to people employing or affected by the system (Kossow et al., 

2021). In this context, transparency is not an end goal but an ideal sought to enable accountability. 

Transparency does not require ADM systems to be just or fair, but provides visibility for accountability 

mechanisms to be effective. Transparency can also enable demand-side accountability mechanisms. 

 

Transparency can also be thought of at two levels: a first-order level focusing on the system itself, its 

functioning, design and implementation; and a second-order level focusing on the governance of the 

system (Kaminski, 2020). Both of these types of transparency are necessary in order to enable 

accountability and may face limitations when imposed in practice. ADM systems often have blurred 

accountability on which party is responsible for the systems intended and unintended goals (Krafft et al., 

2020). Within a single ADM system, there can be distributed responsibility between different 

stakeholders involved in the system’s commissioning, development, implementation and assessment. 

Information asymmetries can arise in these conditions and result in agency loss when overarching 

responsibilities and transparency requirements are not clear. 

 

Having adequate and clear governance of an ADM system (second-order transparency) can enable better 

disclosures of the system’s functioning and risk profile (first-order transparency), specifically in contexts 

where key components of the system are procured. Therefore it is critical to also consider ADM 

https://www.zotero.org/google-docs/?3OBjAa
https://www.zotero.org/google-docs/?vjhtKs
https://www.zotero.org/google-docs/?vjhtKs
https://www.zotero.org/google-docs/?s14hpC
https://www.zotero.org/google-docs/?s14hpC
https://www.zotero.org/google-docs/?Rt9rLz
https://www.zotero.org/google-docs/?G3upav
https://www.zotero.org/google-docs/?G3upav
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governance models that enable clarity of accountability around system responsibilities and disclosures.  

 

There are limitations to the level of algorithmic transparency that can be achieved, specifically in contexts 

of intentional or intrinsic opacity of an ADM system (Burrell, 2016). Intentional opacity exists in the 

context of protection of trade secrets and intellectual property regarding algorithmic systems. This type of 

opacity can be mitigated through regulation that outlines the disclosure obligations of companies who 

have trade secrecy concerns. Existing proposals include disclosing the technical information, such as 

source code and datasets used, to third party auditors, who are equipped to assess the system for 

conformity with existing standards and regulation, similar to how a financial audit would take place. 

Intrinsic opacity exists due to the nature of certain machine learning methods, such as deep learning, 

which are difficult to interpret (i.e. understand why a certain outcome was reached). A whole field of 

research called explainable artificial intelligence (XAI) has emerged in recent years to attempt to solve the 

interpretability problem. 

 

In the next chapter, we will explore different mechanisms through which ADM transparency can be 

operationalized. 

https://www.zotero.org/google-docs/?5L6ei1
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CHAPTER 3 

 

OPERATIONALIZING ALGORITHMIC TRANSPARENCY 

 
 

Transparency is required to enable ADM accountability. In this Chapter, we will explore how algorithmic 

transparency can be operationalized to achieve visibility of the system as whole and provide meaningful 

insights into its functioning and governance. 

 

 

Limitations of existing algorithmic transparency mechanisms  

 

Many countries have fragmented tools to enable ADM transparency and do not provide a comprehensive 

visibility of the system. Information pertinent to these systems is often scattered across multiple 

documents available to different subsets of stakeholders and are generally not available to the public. 

Furthermore, some of these protocols are not mandatory or being effectively enforced. Finally, there is a 

lack of standardized reporting requirements as well as safeguards to verify disclosures and enable 

compliance (Ada Lovelace Institute, 2020b). 

 

[TABLE 2] REVIEW OF EXISTING ALGORITHMIC TRANSPARENCY MECHANISMS IN USE 

MECHANISM EXISTING IMPLEMENTATIONS DISCUSSION 

Assessments and 

evaluations 

● Privacy impact assessments on 

handling of personal data (mandatory 

in EU, UK, US and Canada) 

 

● Human rights impact assessments, go 

beyond privacy to consider 

nondiscrimination and other legal 

rights (mandatory in UK - Equality IA) 

 

● Algorithmic impact assessments to 

determine the overall impact level of 

an ADM prior to implementation 

(mandatory in Canada) 

 

● Third party ADM audits to evaluate 

system functioning, performance and 

posed risk (very limited 

implementation and regulatory 

mandate to date); audits can be 

commissioned by the system owner or 

performed without permission from the 

system owner 

Privacy IAs are the most widely implemented type of 

assessment; however, they are limited in scope to 

handling personal data and are inadequate to consider all 

the harms that can be caused by ADMs.  

 

Human rights IAs and Algorithmic IAs offer a more 

comprehensive view of harm assessments; however, they 

have limited implementation. A number of public interest 

groups have called for mandatory comprehensive IAs 

(Access Now, 2020; AI Now, 2018; Alan Turing 

Institute, 2019). 

 

Post-deployment audits and evaluations can be a powerful 

tool to understand the impact of an algorithm.  These 

audits can be performed via either black-box or white-box 

evaluation. A black-box evaluation considers only the 

inputs and outputs of the algorithmic system whereas a 

white-box evaluation also considers the source code of the 

algorithm. Black-box evaluations often can be performed 

without permission of the system owner to better 

understand the functioning of the ADM system, however 

it is not the most optimal type of evaluation (Lepri et al., 

2018).  

Procurement 

disclosures 

● Government spending data can offer 

insights on ADM procurement 

 

● Procurement audit trails, which can 

include procurement tender process, 

vendor assessment and vendor 

Analysis of publicly disclosed government spending data 

to understand ADM procurement practices can be limited 

by data reporting quality and lays the burden of analysis 

on public interest groups. 

 

Open public procurements practices are gaining traction 

https://www.zotero.org/google-docs/?uekcNe
https://www.zotero.org/google-docs/?st15UF
https://www.zotero.org/google-docs/?st15UF
https://www.zotero.org/google-docs/?S0oLUF
https://www.zotero.org/google-docs/?S0oLUF
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agreement (mandatory in UK, France, 

Canada) 

and can be an important tool to understand procured 

ADM implementations. According to the Head of Ethics 

in a public sector organization, the procurement audit trail 

should ideally include an evaluation of the vendor and 

their track record in a similar spirit to human rights IAs. 

Open sourcing ● Open sourcing of ADM training data 

and/or source code (limited 

implementations in the public sector) 

Open sourcing has limited applicability in practice, 

specifically when considering datasets with personal 

identifiable data or when dealing with proprietary data 

and data processing mechanisms. Furthermore, most 

interviewed expert stakeholders that source code data 

offers very limited insights into the functioning of an 

ADM system. 

Freedom of 

information / 

Public records 

requests 

● Regulation enabling citizens / public 

interest groups to access public records 

under certain conditions (applicable in 

most countries) 

Public record requests pose the burden on achieving 

transparency on civil society and public interest groups. A 

comprehensive public records study in the US showed 

that it failed to produce meaningful transparency due to 

poor record keeping from local government and 

contracting practice (Brauneis & Goodman, 2018). 

 

A review of existing disclosure mechanisms suggests the need to both strengthen existing transparency 

mechanisms as well as provide comprehensive documentation on ADMs in a way that promotes 

meaningful transparency. Instead of privileging certain types of disclosures that look at standalone 

elements of the system, we should be “looking across” the system and consider them as “socio-technical 

systems” (Ananny & Crawford, 2018) 

 

 

Disclosures to build a comprehensive view of ADM systems 

 

It is important to differentiate between transparency relevant when a user interacts with an ADM system 

and one that enables a comprehensive view of the system as a whole. The scope of this work focuses on 

the latter. 

 

Below is a summary of existing literature and recommendations on what disclosures should be included to 

give an exhaustive and complete view of an ADM system in a way that enables accountability. The basis 

of this disclosure framework is adapted from the “reviewable ADM framework” approach, which offers a 

systematic framework to practical transparency by breaking down the ADM process into stages (Cobbe et 

al., 2021). We distinguish between different types of disclosures: 

● Self-reported information and ones verified by third parties; 

● Information describing the process to create and manage the system and ones explaining and 

evaluating its outcomes. 

 

 

[TABLE 3] SUMMARY OF EXISTING LITERATURE ON RELEVANT DISCLOSURES FOR 

ADM SYSTEMS 

DISCLOSURE 

ELEMENT 
TYPE STAGE INFORMATION TO INCLUDE 

LITERATURE 

REFERENCE 

System 

purpose 

Process - 

self reported 

Commissioning Rationale behind the creation of the ADM 

system including the values, norms and 

legal basis behind its commissioning. The 

(Centre for Data Ethics 

& Innovation, 2020; 

Cobbe et al., 2021; 

https://www.zotero.org/google-docs/?oUqys2
https://www.zotero.org/google-docs/?c4BjEg
https://www.zotero.org/google-docs/?Y2Cim9
https://www.zotero.org/google-docs/?Y2Cim9
https://www.zotero.org/google-docs/?Idrbxx
https://www.zotero.org/google-docs/?Idrbxx
https://www.zotero.org/google-docs/?Idrbxx
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intended goals the system aims to achieve 

should also be disclosed here. 

Etalab, 2021; Tow 

Center, 2015)  

 

System 

accountabilit

y and 

governance 

Process - 

self reported 

Commissioning Outline of the key stakeholders responsible 

for the commissioning, development, 

management, monitoring and review of the 

ADM system. The contact information of 

the system owner should be included as 

well. 

(Etalab, 2021; Tow 

Center, 2015) 

Procurement Process - 

self reported 

Commissioning Key procurement agreements in place 

related to the ADM system’s creation. The 

agreements may be required to be shared 

legally depending on local regulations. 

There are calls for the public sector to be 

transparent about sensitive data being 

collected, handled or trained on models by 

private sector companies. 

(Cobbe et al., 2021) 

Impact 

Assessment 

Outcomes - 

self reported 

Commissioning Assessment of the potential implications 

and risks of the ADM system, which should 

It should include assessment of the 

following: compliance with existing 

regulation, concerns about bias and 

discrimination, privacy concerns and ethical 

issues raised. Some of these assessments 

may be legally required, for example Data 
Protection Impact Assessments are required 

under GDPR.  

(Castellucia & Le 

Metayer, 2019) 

(Kaminski, 2020) (Cobbe 

et al., 2021) 

Data use & 

handling 

Process - 

self reported 

Model Building Overview of data used to train and test the 

ADM system, which should include 

information regarding the data collection 

mechanism, data handling, pre-processing 

as well as a privacy notice. Source data 

should be shared when possible. 

There are current efforts to standardize the 

documentation process around datasets, 

such as ‘datasheets for datasets’ (Gebru et 

al., 2020) 

(Cobbe et al., 2021; 

Etalab, 2021; Tow 

Center, 2015) 

Data quality 

assessment 

Output - self 

reported 

Model building An assessment of the quality of data used 

based on its intended use cases, including 

considerations of data completeness, 

representation and accuracy among others. 

Existing frameworks for dataset quality 

assessment include the ‘data nutrition 

project’ (Chmielinski et al., 2020)  

(Chmielinski et al., 2020; 

Tow Center, 2015)  

System 

architecture 

Process - 

self reported 

Model building Technical explanation of algorithm 

functioning including outlining statistical 

methods used to process data and build 

models. The source code should be shared if 

possible. 

(Centre for Data Ethics 

& Innovation, 2020; 

Etalab, 2021; Tow 

Center, 2015) 

System 

performance 

assessment 

Outcomes - 

self reported 

Deployment Reporting accuracy and fairness metrics, 

ideally against benchmarks. Limitations 

may exists here if using black box models 

(Tow Center, 2015) 

https://www.zotero.org/google-docs/?Idrbxx
https://www.zotero.org/google-docs/?Idrbxx
https://www.zotero.org/google-docs/?BCXICv
https://www.zotero.org/google-docs/?BCXICv
https://www.zotero.org/google-docs/?gmtSjQ
https://www.zotero.org/google-docs/?nkzuNv
https://www.zotero.org/google-docs/?nkzuNv
https://www.zotero.org/google-docs/?Oji7g2
https://www.zotero.org/google-docs/?GoGQPV
https://www.zotero.org/google-docs/?GoGQPV
https://www.zotero.org/google-docs/?Bdon7V
https://www.zotero.org/google-docs/?Bdon7V
https://www.zotero.org/google-docs/?2uRXnF
https://www.zotero.org/google-docs/?2uRXnF
https://www.zotero.org/google-docs/?2uRXnF
https://www.zotero.org/google-docs/?u0f9Mc
https://www.zotero.org/google-docs/?Up7bQU
https://www.zotero.org/google-docs/?Up7bQU
https://www.zotero.org/google-docs/?yBIz7e
https://www.zotero.org/google-docs/?yBIz7e
https://www.zotero.org/google-docs/?yBIz7e
https://www.zotero.org/google-docs/?yBIz7e
https://www.zotero.org/google-docs/?aMEjkj
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that have low interpretability 

Decision 

making 

process and 

human 

oversight 

Process - 

self reported 

Deployment Outline of key use cases and explanation of 

decision making processes for each. 

Information provided should also clarify 

which steps in the process are automated 

and how and where human review and 

oversight takes place. 

(Centre for Data Ethics 

& Innovation, 2020; 

Cobbe et al., 2021; 

Etalab, 2021) 

System 

performance 

monitoring 

Process - 

self reported 

Deployment Outline of the process to continuously 

monitor and evaluate the system’s 

performance related to accuracy and 

fairness metrics. 

(Centre for Data Ethics 

& Innovation, 2020) 

Audit Process & 

outcomes - 

performed 

third parties 

Investigation There are no commonly established 

standards for auditing algorithmic systems. 

Third-party audits are suggested to validate 

impact assessment, scrutinize critical self 

reported elements and ensure compliance 

with existing regulation. 

(Ada Lovelace Institute, 

2020a; Cobbe et al., 

2021) 

 

 

The above framework is a starting point to consider the types of information whose disclosure is 

necessary to provide comprehensive transparency of an ADM system. This framework does not consider 

who the information is shared with nor the sharing/displaying modality best practices. It is important to 

consider the target audience for a transparency mechanism to ensure understandability. In the case of 

disclosures to the general public, interpretability of the information provided should be a priority, and it is 

important to avoid creating a “false sense of transparency” by overwhelming the audience with 

documentation. A “spectrum of disclosures” may be required to provide the right level of disclosures to 

each target stakeholder (Kaminski, 2020). Another consideration to keep in mind regarding a 

comprehensive ADM disclosure framework is how these disclosures are applicable to different types of 

ADM systems, based on the intended scope or risk level for example. We saw how a proportionate risk-

based approach towards regulating ADMs is being proposed in the EU with mandatory disclosures and 

assessments only required for systems qualified as high risk. 

 

In the next chapter we will refine the disclosures’ framework and propose preliminary recommendations 

on intended audience, modalities and types of ADMs to disclose via the governance of an ADM register 

to provide meaningful transparency. ADM registers have been surfacing recently as a tool to provide 

comprehensive disclosures and centralize information that typically is fragmented across different 

modalities and stakeholders. 

https://www.zotero.org/google-docs/?Pw7uGg
https://www.zotero.org/google-docs/?Pw7uGg
https://www.zotero.org/google-docs/?Pw7uGg
https://www.zotero.org/google-docs/?Pw7uGg
https://www.zotero.org/google-docs/?oiF0sf
https://www.zotero.org/google-docs/?oiF0sf
https://www.zotero.org/google-docs/?5ZJs25
https://www.zotero.org/google-docs/?5ZJs25
https://www.zotero.org/google-docs/?5ZJs25
https://www.zotero.org/google-docs/?dewezo
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CHAPTER 4 

 

PUBLIC REGISTERS TO CREATE MEANINGFUL TRANSPARENCY 

ON ADM SYSTEMS 

 
 

Public registers are an algorithmic transparency tool that can help provide comprehensive visibility of 

ADM systems. A handful of local governments have deployed initial versions of public ADM registers. In 

this chapter, we will provide an overview of existing register implementations and attempt to formalize 

the concept, purpose and disclosure modality of ADM registers based on the insights of expert 

stakeholders in the field. 

 

 

What is an ADM register? 

 

In its simplest form, an ADM register is a log of algorithmic decision making systems used by a public 

authority that have some level of direct impact on its citizens. In this form, the value of a register is to 

provide a baseline of visibility of the algorithmic systems a public authority uses, which is an 

improvement on the status quo, as in many contexts the very existence of these systems is opaque to the 

general public and even within public sector stakeholders. 

 

The goal of ADM registers, as it is currently being discussed and implemented in the public sector, is to 

go beyond providing a baseline of visibility and achieve meaningful transparency on an ADM system 

level to concerned stakeholders. What is meant by providing meaningful transparency? The concept of 

meaningful transparency of an ADM system can be understood as providing the relevant information that 

can contribute to a good level of understanding of the system, in a format and modality that are 

intelligible to and interpretable by the target audience. Different stakeholders have different information 

priority needs. For example, a citizen affected by a given system would be interested in understanding 

how its algorithm impacts decision making, what its potential risks are and which pathways they can 

follow to claim redress, whereas an oversight body would be primarily interested in the technical 

performance of the system as well as its compliance with existing regulation. 

 

The concept of a public ADM register is one that makes disclosures available to the general public 

following a standardized disclosure framework. All stakeholders interviewed in the context of this 

research agreed that the creation of public ADM registers should be encouraged, especially given that 

there is no mandatory oversight of ADMs. Therefore making relevant disclosures available to the general 

public can enable public interest groups to continue their historical role of investigating potential harms as 

regulatory oversight catches up. Public registers therefore enable demand-side accountability. 

 

 

Emergence of first public ADM registers 

 

The earliest calls for the creation of public registers in the EU are by two public interest groups, Access 

Now and AlgorithmWatch (2020). These calls came as a response to the European Commission’s 

recommendations of expanding the use of artificial intelligence (European Commission, 2020), as an 

attempt to reconcile between the EU’s AI ambition’s and the reality of protection of human rights. Both 

these organizations call upon the creation of registers as mandatory disclosure mechanisms for ADM 

systems deployed by the public sector. Similar calls are also happening in the UK (Safak & Parker, 2020) 

https://www.zotero.org/google-docs/?otYgW2
https://www.zotero.org/google-docs/?otYgW2
https://www.zotero.org/google-docs/?otYgW2
https://www.zotero.org/google-docs/?gZB6vd
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and the US (Reisman et al., 2018). In France the requirement to disclose ADM systems used in the public 

sector has been put into law in 2016 (LOI N° 2016-1321). 

  

The first public ADM registers by the public sector have been implemented in the past year, these include: 

 

● The cities of Amsterdam and Helsinki, which worked closely together to launch their respective 

registers in partnership with Saidot, a Finnish company that developed a platform that enables 

standardization of transparency requirements across an organization’s ADM portfolio. Amsterdam 

and Helsinki’s registers are not comprehensive of all of their ADM systems, however they do 

reflect a citizen-centered approach to creating transparency.The three respective parties launched a 

joint white paper outlining their collective experiences (Haataja et al., 2020). We will expand on 

Amsterdam’s experience in launching its register in the next chapter. 

 

● The cities of Antibes and Nantes-Metropole, which have launched their respective registers as 

mandated by the 2016 “Law for a Digital Republic”. These represent the first attempts to comply 

with the law. 

 

● New York City’s compliance reporting which functions as a high level directory of algorithmic 

systems in use by the city’s agencies. This reporting is mandatory as required per Executive Order 

50 (Thamkittikasem, 2020).  

 

 

[TABLE 4] OVERVIEW OF EXISTING PUBLIC ADM REGISTERS TO DATE 

PUBLIC ADM 

REGISTER 

OWNER 

YEAR 

LAUNCHED 

NUMBER 

OF 

SYSTEMS 

LOGGED 

INTERFACE TYPE DISCLOSURES INCLUDED 

City of 

Amsterdam1 

Sept 2020 4 Interactive interface on 

a dedicated website 

with nested information 

● System context and purpose 

● System owner and contact info 

● Procurement disclosure 

● Datasets used 

● Data processing and model overview 

● Decision making process overview 

● Nondiscrimination considerations 

● Human oversight of system 

● System risk level and risk 

management process 

● Feedback processes 

City of 

Helsinki2 

Sept 2020 5 Interactive interface on 

a dedicated website 

with nested information 

● System context and purpose 

● System owner and contact info 

● Procurement disclosure 

● Datasets used 

● Data processing and model overview 

● Decision making process overview 

● Nondiscrimination considerations 

● Human oversight of system 

● System risk level and risk 

 
1 https://algoritmeregister.amsterdam.nl/  
2 https://ai.hel.fi/en/ai-register/  

https://www.zotero.org/google-docs/?sDPwLB
https://www.zotero.org/google-docs/?N3D8Go
https://www.zotero.org/google-docs/?N3D8Go
https://www.zotero.org/google-docs/?N3D8Go
https://www.zotero.org/google-docs/?POZ7IW
https://www.zotero.org/google-docs/?rPUuYu
https://algoritmeregister.amsterdam.nl/
https://ai.hel.fi/en/ai-register/
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management methods 

● Feedback processes 

Nantes-

Metropole3 

Oct 2020 2 Interactive interface 

explaining service 

accompanied by 

downloadable 

documents explaining 

algorithms enabling the 

city’s decision-making 

systems 

● Service explanation 

● Simulation of how service would work 

for citizen 

● Technical specifications of algorithm 

and source code 

● Decision making process overview 

City of Antibes4 Jan 2021 7 Downloadable 

document of 

municipality’s 

algorithm database 

● System owner 

● System context, purpose and legal 

basis 

● Explanation of algorithm contribution 

to decision making process 

● Datasets used and data processing 

● Model technical functioning 

New York City5 2020 16 Downloadable 

compliance report of 

city’s use of algorithmic 

systems 

● System owner 

● System context and purpose 

● Overall functioning description (high-

level model architecture and decision 

making process overview) 

 

 

 

Best practices for public ADM registers 

 

Leveraging the existing literature on transparency mechanisms, learnings from early implementations of 

public registers as well as input from expert stakeholders from public interest groups, policy makers, 

government and technologists, we aim to formalize the concept of a public ADM register and offer 

recommendations. 

 

When building a public ADM register, it is important to consider the following: 

 

● Existing political and legal context 

○ A number of factors can influence the implementation of a public register including the 

existing legal mandate and institutional mechanisms governing algorithmic systems, the 

adoption of open governance practices and the capacity of the public authority to carry out 

innovation projects. 

○ These factors should be considered in order to establish compatibility and continuity with 

existing transparency practices. It is also important to consider forward-compatibility of 

newly adopted practices and ensure there is enough flexibility given that applications of 

ADM systems in government is a nascent field. 

 

● The unit of disclosure 

○ Throughout this work we have purposefully used the term algorithmic decision making 

 
3 https://data.nantesmetropole.fr/pages/algorithmes_nantes_metropole/  
4 https://www.antibes-juanlespins.com/images/pdf/Administration/20210129-Inventairev1desalgorithmes.pdf 
5 https://www1.nyc.gov/assets/ampo/downloads/pdf/AMPO-CY-2020-Agency-Compliance-Reporting.pdf  

https://data.nantesmetropole.fr/pages/algorithmes_nantes_metropole/
https://www.antibes-juanlespins.com/images/pdf/Administration/20210129-Inventairev1desalgorithmes.pdf
https://www1.nyc.gov/assets/ampo/downloads/pdf/AMPO-CY-2020-Agency-Compliance-Reporting.pdf
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system, as opposed to data, data processing, algorithm, statistical tool or AI, to reflect the 

adequate unit of disclosure, as also argued in relevant literature (Bejtullahu-Michalopoulos 

& Florin, 2018; Castellucia & Le Metayer, 2019; European Commission, 2021; Safak & 

Parker, 2020). An ADM system can potentially include several algorithmic tools that 

enable a decision making process that has some level of impact on civil society; the key 

action here being the decision. Some aspects of this decision-making system can have 

human controlled inputs whereas others can be automated. It is important to provide 

transparency on the functioning of the system as whole and not just disclose the 

algorithmic enablers of the system. As discussed in Chapter 2, the governance of the 

system and the internal controls set on the algorithmic decision making system are critical 

to provide meaningful transparency. 

○ Should all ADM systems be disclosed? Systems can have different risks of harm and 

safety to individuals and collective goods. There are existing proposals for risk-

proportionate approaches where disclosures are mandated for high risk systems only, such 

as the EU AI Act proposal (European Commission, 2021). This proposal, however, doesn’t 

consider the mechanism through which screening occurs and does not include 

considerations about how to safeguard against noncompliance. We argue here that, in a 

context of lack of regulatory oversight, a register should include all ADM systems whose 

use impacts citizens directly (e.g. deciding benefits, allocations, violations, monitoring, 

etc) as well as those that have an impact on public goods (e.g. democratic institutions, 

environment, public financing), regardless of risk level. Lower-impact systems can have 

less stringent disclosure requirements; however, there should be a minimum level of 

disclosures for all systems. At the very least, low-risk systems should disclose the assessed 

risk level of the system as well as relevant information that can allow third parties to 

validate the risk assessment. 

 

● The intended audience 

○ A publicly available ADM register has a wide audience with varied information needs, 

engagement in public affairs and understanding of technology. Potential stakeholder 

groups include: 

■ Civilians who have directly interacted with an ADM system and want to 

understand how the system impacts them, within this group we can diverse levels 

of technological understanding; 

■ Public interest representatives, which can include researchers, investigative 

journalists and advocacy groups seeking to preserve the best interests of the general 

public, specific groups of society or public goods; 

■ Other local government and policy officials. 

○ It is important that the public authority implementing a public register considers the target 

groups the register is designed for and ensures the tool meets their information needs. It is 

likely that there will be tradeoffs between what information to include and how to display 

it in order to meet the requirements of different groups. We will explore further in the next 

chapter how the city of Amsterdam approached these design choices. 

 

● The relevant disclosures 

○ The ADM disclosures’ framework included below outlines the recommended disclosures 

to include for each ADM system. The format has been adapted from the disclosures 

framework in Chapter 3 to include insights from existing register applications as well as 

feedback from expert practitioners. It is important to note that this framework clarifies 

‘what to disclose’ but not ‘how should the information be disclosed’. The modality of 

disclosure would largely depend on the intended audience and goals of the register. 

https://www.zotero.org/google-docs/?dXyzAE
https://www.zotero.org/google-docs/?dXyzAE
https://www.zotero.org/google-docs/?dXyzAE
https://www.zotero.org/google-docs/?0ICrod
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○ Low impact systems should disclose at the very minimum the following sections: (1), (2), 

(3), (4), (5), (8), (11) and (12). 

○ Most interviewed stakeholders agree that technical details such as source code and data are 

not most relevant or practical to share with the general public and can introduce a “false 

sense of transparency”. A user interface study found that white-box explanations had little 

advantage over black-box explanations towards contributing to actual understanding of 

ADM systems (Cheng et al., 2019). White-box explanations show the inner workings of the 

algorithm whereas black-box explanations do not, they mainly show the outcome reached 

based on some inputted parameters. White-box explanations are more relevant for 

stakeholders interested in examining the system’s technical functioning, such as certain 

public interest representatives or oversight groups. The City of Amsterdam’s case study (in 

Chapter 5) illustrates the implementation of contracting requirements guaranteeing 

procedural transparency to the general public, while technical information is only required 

to be shared with third-party auditors. 

○ Some good mechanisms to provide the general public required visibility into the technical 

aspects of the system are to include dummy data, data quality assessments as well as 

simulation environments of the system’s functionality under different conditions.  

○ In certain contexts, it may be necessary to not disclose certain technical information to the 

general public that would help users “game the system” of a certain policy and gain an 

unfair advantage such as claiming benefits (Lepri et al., 2018). This is a risk that should be 

considered against the disclosure framework provided for each ADM system. 

 

● The disclosure modality 

○ The value of a public register comes from the standardization of the disclosure mechanism 

and data interoperability. Each ADM system should be disclosed in a standardized way 

while considering the information needs of different target audiences, representing an 

interesting design challenge. 

○ The display interface should have strong accessibility considerations, such as language to 

use, font size, etc. The interface should also be easy to navigate and locate the information 

relevant to each target audience. Usability tests are necessary in deploying registers to 

ensure the register is meeting its intended goals. Current best practices indicate that the 

needs of diverse stakeholder groups are best met using an interactive interface with layered 

information, where the baseline information accessible to all groups is displayed first and 

more technical documentation is embedded below.  

○ Each section should include explanations in “plain language” that can be interpretable by 

individuals with little technical background. This is especially important for sections (1), 

(4), (8) and (11). Additional technical explanations and documentation should be included 

in each section to meet the information needs of other intended audiences.  

○ Further recommendations on interface display and copy can be found in the GDPR’s 

guidelines on transparency (Art 29 WP, 2016). 

 

 

 

 

 

 

 

 

https://www.zotero.org/google-docs/?cZnEOm
https://www.zotero.org/google-docs/?F3Rlrw
https://www.zotero.org/google-docs/?QysWDG
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[TABLE 5] ADM REGISTER DISCLOSURES FRAMEWORK 

ADM 

DEVELOPMENT 

PHASES 

DISCLOSURE 

ELEMENTS 

DISCLOSURE 

TYPE 
INFORMATION TO INCLUDE 

   

Legend:  

(*)   depends on local regulation, 

(**) not necessary to disclose to general public  

Commissioning 

(1) System purpose Process 

● Context and motivation to create ADM system, 

this may include legal basis, policy, values and 

norms guiding its development 

● High level goals the system aims to deliver on 

● Key use cases and if relevant citizen groups 

impacted by system 

(2) System 

accountability / 

governance 

Process 

● List of key stakeholders involved in 

commissioning, design, development and 

management of ADM system 

● Ideally should list a system owner who is 

accountable for the entire system, as well as their 

contact information 

(3) Procurement 

procedures (*) 

Process + 

Outcome 

● List of vendors used and outline of services 

provided 

● Explanation of procurement process, vendor 

evaluation, ethical assessment and vendor 

agreement (*) 

(4) Impact assessments 

(*) 

Process + 

Outcome 

● Overall risk level of system and justification of 

assessment 

● May include assessments of compliance with 

local regulation, bias and discrimination, 

privacy, ethical concerns and other risks (*) 

System building 

(5) Data use & 

handling 
Process 

● Information on data collection mechanisms, 

processing, storage and privacy notice (*) for 

both training and deployment 

● Process to ensure data quality and bias 

mitigation 

(6) Data quality 

assessment 
Outcome 

● Explanation of types of data collected 

● Source data (**), or illustration of dummy data if 

source code data is not publicly shareable 

● Evaluation of adequacy of data used for specific 

use cases, including completeness, 

representation, accuracy concerns 

(7) System architecture Process 

● Technical explanation of model functioning, 

including data processing, model training and 

testing 

● Provide source code (**), or model testing 

environment if possible 

Deployment 

(8) Decision making 

process and human 

oversight 

Process 

● Schematic outline of decision making process 

for each intended use case, clarifying whether 

each step is automated and whether it is subject 

to human oversight 
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● Explanation of extent of human oversight on 

overall system 

(9) System 

performance 

assessment 

Process 

● Accuracy, fairness and other relevant metrics on 

test and deployment contexts if possible 

● Should be accompanied by supporting text 

assessing performance and reliability of system 

Post-launch 

(10) System 

monitoring and review 
Process 

● Overview of key processes to monitor, review 

and evaluate process, and stakeholders involved 

in this process 

● Outline of key monitoring considerations, and 

escalation processes 

● Length or timeline of review cycles 

(11) Redress (*) Process 

● Outline of remedial process, including how 

redress requests are reviewed, assessed and 

remediated 

● Relevant contact information and steps to initiate 

remedial process (*) 

(12) Feedback loops Process 

● Process to provide feedback on ADM system 

and information included in register 

● Explanation of how feedback is reviewed and 

addressed 

(13) Audit 

performance 
Outcome 

● Audit reports performed by third parties to 

evaluate system performance and risks -- 

currently no standard algorithmic audit 

framework 

 

 

 

Required governance to deploy a public ADM register 

 

A public register is enabled by a governance mechanism that supports the documentation and disclosure 

process of the ADM systems used by a public authority, especially in a context where there is distributed 

responsibility for commissioning, building, deploying and monitoring the system between different 

stakeholders. Currently, ADM systems used by the public sector are largely deployed without the 

intention of making relevant public disclosures available. In such circumstances, a disclosure governance 

system would have to be set up post-ADM system deployment and the timeline to deploy a public register 

from the moment of internal buy-in is about six to nine months. Typically, a register is launched via a 

special projects unit that would report into a technology or innovation service of the public authority 

which would act as the project manager. The first key activity of the project manager is to get the buy-in 

of individual departments or units that have deployed ADM systems to participate in a register pilot. The 

buy-in process can be more difficult to achieve when there is no official mandate for disclosures to the 

public. The next key activities include establishing an internal ADM system knowledge base to 

understand how many ADM systems are being deployed by the public authority, the governance of each 

system and the existing documentation available. Many public authorities, such as the city of Amsterdam, 

operate in a siloed approach with little guarantee of consistency of approach between different agencies or 

services. Therefore, initial work is required to map existing disclosure documentation and identify gaps 

between the desired disclosures. Another important activity is to design the register based on its goals and 

target audiences. User research is an important tool to understand how best to design the register interface 

and display the disclosure information in a way that is adapted to the local context. The project manager 
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can choose to design the register in-house or outsource it to a vendor. Typically a few ADM systems 

would be selected to pilot in-house while the design of the register is being finalized. The learnings from 

this early development stage would then contribute to an easier onboarding of the remaining ADM 

systems. 

 

Public authorities can benefit from adopting a proactive documentation approach, starting from the early 

stages of ADM system commissioning, regardless of whether there is an existing intention to create a 

public register, or not. Standardized documentation throughout the process can enable internal learnings 

and facilitate oversight efforts. The service owning the ADM system being commissioned can adopt 

documentation governance best practices to coordinate between the different stakeholders involved in the 

system. IBM’s AI Factsheets 360 offers insight into how to coordinate between different stakeholders 

involved in the ADM system’s lifecycle. These stakeholders include, among others, an overall system 

owner, policy representatives, data scientists, AI/ML practitioners, system engineers and potentially 

technical vendors. Each stakeholder has a limited purview of the set of facts related to the overall ADM 

system. A key part of the documentation governance is identifying the owner of each set of 

documentation as well its reviewer. A system owner, who has full responsibility towards the system 

achieving its goals while mitigating any potential risks, should take upon the role of reviewing the 

documentation in its entirety. 

 



 24 

CHAPTER 5 

 

CASE STUDY:  

THE CITY OF AMSTERDAM’S AI REGISTER 

 

 
In this chapter, we will consider the City of Amsterdam’s public register as a case study where we review 

the register’s development context, intended goals, design and development process and overall 

reception. To develop this case study, we interviewed a policy officer of the City of Amsterdam who was 

involved in the development and launch of the register, as well as accessed internal documentation on the 

register’s design process and feedback data. 

 

 

Creation context 

 

In September of 2020, the cities of Amsterdam and Helsinki issued a joint press release announcing the 

launch of their respective AI registers, as the first cities in the world to do so. Both public authorities 

partnered together to make this effort possible as they were facing similar challenges relating to deploying 

algorithmic systems and shared a mission “to create as much understanding about algorithms as possible 

and be transparent about the way [they] are used” (City of Helsinki & City of Amsterdam, 2020).  

 

The launch of the register in Amsterdam was possible due to a favorable political context. Since 2009, 

Amsterdam has launched its “Smart City” initiative as a platform to engage with citizens, government and 

business to pilot projects guiding the city’s sustainable growth. This initiative marks the city’s 

“commitment to move away from government bureaucracy” and promote active citizen participation in 

public life (JSG, 2018). Amsterdam's Chief Technology Office is an enabler of these efforts to innovate in 

policy and governance. Furthermore, a comprehensive audit performed by the Netherlands Court of Audit 

of the use of algorithms by the Dutch government found that “private citizens do not play a prominent 

role in the use of algorithms” and therefore recommended to “provide insight in algorithms for citizens 

and explain where and how they can obtain more information about algorithms” (Netherlands Court of 

Audit, 2021). 

 

 

Public register goals 

 

The City of Amsterdam’s AI Register was created with three main goals. According to a relevant policy 

officer, one of the goals is to “demonstrate that it is possible to be transparent about the use of algorithmic 

systems in the public sector and encourage other governments to do the same [...] which is a goal that we 

believe we were able to achieve”. The version of the register that is currently publicly available was 

described as an “MVP” (minimum viable product). The register is still under development and will likely 

go through iteration to be able to achieve its other intended goals. 

 

Another goal behind the City of Amsterdam’s adoption of a public register was to enable the recording of 

relevant documentation of all algorithmic systems used by the City. The public register does not currently 

document all systems used; only four are recorded at the moment. According to an involved policy 

officer, this goal has not been reached yet due to several internal reasons. First of all, there is no official 

mandate to disclose the City’s ADMs via the governance of a public register. Given that each deployed 

system has its own governance, individual buy-in is required to onboard and document the system, and 

https://www.zotero.org/google-docs/?FOwkJv
https://www.zotero.org/google-docs/?0RG4bP
https://www.zotero.org/google-docs/?EPu6nX
https://www.zotero.org/google-docs/?EPu6nX
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the burden of work to be done lies with the existing system owners to implement, which take time to 

implement. More ADM systems should be added to the register in the future. 

 

Finally, the third goal of the register is to promote the understanding of the algorithmic systems used by 

the city and create meaningful transparency for the citizens of Amsterdam. The impact of the register on 

achieving this goal is still being reviewed; insights from preliminary feedback are included below. 

 

 

Relevant regulation 

 

There is no current official mandate or regulation impacting the need for disclosures to the general public 

of ADM systems in the public sector for the City of Amsterdam. However, the first emerging procedures 

impacting transparency requirements of ADM systems have been recently outlined in the “Standard 

Clauses for Municipalities for Fair Use of Algorithmic Systems” which include conditions on contracting 

and procurement from external technological vendors (Township Amsterdam, n.d.). These procedures 

include language that clarifies the contractor rights with regards to data use and the quality of the system 

developed in terms of suitability, accuracy and compliance with existing laws.  

 

One important distinction made is the difference between technical and procedural transparency. 

Technical transparency is defined as “the provision of information enabling the Municipality to 

understand the technical operation of the Algorithmic System” which may include the source code, 

technical specifications of the algorithm and development method. Procedural transparency is defined as 

“the provision of information on the purpose of the Algorithmic System and the process followed in the 

development and application of the Algorithmic System and the data used in that context”, this includes 

providing an understanding of the choices and assumptions made in the development of the process, 

outlining how human intervention take place and identifying the system’s risks and mitigation plan. As 

per the outlined standard clauses, the Municipality has a right to procedural transparency and also has the 

right to disclose it to the general public as it enables the municipality to provide explainability to its 

citizens and establish the quality and risks of the system and the controls used. Technical transparency is 

only required in the context of an audit with the information being shared directly with the auditor with no 

requirements to share with the Municipality. These procedures are meant to enable the continuation of the 

AI register and include systems that have been contracted from a third party. 

 

 

Register design and development process 

 

The cities of Amsterdam and Helsinki partnered with Saidot, a Finnish company that enables the 

standardization of transparency requirements across an organization’s ADM portfolio. The rationale for 

the City of Amsterdam to partner with an external vendor was to accelerate the development process and 

leverage Saidot’s existing transparency metadata model. Several offices within the city’s government 

were engaged to develop implementation processes that would enable the creation of the register, 

including the Chief Technology and Chief Information offices.  

 

The starting point to design the register, given that there were no references at the time, was to better 

understand the information needs of the citizens of Amsterdam. Consultative sessions were held with 

civilians and experts in the field of open data around the question of “What information do you need for 

the democratic control of algorithms?”. The stakeholder groups were asked open-ended questions on the 

topic and were shown early prototypes of the register for feedback. This part of the design process helped 

define the stakeholders information requirements as well as improve the usability of the register interface. 

Key insights from this design phase include: 

https://www.zotero.org/google-docs/?0zAmFE
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● The need for visual explanations in addition to simple text-based explanations specifically in 

outlining where human control takes place in the decision making system as well as explaining the 

algorithm functioning; 

● The need for practical examples and illustrations, such as showing dummy data to illustrate the 

dataset in case there are privacy concerns, or presenting a testing environment to simulate how the 

algorithm operates under different conditions; 

● The need for clarity of political accountability around the system and identifying the system 

owner; 

● The need for clarity on the risk profile of the system and how the assessment was conducted. 

 

A key design decision in the register development was defining a target audience. Saidot and the City of 

Amsterdam considered three different types of civilians:  

● (1) Technical experts who understand the concept of AI, can read and write code and are 

interested in understanding how systems work;  

● (2) Civilians with basic understanding of AI who come from diverse non-tech backgrounds and 

have some interest in technology and how it impacts their lives;   

● (3) Civilians with no understanding of AI and have an indifferent or negative attitude towards 

technology.  

 

The second group, civilians with a basic understanding of AI, were selected as the target audience to 

design the register for as this group includes journalists, policy researchers and other public interest 

representatives that historically play a role in providing explanations to the third group, civilians with no 

understanding of AI.  

 

Another outcome from the design phase of the register was reaching an operational understanding of what 

providing meaningful transparency to citizens means, which is through creating a good understanding of 

the city’s ADM systems and how it affects them. Given that the register needs to cater to individuals with 

varying levels of technical understanding, some tradeoffs where necessary to ensure accessibility.  

 

It is important to note that although Amsterdam's register is publicized as an AI register, the unit of 

disclosure of the register is at an algorithmic decision-making system level as defined in the previous 

chapter. 

 

 

Amsterdam’s AI register 1.0 

 

The City of Amsterdam’s public AI register is hosted on a dedicated website6 with both Dutch and 

English explanations. We include below excerpts from the Beta platform launched in September of 2020 

and map the disclosures included to the framework from Chapter 4. 

 

 

 

 

 

 

 
6
 https://algoritmeregister.amsterdam.nl/  

https://algoritmeregister.amsterdam.nl/
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Figure 1. ‘City of Amsterdam Algorithm Register Beta’ landing page (in English) 
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Figure 2 ‘Automated parking control’ ADM system overview (part 1/2) - high level overview and 

governance 
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Figure 3 ‘Automated parking control’ ADM system overview (part 2/2) - interactive user interface with 

layered sections 
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Figure 4 ‘Automated parking control’ data processing schematic outlining automated and human-

controlled parts of the decision making process 

 

 

Initial reception and feedback 

 

The City of Amsterdam has collected feedback on the register via the online survey provided in both 

English and Dutch on the register’s portal. The survey has collected 25 responses in total as of April 

2021. It is important to note that the results of this survey are not representative of the general population 

due to the small sample size as well as the strong technical background of the majority of respondents 

technical (24 respondents had at least a moderately good understanding of algorithms and artificial 

intelligence). 

 

Key findings based on the initial feedback survey include: 

 

● 68% of respondents have reported that the register contributed to some level of increased 

understanding of the City’s use of algorithms, the rest reported no change in understanding. 

There’s a recognition that the register is a “step in the right direction” and is setting a good 

precedent for transparency but improvements are needed. 

 

● 50% of respondents did not find what they were looking for on the register website. The most 

common reasons mentioned is that the information displayed was “too high level” and that the 

algorithmic system they were looking for was not included in the register. 

 

● In terms of perception of algorithm use by public authorities, 40% of respondents felt somewhat 

better after visiting the register, 24% felt worse and 32% had no change in perception. A number 

of respondents, including those that had an improved perception, have noted in their answers 

feeling “concerned” about the “fear of misuse” and being “worried about the use of AI without 

proper oversight and ethical guidelines” and are looking for practical safeguards against these 

concerns to be implemented and disclosed in the register. 
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Other civilian feedback has emerged on public online forums, although still predominantly coming from 

individuals with strong tech knowledge (Hacker News Forum, 2020). Some additional insights include: 

 

● The burden of explainability when deploying less interpretable machine learning techniques can 

be a barrier for transparency and could potentially discourage public authorities from leveraging 

less interpretable techniques potentially at the expense of accuracy. 

 

● Assessments of data quality and safeguards against biases should be disclosed as well. 

 

● Self-reported risk profiling without disclosure of the assessment mechanism and the safeguards 

against risks at the system level does not provide adequate transparency. One example raised is 

Amsterdam’s parking control systems, where the register cites there is no risk of 

nondiscrimination on the algorithm itself, without additional explanation of the assessment. 

 

● There is a need to engage with the general public early on in the design process of ADM systems. 

“I wouldn't be surprised to see a future where all [machine learning] applications affecting citizens 

and the general public interest (excluding defense, military, etc.) will be obliged to be open-source 

and subject to public scrutiny.” 

https://www.zotero.org/google-docs/?u1maCb
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CHAPTER 6 

 

CIVIL SOCIETY ENGAGEMENT IN PUBLIC ADM REGISTERS 

 

 
In this chapter we will explore mechanisms through which civil society can be engaged in the ADM 

lifecycle via the governance of a register. Public registers are designed to provide transparency to the 

general public and can potentially represent an opportunity to engage directly with civilians on public 

affairs involving ADM systems. We specifically single out the role of public interest representatives, 

which include research, advocacy and activism groups representing the best interest of civilians in the 

face of algorithmic systems’ deployments. Existing algorithmic transparency mechanisms do not have 

clearly laid out plans to engage civil society in the process. 

 

 

Why engage public interest representatives? 

 

Public interest representatives have played a critical role in bringing visibility to problematic ADM 

implementations in the public sector and in helping pull the plug on harmful systems. For instance, all of 

the examples of ADM failures in the public sector cited in Chapter 2 have been brought to light by public 

interest representatives.  

 

Public interest representatives also play a critical role in shaping up government best practices around 

ADM systems (Kuziemski & Misuraca, 2020). Given the current lack of oversight mechanisms of ADM 

systems and safeguards against noncompliance with proposed transparency requirements, we can still 

envision public interest representatives continuing to play a critical role in promoting meaningful 

transparency of ADM systems through providing unofficial oversight and demand-side accountability. In 

the context of the implementation of an ADM register, public interest groups can leverage the information 

disclosed to investigate ADM systems and potentially request more information in case of abnormal 

findings. 

 

Public interest group engagement can also benefit public policy decisions relating to ADM systems 

specifically by leveraging feedback in the commissioning and design stages. This is currently a missed 

opportunity whenever public authorities do not disclose their intentions to leverage ADM systems or 

actively engage civil society in the process. The implementation of representative deliberative processes 

has been documented to lead to better policy outcomes, enhance public trust in public authority and help 

counteract polarization of public opinion on policy matters (OECD, 2020). 

 

 

Potential limitations of public interest group engagement  

 

One of the most important pitfalls concerning public interest group engagement in ADM transparency 

mechanisms is having these groups turn into “free auditors of the state” (Safak & Parker, 2020), where 

they perform the growing and labor-intensive groundwork of analyzing complex systems for the benefit 

of the public due to lacking formal oversight and accountability mechanisms. While many public interest 

groups have specific mandates regarding the safeguarding of the interests of civil society and/or minority 

groups (and their work may involve investigating ADM system implementations), the primary burden of 

accountability should lie with the local government. Furthermore, the labor burden on public interest 

groups can be eased with formalized channels to access documentation and communicate with ADM 

https://www.zotero.org/google-docs/?2a3LL7
https://www.zotero.org/google-docs/?TrBxUu
https://www.zotero.org/google-docs/?n8hEns
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system owners. Currently, accessing documentation constitutes a major pain point for public interest 

groups, even in contexts where there are “Freedom of Information” laws (Brauneis & Goodman, 2018; 

openDemocracy, 2021).  

 

Another potential pitfall is to avoid the tokenization of the participation of public interest groups in the 

development of ADM systems by public authorities, wherein these systems can appear to gain legitimacy 

in the public perception thanks to their association with public interest groups. This can be especially 

problematic in situations where the recommendations of public interest groups were not included in the 

design process to begin with. There should be additional considerations on how to disclose the 

engagement of public interest representatives while avoiding such pitfalls. 

 

 

Existing public engagement models 

 

There are several existing models of civil society and public interest group engagement implemented by 

the public sector. Many of these modalities are adapted to the local context and differ based on the 

criticality of the policy considered. These models can be formal (instituted into existing governance and 

regulation) or informal. The most widely used models are public consultations, calls for submissions or 

responses to existing policy, roundtable discussions and surveys. There are also dedicated governance 

models for representative civilian engagement, as documented by the OECD, such as “citizen initiative 

review models”, “citizen councils” and “observatories” (OECD, 2020). It is important to note that the 

output of these models can be collective (i.e. all concerned parties reach one set of decisions or 

recommendation) or fragmented (i.e. representing standalone opinions or recommendations). 

 

Some relevant learnings from existing engagement models include: 

● Participants of the engagement should be given a clear and well-defined task which is typically 

linked to a public problem; 

● Participants should have access to relevant documentation and training if required to help inform 

their opinion/decision and their time commitment should be compensated; 

● The commissioning authority’s commitment to engage and respond to public interest 

representative inputs should be publicly disclosed along with relevant information about the 

procedures and timelines they will be following; 

● When a formal engagement process is launched, the full process, feedback collected, outcomes 

and public authority response to the feedback should be disclosed. 

 

 

Recommendations for engagement models in the context of an ADM register 

 

We have established in Chapter 4 that an ADM register can also be thought of as a governance 

mechanism enabling technical documentation as well as multi-stakeholder engagement in the ADM 

system’s lifecycle. Different types of stakeholders may be needed to be engaged at different points of the 

ADM development process. Some stakeholders are necessary to be engaged at an overall register level, to 

ensure that the register meets its goals as a transparency mechanism, and others at a particular ADM 

system level, to mitigate potential risks. There is a general consensus that such engagements should start 

at the commissioning stage to ensure that the right solution is being developed to address the policy 

problem. 

 

 

https://www.zotero.org/google-docs/?1DoDth
https://www.zotero.org/google-docs/?1DoDth
https://www.zotero.org/google-docs/?EYuRP6
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Recommended engagement touchpoints are summarized below: 

 

[TABLE 6] CIVIL SOCIETY ENGAGEMENT IN ADM LIFECYCLE 

Types of ADM 

systems 

Lifecycle stage Potential 

engagement goals 

Potential target groups and 

engagement mechanisms 

High risk as 

defined by the 

following factors 
(probability of harm * 

scale of harm * degree 

of harm) 

Commissioning Identifying the 

concerns of target 

groups and ensuring 

the solution 

commissioned is well 

suited to solve the 

policy problem 

Detailed discussions with the groups affected 

by the system’s implementation and involving 

relevant advocacy groups and intermediaries. 

Formal and informal feedback loops with 

policy and advocacy groups 

Model Building Ensuring the 

algorithmic system is 

fit for deployment 

Validating with research groups the accuracy 

and fairness results of the developed model, 

which may involve sharing privileged content 

on the model’s functioning that would not be 

available to the general public. Involved PIG 

would be allowed to share their findings but not 

disclose source data and code. 

Deployment Ensuring right checks 

and balances are in 

place 

Reviewing processes in place with affected 

groups either directly or through intermediaries 

as well as involving advocacy groups 

Investigation Mitigating post-launch 

risks and ensuring 

adequate system 

visibility to the public 

Feedback surveys open to the general public, as 

well as potential audits to be performed by third 

parties which may be a PIG if a regulatory 

oversight body does not exist 

Lower risk systems Commissioning Identifying the 

concerns of target 

groups and ensuring 

the solution 

commissioned is well 

suited to solve the 

policy problem 

Policy groups via formal or informal channels 

Model Building Optional  

Deployment Optional  

Investigation Evaluating the 

effectiveness of 

launched system and 

ensuring adequate 

system visibility to the 

public 

Feedback surveys open to the general public, as 

well as potential audits to be performed by third 

parties which may be a PIG if a regulatory 

oversight body does not exist 

 

 

 

 



 35 

One of the critical ways public interest representatives can be engaged is in the validation of system risk 

screening results, especially if there is no official oversight body performing that role. We make the 

argument for an established process to formally engage the public in the process of validating the risk 

level of the system prior to the system’s launch. For this to be feasible, there should be a requirement 

from the public authority to disclose the commissioning of new ADM systems. There should also be a 

formal channel for select public interest groups to access privileged documentation and share informal 

feedback, which can be done via the governance of a register used early in the development phase. 

 

Beyond the scope of a register, public interest representatives should actively be engaged in setting 

standards regarding algorithmic systems as well as initiating broader policy efforts to drive reliable, 

ethical and accountable systems. 

 

As the use of ADM systems by public authorities is expected to increase, governments should invest in 

educating their citizens about algorithms in general and providing the means for representative segments 

of society to engage in the ADM development feedback process. A significant barrier right to achieving 

meaningful transparency is that engagement in public debate on ADM use mainly involves individuals or 

groups who have strong technological knowledge and may not be representative of the overall population, 

as seen in Amsterdam’s case study. 
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CHAPTER 7 

 

SUMMARY OF FINDINGS 
 

 

A register is a tool public authorities can leverage to achieve meaningful transparency around the 

algorithmic decision making systems deployed to support existing policies and services. As calls are 

increasingly emerging to improve the oversight and accountability of mechanisms governing algorithmic 

systems, public authorities can establish a baseline for demand-side accountability by providing relevant 

documentation on the procedural and technical functioning of their systems through a public register. We 

learn from the City of Amsterdam’s journey to release their first ADM register that it is possible to make 

the first steps towards algorithmic transparency even when there is no existing regulatory mandate. 

Several governments are considering implementing algorithmic transparency mechanisms such as 

registries, for which we make the following recommendations: 
 

• Consider the existing regulatory context and public authority positioning with regards to ADM 

accountability and implement transparency mechanisms that allow for flexibility and forward 

compatibility; 

 

• Adopt a proactive documentation approach, beginning with the ADM system’s commissioning 

stage; 

 

• Clarify transparency requirements from external vendors and third parties; 

 

• Adopt a citizen-centric approach, and deeply considering the information needs of citizens and 

how to best address them; 

 

• If following a risk-based approach to ADM screening, develop well-defined guidelines for ADM 

system risk screening and enforcing mandatory disclosure of assessments conducted for systems 

of all risk levels to avoid miscreening and altered incentives; 

 

• Engage civil society throughout the ADM development lifecycle and embed engagement 

mechanisms in transparency modalities. 
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CHAPTER 8 

 

OPEN POINTS AND FUTURE WORK 

 
 

The intended scope of this thesis is to provide preliminary generalized findings on the best practices of 

implementing public registers with the purpose of achieving meaningful transparency of algorithmic 

systems deployed by public authorities. This work touches upon multiple disciplines and there are several 

pathways forward to refine the research, that include: 
 

• Further refining the existing register disclosure framework, through stress-testing its adequacy 

under different scenarios and ADM risk profiles, ideally leveraging implemented examples. 

 

• Developing guidelines for responsible ADM system development in the public sector that takes on 

a proactive approach towards system documentation and civil society engagement for specific 

governments and/or regulatory contexts. 

 

• Exploring human-computer interaction factors that can improve the register design with a goal to 

enable better understandability of ADM systems affecting citizens. This may include exploring 

mechanisms that can enable the understanding of the functioning of an algorithmic system to 

audiences with low technical understanding as well as enabling demand-side accountability 

mechanisms. 

 

• Defining regulatory mechanisms to safeguard the transparency and accountability of ADM 

systems deployed in the public sector. Localization of research efforts is important and we 

encourage considering case studies outside of European Union and North America. 

 

• Exploring how to operationalize algorithmic transparency for high risk systems deployed by the 

private sector and potentially considering public registers as a viable tool. There are significant 

hurdles to this effect, which include trade secrecy concerns as well as enforcing compliance. 
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APPENDIX 

 

Key definitions 

 

 
• Algorithm 

An algorithm is “is a set of rules that precisely define a sequence of operations” (Stone, 1971). Algorithms 

are currently most commonly referred to in the context of computer science, as the “computational 

generation of knowledge or decisions'' (Gillespie, 2016). Algorithms may include a wide range of 

operations with different levels of complexity that can include rule-based approaches as well as machine 

learning techniques. 

 
• Data processing 

Data processing is a series of operations on data, especially by a computer, to retrieve, transform or classify 

information. Data processing is a pre-requisite for the implementation of AI models or other forms of 

statistical analysis on data. Algorithms may be used to automate data processing. 

 
• Artificial Intelligence (AI) 

AI is used to describe the set of scientific disciplines and technologies that enable machines to carry out 

tasks generally associated with human intelligence. “Algorithms and AI are intrinsically related, but they 

are not the same. Every computer program is built using algorithms, but not every program is regarded as 

AI” (Innes & Beacon, 2021). Application of AI includes computer vision, speech recognition, pattern 

recognition and translation. 

 
• Machine Learning (ML) 

ML is a subset of AI where that allows the machine to learn from data without explicit instructions, by 

using algorithms and statistical models to analyze and draw inferences from patterns in data. Certain types 

of ML models are not interpretable, meaning we do not understand how the model is learning and reaching 

a certain outcome. 
  

• Algorithmic decision making systems (ADMs) 

Algorithmic decision making systems refer to the use of algorithms to support decisions such as 

prioritization, classification, association, and filtering (Cheng et al., 2019). The introduction of algorithmic 

systems helps procedurialize and automate parts or the entire decision making process. An ADM system 

can be decomposed into a number of steps automated by an algorithmic system or carried out by a human 

based on inputs from an algorithmic system or other assessments. 

 
• ADM governance 

ADM governance refers to the set of legal, ethical and professional behaviours or conventions that, taken 
together, guide the development and use of data and decision-making algorithms. This governance can 

entail an array of different regulatory approaches from international and state law, to collective self-

regulation and civil initiatives. The main goal of ADM governance is to proactively minimize the risks 

associated with the deployment of ADMs. The governance of ADM systems involve technical and non-

technical considerations that relate to the system’s methodology, human input and control, the domain of 

application as well as the system’s purpose (Bejtullahu-Michalopoulos & Florin, 2018). 

 
• ADM registers 

In its simplest form, an ADM register is a log of algorithmic decision making systems used by an entity. 

ADM registers can also be thought of as “a standardised, searchable and archivable way to document the 

decisions and assumptions that were made in the process of developing, implementing, managing and 

ultimately dismantling an algorithm” (Haataja et al., 2020).  

https://www.zotero.org/google-docs/?vvw58i
https://www.zotero.org/google-docs/?4jlNrM
https://www.zotero.org/google-docs/?YOiReG
https://www.zotero.org/google-docs/?PUmJP9
https://www.zotero.org/google-docs/?0S8AqY
https://www.zotero.org/google-docs/?j4k2Ro
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• Public interest representatives 

Public interests representatives include groups and individuals  that represent civil society and/or specific 

groups in matters of public discourse and advocate for their rights. 
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Research Methodology 

 
The main research techniques leveraged in this thesis are: 

• Extensive literature review on algorithmic transparency, specifically looking into requirements to 

operationalize ADM transparency in the public sector; 

• Expert interviews to understand transparency requirements from the viewpoint of different stakeholders 

and to validate the proposals made to operationalize ADM transparency; 

• Case study on the implementation of an ADM register in Amsterdam through the review of internal 

documents documenting the design process and the feedback received the date, as well as access to a policy 

officer in Amsterdam involved in the development and implementation of the register. 

 
List of expert stakeholders interviewed: 

• Anonymous, Head of Data Ethics in a public sector organization 

• Anonymous, Policy Officer working for the City of Amsterdam and involved in the development and 

implementation of the city’s AI register 
• Anonymous, Researcher on algorithmic accountability at an independent research group 

• Joseph Foti, Chief Research Officer at the Open Government Partnership 

• Meeri Haataja, CEO of Saidot 
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