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Abstract
Temporal changes in microstructure and relaxation dynamics are ubiquitously observed
in materials such as hydrogels, food products and drilling fluids. These materials are in
general known as mutating materials and the build-up or breakdown of microstructure is
commonly both time– and shear-rate (or shear-stress)–dependent resulting in a range of
complex phenomena collected under the term thixotropy. It is becoming increasingly im-
portant to develop time-resolved rheometric techniques to quantify the behavior of mutating
materials accurately.

In the present study we first discuss the introduction of better time-resolved techniques
in superposition rheometry. Conventional superposition rheometry consists of combining
Small Amplitude Oscillatory Shear (SAOS) with a steady unidirectional shear rate to gain
insight into the shear-induced changes to the viscoelastic properties of a complex fluid.
Orthogonal superposition (OSP), in which the two modes of deformation are perpendicu-
lar, has been preferred over parallel superposition to avoid non-linear cross-coupling of the
steady shear and oscillatory deformation fields. This cross coupling can lead to unphysi-
cal sign changes in the measured material properties, and makes it difficult to interpret the
flow-induced mechanical properties. Recently, orthogonal superposition has been used to
investigate the shear-induced anisotropy taking place in colloidal gels by comparing the
transient evolution of orthogonal moduli with the parallel moduli immediately after cessa-
tion of shear. However, probing transient evolution using the OSP technique can be chal-
lenging for rapidly mutating complex materials which evolve on time scales comparable to
the time scale of the experiment. Using a weakly associated alginate gel, we demonstrate
the potential of superimposing fast optimally windowed chirp (OWCh) deformations or-
thogonally to the shear deformation which substantially reduces the measurement time. We
evaluate the changes in the rate-dependent relaxation spectrum in the direction of applied
unidirectional shear rate and in the orthogonal direction deduced from the damping func-
tion and orthogonal moduli data respectively. We measure systematic changes between the
two spectra measured in orthogonal directions thus revealing and quantifying flow-induced
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anisotropy in the alginate gel.
Secondly, we develop a signal processing technique to monitor accurate temporal evolu-

tion of the complex modulus for a specified deformation frequency. Oscillatory rheometric
techniques such as Small Amplitude Oscillatory Shear (SAOS) and, more recently, Large
Amplitude Oscillatory Shear (LAOS) are now quite widely used for rheological charac-
terization of the viscoelastic properties of complex fluids. However, the conventional ap-
plication of Fourier transforms for analyzing oscillatory data assume the signals are time-
translation invariant, which constrains the rate of mutation of the material to be extremely
small. This constraint makes it difficult to accurately study shear-induced microstructural
changes in thixotropic and gelling materials. We explore applications of the Gabor trans-
form (a Short Time Fourier Transform (STFT) combined with a Gaussian window), for pro-
viding optimal joint time-frequency resolution of a mutating material’s viscoelastic prop-
erties. First, we show using simple analytic models that application of the STFT enables
extraction of useful data from the initial transient response following the inception of os-
cillatory flow. Secondly, using measurements on a Bentonite clay we show that using a
Gabor transform enables us to more accurately measure rapid changes in both the storage
and loss modulus with time, and also extract a characteristic thixotropic/aging time scale
for the material. Finally, we consider extension of the Gabor transform to non-linear oscil-
latory deformations using an amplitude-modulated input strain signal, in order to track the
evolution of the Fourier-Chebyshev coefficients characterizing thixotropic fluids at a spec-
ified deformation frequency. We show that there is a trade-off between frequency and time
resolution (effectively a rheological uncertainty principle). We refer to the resulting test
protocol as Gaborheometry and construct an operability diagram in terms of the imposed
ramp rate and the mutation time of the material. This unconventional, but easily imple-
mented, rheometric approach facilitates both SAOS and LAOS studies of time-evolving
materials, reducing the number of required experiments and the data post-processing time
significantly.

Finally, we use the time-resolved techniques developed in this thesis to understand the
thixotropic aging behavior of bentonite dispersions. In soft glassy materials such as ben-
tonite clays, the relaxation dynamics and the microstructure slowly but continuously evolve
with time to progressively form more stable structures. We investigate and quantify this
complex aging behavior of bentonite dispersions by measuring the evolution in the linear
viscoelastic behavior at different age times and temperatures. We model the linear vis-
coelastic properties using a material time domain transformation and a fractional Maxwell
gel model which allows us to develop a rheological master curve to quantify and predict
the aging behavior of this soft glass over a range of temperatures and time scales.

The time-resolved rheometric techniques and procedures for quantifying the rheology
of rapidly mutating complex fluids can be extended to a wide range of soft materials and
allows us to obtain insight into how microstructural changes drive the evolution in the bulk
rheological behavior for thixotropic and aging materials.

Thesis Supervisor: Prof. Gareth H. McKinley
Title: School of Engineering Professor of Teaching Innovation
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Chapter 1

Introduction

1.1 Rheology

Rheology is the study of the deformation and flow of matter [73]. The first scientific con-

tribution in understanding the response of a fluid due to the imposed kinematics was intro-

duced by Newton in the 1600s. He put forward the theory that for simple fluids, the shear

rate and shear stress follow a linear relationship. The fluids which follow this flow behav-

ior are now known as Newtonian fluids whose examples including air and water. Rheology

mainly deals with investigating the deformation and flow behavior of fluids which do not

follow the Newtonian relationship, often called as non-Newtonian fluids or complex fluids.

Some of the key phenomena which complex fluids may exhibit are viscoelasticity (eg. silly

putty), shear thinning or thickening, presence of a yield stress and large extensional vis-

cosity. Viscoelasticity is the property of a material to demonstrate both elastic and viscous

behavior. The phenomena of increase and decrease of viscosity with shear rate in com-

plex fluids is known as shear thinning and shear thickening respectively. The experimental

techniques for determining the rheological properties of materials, such as relationships be-

tween stress, strain and strain rate are collected under the term rheometry and the laboratory

devices used for such measurements are known as rheometers.

Most of the fluids we encounter in everyday use apart from air and water such as

polymers, emulsions, suspensions, pastes, foams and food products are all complex flu-

ids. These fluids are of great importance to a wide range of industrial and bio-medical
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applications. Therefore, over the past 80 years, there has been significant efforts devoted

to developing constitutive equations for the relationships between material properties and

imposed deformation kinematics to quantify the behavior of complex fluids. The two most

common types of rheology are shear flow rheology and extensional rheology which deals

with elongational flows. In this thesis, we will be focusing only on shear flow rheology.

1.2 Shear flow rheology

Shear flow is the most common type of flow in rheology. The velocity of the shear flow is

unidirectional and adjacent layers of fluid slide over each other and do not mix [73]. Such

a flow can be established in a rheometer using several geometry configurations such as the

plate-plate and cone-plate configuration. The fluid is constrained between the two rigid

walls of the fixture and one of the plates is moved with a steady or oscillatory velocity in

a single constant direction. A schematic figure showing shear flow between two parallel

plates is shown in the Fig. 1-1. The kinematics of any fluid deformation may be represented

Figure 1-1: Shear flow between two parallel plates. Only the top plate moves in the x1

direction effecting shear flow. Figure inspired from [73].

by a symmetric tensor, called the rate of strain tensor which is defined in terms of the

gradient of velocity field and its transpose:

𝛾̇ = ∇𝑣 + ∇𝑣T (1.1)

where 𝑣(𝑥; t) is the velocity vector at position 𝑥 and time t.
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The stress tensor for any arbitrary flow or deformation can be written as:

𝜎 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (1.2)

The stress tensor is symmetric for isotropic materials in the asence of non-conservative

body force and hence has only six unknown coefficients since σi j = σ ji.

For a homogeneous shear flow in the x1-x2 plane as seen in in Fig. 1-1, the velocity

vector may be written as:

𝑣 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
v1

v2

v3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
γ̇(t)x2

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (1.3)

where γ̇(t) is commonly referred to as the shear rate. Therefore, the rate of strain tensor for

shear flow in x1-x2 direction is given as:

𝛾̇ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 γ̇(t) 0

γ̇(t) 0 0

0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (1.4)

and the corresponding stress tensor for shear flow deformation is given by

𝜎 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
σ11(t) σ12(t) 0

σ21(t) σ22(t) 0

0 0 σ33(t)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (1.5)

The normal stress differences N1 and N2 are defined as N1 = σ11 − σ22 and N2 = σ22 − σ33

For the purpose of ease, we will note the shear stress σ12 as just σ in this chapter.
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1.2.1 Steady simple shear flow

When the deformation rate is homogeneous and applied shear rate in driving the flow is

constant i.e. γ̇(t) = γ̇0 in Eq. (1.26), we consider the shear flow to be steady simple shear

flow. For steady shear flow, we define the material function viscosity as the ratio of shear

stress to shear rate.

η(γ̇) =
σ

γ̇0
(1.6)

1.2.2 Creep

When the flow of the fluid is driven by constant shear stress instead of shear rate, it is

known as s creep. The shear strain accumulated in the material between two times t1 and t2

due to the finite shear rate resulting from the shear stress imposed on the material is:

γ(t1, t2) =

∫︁ t2

t1
γ̇(t′)dt′ (1.7)

The constant shear stress σ(t) = σ0 is applied for t ≥ 0 and the material function, creep

compliance J is defined as:

J(t, σ0) =
γ(0, t)
σ0

(1.8)

In the linear viscoelastic limit the material strain increases linearly with the imposed stress

and we can define the linear viscoelastic creep compliance as:

J(t) =
γ(t)
σ0

(1.9)

1.2.3 Step strain

In step strain experiments, a constant shear strain γ0 is imposed at time t = 0. The material

function, stress relaxation modulus G(t, γ0) is defined as:

G(t, γ0) =
σ(t, γ0)
γ0

(1.10)
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For small strains, the relaxation modulus becomes independent of the applied strain.

G(t) =
σ(t, γ0)
γ0

(1.11)

This limit is noted as the linear viscoelastic regime. In general, G(t) is referred to as the

linear viscoelastic relaxation modulus.

To quantify the extent of non-linearity arising in a complex fluid at higher strains an

additional material function, the damping function h(γ) is defined as:

h(γ0) =
G(t, γ0)

G(t)
(1.12)

1.2.4 Small Amplitude Oscillatory Shear

In Small Amplitude Oscillatory Shear (SAOS), an oscillatory shear strain or shear stress

within the linear viscoelastic regime with a specified deformation frequency is applied

as input to drive the flow periodically. This enables a systematic probing of the time-

dependent response of the material. The material functions for Small Amplitude Oscilla-

tory Shear strain are the storage modulus G′(ω) and loss modulus G′′(ω). In the complex

plane, the material function from SAOS is referred to as the complex moulus G* and is

given by

G*(ω) = G′(ω) + iG′′(ω) =
σ̃(ω)
γ̃(ω)

(1.13)

where σ̃(ω) is the Fourier transform of the stress signal and γ̃(ω) is the Fourier transform

of the strain signal.

These material functions vary with the frequency of deformation ω. The real part of

the complex modulus corresponds to the storage modulus and the imaginary part of the

complex modulus is the loss modulus. For an input strain of γ(t) = γ0 sin(ω0t), the resulting

stress can be written in terms of the storage modulus and loss modulus as:

σ(t) = γ0
(︀
G′(ω) sin(ω0t) + G′′(ω) cos(ω0t)

)︀
(1.14)

Conversely, if a small oscillatory stress is applied as input known as SAOStress, it is
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more convenient to represent the measured output strain in terms of the complex compli-

ance J* which can be defined for any deformation frequency ω as:

J*(ω) = J′(ω) + iJ′′(ω) =
γ̃(ω)
σ̃(ω)

(1.15)

where J′(ω) and J′′(ω) are referred to as the elastic compliance and viscous complex com-

pliance respectively.

1.3 Constitutive relations

1.3.1 General Linear Viscoelastic model

Boltzmann argued that the linear stress response for any small shear deformation for any

complex fluid can be written as:

𝜎(t) =

∫︁ t

−∞

G(t − t′)𝛾̇(t′)dt′ (1.16)

where G(t− t′) is the time dependent relaxation modulus [7]. This Boltzmann superposition

integral Eq. (1.16) can be re-written using memory function M(t − t′) which is defined as

M(t − t′) = −
∂G(t − t′)

∂t′
(1.17)

Using integration by parts, Eq. (1.16), the stress tensor for General Linear Viscoelastic

model may be written in terms of memory function as:

𝜎(t) =

∫︁ t

−∞

M(t − t′)𝛾(t, t′)dt′ (1.18)

From applying Fourier transform on both sides of the Eq. (1.16), we can obtain the complex

modulus G*in terms of the relaxation modulus G(t). The complex modulus G* acts as the

transfer function between the shear stress and shear rate :

G*(ω) = iω
∫︁ t=∞

t=0
G(t)e−iωtdt (1.19)
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It is also common in rheology to represent the material response by continous relaxation

spectrum H0(τ). By using the idea of relaxation spectrum, the relaxation modulus can

be written in an expression implying a continuum of exponentials [7]. The relationship

between the relaxation modulus and the spectrum may be written as:

G(s) =

∫︁ ∞

−∞

H0(τ)e−s/τd ln τ (1.20)

Therefore, either specifying relaxation modulus or relaxation spectrum is sufficient to de-

scribe the material’s response in the linear viscoelastic regime. By using Eq. (1.19), we

can write the complex modulus in terms of the relaxation spectrum:

G′(ω) =

∫︁ ∞

0
H(τ)

ω2τ2

1 + ω2τ2 d ln τ (1.21)

G′′(ω) =

∫︁ ∞

0
H(τ)

ωτ

1 + ω2τ2 d ln τ (1.22)

1.3.2 K-BKZ constitutive equation

In the 1960s, Bernstein, Keasley and Zapas as well as Kaye working independently sug-

gested a generalized constitutive equation to capture viscoelastic response of complex ma-

terials in non-linear deformations [106, 93, 6, 7]:

𝜎(𝑡) =

∫︁ t

−∞

[︃
∂U
∂I1

𝐶−1(t, t′) −
∂U
∂I2

𝐶(t, t′)
]︃

dt′ (1.23)

Here, 𝐶(𝑡, 𝑡′) and 𝐶−1(𝑡, 𝑡′) are the Cauchy-Green strain tensor and Finger strain tensor

respectively and where the shear strain γ(t, t′) is

γ(t, t′) =

∫︁ t′

t
γ̇(t′′)dt′′ (1.24)

Without going into details of these finite strain tensors (see DPL volume 1 chapters 8-9 for

details [7]), we specify the form of these strain tensors for a shear flow with an arbitrary
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shear strain γ(t, t′):

𝐶−1(t, t′) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 + γ2(t, t′) −γ(t, t′) 0

−γ(t, t′) 1 0

0 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (1.25)

𝐶(t, t′) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 −γ(t, t′) 0

−γ(t, t′) 1 + γ2(t, t′) 0

0 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (1.26)

I1 and I2 are the first and second invariants the Finger strain tensor C−1(t, t′).

I1 = tr
(︁
𝐶−1

)︁
(1.27)

I2 =
1
2

[︂
tr

(︁
𝐶−1

)︁2
− tr

(︂(︁
𝐶−1

)︁2
)︂]︂

(1.28)

In Eq. (1.23) U(I1, I2) is a strain energy potential function and the predictions to the re-

sponse from K-BKZ model depends on the choice of potential function. Wagner further

simplified the the K-BKZ model by the assumption that the potential function is indepen-

dent of the second invariant and represented the constitutive equation for the shear stress in

terms of memory function and the damping function defined above:

𝜎(𝑡) =

∫︁ t

−∞

M(t − t′)h(I1, I2)𝐶−1(t, t′)dt′ (1.29)

For shear flow, the invariants are equal and given by

I1 = I2 = γ2 + 3 (1.30)

Therefore, the shear stress can be written as:

σ(t) =

∫︁ t

−∞

M(t − t′)h(γ)γ(t, t′)dt′ (1.31)
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1.3.3 Lodge-type Constitutive model

The K-BKZ model is written in terms of strain. To think of liquid-like materials in terms

of strain rates, the Lodge-type constitutive model is used. This constitutive equation has

been used commonly for superposition rheometry where two shear flows typically a linear

oscillatory flow and a steady shear flow are imposed simultaneously to probe the material’s

non-linear response [105]. The stress response can be written in the general form

𝜎(t) = −p𝐼 +

∫︁ t

−∞

∫︁ ∞

−∞

H(τ, II2𝛾̇)
τ

exp
(︁
−

(t − t′)
τ

)︁
d ln τ[𝐶−1(𝑡, 𝑡′)− 𝐼]dt′ (1.32)

Here, H is the non-linear relaxation spectrum which depends on the applied deformation

rate amplitudes unlike the linear spectrum H0(τ) defined above in Eq. (1.20) and II2𝛾̇ is the

second invariant of the rate of strain tensor. This constitutive equation is discussed in detail

in chapter 2 and hence its not discussed further in this section.

1.4 Mechanical models to represent the material functions

"I can never satisfy myself until I can make a mechanical model of a thing. If I can make

a mechanical model I can understand it. As long as I cannot make a mechanical model all

the way through I cannot understand." - Lord Kelvin

The material functions of these complex fluids can often be represented by simple lin-

ear and non-linear mechanical models. The earliest mechanical models for describing the

general response of these complex materials were initiated by Maxwell, Kelvin and Voigt

who have had their presence felt in every field of classical physics.

1.4.1 Maxwell model

Maxwell suggested a combination of a spring and dashpot in series to represent the vis-

coelastic behavior. The stress-strain or shear rate relationship for a Hooken spring is

σ = G0γ and for a linear dashpot (or damping element) is given as σ = η0γ̇. The total

strain or shear rate from the Maxwell is the summation of the the response from the spring
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Figure 1-2: Mechanical model representation of the linear Maxwell model consisting of a
combination of spring and dashpot elements in series.

and the dashpot and the stress experienced by both spring and dashpot is the same.

γ̇(t) = γ̇spring(t) + γ̇dashpot(t) (1.33)

Therefore, constitutive equation for the Maxwell model may be written as:

σ(t) +
η0

G0

dσ(t)
dt

= η0
dγ(t)

dt
(1.34)

The relaxation time for the Maxwell model is defined as τ0 = η0/G0. By integrating Eq.

(1.34) using an integrating factor, we can write the stress σ(t) as:

σ(t) =

∫︁ t

−∞

η0

τ0
e
−(t−t′)
τ0 γ̇(t′)dt′ (1.35)

Comparing the form of Eq. (1.35) with Eq. (1.16), we identify the relaxation modulus for

the Maxwell model as

G(t) =
η0

τ0
e(−t/τ0) (1.36)
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Taking Fourier transform of the above equation and multiplying by iω, we can obtain the

real and imaginary parts of the complex modulus for the Maxwell model as well.

G′(ω) = G0
ω2τ2

1 + ω2τ2 (1.37)

G′′(ω) = G0
ωτ

1 + ω2τ2 (1.38)

1.4.2 Kelvin-Voigt model

The Kevin-Voigt model comprises of a Hookean spring and a dashpot similar to the Maxwell

model but in a parallel combination of the two mechanical elements. The total stress from

Figure 1-3: Mechanical model representation of Kelvin-Voigt model which corresponds to
a combination of spring and dashpot elements in parallel configuration.

the Maxwell model is the summation of the response from the spring and dashpot and the

strain or strain rate experienced by both spring and dashpot are equal. Therefore the total

stress can be written as

σ(t) = G0γ(t) + η0γ̇(t) (1.39)

For an applied oscillatory strain γ(t) = γ0 sin(ωt), the output stress can be compared with

Eq. (1.14) and hence the storage modulus and loss modulus for the Kelvin-Voigt can be
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Figure 1-4: The schematic representation of a spring-pot element that interpolates between
a Hooken spring α = 0 and a dashpot α = 1.

obtained as:

G′(ω) = G0 (1.40)

G′′(ω) = η0ω (1.41)

1.4.3 Fractional Maxwell Model

Many complex materials do not follow the simple Maxwell model or Kelvin-Voigt model

and hence there has been significant interests in recent years to use a spring-pot element

[47, 46], that interpolates between a spring (α = 0) and a dasphot (α = 1) as shown in Fig.

1-4. The stress response for a single spring-pot can be written using a fractional derivative

as:

σ(t) = V
dαγ
dtα

(1.42)

When the mechanical elements, spring and dashpot in the Maxwell model are both re-

placed by spring-pot elements, it is known as Fractional Maxwell Model (FMM). This is

illustrated in Fig. 1-5. The constitutive equation for the FMM can be written as:

σ(t) +
V

G

dα−βσ(t)
dtα−β

= V
dαγ(t)

dtα
(1.43)

The characteristic relaxation time constant for the Fractional Maxwell Model (FMM) is

given by τ0 =
(︁
V
G

)︁ 1
α−β . By applying unit step strain in the Eq. (2.6), one can obtain the
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Figure 1-5: The schematic representation of Fractional Maxwell Model (FMM). It com-
prises of two spring-pots in series configuration and has 4 material properties.

relaxation modulus of the FMM to be

G(t) = Gt−βEα−β,α−β

⎛⎜⎜⎜⎜⎝− (︃
t
τ0

)︃α−β⎞⎟⎟⎟⎟⎠ (1.44)

where Ea,b(z) is the Mittag-Leffler function defined as:

Ea,b(z) =

∞∑︁
k=0

zk

Γ(ak + b)
(1.45)

By taking Fourier transform on both sides of the Eq. (2.6), the complex modulus for the

FMM can be derived as:

G*(ω) =
V(iω)αG(iω)β

G(iω)α + V(iω)β
(1.46)

Two important special cases of the FMM are called Fractional Maxwell Liquid (FML)

and Fractional Maxwell Gel (FMG). For, Fractional Maxwell Liquid (FML), the parameter

α = 1, and the FMM simplifies to a series configuration of spring pot and dashpot. For

Fractional Maxwell Gel (FMG), the parameter β = 0, the FMM simplifies to a series

configuration of spring pot and spring in series [47, 81]. If both the parameters α and β are

0 and 1 respectively„ we recover the simple Maxwell model from FMM. The asymptotes
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G′ G′′

limω→0 Vωα cos
(︁
π
2α

)︁
, if α , 1 Vωα sin

(︁
π
2α

)︁
, if α , 0

limω→0
V2

G
ω2−β cos

(︁
π
2β

)︁
, if α = 1 Vωα sin

(︁
π
2α

)︁
, if α = 0

limω→∞ Gωβ cos
(︁
π
2β

)︁
, if β , 1 Gωβ sin

(︁
π
2β

)︁
, if α , 0

limω→∞ 0 (∀ω), if β = 1 G2

V
ω−α cos

(︁
π
2α

)︁
, if α = 0

Table 1.1: Asymptotic behavior of complex modulus of Fractional Maxwell model (FMM)
[46].

for FMM in the frequency domain are tabulated in Table 1.1. [46].

1.5 Time-resolved rheology

In the previous sections, we discussed the different shear flows, constitutive equations, ma-

terial functions and corresponding mechanical models encountered in this thesis. Many

complex materials which are of industrial significance undergo various changes in their

physical and chemical properties with time. In particular, rheological properties such as

complex modulus, viscosity and relaxation modulus can be time dependent even in the

limit of small amplitide deformation. This time dependence may arise due to several rea-

sons such as reversible coordinate bonds, and microstructural build up or break down with

time. This phenomena of time dependence in rheological properties has been documented

for over a century and is often noted as thixotropic or anti-thixotropic behavior. According

to Mewis and Wagner [71], Thixotropy is defined as the continuous decrease of viscosity

with time when flow is applied to a sample that has been previously at rest and the subse-

quent recovery of viscosity in time when the flow is discontinued. Anti-thixotropic behavior

corresponds to the case where there is a continuous increase of viscosity with time when

flow is applied and the subsequent decrease of viscosity in time when the flow is discontin-

ued. Some examples of thixotropic fluids are blood, drilling fluids, colloidal gels, etc.

Some thioxtropic fluids are out of thermodynamic equilibrium and their microstruc-

tures continuously evolve with time to try and attain minimum free energy even without

any initiation of flow or deformation to the material [49, 50]. This phenomena is noted

as rheological aging or physical aging and such materials are called soft glassy materials.
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Therefore, soft glassy materials show continuously time varying rheological properties due

to aging, without any initiation of flow or deformation. Drilling fluids (such as bentonite

and laponite dispersion), foams and paints are examples of thixotropic materials that ex-

hibit aging behavior. A number of biopolymer gels like cross-linked Calcium alginate,

copper alginate, gelatine and xanthum gum show just thixotropic behavior. It is important

to develop experimental and post-processing techniques to obtain time dependent rheolog-

ical properties in order to better understand and quantify the behavior of thixotropic and

aging complex fluids. Materials which show some kind of time dependent rheology can be

also referred to as mutating materials in general [74].

For such experiments involving mutating materials, special care should be taken to

obtain accurate rheological measurements at any specific fixed time. Therefore, Winter

et. al [74] defined a ’mutation number’ Mug to measure the the change in the rheological

property g within the duration of the experiment. The mutation number is the ratio of the

duration of the experiment ∆t to the mutation time λMu.

Mug =
∆t
λMu

(1.47)

The mutation time λMu is then defined in terms of the rate of change in the material property

as:

λMu =

[︃
1
g
∂g
∂t

]︃−1

(1.48)

For measuring the complex modulus at a particular time point, if one sinusoidal signal is

used, then the experimental time is ∆t = 2π/ω. Therefore the mutation number can be

written as:

Mug =
∆t
λMu

=
2π
ω

d ln g
dt

(1.49)

For mutating materials, it has been reported that we require Mug ≤ 0.15 to obtain accurate

measurements [74, 18]. In recent years, there have also been significant advances in time

resolved rheometry to obtain accurate measurements. Geri et. al employed an optimally

windowed exponential chirp to rapidly obtain complex modulus across range of frequencies

compared to the conventional frequency sweep techniques. The latter comprises of send-
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ing a sinusoidal signal input for every frequency of interest [35]. This chirping technique

reduces the mutation number for mutating materials and can be used to obtain accurate

frequency information for a particular time point.

This chirping technique is relatively new in the field of rheometry and it is important

to apply it to better investigate the thixotropic and aging behavior of mutating materials.

In this work, we explore the applications of chirps in superposition flows using a bio-

polymer gel alginate and develop new time-resolved oscillatory rheometric techniques for

fast mutating systems. Finally, using these techniques, we investigate and quantify the

aging behavior of bentonite clay dispersions which are of high importance to the oil and

gas industries.

1.6 Thesis structure

A common method of investigating the relaxation dynamics and microstructural alterations

due to large deformations involves orthogonal superposition of a steady shear rate with

a small amplitude oscillatory shear while monitoring shear dependent complex modulus.

This experimental technique is referred to as orthogonal superpostion rheometry. In chap-

ter 2, we extend this technique to monitor the temporal evolution of the rate dependent

complex moduli (orthogonal moduli) for rapidly mutating materials to investigate the mi-

crostructural recovery dynamics. This is achieved by superposing several chirp signals in

succession together with steady shear flow in orthogonal direction and the procedure is

presented using a fast mutating alginate gel. We show using alginate gel, that the method

of orthogonal superposition of chirp signal with steady shear flow can replace the conven-

tional orthogonal superposition rheometry freuency sweeps to understand the relaxation

dynamics and microstructural alterations at large deformations since it can reduce experi-

mental time without the loss of accuracy in moduli measurements. We then construct the

rate dependent relaxation spectrum for the alginate gel from measurements of the orthog-

onal moduli and explore the creation of shear on detecting flow-induced anisotropy using

orthogonal chirp measurements.

The chirp signal can assist in rapidly determining frequency information across a range
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of frequencies but still assumes the output response does not change significantly within

the chirp period (Mug ≤ 0.15). However, satisfying the constraint Mug ≤ 0.15, can still be

challenging for fast mutating systems. Therefore, it is important to develop advanced signal

processing techniques to get accurate time resolved frequency information. In chapter 3, we

utilize a special case of Short Time Fourier Transform (STFT) called the Gabor transform to

extract accurate time-resolved frequency information using a sinusoidal signal input with a

specified deformation frequency. We explore the different applications of Gabor transform

in rheometry in chapter 3 and we refer to this new rheometry protocol as Gaborheometry.

Finally, in chapter 4, we use these time-resolved techniques to investigate and quantify

the rheological aging taking place in bentonite dispersions. We conduct a range of experi-

ments such as step strain, chirps, steady shear flow and oscillatory experiments at different

age times and temperatures to probe the aging behavior. We model the linear response of 5

wt.% bentonite dispersion using mechanical models and material time domain transforma-

tion techniques [14, 49]. This helps us to quantify the slow down of relaxation dynamics,

and the slow temporal evolution of the complex modulus as the clay ages and produces

progressively more stable structures slowly and continuously with time.
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Chapter 2

OrthoChirp: A fast spectro-mechanical

probe for monitoring transient

microstructural evolution during shear

2.1 Introduction

Many complex materials such as colloidal gels, polymer solutions and melts, fracking flu-

ids which are of high importance to industrial applications undergo flow induced micro-

structural changes [79, 96, 100, 12]. Therefore, superposition rheometry involving super-

imposing a small amplitude oscillatory deformation to a unidirectional shear rate has been

used to explore the flow induced rheological properties [105, 100, 12, 16]. This technique is

used to determine the relaxation mechanism of materials under flow or large deformations

[70, 99]. The superposition rheometry is of two types: Parallel superposition, where the

oscillatory deformation is applied in the direction of unidirectional shear rate and orthog-

onal superposition (OSP), where the oscillatory deformation is applied in perpendicular

direction to the applied unidirectional shear rate [100]. Parallel superposition and orthog-

onal superposition have been shown to be fundamentally different experimentally as well

as from theoretical predictions [20, 105, 70]. Parallel superposition is more straight for-

ward to execute and has been used to measure the shear induced changes [13]. However,
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the strong cross coupling between the two modes of deformation, steady shear and oscil-

latory deformation can lead to unexpected results and makes the understanding of shear

induced changes difficult [105]. Therefore, orthogonal superposition has been preferred to

gain insights relating to the flow induced properties of the complex materials. With the

advancements in devices for orthogonal superposition [98] and introduction of capabilities

of orthogonal superposition measurements in commercial rheometers, there is an increas-

ing interest in understanding the flow induced properties through orthogonal superposition

experiments. There have been numerous reports of theoretical predictions and experimen-

tal evidence of change in relaxation time and mechanisms due to the applied shear rate or

large non-linear deformations [45, 70]. These superposition techniques can also be used to

verify the compatibility of the constitutive models [93].

The phenomena of flow induced anisotropy is well known and has been observed in

various complex materials [97, 90, 65, 58]. However, measurements of flow induced

anisotropy have not been addressed in rheology for a long time. Recently, Colombo et

al. in [12], measured the anisotropy in colloidal gels using orthogonal superposition exper-

iments. They made use of the thixotropy of the colloidal gels and measured the evolution

of the complex modulus with time in orthogonal and parallel direction of the unidirectional

shear rate immediately after the cesseation of shear. The difference in the transient evolu-

tion of the moduli in the orthogonal and parallel direction with respect to the previous uni-

directonal shear flow direction clearly showed the phenomena of flow induced anisotropy in

colloidal gels. However, for complex materials whose mutation time τmu = ( 1
g

dg
dt )−1 (where

g is the property of interest [74]) is comparable to the experimental time ∆T , monitoring

the transient evolution is challenging. In order to get good estimate of the property of inter-

est, we need the mutation number Nmu = ∆T/τmu << 1. A conservative inequality to obtain

accurate measurements would be Nmu ≤ 0.15 [74, 18]. Therefore we show the full capa-

bilities of optimally windowed chirps (OWCh) developed by Geri et al. [35] in orthogonal

superposition rheometry, using a weakly associated physical gel, alginate in this work. We

term the experimental protocol of super imposing OWCh deformation orthogonally to the

unidirectional shear rate as Orthochirp. Apart from the rapid mutation comparable to the

time scale of the experiment, these weakly associated physical gels have a modulus recov-
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ery time in the order of 10 seconds which makes the utilization of conventional techniques

to monitor the evolution of complex modulus more challenging. Optimal windowed chirps

introduced by Geri et al. are used to obtain linear complex moduli for various frequencies

accurately in rapid time [35]. In this work, we use orthochirp to monitor microstructural

evolution during shear and to obtain the shear rate dependent orthogonal complex mod-

uli (G*(ω, γ̇)) in quick time. We utilize the rate dependent orthogonal moduli to predict

rate dependent spectrum in the orthogonal direction of applied large non-linear deforma-

tion (unidirectional shear). Also, we attempt to predict the rate dependent spectrum in

the direction of applied large non-linear deformation (unidirectional shear) from the lin-

ear relaxation spectra and damping function using the method outlined by Curtis et al. in

[16]. The distinction between the rate dependent spectrum in different directions informs

us about the flow induced anisotropy in alginate gel and helps us understand the variation

of relaxation mechanisms of the alginate gel in different directions under the application of

large deformations.

2.2 Experimental method and materials

2.2.1 Material preparation

The 3.5 wt.% sodium alginate solution with water was prepared using the high viscosity

alginic acid soldium salt from brown algae purchased from Sigma-Aldrich. To mix water

and the alginate salt speed mixer was used. Immediately, after the addition of alginate salt

to the water, the sample was mixed at 2000 rpm for 5 minutes. The sample was rolled

overnight for swelling and the sample was heated at 60∘C for few hours before mixing at

2000 rpm again for 5 minutes.

2.2.2 Orthogonal superposition setup and coordinate system

The oscillatory chirp motion perpendicular to the main flow direction was implemented

by modifying an ARES-G2 rheometer (TA Instruments, Newcastle, Delaware, USA). An

orthogonal chirp strain deformation in axial direction perpendicular to the steady shear
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Figure 2-1: Orthognal superposition setup for a double wall Couette cell. Small amplitude
chirp is imposed in the axial direction, perpendicular to the direction of unidirectional shear
rate in the azimuthal direction. Figure modified from [91]
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flow in azimuthal direction was achieved by using a double wall Couette geometry. An

oscillatory chirp shear strain deformation was applied by moving a hollow bob axially,

whereas the tangential steady shear flow is obtained by rotating the double-walled Couette

cup. The schematic figure of the orthogonal superposition setup is illustrated in Fig. 2-

1. The details in constructing the orthogonal superposition set up are detailed in [91, 56].

According to the cylindrical coordinate system chosen and represented in Fig. 2-1, the axial

direction in which the chirp strain signal is applied is rz direction. Similarly, the azimuthal

direction in which the non-linear steady shear rate is applied is in the rθ direction.

2.3 Optimally windowed Chirps for Orthogonal Superpo-

sition

2.3.1 Introduction to Chirps

The Optimally Windowed Chirp introduced by Geri et al. employs a cosine tapered func-

tion called as Tukey window to a fast exponential chirp signal in order to maximize the

signal to noise ratio [35]. The purpose of such windowing are mainly two fold: (i) to re-

duce the presence of side lobes in the frequency spectrum. The DFT of an exponential

chirps (without any window) is equivalent to taking DFT of the product of a rectangular

window and an exponential chirp. In the frequency space, this results in the convolution

between a DFT of a chirp signal and a sinc type function (sin x/x) which effects in oscil-

lation of the frequency information contained in the chirp data (side lobes). (ii) to reduce

the spectral leakage. The spectral leakage happens if periodicity of the signal is not satis-

fied. Periodicity requires the initial value and final value of the chirp signal to be the same

(x(0) = x(T )). Windowing technique which is responsible for amplitude modulation aids in

addressing these two important challenges in using a frequency modulated chirps to obtain
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Figure 2-2: Optimally Windowed Chirp (OWCh) signals with ω1 = 0.25 rad/s, ω2 = 100
rad/s, T = 25 s and time bandwidth product T B = T (ω2 − ω1)/2π = 397. Red solid line
represents the chirp with r = 0 and γ0 = 2%. Blue solid line represents the chirp with
r = 0.1 and γ0 = 2%.

accurate data rapidly [41].

γ(t) = γ0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
cos2[πr ( t

T −
r
2 )] sin

[︁
ω1T

log(ω2/ω1)

[︀
exp(log(ω2/ω1) t

T ) − 1
]︀]︁ t

T ≤
r
2

sin
[︁

ω1T
log(ω2/ω1)

[︀
exp(log(ω2/ω1) t

T ) − 1
]︀]︁ r

2 <
t
T < 1 − r

2

cos2[πr ( t
T − 1 + r

2 )] sin
[︁

ω1T
log(ω2/ω1)

[︀
exp(log(ω2/ω1) t

T ) − 1
]︀]︁ t

T ≥ 1 − r
2

(2.1)

Optimally Windowed Chirp (OWCh) is expressed in Eq. (2.2) where T is the duration of

the signal and γ0 is the amplitude of the signal γ(t). The lowest and the highest frequencies

of this chirp are ω1 and ω2 respectively. The window tapering parameter r regulates the

amplitude modulation for the signal of time duration T . The time bandwidth of the signal

is defined as T B = T (ω2 − ω1)/(2π). Fig. 2-2 shows the plot of a chirp signal for a fixed

time bandwidth and two different tapering parameters. The window tapering parameter

r = 0 corresponds to the rectangular window and the tapering parameter r = 1 represents

the Hann window. As the tapering parameter r increases, the amplitude modulation of

the exponential chirp signal increases. Fig. 2-3 shows the spectrum of the chirp signal at

different tapering parameters.

The amplitude spectrum follows a pink spectrum as the amplitude spectrum decreases

as the square root of the frequency (ω−1/2). The ripples observed in Fig. 2-3 indicates

the presence of side lobes for r = 0 (rectangular window). Windowing also reduces the

contribution in frequency spectrum in both ends of the frequency regime. Geri et al. also
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Figure 2-3: The amplitude spectrum of the Optimally Windowed Chirp (OWCh) con-
structed by ω1 = 0.25 rad/s, ω2 = 100 rad/s, T = 25 s and time bandwidth product
T B = T (ω2 − ω1)/2π = 397 of for different values of r.

showed using numerical and experimental investigations, the optimal cosine tapered win-

dow needed to modulate the amplitude of the chirp signal is around 10% of the length of

the chirp signal (r = 0.1). Therefore, Optimally Windowed Chirp signal with r = 0.1 has

been used in this work for all of the following experiments.

2.3.2 Orthochirp inputs

The orthogonal input chirp deformation strain signal in the axial (rz) direction can therefore

be written as:

γrz(t) = γ0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
cos2[πr ( t

T −
r
2 )] sin

[︁
ω1T

log(ω2/ω1)

[︀
exp(log(ω2/ω1) t

T ) − 1
]︀]︁ t

T ≤
r
2

sin
[︁

ω1T
log(ω2/ω1)

[︀
exp(log(ω2/ω1) t

T ) − 1
]︀]︁ r

2 <
t
T < 1 − r

2

cos2[πr ( t
T − 1 + r

2 )] sin
[︁

ω1T
log(ω2/ω1)

[︀
exp(log(ω2/ω1) t

T ) − 1
]︀]︁ t

T ≥ 1 − r
2

(2.2)

55



The parameters of the orthogonal input chirp applied in the present study are taken to be:

initial frequency ω1 = 0.25 rad/s, final frequency ω2 = 100 rad/s, chirp duration T = 25 s,

time bandwidth product T B = T (ω2 − ω1)/2π = 397 and tapering parameter r = 0.1. The

steady shear rate applied in the azimuthal direction is represented as:

γ̇rθ = γ̇ (2.3)

where γ̇ is a constant value of the shear rate that is applied. The complex modulus under the

orthogonal superposition of shear rate γ̇ is represented by G*⊥(ω, γ̇). The complex modulus

for different shear rates are obtained using orthochirp and we study the effects of shear rates

to the material relaxation dynamics from the non-linear orthogonal rheological data.

2.3.3 Results from orthochirp

No orthogonal shear- Critical gel

First, the complex moduli without any shear superposition is measured for 3.5 wt.% al-

ginate solution by orthogonal chirping in axial (rz) direction and is compared with the

complex modulus obtained from the conventional discrete frequency sweep (DFS) from

torque transducer (rθ direction) as shown in Fig. 2-4. The complex modulus data obtained

from two different experimental methods are in good agreement with each other which

shows that the conventional technique of superposing SAOS with steady shear rate can be

replaced by orthochirp. There is a spike around ω = 20 rad/s in orthochirp data due to the

resonance with the axial force transducer. The complex modulus data of alginate without

any shear rate superposition is a critical gel since the phase tan δ = G′′/G′ remains con-

stant with frequency. The obtained linear complex modulus of alginate is modeled using

the critical gel model introduced by Winter [103].

G′(ω) = S Γ(1 − n) cos(nπ/2)ωn (2.4)

G′′(ω) = S Γ(1 − n) sin(nπ/2)ωn (2.5)
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Figure 2-4: Comparison of G′ & G′′ obtained from chirping (T = 25 s, ω1 = 0.25 rad/s,
ω2 = 100 rad/s, γ0 = 2%) in the axial direction with no orthogonal shear rate (γ̇ = 0
s−1) with the data obtained from traditional SAOS experiments (input strain amplitude:
2%). The solid lines represent the critical gel model introduced by Winter fit indicating the
alginate gel is a critical gel when no shear rate is imposed.

where S is the gel strength of the material with units of Pa·s−n and n is the powerlaw

relaxation exponent of the gel. For 3.5 wt.% alginate system, we find S = 85.3 Pa·s−n and

n = 0.33 as shown in Fig. 2-4.

With Orthogonal shear

Now, rate dependent experiments are carried out using orthochirps of time duration T =

25s, lowest frequency ω1 = 0.25 rad/s, highest frequency ω2 = 100 rad/s, strain am-

plitude γ0 = 5% and tapering parameter r = 0.1. This chirp enables us to capture the

orthogonal complex moduli data for almost three decades of frequency. A range of unidi-

rectional shear rates (γ̇ = 0 s−1, 0.05 s−1, 0.1 s−1, 0.5 s−1, 1 s−1, 5 s−1, 10 s−1, 15 s−1, 35

s−1, 50 s−1, 100 s−1) are applied and the correspondent orthogonal complex modulus results

are shown in Fig. 2-5. Both the orthogonal storage and loss modulus decreases as there is

an increase in the applied perpendicular unidirectional shear rate. This is attributed to the
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Figure 2-5: G′⊥(ω, γ̇) & G′′⊥(ω, γ̇) obtained from imposing orthochirp on a unidirectional
shear rate. The grey solid line shows the low torque resolution limit of the instrument.
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breakdown of micro structure of the alginate gel as the shear rate increases. The application

of unidirectional shear rate affects the gel structure and strong deviation from critical gel

is observed. The resolution limit of the instrument limits the measurement of the modulus

below 20 Pa and this restricts us to obtain data below 20 Pa.

Repeated Chirps for moduli recovery

To observe the moduli recovery for different frequencies, immediately after cessation of

unidirectional shear rate γ̇ = 10 s−1, continuous chirps of duration T = 6.25 s, lowest

frequency ω1 = 1 rad/s, highest frequency ω2 = 100 rad/s, wait time tw = 1 s, strain

amplitude γ0 = 2% and tapering parameter r = 0.1 are applied repeatedly for 600 s as

shown in Fig. 2-6. It is clear from Fig. 2-6, that the unidirectional shear effects are felt

for the first 15 seconds as the results from the first two chirp signals be consistent with

the orthogonal moduli data at unidirectional shear rate of γ̇ = 10 s−1
(︁
G′⊥

(︁
ω, γ̇ = 10s−1

)︁)︁
.

We observe the transient recovery state at around t = 21 s from the orthogonal complex

modulus response of input chirp signal applied between the time t = 14.5 s to t = 21.75

s (third chirp from the continuous chirp signals applied for 600 s). The moduli for all

frequencies are completely recovered at t = 28 s as seen from the orthogonal modulus

response of input chirp signal applied between the time t = 21.75 s to t = 28 s. The

overlap of data obtained at t = 100 s and t = 600 s indicates that the microstructure of

the material is recovered and no longer evolves with time. It is clear that the shear effects

are no longer felt since there is no progressive evolution of complex modulus with time.

From here, we can deduce that for the alginate gel used here, it takes around 28 s, to

recover the complete microstructure when altered by large deformations. The changes in

such small timescales for these fast mutating systems were previously difficult to extract.

But with this new orthochirp technique, it is feasible to monitor changes in response of the

material. For three values of angular frequency ω = 10, 30, 50 rad/s, we plot the value

of the complex modulus obtained from every chirp signal against its corresponding time

in Fig. 3-5. This illustrates the evolution for the moduli for ω = 10, 30, 50 rad/s after

the cessation of unidirectional shear rate γ̇ = 10 s−1. It is clear from Fig. 3-5 that the

microstructure of the alginate is reduced by shear rate resulting in reduction of storage
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(a)

(b) (c)

Figure 2-6: (a)A 6.25 s chirp is imposed with 1 s wait time (tw) repeatedly for 600 s in
order to track the recovery of the complex modulus with time for all different frequencies.
For visual purpose the input signal shown in (a) is stopped at 36 s. (b) Recovery of storage
modulus G′⊥ with time after the cessation of shear at t = 0 s. (c) Recovery of loss modulus
against time after the cessation of shear.

modulus. The microstructure is rapidly reconstructed in 28 s resulting in recovery of the

storage modulus.

2.4 Orthogonal Superposition- Constitutive equations and

modeling

2.4.1 Fractional Maxwell modeling of the OSP moduli

To understand the rate dependent orthogonal moduli data better, we consider modeling

using spring-pot elements introduced in 1.4.3. The Fractional Maxwell Model (FMM) used

by Jaishankar et al. [46] for describing the multiscale complex fluids is represented by two

spring pots in series where the total stress of the system is the summation of response from
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Figure 2-7: Evolution extracted from storage modulus and loss modulus with time is shown
for three different frequencies. The modulus recovery time can be noted as around 28 s
when the microstructure is reduced by a shear rate of 10 s−1
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Figure 2-8: Mechanical model of Fractional Maxwell model at different limits.

each spring pots.

σ(t) +
V

G

dα−βσ(t)
dtα−β

= V
dαγ(t)

dtα
(2.6)

The parameters α and β both need to obey the requirement 0 ≤ β ≤ α < 1 to be thermo-

dynamically compliant. The special case of α = 1 and β = 0 simplifies to the single mode

linear Maxwell equation which is a series of a dashpot and a spring with V and G trans-

lating to viscosity η and spring modulus G respectively. We further simplify the Fractional

Maxwell model by constraining the parameter α = 1. It is interesting to note that the zero

shear-rate viscosity η0, which is a material function is equal to the model parameterVwhen

α = 1 [47]. This simplified three parameter model is known as the Fractional Maxwell Liq-

uid (FML) and is used for the rheological modeling of complex fluids in pre-gel state [81].

Fractional Maxwell Liquid mechanically translates to a series of dash-pot and a spring pot

[81]. For FML, Eq. (2.6) reduces to

σ(t) +
V

G

d1−βσ(t)
dt1−β = V

dγ(t)
dt

(2.7)

Following the procedure by [46], the relaxation modulus calculated from step strain for

FML model can be derived as:

G(t) = Gt−βE1−β,1−β

(︃
−

(︂ t
λ

)︂1−β
)︃

(2.8)
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where the characteristic relaxation time constant for the FML model: λ = (V/G)1/1−β. The

Fourier transform of Eq. (2.7) is taken to obtain the storage modulus and loss modulus.

G′(ω)
Gλ−β

=
(ωλ)2−β cos

(︁
πβ

2

)︁
(ωλ)2(1−β) + 2(ωλ)1−β cos

(︁
π(1−β)

2

)︁
+ 1

(2.9)

G′′(ω)
Gλ−β

=
ωλ + (ωλ)2−β sin

(︁
πβ

2

)︁
(ωλ)2(1−β) + 2(ωλ)1−β cos

(︁
π(1−β)

2

)︁
+ 1

(2.10)

The relaxation spectrum for FML model as converted by Sadman et al. [81] to FML form

following the derivation of Palade et al. [78] for fractional model using Tschoegl’s method

of Stieltjes integrals [94] is:

H0(τ) =
1
π

Vτ−1 sin(πβ)
(V/G)τβ−1 + (G/V)τ1−β + 2 cos(π(1 − β)))

(2.11)

For shorter relaxation times τ ≪ λ, the linear relaxation spectrum follows:

H0(τ) =
G sin(πβ)

π
τ−β (2.12)

and for longer relaxation times τ ≫ λ, the linear spectrum follows:

H0(τ) =
V2 sin(πβ)

πG
τ−(2−β) (2.13)

To represent critical gels whose phase (G′′/G′) is constant with frequency using FML

model, the parameter V is set to diverge to infinity. This reduces the relaxation modulus

and spectrum of FML model to a single power-law behavior which is to be expected for

critical gels.

G(t) =
G

Γ(1 − β)
t−β (2.14)

H(τ) =
G sin(πβ)

π
τ−β (2.15)

Fig. 2-8 depicts the elements of the mechanical model for Fractional Maxwell Model
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(FMM), simplified three parameter model Fractional Maxwell Liquid (FML) which cap-

tures the behavior of complex fluids in pregel state and the even simplified model which is

just represented by a spring-pot. Comparing the critical gel model obtained from the frac-

tional Maxwell model with critical gel model by Winter, we observe that G
Γ(1−β) is equivalent

to S , the gel strength of the critical gel in Winter’s model. The power-law decay exponent

β of the relaxation modulus and the spectrum of the critical gel is equivalent to n in critical

gel model introduced by Winter [103]. The FML storage modulus and the loss model for a

critical gel (V→ ∞) evaluates to

G′(ω) = G cos
(︂
πβ

2

)︂
ωβ (2.16)

G′′(ω) = G sin
(︂
πβ

2

)︂
ωβ (2.17)

Therefore, the complex viscosity is given by

η*(ω) =

√︀
G′(ω)2 + G′′(ω)2

ω
= Gωβ−1 (2.18)

As discussed in 2.3.3, the alginate system behaves like a critical gel under applications

of no large deformations or applied unidirectional shear rates. The application of large de-

formation or unidirectional shear rate aids in the structural breakdown of the gel structure

altering the alginate to a pre-gel state as seen in Fig. 2-5. Therefore, we model the orthog-

onal superposition modulus for different unidirectional shear rates plotted in Fig. 2-5 using

Fractional Maxwell Liquid (FML) model. We plot the parameters of FML model needed

for fitting the orthogonal moduli for different shear rates in Fig. 2-9. We observe that the

parameters G, β for modeling the orthogonal complex modulus are constant for different

unidirectional shear rates. However, the characteristic relaxation time constant of the FML

model for fitting the orthogonal complex modulus data changes with the imposed shear

rate (λ(γ̇)). This indicates that the relaxation time of the material changes when there is

an applied shear rate while the gel strength and the exponent of relaxation spectrum for

smaller relaxation modes remains the same with shear rate.

From the Fig. 2-9, the FML parameters G = 151 Pa· s0.33 and β = 0.33 are constant
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Figure 2-9: The evolution of fractional Maxwell liquid parameters with superposed shear
rates for 3.5 wt.% alginate. G = 151 Pa·s0.33 and β = 0.33 are constant with shear rates,
whereas the characteristic relaxation time is inversely proportional to the superposed shear
rate

(︁
λ(γ̇) = 1.5

γ̇

)︁
.

with shear rate, whereas the characteristic relaxation time of the FML model changes as

λ(γ̇) = 1.5
γ̇

. Hence, the rate dependent orthogonal modulus modeled by FML for different

superimposed shear rates can be expressed as:

G′⊥(ω, γ̇)
Gλ(γ̇)−β

=
(ωλ(γ̇))2−β cos(πβ2 )

(ωλ(γ̇))2(1−β) + 2(ωλ(γ̇))1−β cos(π(1−β)
2 ) + 1

(2.19)

G′′⊥(ω, γ̇)
Gλ(γ̇)−β

=
ωλ(γ̇) + (ωλ(γ̇))2−β sin(πβ2 )

(ωλ(γ̇))2(1−β) + 2(ωλ)1−β cos(π(1−β)
2 ) + 1

(2.20)

2.4.2 Lodge-type constitutive equations for OSP

The most commonly used constitutive equation for orthogonal superposition is the Lodge

type model proposed by [105] written in terms of relaxation spectrum, which is dependent

on rate of deformation tensor. Using the Lodge type model, the stress tensor 𝜎(t) for an
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Figure 2-10: G′⊥(ω, γ̇) & G′′⊥(ω, γ̇) obtained from imposing orthochirp on a unidirectional
shear rate. The grey solid line shows the low torque resolution limit of the instrument.
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isotropic complex fluids can be expressed as:

𝜎(t) = −p𝐼 +

∫︁ t

−∞

∫︁ ∞

−∞

H(τ, II2𝛾̇)
τ

exp
(︃
−

(t − t′)
τ

)︃
d ln τ[𝐶−1 − 𝐼]dt′ (2.21)

where H(τ, II2𝛾̇) is the rate-dependent relaxation spectrum. II2𝛾̇ is the second invariant of

the rate of deformation tensor 𝛾̇. We follow the convention used by [100] and [17] and

define II2𝛾̇ = 1
2 tr

[︁
(2𝛾̇)2

]︁
. In Eq. [2.21], 𝐶−1 is the Finger strain tensor and I is the identity

matrix. The rate of deformation tensor is given by

𝛾̇ =
−→
∇𝑣 +

−→
∇𝑣T (2.22)

For steady shear flow, the second invariant of rate of deformation tensor becomes:

II2𝛾̇ = γ̇2 (2.23)

When a small amplitude deformation is superimposed in the orthogonal direction (γrz) with

amplitude γ0 to the steady shear (γ̇rθ = γ̇), the second invariant of rate of deformation gets

modified as:

II2𝛾̇ = γ̇2 + O(γ2
0) (2.24)

The contribution from the deformation in rz direction is negligibly small and hence the rate

dependent relaxation spectrum for small amplitude OSP can be expressed as:

H(τ, II2𝛾̇) = H(τ, γ̇2) (2.25)

Therefore, the shear stress σrz and σrθ for OSP can be written as:

σrz(t) =

∫︁ t

−∞

∫︁ ∞

−∞

Hrz(τ, γ̇)
τ

exp
(︃
−

(t − t′)
τ

)︃
d ln τ γrz(t, t′)dt′ (2.26)

σrθ(t) =

∫︁ t

−∞

∫︁ ∞

−∞

Hrθ(τ, γ̇)
τ

exp
(︃
−

(t − t′)
τ

)︃
d ln τ γrθ(t, t′)dt′ (2.27)
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In Eq. (2.26), the rate dependent relaxation spectrum is noted as Hrz for clarity indicating

that the rate dependent relaxation spectrum is measured from output stress response σrz in

axial direction, perpendicular to the unidirectional flow or large deformation. Similarly, In

Eq. (2.27), the rate dependent relaxation spectrum is noted as Hrθ since the spectrum is

measured from output response σrθ which is in the direction of large deformations. For

an ideal isotropic fluid, rate dependent spectra measured in orthogonal directions is equal

(Hrz(τ, γ̇) = Hrθ(τ, γ̇)).

By applying Fourier transform on Eq. [2.26], we can evaluate the orthogonal complex

modulus G′⊥(ω, γ̇) and G′′⊥(ω, γ̇) in terms of rate dependent relaxation spectrum as:

G′⊥(ω, γ̇) =

∫︁ ∞

0
Hrz(τ, γ̇2)

ω2τ2

1 + ω2τ2 d ln τ (2.28)

G′′⊥(ω, γ̇) =

∫︁ ∞

0
Hrz(τ, γ̇2)

ωτ

1 + ω2τ2 d ln τ (2.29)

We use the OSP complex modulus data obtained from orthochirp experiments which are

plotted in Fig. 2-5 to compute the rate dependent relaxation spectrum. By substituting for

γrθ = γ̇(t − t′) in Eq. (2.27), we can write the shear stress σrθ as:

σrθ(γ̇)
γ̇

= η(γ̇) =

∫︁ ∞

0
Hrθ(τ, γ̇2)dτ (2.30)

The orthogonal moduli
(︀
G′⊥(ω, γ̇),G′′⊥(ω, γ̇)

)︀
which are modeled by FML using Eq. (2.19)

and Eq. (2.19) as seen in Fig. 2-10 can be substituted in Eq. (2.28) and Eq. (2.29). We

use Tschoegl’s method of Stieltjes integrals to solve the inverse integrals in Eq. (2.28) and

Eq. (2.29) to derive the expression for rate dependent relaxation spectrum (Hrz(τ, γ̇)) in

terms of the FML parameters:

Hrz(τ, γ̇) =
1
π

Gλ(γ̇)1−βτ−1 sin(πβ)
λ(γ̇)1−βτβ−1 + λ(γ̇)β−1τ1−β + 2 cos(π(1 − β))

(2.31)

This rate dependent spectrum Hrz(τ, γ̇) for shear rates (γ̇ = 0 s−1, 0.1 s−1, 1 s−1, 10 s−1, 100

s−1) are shown in Fig. 2-11. For a specified shear rate, at short relaxation times (τ ≪ λ),

the rate dependent spectrum Hrz scales as τ−β and at long time scales (τ ≫ λ) as τ2−β. We
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Figure 2-11: The rate dependent spectrum Hrz obtained from FML modeling of orthogonal
moduli data at different unidirectional shear rates. There is a progressive reduction in the
contribution to the spectrum at long time scales as the shear rate increases.

observe a point of inflexion in the relaxation spectrum at the FML characteristic relaxation

time τ = λ(γ̇) = 1.5/γ̇ following which the contribution of relaxation time scales to the

spectrum is reduced. Therefore, due to the application of shear rate, the contribution of

relaxation time scales greater than 1.5/γ̇ to the relaxation dynamics of weakly associated

alginate gel is lessened. This implies that the unidirectional shear rate γ̇ alters the relaxation

dynamics of the alginate gel. The long relaxation time scales contribution to the relaxation

dynamics of the alginate gel progressively reduces as the shear rate increases as illustrated

in Fig. 2-11.

2.4.3 The KBKZ Approach to OSP

The computation of rate dependent spectra Hrθ from the output response in the direction

of flow or large deformation cannot be achieved using parallel superposition of small chirp

deformation to the flow. This is because of the non-linear cross coupling that takes place

between the two steady shear flow and oscillatory deformation. Therefore, the response
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spectrum from parallel superposition is not equal to the rate dependent spectra Hrθ that we

are interested in. Therefore, to compute the rate dependent spectrum Hrθ, we consider the

general constitutive K-BKZ model [106] which is written as:

𝜎(𝑡) =

∫︁ t

−∞

[︃
∂U
∂I1

𝐶−1(t, t′) −
∂U
∂I2

𝐶(t, t′)
]︃

dt′ (2.32)

where 𝐶(t, t′) and 𝐶−1(t, t′) are the Cauchy-Green strain tensor and Finger strain tensor

respectively as introduced in 1.3.2. The invariants I1 and I2 are given by the traces of

finger strain tensor (𝐶−1) and Cauchy-Green strain tensor (𝐶) respectively. U is a potential

function related to the strain energy of the material and depends on I1, I2 and t − t′. For

step strain experiments and steady shear flow the potential function can be factorized to a

temporal response, otherwise known as the memory function M(t−t′) and a simple potential

u(I1, I2) which only depends on the invariants [80]. Wagner further simplified the factorized

K-BKZ by the assumption that the simple potential u is independent of second invariant I2

to write the stress tensor as:

𝜎(𝑡) =

∫︁ t

−∞

M(t − t′)h(I1, I2)𝐶−1(t, t′)dt′ (2.33)

where h(I1, I2) = ∂u(I1)/∂I1 is known as the damping function of the material. It relates

to the survival probability of the physical network of chains depending on the deformation

[102]. The memory function M(t) is a Laplace transform of the linear relaxation spectrum

with respect to 1/τ

M(t − t′) =

∫︁ ∞

0

H(τ)
τ

e−t/τdτ
τ

(2.34)

and hence the Eq. (2.33) can be rewritten in terms of linear relaxation spectrum as

𝜎(𝑡) =

∫︁ t

−∞

∫︁ ∞

0

H(τ)
τ2 e−t/τh(I1, I2)𝐶−1(t, t′)dτdt′ (2.35)

70



For simple steady shear flow, following [7], the invariants I1 and I2 are both equal and can

be written as I = γ2 + 3 = γ̇2(t − t′)2 + 3. Therefore, Eq. (2.35) can be expressed as

𝜎(𝑡) =

∫︁ t

−∞

∫︁ ∞

0

H(τ)
τ2 e−t/τh(γ)𝐶−1(t, t′)dτdt′ (2.36)

When a small oscillatory strain is imposed orthogonal to the shear rate, the damping func-

tion still remains the same because of the small amplitude nature of the superposed orthog-

onal strain and hence Eq. (2.36) holds appropriate for OSP. The damping function maybe

defined as

h(γ) =
G(t, γ)
G(t)

(2.37)

where G(t, γ) is the strain dependent relaxation modulus and G(t) is the linear relaxation

modulus. We performed a series of increasing step strain experiments and obtained the

relaxation modulus of 3.5 wt% concentration of alginate system as shown in Fig. 2.4.3.

The relaxation modulus of 3.5 wt% alginate system for step strain amplitude γ < 0.3 is

independent of the strain amplitude. As the amplitude increases, the modulus decreases

systematically. The damping function values for each strain is found by collapsing all the

plots to the linear relaxation modulus as shown in Fig. 2-13. The most commonly used

damping functions used are of the form: h(γ) = 1/(1 + aγ2) and h(γ) = e−γ/γ
*

[47, 102].

Both the damping function function fits are employed to the damping values computed in

Fig. 2-13 with a = 1 and γ* = 1.5. We prefer the exponential damping function since it

enables us to derive analytical results using Eq. (2.36)

𝜎(𝑡) =

∫︁ t

−∞

∫︁ ∞

0

H(τ)
τ2 e−t/τe−γ/γ

*

𝐶−1(t, t′)dτdt′ (2.38)

From Eq. (2.38), we follow the steps carried out in [100] to obtain the expression for

orthogonal moduli and the steady flow viscosity:

G′⊥(ω, γ̇) =

∫︁ ∞

0
H0(τ)

(︃
ω2τ2

(γ̇τ/γ* + 1)[(γ̇τ/γ* + 1)2 + ω2τ2]

)︃
d ln τ (2.39)

G′′⊥(ω, γ̇) =

∫︁ ∞

0
H0(τ)

(︃
ωτ

(γ̇τ/γ* + 1)2 + ω2τ2

)︃
d ln τ (2.40)
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Figure 2-12: Experimental measurements of the relaxation modulus for various imposed
strains. The modulus decreases by a constant factor across time as imposed step strain
amplitude is increased. G1 is the relaxation moduli G(t = 1 s, γ = 10%) which is used to
normalize the relaxation modulus

Figure 2-13: Relaxation modulus for various strains are collapsed to the linear relaxation
moduli to form a mastercurve. The corresponding vertical shift factors are the damping
values and are shown in the inset figure. The solid line fit to the damping values is an
exponential damping function fit: h(γ) = e−γ/γ

*

and the dashed line correspond to the
damping function fit: h(γ) = 1/(1 + γ2)

.
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η(γ̇) =

∫︁ ∞

0

H0(τ)
[1 + (γ̇τ/γ*)]2 dτ (2.41)

Substituting the linear relaxation spectrum H0 of a critical gel in terms of FML parameters

(G, β, V→ ∞) and the damping coefficient γ*, we can obtain the analytical form of steady

shear flow viscosity as:

η(γ̇) = Gβ

(︃
γ̇

γ*

)︃β−1

(2.42)

To find the rate dependent spectrum from Eq. (2.39), Eq. (2.40) and Eq. (2.41), Curtis

et al. [16] defined a reduced relaxation time:

τc =
τ

1 + γ̇τ/γ*
(2.43)

The computation of rate dependent spectrum following the procedure detailed by Curtis

et al. by measuring damping function provides us Hrθ since it is computed from output

response in the direction of large deformations (rθ). Substituting Eq. (2.43) in Eq. (2.39),

Eq. (2.40) and Eq. (2.41), the Hrθ can be derived as:

Hrθ(τ, γ̇) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
H0

(︁
τ(1 − γ̇τ/γ*)−1

)︁
, 0 < τc < γ

*/γ̇

0, γ*/γ̇ < τ < ∞

(2.44)

The damping coefficient is γ* = 1.5 for the 3.5 wt.% alginate gel used here. Using the

Eq. (2.44), the spectrum is computed and illustrated in Fig. 2-14 for various shear rates

(γ̇ = 0 s−1, 0.1 s−1, 1 s−1, s−1, 10 s−1 and 100 s−1). The contribution of long relaxation time

scales τ > γ*/γ̇ to rate dependent spectrum Hrθ is completely cut off. Therefore, there is

no contribution of long relaxation modes τ > γ*/γ̇ in the relaxation dynamics of alginate

gel in rθ direction when a unidirectional shear rate is applied. Eq. (2.41).

2.5 Discussion

The rate dependent spectrum Hrz is perperdicular to the direction of applied large non-

linear deformation obtained from the modeling orthogonal moduli data using fractional
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Figure 2-14: Rate dependent spectrum Hrθ measured in the azimuthal direction is obtained
using the critical strain γ* in the exponential damping function. There is a complete cut off

in the spectrum for relaxation time scales greater than τ ≥ γ*/γ̇.

Maxwell liquid model and inverted using Tschoegl’s method of Stieltjes integrals. Hrz is

compared with the rate dependent spectrum Hrθ in the direction of applied large non-linear

deformation extracted from damping function using the method outlined in [16] is shown

in Fig. 2-15. The variation between the two rate dependent spectrum clearly demonstrates

the flow induced anisotropy in the alginate gel. A closer look at the comparison between

these two spectra in Fig. 2-15) informs us there is no relaxation mechanisms in the material

whose time scale is greater than γ*/γ̇ in the direction of applied non-linear deformation

(unidirectional shearrate) while in the perpendicular direction to the applied non-linear

deformation, the longer relaxation time scales contribution (> (γ̇)) reduces but does not get

completely cut off. This is in agreement with Fig. 2-16. The experimental data points of

viscosity are in agreement with the area under Hrθ spectrum or its equivalent Wagner model

while there is a significant difference when viscosity is calculated from area under the Hrz

spectrum.
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Figure 2-15: The distinction between rate dependent spectrum in the orthogonal direction
of applied large deformation Hrz and Hrθ in the direction of applied large deformation
indicate flow induced anisotropies in the alginate gel.

Figure 2-16: Comparison of steady shear viscosity and viscosity calclauted from obtaining
the area under rate dependent spectrum (Hrθ(τ, γ̇)) obtained from orthogonal moduli data
under shear. The discrepancy points towards flow induced anisotropies.
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2.6 Conclusion

The use of optimally windowed chirps in orthogonal superposition rheometry has been

demonstrated in this work using 3.5% high viscosity alginate gel. The orthogonal rate de-

pendent moduli is obtained by employing optimally windowed chirp perpendicular to the

unidirectional shear rate. The viscoelastic properties of the alginate gel acts as a critical gel

[103] when there is no large non-linear unidirectional shear imposition. As a steady unidi-

rectional shear is applied, the material behaves as a shear thinning viscoelastic pre-gel with

characteristic time scale inversely proportional to the strength of the applied unidirectional

shear.

Continuous chirps of short duration is applied immediately after the cessation of shear

allow us to obtain the transient orthogonal moduli for different frequencies at different

times. We observe the moduli for our alginate gel to recover in around 28s after cessation

of shear. Transient responses on time scales of the order O(10) s were unfeasible to probe

previously because of the limitations of conventional SAOS frequency sweeps. The rate

dependent spectrum in the direction of non-linear large deformation (unidirectional shear)

and in the perpendicular direction have both been obtained using the techniques outlined

in subsections 2.4.3 and 2.4.2 respectively. The distinction between the spectrum in dif-

ferent directions is attributed to the flow induced anisotropy in alginate gel. From the rate

dependent spectra Hrz and Hrθ, we can deduce that the application of shear completely cuts

off the contribution of longer relaxation time scales τ > γ*/γ̇ while in the perpendicular

direction, the contribution of longer relaxation time scales beyond λ(γ̇) is reduced. This

flow induced anisotropy in alginate gel can also be noted from the variation in steady shear

viscosity experimental data points and data obtained from the area under Hrz spectrum in

Fig. 2-16.
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Chapter 3

Gaborheometry: Applications of the

discrete Gabor transform for

time-resolved oscillatory rheometry

3.1 Introduction

There have been significant advances in the field of signal processing in the last 50 years

whose utilization ranges to a variety of engineering and research applications such as

acoustics, image processing, astronomy, data transmission, speech recognition and med-

ical imaging such as CAT scans and MRI [19, 22, 31, 40, 48, 59, 92]. These advanced sig-

nal processing techniques have until recently been under utilized in the field of rheometry.

However in recent years, there has been a significant trend in developing signal processing

techniques relevant to soft material characterization such as Large Amplitude Oscillatory

Shear (LAOS) [26, 26, 26, 30, 27, 29, 25, 28, 21, 77, 44], Medium Amplitude Oscillatory

Shear (MAOS) [88, 68] and Medium Amplitude Parallel Superposition (MAPS) [63, 62].

These techniques help in probing the viscoelastic material properties of an unknown ma-

terial which paves the way for understanding the flow behavior of the material at differ-

ent stresses or strain state. For viscoelastic materials, these rheological measures are a

function of frequency of the material deformation and aid in characterizing materials for
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a range of applications in consumer industries, automotive sectors and oil and gas indus-

tries. However, the signal processing used to analyze these oscillatory techniques including

conventional Small Amplitude Oscillatory Shear (SAOS) utilize discrete Fourier transform

(DFT) which does not introduce any time resolution by itself. This makes it difficult to

characterize mutating materials which are both time and shear rate or stress dependent.

There are several phenomena which are responsible for the mutating nature of vis-

coelastic properties in complex fluids. For example, in metal-ion crosslinked polymers, the

metal ion coordinate bonds can be reversible [43, 66]. This results in build up of structural

features over time when breakdown of the microstructure is initiated by large deformations

such as high shear-rate or stress. Shear induced microstructural build up and breakdown

(not necessarily by reversible coordinate bonds) over time is reflected in terms of the depen-

dence of viscoelastic properties not just on frequency but also on elapsed time or waiting

time. This phenomena is common in many complex fluids and such systems, which do not

satisfy time translation invariance are widely characterized or known as thixotropic materi-

als [69, 71, 60, 23]. In soft glassy materials, there is no need for shear or large deformations

to induce structural build up. These materials are out of thermodynamic equilibrium and

show time dependent slowing down of relaxation dynamics[50, 49, 51, 2, 3, 52, 85]. The

mobility of the microscopic constituents due to the thermal energy induces slow steady

structural evolution with time to form progressively more stable structures to reduce the

free energy. This process of structural evolution with time observed in soft glassy materials

is known as physical aging [83, 86, 84, 87, 1, 4, 39]. In the process of physical aging, the

elastic modulus and relaxation time typically increases with time.

To quantify the rate of evolution in such mutating materials, Winter et al, introduced a

dimensionless number they called the mutation number Mug as a measure to characterize

the change in the property of the material within the experimental time. Here g indicates

the property of interest and Mug is defined as the ratio between mutation time λMu and the

experimental time ∆t required to obtain the material property of interest [74]. The mutation

time λMu is defined as the characteristic time constant for the change of material:

λMu =

[︃
∂ ln g
∂t

]︃−1

(3.1)
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𝑀𝑢!~0.02

𝑀𝑢!~0.1

𝑀𝑢!~0.25

Figure 3-1: Time dependency of the elastic modulus for various thixotropic/ mutating ma-
terials. Image reproduced from [15]. tw represent the elasped or waiting time after preshear
at which the small amplitude oscillatory deformation is imposed to obtain the moduli data.
The steeper slope for the bentonite data indicates a higher mutation number than the gel
and mustard.

The experimental time ∆t for an oscillatory shear experiment which takes a single cycle to

complete is ∆t = 2π/ω. Therefore the mutation number can be written as:

Mug =
∆t
λMu

=
2π
ω

d ln g
dt

(3.2)

In order to obtain accurate measurements, the property of the material should not change

significantly within the duration of the experiment and therefore we require the criterion

Mug ≤ 0.15 [18].

In Fig. 3-1 we reproduce the data from [15] which shows the time dependency of the

elastic modulus of several soft materials which are of high importance to various consumer

and oil industries. The three materials shown in Fig. 3-1 are an unspecified gel, mustard and

bentonite clay which is commonly used in the drilling industry. It is clear that the bentonite

sample has the highest mutation number among the three systems. Satisfying the criterion

Mug ≤ 0.1 can be challenging for such rapidly mutating systems. The time dependency
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Figure 3-2: Evolution in the steady shear viscosity and shear stress for a 5% bentonite
dispersion in deionized water. Blue color indicates the data for which the shear rate is
increased from γ̇ = 0.1 to 100 s−1. Red color indicates the data for which shear rate is
decreased from γ̇ = 0.1 to 100 s−1. The total elapsed time of sweep in one direction is 1800
s.

of bentonite’s viscoelastic properties can be observed in the flow curve as well, as seen in

Fig. 3-2. The flow curves can be well described by the Herschel Bukley model σ = σy+kγ̇n

and a systematic increase of the yield stress σy(t) is observed with time. For such mutating

materials, Geri et al introduced the Optimally Windowed Chirp (OWCh) which makes use

of frequency modulated exponential Chirp signal in conjunction with Tukey windowing to

replace standard SAOS techniques in order to enable rapid determination of the frequency

response viscoelastic materials in the linear regime [35, 9]. This technique, which reduces

the experimental time required to perform a frequency sweep results in a reduction of the

mutation number Mug, and hence they have shown this can be used for time-evolving

systems to obtain the frequency response characteristics at a given instant of time for a

range of frequencies [36]. For rapidly mutating materials, even the usage of the Optimally

Windowed Chirp techniques can be challenging since it can be difficult to satisfy the criteria

Mug ≤ 0.15.

A desirable feature of any new advanced signal processing techniques would be to

82



enable both time and frequency resolution of rapidly mutating materials which are of high

interest to various industrial and biomedical applications. To this end, we introduce the

Gabor transform for analysis of rheometric data. This is a special case of the Short Time

Fourier Transform (STFT) and enables determination (within constranits discussed later)

of both time and frequency resolution from oscillatory experiments. The Gabor transform

uses a localized Gaussian function as a window in conjunction with a Fourier transform to

provide both time and frequency resolution. The use of a Gaussian function helps facilitate

derivation of analytical results on the errors incurred and helps us to understand the details

of the process theoretically. The Gaussian window has been proven to have the minimum

time-frequency uncertainty of available window functions providing a strong case to use

this special case of the STFT, known as the Gabor transform for rheometric applications.

In this work, we start by briefly reviewing the discrete Fourier transform (DFT) and its

limitations. Then, we introduce the Gabor transform and the computational details required

such as selection of window length, amplitude correction in rheometry for its applications.

We first demonstrate use of the Gabor transform to resolve the time dependent complex

modulus for an aging Kelvin Voigt model and then proceed to use the algorithm developed

to extract the time-dependent complex modulus of an aging 5 wt. % bentonite dispersion.

We also discuss two other applications of the Gabor transform in rheometry: (i) extracting

steady state frequency response as well as the transient response accurately from the initial

oscillatory data recorded following the initial inception of oscillatory shear which helps us

to obtain data with short duration experiments and reduces the need to wait long periods

for the viscoelastic transient response to subside; (ii) accurately extracting and monitoring

the evolution of the non-linear Fourier or Chebyshev coefficients in LAOS with increas-

ing strain or stress amplitude at a specified deformation frequency. This latter application

streamlines the LAOS tests by reducing the number of experiments required and the data

post processing times that are required to obtain the non-linear Chebyshev-Fourier coeffi-

cients that characterize viscous and elastic non-linearities. We refer to the use of the dis-

crete Gabor transform for rheometric applications as Gaborheometry. Finally we discuss

importance of Heissenberg’s time-frequency uncertainty principle [57, 11] in using Gabor

transform which provides guidance in selecting the trade-off between selecting time and
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frequency resolution and its importance in designing convenient and robust experimental

protocols in rheometry.

3.2 Discrete Fourier transform in rheometry

3.2.1 Introduction to the Discrete Fourier Transform (DFT)

The complex modulus of a linear viscoelastic material can be defined for a periodic small

amplitude oscillatory shearing deformation by

G*(ω) = G′(ω) + iG′′(ω) =
σ̃(ω)
γ̃(ω)

(3.3)

where σ̃(ω) is the discrete Fourier transform (DFT) of the stress signal and γ̃(ω) is the

discrete Fourier transform of the strain signal [8]. The real part of the complex moduli

is the storage modulus and the imaginary part is the loss modulus. The discrete Fourier

transform for time signal of x(t) considers the entire time signal and is defined as

x̃DFT (ωk) =

N−1∑︁
n=0

x(tn)e−iωktn k = 0, 1, 2, . . .N − 1 (3.4)

where x(tn) is the input signal amplitude at each time tn, N is the total number of points

present in the digital signal or the number of time samples, dt is the time sampling interval

and tn = n · dt is the nth sampling instant. The total duration of the signal is T = (N − 1)dt.

x̃DFT (ωk) is the complex valued spectrum of x at frequency ωk, ωk = kΩ is the kth frequency

sample, Ω = 2π/(N ·dt) is the radian-frequency sampling interval and fs = 1/dt is the sam-

pling rate. The kernel consists of complex information samples at discrete frequencies ωk,

between 0 and ω = 2π/dt. But, the second half of the information in frequency domain

does not contain new information and they correspond to the negative frequencies. There-

fore, only N/2 frequency samples with true information is obtained in frequency domain

from N discrete time samples. These different parameters are depicted schematically in

Fig. 3-3. x̃DFT (ωk), the DFT at frequency ωk , is a measure of the amplitude and phase of

the complex information present in the input signal x at that frequency [89].
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𝑑𝑡: Time interval of the signal; 𝑁: Total number of points in the digital signal. 

𝑡 = 0

𝑑𝑡

𝑥[𝑛 = 1]

𝑛 = 1 𝑛 = 2 𝑛 = 𝑁 −2

𝑛 = 𝑁 −1

𝑡 = 𝑁 − 1 𝑑𝑡

𝑛 = 0, 1, 2	… ,𝑁 − 1

𝑛 = 0

𝑥[𝑛 = 2]

𝑥[𝑛 = 𝑁 −2]

Figure 3-3: Digital signal is composed of N total points with a time interval dt. x[n]
corresponds to the digital signal at x(n · dt) where n ∈ 0, 1, 2...N − 1

3.2.2 Limitations of DFT: No time resoultion and assumption of time

translation invariance

The discrete Fourier transform considers the entire time signal in order to calculate the

amplitudes of the different frequency components present in the time signal. The time-

resolved frequency information is not obtainable from Eq. (3.4) using a discrete Fourier

transform. To illustrate this, in Fig. 3-4 (a), we show the time signal comprised of two

different frequencies. The signal is constructed by the follosing stepwise frequency

x(t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
sin(1t) t < 20π

sin(5t) t > 20π
(3.5)

The Fourier transform of the signal constructed from Eq. (3.5) is shown in Fig. 3-4 (b).

As expected, the Fourier transform correctly gives the information about the two different

frequencies (1 and 5 rad/s) present in the time signal; however, the time resolved frequency

information for locating the peaks at ω = 1rad/s and ω = 5rad/s are present in the signal

is not clearly indicated. The small amplitude oscillations seen in Fig. 3-4 (b) are known as

Fresnel ripples and indicate that the signal is not infinitely periodic and represents the step

discontinuity of the frequency components in the signal. No time information capturing

when a particular frequency is present in the time signal is present in the output of the

Discrete Fourier transform.

The second limitation of the discrete Fourier transform is the assumption of time trans-

lation invariance (TTI). To illustrate this limitation, we construct a sinusoidal signal with a
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Figure 3-4: (a) A time series constructed according to Eq. (3.5). The total number of
points N = 10240 and the duration of the time signal is Ndt = 40π. (b) Frequency spectrum
following discrete Fourier transform of (a). The ripples observed in the frequency spectrum
is because of the finite periodicity of the time signal and the time dependency in changing
the frequency of the signal.
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Figure 3-5: (a) The orange solid line represents the sinusoidal signal whose amplitude
increases linearly with time according to Eq. (3.6). The blue solid line represents the signal
constructed just from the peak value of frequency spectrum of Eq. (3.6). The total number
of points N = 20480 and the duration of the time signal is Ndt = 40π. (b) The plot shows
the frequency spectrum of the time signal in Eq. (3.6). The non-zero components observed
in the inset figure apart from the peak frequency ω = 1 rad/s are due to the time dependent
amplitude in the sinusoidal signal x(t) = 0.1t sin(t).
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strictly increasing amplitude

x(t) = 0.1t sin(ω0t) (3.6)

where ω0 = 1 rad/s. The resulting time signal is shown in Fig. 3-5 (a) by orange solid

line and the discrete Fourier transform of Eq. (3.6) is plotted in Fig. 3-5 (b). Unlike the

DFT of a time invariant sinusoid, the DFT of the time signal in Eq. (3.6), is non-zero even

at frequencies ω , ω0, where ω0 = 1 rad/s for our example. This can be more clearly

visualized by using a logarithmic scaling as shown in the inset figure Fig. 3-5 (b). The

peak value of the discrete transform at x̃(ω = ω0) in Fig. 3-5 (b) equals the value of DFT

at ω = ω0 of the time invariant sinusoidal signal with frequency of ω0 and mean amplitude

of entire signal in Eq. (3.6) with duration T . The time invariant sinusoid with amplitude

of 0.1T/2 and frequency of ω0 is shown in Fig. 3-5 (a) by the blue curve. Therefore, for

thixotropic and aging materials, in which the output signal corresponding to the measured

strain response to a constant amplitude sinusoidal stress input, using just the numerical

value of DFT at the frequency of input signal in order to calculate the material property G*

will result in the mean value of G* over the duration of the experiment, but does not provide

us with the dependence of the complex moduli with time.

3.2.3 Piece-wise analysis

The current techniques followed for thixotropic and aging materials in which the modulus

is both time and frequency analysis is piece-wise analysis. The output signal is broken into

a number of different pieces. Each piece-wise signal corresponds to a particular age-time

and are processed separately by discrete Fourier transform to obtain the time dependency in

aging and thixotropic naterials. For fast mutating materials, this technique can be difficult

to obtain accurate results.

As we have attempted to show from these examples, it is important to develop more

advanced techniques which can accommodate time-varying signals that do not show time-

translation invariance in-order to extract information about temporal variations in the com-

plex modulus for thixotropic and aging materials. Recognizing the advancements in other

multifrequency data-rich rheometric techniques such as OWCh and MAPS, we now wish
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to seek time-resolved protocols which can capture and separate both time and frequency

information for mutating soft material samples.

3.3 Gabor transform

3.3.1 Introduction to Gabor transform

The short time Fourier transform is used to obtain both time and frequency resolution of

the time signal. In a short time Fourier transform, the time signal x(t) is multiplied by a

window function w(t − τ) and then a Fourier transform is taken [82].

x̃(τ, ω) =

∫︁ ∞

−∞

x(t)w(t − τ)e−iωtdt (3.7)

Here, τ andω are the time and frequency of interest. w(t−τ) is the specific window function

which localizes the time information in the short time Fourier transform.

The Gabor transform is a special case of short time Fourier transform in which the

window function is given by a Gaussian function [34]. The Gaussian function g(t − τ) is

multiplied into the signal x(t) and then the Fourier transform is computed to provide both

time t and frequency ω resolution. The Gabor transform can thus be written as

x̃(τ, ω) =

∫︁ ∞

−∞

x(t)g(t − τ)e−iωtdt (3.8)

where the Gaussian window function is given by

g(t − τ) =
1
√

2πa
e−(t−τ)2/2a2

(3.9)

Here a, which is the standard deviation of the Gaussian function sets the window length as

shown in Fig. 3-6. As a −→ ∞, the conventional Fourier transform is recovered and there is

no windowing or modification to the original time signal x(t) progressively. As a decreases,

the window becomes narrower so that the localization improves.

For real discrete time signals such as the digitized strain or stress signals received from

the A/D converter of a rheometer, a discrete Fourier transform of the product of the incom-
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Figure 3-6: Gaussian window is plotted and a, the standard deviation of the Gaussian
function is considered as the Gaussian window length. The value of the window at t−τ = a
is w = 0.6 and t − τ = 2a is w = 0.13.

ing time signal with the Gaussian window is taken, as represented in Eq. (3.4) instead of a

Fourier transform involving integrals.

3.3.2 Amplitude correction due to windowing

Although the Gabor transformation provides a time localization, the window function re-

duces the amplitude of the transformation variable x̃(τ, ω). In rheometry we need pre-

cise values of the amplitude in order to correctly compute quantities such as the dynamic

modulus so this amplitude reduction needs to be systematically corrected. To illustrate

this, we again consider a sinusoidal signal x(t) = sin(ω0tn) with number of discrete points

N = 2048, the total duration of the signal T = 40π and ω0 = 1 rad/s as shown in Fig. 3-7

(a). A Gaussian window at τ = 60s is considered in Fig. 3-7 (b). The windowed signal

which is the product of the time signal x(t) and the Gaussian window is shown in Fig. 3-7

(c). The calculated amplitude spectra from the discrete Fourier transform of the windowed

signal is different from the amplitude spectra of the time signal x(t) = sin(ω0tn) without any
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Figure 3-7: (a) The sinusoidal signal x(t) = sin(ω0t) is plotted where ω0 = 1 rad/s. (b)
Gaussian window with τ = 20π is plotted with aω0 = 2.63. (c) The windowed signal is the
product of x(t)g(t− τ) is plotted for τ = 20π. (d) Amplitude spectrum of x(t) is represented
using blue solid line. Amplitude spectrum of the windowed signal is represented using
the red solid line and the amplitude spectrum of the windowed signal multiplied with the
amplitude correction is shown as the yellow solid line.
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windowing. This is shown by the difference between the red solid line which corresponds

to the amplitude spectra of the windowed signal and the blue solid line which corresponds

to the amplitude spectra of the raw time signal x(t) = sin(ω0t) without any window in

Fig. 3-7 (d). Therefore in order to get the correct value of the complex modulus from a dis-

crete Gabor transform which includes windowing, we use an amplitude correction factor

Aw [10] given by

Aw =
N∑︀n=N−1

n=0 w(tn)
(3.10)

where N is the total number of points in the discrete time signal , tn = n ·dt as defined in

section 3.2.1 and w(tn) is the value of the window function at time tn. Using this correction

factor, we can now write the relationship between the peak magnitude in the amplitude

spectra computed for the frequency of the signal x(t) from the discrete Fourier transform

and from the discrete Gabor transform.

x̃DFT (ω = ω0) = x̃S T FT (ω = ω0) * Aw (3.11)

The yellow solid line in Fig. 3-7 (d), shows the amplitude spectra of the discrete Gabor

transform after correction. The peak value now coincides with the peak value of the time

signal without any windowing. By using this procedure, the discrete Gabor transform (or

any other windowed STFT) can be easily employed to obtain the correct value of complex

moduli from the output stress or strain signal at the specified frequency of interest.

3.3.3 Estimation of optimal window length

It remains to understand how the selection of the window length affects our spectral and

temporal resolution of our Gabor transform, and if there is an optimal value of the param-

eter a. In order to find the relationship between the window length and frequency of the

time signal, a cosine signal x0 cos(ω0tn) is considered. The discrete Fourier transform of
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the cosine signal at angular frequency ω0 yields:

x̃DFT (ω0) =

N−1∑︁
n=0

x0 cos(ω0tn)e−iω0tn = x0N/2 (3.12)

where N is the total number of points in the digital signal, . The discrete Gabor transform

(DGT) of A cos(ω0t) at τ = 0 is just the discrete Fourier transform (DFT) of the time signal

after the multiplication of Gaussian window:

x̃DGT (ωk) =

N−1∑︁
n=0

x0 cos(ω0n)
1
√

2πa
e−n2/2a2

e−iωkn (3.13)

In order to obtain the correct peak value at the frequency of interest ωk = ω0, the amplitude

correction factor Aw is multiplied with the discrete Gabor transform. Therefore, Eq. (3.13)

with ωk = ω0 becomes:

x̃DGT (ω0) = x0N
∑︀N−1

n=0 cos(ω0n)e−n2/2a2
e−iω0n∑︀N−1

n=0 e−n2/2a2
(3.14)

Writing the cosine function in terms of (eiω0t + e−iω0t)/2, Eq. (3.14) is simplified into:

x̃DGT (ω0) =

(︃
x0N

2

)︃(︃∑︀N−1
n=0 e−n2/2a2

(1 + e−i2ω0n)∑︀N−1
n=0 e−n2/2a2

)︃
(3.15)

We further simplify Eq. (3.15)

x̃DGT (ω0) =

(︃
x0N

2

)︃(︃
1 +

∑︀N−1
n=0 e−i2ω0n∑︀N−1
n=0 e−n2/2a2

)︃
(3.16)

It is clear from Eq. (3.16) that in the limit a −→ ∞ for x̃DGT approaches the discrete Fourier

transform x̃DFT result. However, in this limit we lose temporal resolution. In order to accu-

ratley approximate the discrete Fourier transform as discrete Gabor transform, we require

the error in the Eq. (3.16) to be small i.e.:

∑︀N−1
n=0 e−n2/2a2

e−i2ω0n∑︀N−1
n=0 e−n2/2a2

≪ 1 (3.17)
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The imaginary part of Eq. (3.17) is zero, since
∑︀N−1

n=0 e−n2/2a2
sin(2ω0n) is zero because

we are considering an odd function. Therefore, considering the error in the real part of

Eq. (3.17) we require ∑︀N−1
n=0 e−n2/2a2

cos(2ω0n)∑︀N−1
n=0 e−n2/2a2

≪ 1 (3.18)

The nature of the cosine function in Eq. (3.18) conveys that the error in discrete Gabor

transform is oscillatory. After amplitude correction, the error oscillates around the correct

value (obtained from the DFT) with a frequency which is two times the frequency of the

test signal. For large N, the error term can be approximated as:

∑︀N−1
n=0 e−n2/2a2

cos(2ω0n)∑︀N−1
n=0 e−n2/2a2

≈

∫︀ ∞
−∞

e−n2/2a2
cos(2ω0n)dn∫︀ ∞

−∞
e−n2/2a2dn

= e−2a2ω2
(3.19)

We set a tolerance limit of 10−6 for the oscillatory error in the discrete Gabor transform

e−2a2ω2
0 ≤ 10−6 (3.20)

From here, we obtain an inequality between the window length and the frequency of the

time signal in order to neglect the oscillatory error present in the discrete Gabor transform

and approximate the transformed result as the discrete Fourier transform of the frequency

of interest:

a ≥
2.63
ω0

(3.21)

However, we have also seen that as the window length increases, time resolution decreases.

Hence, to achieve optimal time resolution and frequency resolution we select

a =
2.63
ω0

(3.22)

to be the optimal window length. The relationship between the window length and time

resolution is demonstrated in Fig. 3-8. Fig. 3-8 shows the amplitude spectra calculated

from discrete Gabor transform Fig. 3-4 (a) for a ω0 = 1 rad/s. The results from different

window lengths are shown. As the window length decreases from a = 26.3 s to the optimal

window length a = 2.63 s, the time resolution gets better. However, when the window
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Figure 3-8: Time resolution of discrete Gabor transform at ω0 = 1 rad/s of the signal in
Fig. 3-4 (a) for different window lengths. As the window length gets smaller, the temporal
resolution gets better. But when the window length becomes less than a = 2.63/ω0, where
ω0 is the frequency of the imposed sinusoid, the oscillatory error which oscillates at 2ω0

starts to dominate and is shown by the magenta data points.

length is reduced even further and the inequality in Eq. (3.21) is not satisfied, we observe

the growth of an oscillatory error with a frequency of 2ω0 as expected from Eq. (3.18).

If a multiwave time signal [104] which has multiple frequencies are considered, the ω0 in

the Eq. (3.22) should be the lowest frequency present in the signal so that the inequality in

Eq. (3.21) is obeyed for all frequencies present in the original time signal x(t). The time

frequency uncertainty involved in extracting time and frequency information using Gabor

transform is discussed in Appendix B.

3.4 Applications of Gabor transform

3.4.1 Extracting time dependent complex moduli

In the previous subsections, the discrete Gabor transform was introduced to overcome the

limitations of the discrete Fourier transform specifically the absence of time resolution

and assumption of time translation invariance. Data processing techniques for amplitude

correction and identifying the optimal window length were discussed to enable use the
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Figure 3-9: An aging or time-evolving Kelvin Voigt model is illustrated. It is a mechanical
model with a dashpot and spring in parallel configuration representing the viscous and
elastic mode respectively. The total output stress for an applied strain for the Kelvin Voigt
model can be written as σ(t) = Eγ(t) + η0γ̇(t) where E(t) is the modulus of the spring at
time t and η0 is the constant damping coefficient of the dashpot which is equivalent to the
viscosity.

discrete Gabor transform to obtain accurate data. Now, we consider various applications

of the discrete Gabor transform in rheometry. The discrete Gabor transform can be used

for extracting time dependent complex moduli data for thixotropic and aging materials, or

more generally known as mutating materials [74]. For such mutating materials, the time

and frequency dependent complex moduli can be generally defined as:

G*(ω, τ) =
σ̃S T FT (ω, τ)
γ̃S T FT (ω, τ)

(3.23)

where σ̃S T FT is the short time Fourier transform of the stress signal and γ̃S T FT is the short

time Fourier transform of the strain signal.

To demonstrate the aplpications of this idea, we consider an aging Kelvin Voigt model

[15] as shown in Fig. 3-9 to demonstrate the capabilities of extracting time dependent

moduli using Gabor transform. The Kelvin Voigt model [24] is a mechanical model in

which the spring is in parallel with a dashpot as shown in Fig. 3-9. The aging Kelvin Voight

model with a time-varying modulus and a constant viscosity has been used by Coussot [15]
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Figure 3-10: (a) The output stress from the aging Kelvin Voigt model given by Eq. (3.24)
and Eq. (3.25) for an input of γ(t) = γ0 sin(ω0t) where γ0 = 0.1 and ω0 = 10 rad/s is
illustrated by the black solid line. The Gaussian with a = 0.263 s window which traverses
across the output signal is represented by the red solid line at τ = 32 s. (b) The windowed
signal in time multiplied by the Gaussian window at τ = 32 s is plotted (c) The time
dependent complex moduli for ω0 = 1 rad/s is plotted. The red solid line and the red data
points show reqpectively the analytical solution and data obtained from the discrete Gabor
transform (DGT) for the storage modulus. Similarly, the blue solid line and the blue data
points represent the analytical solution and the data for the loss modulus obtained from
DGT.
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Figure 3-11: (a) The output strain from 5% bentonite dispersion for an input of σ(t) =

σ0sin(ωt) is plotted using black solid line and the Gaussian window a = 2.63 s which
traverses across the output time signal is represented by red solid line. (b) The windowed
signal along time as Gaussian window progresses is plotted for τ = 320 s. (c) The time
dependent complex modulus for ω0 = 1 rad/s is shown. The red data points and the blue
data points represent the storage and loss modulus data obtained from DGT respectively.
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for modeling the aging behavior of Bentonite clay, and the constitutive response can be

written in the form

σ(t) = E(t)γ(t) + η0γ̇(t) (3.24)

For the purpose of demonstration, we set the viscosity η0 = 2 Pa · s and allow the modulus

to be a linear function of time.

E(t) = 10 + 0.5t (3.25)

The storage modulus and the loss modulus for time-varying Kelvin Voigt model can be

expressed analytically as:

G′(ω, τ) = E(t) = 10 + 0.5t (3.26)

G′′(ω, τ) = η0ω0 (3.27)

An oscillatory strain signal of the form γ(t) = γ0 sin(ω0t) with γ0 = 0.1 and ω0 = 10

rad/s is used as the input to the aging Kelvin Voigt model. The output stress is calculated

from Eq. (3.24) and is plotted in Fig. 3-10 (a). The amplitude of the stress signal increases

linearly with time since the modulus increases linearly with time. The phase of the signal

also shifts with time due to the decreasing phase angle δ(t) = tan−1 (η0/E(t))ω0 but this is

difficult to discern from a plot such as Fig. 3-10.

To find the time dependent complex moduli from the output stress signal and the input

strain signal using Discrete Gabor transform, Gaussian window of window length a =

2.63/ω = 0.263 s is sent along the output signal as shown by the red solid line in Fig. 3-10

(a). The Gaussian window traverses the output stress signal and as it travels across the

signal, the windowed stress i.e. the product of the stress σ(t) and the Gaussian window

g(t − τ) at every discrete time instant is calculated. The windowed stress is shown in

Fig. 3-10 (b) at time τ = 32 s. Thus time resolution is obtained by the moving Gaussian

window. The time-resolved discrete Gabor transform corresponding to the discrete Fourier

transform of this windowed signal at every discrete time instant is calculated. This process

is also followed for the input strain signal as well, and using Eq. (3.23), the time-dependent

complex modulus is obtained and is plotted in Fig. 3-10 (c). The storage modulus (red

data points) and the loss modulus (blue data points) calculated using the discrete Gabor
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transform (up to the point τ = 32 s) are in excellent agreement with the analytical solution

of the storage and loss modulus represented by red and blue solid line respectively in Fig. 3-

10 (c).

We now consider application of the DGT to experimental data using a 5 wt.% Ben-

tonite dispersion, a soft glassy material. Here, we consider an oscillatory stress input of

σ = σ0 sin(ωt) is applied where σ0 = 0.1 Pa and ω = 0.37 rad/s. The output oscillatory

strain is shown in Fig. 3-11 (a). Following the same procedures mentioned for extracting

time dependent complex moduli for the Kelvin Voigt model, we obtain the time depen-

dent complex moduli for the Bentonite dispersion. The storage modulus (red data points)

increases logarithmic with aging time as seen in Fig. 3-11 (c). This demonstrates the phys-

ical aging behavior of this soft glassy material. There is no dependence of loss modulus

on aging time for bentonite, indicating that the material becomes more elastic or solid-like

with time but it’s linear viscous response remains the same.

3.4.2 Extracting transient modulus and compliance in startup of flow

Measuring the transient response during the start up of shear flow is common in stress

controlled rheometry. The secular term (transient + offset from zero) is dominant at the

inception of the oscillatory flow brings disorder to the signal and results in measurement

errors of steady flow properties. Hence, the conventional procedure for measuring the

steady state compliance J′ & J′′ is by waiting for the transient response to diminsh and

then the data recording is started. This results in loss of initial transient data. Therefore, we

demonstrate using discrete Gabor transforms to obtain the transient data as well as steady

state data simultaneously with accuracy. To illustrate the approach, we consider a two mode

Maxwell model which consists of two series of spring and dashpot in parallel as shown in

Fig. 3-12 for which the analytical results for transient response for start up of oscillatory

stress [42, 61]. The input to a two mode Maxwell model is given by σ = σ0 sin(ωt + ψ).

The output strain for the start-up flow is:

γ(t) = σ0

(︂
J′(ω) sin(ψ + ωt) − J′′(ω) cos(ψ + ωt)

)︂
+ σ0

cos(ψ)
ω(η1 + η2)

+ γt (3.28)
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Figure 3-12: The two mode Maxwell model is a parallel combination of two sets of
Maxwell models in parallel configuration. The relaxation times are τ1 = η1/G1 and
τ2 = η2/G2.

Now, the transient term can be written as:

γt = σ0
(ωλ cos(ψ) − sin(ψ))η1η2(τ1 − τ2)2

(1 + (λω)2)(η1 + η2)2(τ1η2 + τ2η1)
e−t/λ (3.29)

The retardation time for the two mode Maxwell mode is

λ =
η1τ2 + η2τ1

η1 + η2
(3.30)

The secular term comprises of the offset from zero and the transient term in Eq. (3.28). The

model parameters for the demonstration are chosen as follows: σ0 = 1 Pa, η1 = 1 Pa · s,

η1 = 10 Pa · s, τ1 = 10 s, τ1 = 0.01 s, ω = 52 rad/s and ψ = 0.

To evaluate the steady state and the transient terms, the Gaussian window with a = 0.07

s is translated along the time signal as illustrated in Fig. 3-13 (a) and the discrete Gabor

transform is calculated. The contribution to the secular term at each τ corresponds to the

DC (ω = 0) component in the discrete Gabor transform and the complex compliance J*(ω)

is the component of discrete Gabor transform which corresponds to the frequency of the
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Figure 3-13: (a) The black solid line represents the output strain following initiation of
small amplitude oscillatory stress at t = 0 with ψ = 0 and the red solid line shows the
traversing Gaussian window (aω = 3.6) with time. (b) The windowed signal as the Gaus-
sian window progresses in time is represented (c) The red and blue data points show the
elastic and viscous compliance from DGT respectively. The red and blue dashed lines rep-
resent the elastic and viscous compliance calculated from DFT considering the entire time
signal in (a). The red and blue solid lines represent the analytical solution for the elastic
and viscous compliance respectively for the two mode Maxwell given by Eq. (3.28) with
the specified parameters. (d) The secular term data obtained from DGT is shown using red
data points and the analytical solution for the secular term is represented by red solid line.
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Figure 3-14: The error in calculating the complex compliance for different window lengths
from DGT and from DFT decreases as the total number of cycles n considered for the cal-
culation of the transform increases. The error converges quickly when using the DGT and
the final convergence value varies systematically with the window length. As the window
length increases, the error decreases but the temporal resolution for the initial transitient
also decreases.

input time signal. Both the secular and the steady state terms are plotted in Fig. 3-13 (c)

and (d) respectively. The error in the steady state compliance is defined as:

ε =

⃒⃒⃒⃒⃒
⃒ |J*| − Janalytical

J*analytical

⃒⃒⃒⃒⃒
⃒ (3.31)

For different window lengths a = 2.63 * m/ω, where m = 1, 1.5, 2, 3 and for a fixed value

of ω = 52 rad/s, ε is calculated using the parameter values given above and the resulting

error is shown in Fig. 3-14 as a function of number of cycles (n) of the output strain signal

which is considered for the calculation of the steady state complex compliance. It can

be observed from Fig. 3-14, that the error in discrete Gabor transform decreases more

rapidly than the error from the discrete Fourier transform. The error plateau decreases as

the window length is increased and there is more flexibility for the window length in this

application since there is no time dependence here and hence time resolution is not given
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importance.

3.4.3 Rapid extraction of non-linear Fourier/ Chebyhev coefficients

Another application of Gaborheometry is in the rapid construction of a Pipkin diagram for a

complex fluid. In the linear viscoelastic regime, to obtain data across different frequencies,

Optimally windowed Chirps (OWCh) can be used [35, 36]. In the medium amplitude

regime, MAPS protocols have been developed recently [63, 64]. In the non-linear regime,

the material functions for a complex fluid are functions of both frequencies and input strain

amplitude. Therefore, the conventional techniques which have been used to probe the

Pipkin diagram in this regime are Medium Amplitude Oscillatory Shear (MAOS) and Large

Amplitude Oscillatory Shear (LAOS). In these methods, a sinusoidal signal with a user-

specified amplitude and frequency is selected as input strain signal [25, 30].

γ(t) = γ0 sin(ωt) (3.32)

This corresponds to a single coordinate point in the Pipkin diagram represented schemati-

cally in Fig. 3-15. The output stress in the non-linear regime can then be written in terms

of the Fourier series.

σ(t) = γ0

∑︁
n:odd

G′n(ω, γ0) sin(nωt) + G′′n (ω, γ0) cos(nωt) (3.33)

where G′n(ω, γ0) and G′′n (ω, γ0) are the elastic and viscous non-linear Fourier coefficients

respectively. When γ0 −→ 0, (i.e. in the linear regime) we expect G′1(ω, γ0) = G′(ω)

and G′′1 (ω, γ0) = G′′(ω). The output stress can also be written in terms of Chebyshev

polynomials [29, 25, 26, 28]

σ(t) = γ0

∑︁
n:odd

en(ω, γ0)Tn(γ/γ0) + γ̇0

∑︁
n:odd

vn(ω, γ0)Tn(γ̇/γ̇0) (3.34)

where Tn is the nth order Chebyshev coefficient. The en coefficients are referred as the

elastic Chebyshev coefficients and the vn values are the viscous Chebyshev coefficients.

The relationship between the elastic and viscous Fourier and the Chebyshev coefficients
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Figure 3-15: General representation of the Pipkin space for a complex fluid in terms of
frequency ω and strain amplitude γ0. Frequency modulated chirps serve as a quick way
to obtain the linear frequency response. The conventional way of obtaining non-linear
Fourier/ Chebyshev coefficients by specifying a single point γ0, ω shown by each green
point and then imposing a strain input of the from given in Eq. (3.32) can be time consum-
ing. The quick way of obtaining non-linear Fourier/ Chebyshev coefficients for a specified
deformation frequency using amplitude modulated ramps to construct the Pipkin diagram
is illustrated.
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are given by

en = G′n(−1)(n−1)/2 (3.35)

vn = G′′n /ω (3.36)

These non-linear Fourier and Chebyshev coefficients can be determined for different input

strain amplitudes and frequencies as shown by the green data points in Fig. 3-15. Therefore,

for a particular frequency of deformation, in order to find the dependence of G′n(ω, γ0) or

G′′n (ω, γ0) on strain amplitude or just to plot these non-linear Fourier coefficients against

strain amplitude, one can take many LAOS experiments at various amplitudes but probing

the entire Pipkin diagram can be time consuming.

We thus consider using an amplitude modulated input signal to perform a slow am-

plitude sweep at a specified deformation frequency and then using Gaborheometry to ex-

tract the strain evolving Fourier coefficients as a function of input amplitude from a single

experiment. This is schematically represented using the vertical oscillatory solid line in

Fig. 3-15. This technique reduces the number of experiments required to probe the Pipkin

diagram and the post processing time as well. Using Gaborheometry, we can obtain the

dependence of these non-linear Fourier-Chebyshev coefficients on input strain amplitude

for a specified deformation frequency from a single experiment i.e. values of G′n(ω, γ) or

G′′n (ω, γ) or equivalently en and vn for a specified frequency can be plotted against strain

amplitudes from a single experiment.

To demonstrate this technique, we consider a linear amplitude modulated input strain

signal with modulation rate r.

γ(t) = γi (1 + rt/γi) sin(ωt) (3.37)

where γi is the initial amplitude of the modulated signal. The Gaussian window which is

passed over the time signal calculates the windowed signal over a window length set by

the value of a. In a single oscillatory cycle, the input strain amplitude should not change

significantly, so that we can approximate the oscillatory windowed output signal as a result
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of an approximately constant input amplitude. Therefore, to obtain a relevant constraint, at

any time instant t, we require

γi + r(t + (2π/ω))
γi + rt

≈ 1 (3.38)

or equivalently
2π
ω

r
γi + rt

≪ 1 (3.39)

This dimensionless ratio controls the rate of change of the driving signal and may be con-

sidered as a dimensionless ramprate. The examples considered in sections 3.4.1 and 3.4.2

correspond to r = 0. We may set a tolerance limit and expect that the non-linear coefficients

determined for a given amplitude γi + rt at a particular time t, is accurate when

Muamp =
2π
ω

r
γi + rt

≤ 0.1 (3.40)

To demonstrate this technique for obtaining the non-linear Fourier or Chebyshev coeffi-

cients from a single experiment, we consider the K-BKZ-Wagner constitutive model.

σ(t) =

∫︁ t

−∞

M(t − t′)h(γ(t, t′))γ(t, t′)dt′ (3.41)

where M(t − t′) is the memory function and h(γ) is the damping function which intro-

duces the non-linearity when the strain amplitude increases. Here, we consider a damping

function of h(γ) = 1 + Aγ2 where A is the leading order damping coefficient. Here, for

demonstration purpose, we consider the memory function to simply follow single mode

Maxwell response.

M(t − t′) =
η

λ2 e−
t−t′
λ (3.42)

η being the zero shear viscosity and λ is the relaxation constant of the model material. The

numerical values for all the parameters used in this KBKZ simulation are: η = 1 Pa · s,

λ = 2 s and A = −0.6. The amplitude modulated input signal considered here is

γ(t) = (γi + rt) sin(ωt) (3.43)
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𝜂 = 1	Pa s; 
𝜆 = 2	𝑠; 
𝜔 = 1	rad/s;
𝐴 = −0.6

Figure 3-16: The Lissajous curve for an amplitude modulated input strain given by γ =

(γi +rt) sin(ωt) where γi = 0.01, r = 0.003 and ω = 1 rad/s to a KBKZ-Wagner constitutive
equation with a single mode Maxwell modulus characterized by parameters η and λ in the
memory function and a simple quadratic damping function h(γ) = 1 + Aγ2 as the damping
function.

Here we consider the initial strain amplitude is 1% or 0.01, r = 0.003, total time t f = 226

s and the specified frequency of deformation is ω = 1 rad/s. The input strain in Eq. (3.43)

is substituted in Eq. (3.41) with the specified memory functions and the damping function

to obtain the output stress. The resulting continously varying Lissajous curve representing

the response between the output stress and the input amplitude-modulated strain for the

KBKZ-Wagner model with the specified parameters is shown in Fig. 3-16. As, we show

above, this curve is all that is needed to calculate the evolution in the Fourier/Chebyshev

coefficients evolution with strain amplitude.

The corresponding output stress time series is shown in Fig. 3-17 (a). The Gaussian

window g(t − τ) with aω = 2.63 is sent along the time signal and the windowed signal at

every time instant t − τ = 0 corresponds to the input strain signal of amplitude γi + rτ.

The discrete Fourier transform of the windowed signal at every time instant τ which cor-

responds to the amplitude γ0 = γi + rτ is calculated. The real and imaginary part of nth

harmonic component of the calculated transform with the time resolution τ corresponds to
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Figure 3-17: (a) Output stress represented by black solid line is from amplitude modulated
strain input, γ = (γi + rt) sin(ωt) where γi = 0.01, r = 0.003 and ω = 1 rad/s to a KBKZ-
Wagner constitutive equation with a single mode Maxwell with parameters η and λ as a
memory function and h(γ) = 1 + Aγ2 as the damping function, where A = −0.6. The red
solid line indicates the Gaussian window at τ = 200 s which traverses across different stress
amplitudes. (b) The plot shows the Mutation number of input amplitude at different strain
strain amplitudes. (c) The plot represents e1. The data points are obtained from DGT and
the solid lines represents the analytical solution. (d) The plot represents v1. The data points
are obtained from DGT and the solid lines represents the analytical solution. (e) The plot
represents e3. The data points are obtained from DGT and the solid lines represents the
analytical solution. (f) The plot represents v3. The data points are obtained from DGT and
the solid lines represents the analytical solution.
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G′n(ω, γi + rτ) and G′′n (ω, γi + rτ) respectively. These Fourier coeffecients can also be inter-

changed to the corresponding elastic and viscous Chebyshev coefficients using Eq. (3.35)

and Eq. (3.36) respectively. The values of e1, e3 and v1, v3 computed obtained from the

discrete Gabor transform are plotted as red and blue points respectively in Fig. 3-17 (c),

(d), (e) and (f). The analytical solution for e1, e3, v1, v3 for the KBKZ-Wagner model with

single model Maxwell kernel and a damping function of form h(γ) = 1 + Aγ2 has been

derived by Martietti et al. [68]:

e1(ω, γ0) = G0
De2

1 + De2 + G0Aγ2
0

9De4

(1 + De2)(1 + 4De2)
(3.44)

v1(ω, γ0) =
G0

ω

De
1 + De2 + G0Aλγ2

0
9/2De2

(1 + De2)(1 + 4De2)
(3.45)

e3(ω, γ0) = G0Aγ2
0

9De4(De2 − 1)
(1 + De2)(1 + 4De2)(1 + 9De2)

(3.46)

v3(ω, γ0) = G0Aλγ2
0

3/2De2(1 − 11De2)
(1 + De2)(1 + 4De2)(1 + 9De2)

(3.47)

where De = λω and G0 = η/λ. The analytical solution of e1, e3, v1 and v3 are plotted

using red and blue solid lines in Fig. 3-17 (c), (d), (e) and (f). It is clear that the data points

obtained using the Gabor transform techniques at each value of τ corresponding to a strain

γ0 = γi+rτ are in good agreement with the analytical solution for the non-linear Chebyshev

or Fourier coefficients. Close inspection shows that there is a small but systematic deviation

at early times which initially seems puzzling since the input strain amplitude is smallest

here. This can be explained by considering the mutation number Muamp defined in Eq.

(3.40). Because γi is small (0.01), initially the dimensionless ramp rate is large. When

the dimensionless ramp rate plotted in Fig. 3-17 (b) becomes less than 0.1 as time evolves.

This informs us to choose the ramp rate of amplitude modulation carefully in-order to get

accurate results of the non-linear Fourier or Chebyshev coefficients using Gabor transform

techniquesn from a single experiment for a specified deformation frequency.
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3.5 Discussion

In this chapter, we have shown how the discrete Gabor transform, which is a special case

of short time Fourier transform with a Gaussian window specified by standard deviation a

can provide time resolution to non-ergodic systems. Important data processing techniques

such as appropriate amplitude correction and optimal window length selection has been

discussed to use the discrete Gabor transform techniques for rheometry. An important

criteria while processing recorded oscillatory data using these discrete transform related

techniques is periodicity. Periodicity of the time signal should be ensured before using

discrete Fourier transform or discrete Gabor transform to avoid spectral leakage. In section

3.3.3, we also showed that the optimal window length selection is set a = 2.63/ω0 in order

to obtain sufficient time and frequency resolution, where ω0 is the lowest fundamental

frequency present in the input signal. We observed that decreasing the window length in

order to increase the time resolution can lead to significant oscillatory error with the error

oscillating with twice the frequency of the input time signal. To obtain further increased

time resolution, one potential option is to use a smaller window length, which is less than

a = 2.63/ω0 and then passing the output of the discrete Gabor transform output through a

low band pass filter with cutoff frequency less than 2ω0 in order to filter out the oscillatory

error in the output. Care of course must be exercised here to ensure the amplitude of the

filtered signal is preserved (or corrected) or the computed modulus will be in error.

The applications of the discrete Gabor transform in rheometry shown here are: extract-

ing time dependent complex moduli for mutating materials, extracting transient and steady

state ocillatory terms from start-up of flow and obtaining the non-linear elastic and viscous

Fourier or Chebyshev coefficients dependence on input amplitude for a specified frequency

ω0 by using an amplitude modulated (AM) signal to perform a slow amplitude sweep to-

gether with a Gaussian window (of optimal window size aω0 = 2.63) to localize the time

signal at each time τ with different amplitudes γ0(τ). Note that we require Eq. (3.40) to be

accurate to extract the nonlinear Fourier-Chebyshev coefficients. In the section 3.4.3, we

demonstrated this technique using a non-mutating KBKZ-Wagner constitutive model. We

observed that the dimensionless ramp rate plays an important role in the accuracy of the
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non-linear measurements using the discrete Gabor transform technique.

Finally, we discuss here the potential of extending this technique for mutating materials

as well. To explore this systematically, we consider a suitable "toy model" composed of a

mutating non-linear model of Kelvin-Voigt form [26]:

σ(t) = f (γ, t)γ + g(γ̇)γ̇ (3.48)

f (γ, t) = G0 + Gβ(t)
(︃
γ

γ*

)︃2

(3.49)

g(γ̇) = η0 − ηβ

(︃
γ̇

γ̇*

)︃2

(3.50)

where f (γ, t) is the non-linear elastic coefficient. γ* is the critical strain beyond which non-

linear elastic effects become significant. Similarly g(γ̇) is the non-linear viscous coefficient,

and γ̇* is the critical strain rate beyond which the non-linear elastic effects become signifi-

cant. In order to introduce time-dependence or rheological aging, we make Gβ, which is the

coefficient of non-linear response in f (γ) a function of time where Gβ = c0 + c1t. There-

fore, the non-linear elastic Chebyshev or Fourier coefficients and the non-linear viscous

Chebyshev or Fourier coefficients results in:

e1 = G′1 = G0 +
3
4

(︃
γ0

γ*

)︃2

Gβ(t) (3.51)

e3 = −G′3 =
1
4

(︃
γ0

γ*

)︃2

Gβ(t) (3.52)

v1 = G′′1 /ω = η0 −
3
4

(︃
γ̇0

γ̇*

)︃2

ηβ (3.53)

v3 = G′′3 /ω = −
1
4

(︃
γ̇0

γ̇*

)︃2

ηβ (3.54)

where

Gβ(t) = c0 + c1 * t (3.55)

The parameters of the model are: G0 = 5 Pa, γ* = 2, η0 = 7 Pa · s, ηβ = 3 Pa · s, γ̇* = 3

s−1 and c0 = 4 Pa. The non-linear elastic properties of this hypothetical material changes
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Figure 3-18: Error plot of e1 for the non-linear Kelvin Voigt model for different mutation
number of the material properties and various amplitude ramp rates (Mutation number of
input amplitude). The dashed line indicates the 10% error contour. The area within the
contour indicates the operability regime of DGT in using amplitude modulated ramps for
mutating materials.
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with time. We vary the parameter c1 to find the dependence on mutation of the material

and the measurement error in the non-linear Fourier or Chebyshev coefficients while using

the Gaborheometry technique. We consider the error in e1 for various mutation number for

e1 and various dimensionless ramp rate of the amplitude modulated signal. For the error in

e1, the initial state i.e. the value of e1 at t = 0 is considered here as the correct or expected

property. Therefore the mutation time of the property e1 which is the characteristic time for

the change of the material property is given as:

λMu =

[︃
1
e1

∆e1

∆t

]︃
(3.56)

where ∆e1 is the change in property e1 from its initial state and ∆t is the time taken to reach

the change in property. The experimental time taken to measure the interested data point

using the discrete Gabor transform is ∆t as well. Therefore, the mutation number for e1 for

this toy model is

Mue1 =
∆e1

e1
(3.57)

We choose a amplitude modulated signal γ(t) = (γi + rt) sin(ωt) with where γi = 0.01

to demonstrate the potential of Amplitude modulated (AM) sweeps for LAOS in mutating

materials. The dimensionless rate of change or the mutation number of this AM signal can

be written as

MuAmp =
2π
ω

r
γi + rt

(3.58)

The variables c1 in Eq. (3.55) and r in Eq. (3.58) are varied in order to simulate the error in

e1 for a range of mutation numbers for the model material and the dimensionless ramp rate

given by Eq. (3.58) while using our discrete Gabor transform amplitude sweep technique.

In Fig. 3-18 we show a contour plot the surface plot of the percentage error incurred by

determining e1 for various values of the mutation number Mue1 of the material and for a

range of dimensionless ramp rate. It is evident that as the material mutation and the ramp

rate also decreases towards zero, we obtain increasingly exact values of e1(γ0). The dashed

line in Fig. 3-18 shows the contour line corresponding to percentage error of 10%. The area

within the contour line indicates the operability window within which we can use discrete
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Gabor transform techniques to obtain the non-linear Fourier-Chebyshev coefficients even

for a mutating material. We show here the glimpse of extending this technique to mutating

materials but the details are yet to be explored.

There are three applications of discrete Gabor transform discussed in this chapter. But

there are many more applications of this technique in rheometry which we leave for the

readers to explore.
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Chapter 4

Rheological Characterization of

Bentonite Dispersions

4.1 Introduction

Bentonite dispersions are widely used as drilling fluids in oil and gas industries for their

shear thinning and thixotropic properties. These materials exhibit soft glassy behavior [15]

which makes them difficult to characterize rheologically. Bentonite is a discotic Montmoril-

lonite clay with Na+ cations on the surface. The chemical formula for Na+-montmorillonite

can be written as Na0.33[(Al1.67Mg0.33)(O(OH))2(SIO2)4] . The chemical structure of ben-

tonite dispersion comprises of tetrahedral structures with silicon and aluminum ions in the

center and octahedral structures with aluminum and magnesium ions in the center. The cor-

ners of both the structures are comprised of oxygen atoms and hydroxyl groups [76, 38].

The octahedral structure is packed in-between two tetrahedral layers as shown in Fig. 4-1

and the surface of the tetrahedral layers comprises of Na+ cations and water. The spac-

ing between the two tetrahedral layers which comprises of exchangeable cations and water

is generally 10-20 Å[67]. The bentonite clay particles (when not dispersed in water) are

generally 6-200 µm in size [101]. The SEM images of Wyoming bentonite particles are

shown in Fig. 4-2. Fig. 4-2 (a) shows the SEM scale with 2 µm and Fig. 4-2 (b) shows the

SEM scale with 100 µm. These clay particles when dispersed in water exfoliate into disc-

shaped platelets. The major axis of the platelets (large dimension) is approximately around
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Figure 4-1: The physical chemical structure representation of Montmorillonite. Image
reproduced from [76]

Figure 4-2: (a) SEM image of bentonite particles. The length scale shown in the left bottom
corner represents the length scale for the figure which is 2 µm (b) EM image of bentonite
particles with length scale as 60 µm. Image provided by A. Santra, Saudi Aramco.

300−500 nm and the minor axis of the platelets (small dimension) is generally in the range

of 200 − 300 nm . The thickness of these plates are around 1 nm [53]. These individual

platelets can be visualized from cryo TEM and SEM images of bentonite dispersions in

Fig. 4-3. In aqueous dispersion, flocculation occurs and leads to the continuous formation

118



Figure 4-3: (a) and (b): Cryo SEM images of bentonite particles which show edge to face
and edge to edge interactions. (c) TEM images of bentonite particles which show face to
face interaction. Image reproduced from [53, 75, 101]

Figure 4-4: Different modes of association of the disc shaped particles in bentonite disper-
sion. Image reproduced from [67]

of colloidal gel structure. The gel structure slowly evolves with time as the particles un-

der Brownian motion configure themselves to minimize the total system free energy. For

plate/ disc like particles, there are three types of configurations possible: (i) Face to face

association (FF) (ii) Edge to face association (EF) (iii) Edge to edge association (EE) [95].

These modes of association depend on the pH value and concentration of the dispersion.

The EE and EF modes of association are predominant for small pH values (< 8.5), since

the negative charges at the edges are low and for higher pH values (9.5), FF association is

predominant. The FF association is the primary mode of association for higher salt con-

centration (Na+) since the potential between the surfaces become attractive and for lower

salt concentrations EE and EF modes of association is dominant [72, 54, 5, 67]. These

different platelets configurations are shown in Fig. 4-4. The distribution of platelet modes

of association influences the gel strength. When the platelets do not form any large scale
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structure and are randomly oriented and distributed throughout the medium due to applied

large deformations, this is referred to as the dispersed state. In this state, the elastic mod-

ulus of the material is the lowest because of the lack of structure to distribute the applied

load. Aggregation is due to face to face association and since the FF configuration reduces

the number of platelets or discs to form a gel structure, aggregation can result in decrease

of the gel strength or elastic modulus [37]. Flocculation is best described by edge to face

or edge to edge association [67]. Edge to face or edge to edge association are responsible

for continuous gel-like structure. They continuously evolve with time resulting in a contin-

uous increase of elastic modulus and a continuous slowing down of relaxation dynamics to

minimize the free energy of the system [67]. This process is known as rheological aging

and such materials which are out of thermodynamic equilibrium and show a progressive

slowing down of the relaxation dynamics with time are known as soft glassy materials

[50, 49, 51]. The disc shaped particles constituting the microstructure of bentonite dis-

persions are continuously in motion due to the thermal energy causing slow but steady

structural evolution to form progressively more stable microstructures. In the process of

physical aging, the elastic modulus and the relaxation time both increases progressively

with time (i.e. the elastic solid-like character of this soft glassy material increases with

time) [83, 84, 49, 87, 3, 39, 52]. By rejuvenating the materials (large deformations), the

level of structure in the material can be reduced causing reversal of aging. In this soft glassy

state, the storage modulus generally is significantly greater than loss modulus (G′ >> G′′

usually by one order of magnitude) and the storage modulus typically exhibits a weak

power law dependence on frequency [2].

In this chapter, we investigate the aging behavior of bentonite dispersions by measur-

ing a range of linear and non-linear bulk viscoelastic and rheological properties. First, we

present the results and observation for creep experiments, stress relaxation experiments,

frequency sweep (complex modulus response with frequency), time sweep for a specified

deformation frequency ( dependence of the complex modulus with time), flow curves (vis-

cosity vs shear rate) conducted on 5 wt.% bentonite dispersion for different age times and

temperatures to understand the physical aging process that take place in bentonite disper-

sions. Finally, we model the complex aging linear viscoelastic behavior of the bentonite
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dispersions by time domain transformation techniques [14] and mechanical models at dif-

ferent temperatures which to help achieve a better understanding of aging dynamics and

making forward predictions of bentonite’s viscoelastic characteristics at an unknown time

and temperature. This method of mechanical modeling of viscoelastic properties using

time domain transformation can be extended to a range of material systems exhibiting soft

glassy behavior.

4.2 Material preparation

The 5 wt.% bentonite dispersion in water was prepared using Wyoming bentonite. First,

the bentonite powder were added to water and was mixed at 10,000 rpm for 30 minutes.

The dispersion was placed in the roll mill for 1 day to ensure homogeneity . For every

experiment, we followed the protocol of pre-shearing the smaple at 500 s−1 for 30 s in-

order to have the same initial state between different experiments. The age time or the wait

time tw is considered as the time taken to start the experiment after the pre-shear and the

time t is the total time elapsed after the end of preshear.

4.3 Experimental results

4.3.1 Creep experiments

Creep experiments at different applied stresses for the bentonite dispersion are performed

at T = 25∘C for wait time of tW = 60 s and are shown in Fig. 4-5. Two types of critical

stresses for a material can be defined using creep experiments. The first critical stress

σc1 is the highest applied stress for which the shear rate is monotonously decreasing with

time leading ultimately to a cessation of flow [15]. For any applied stress less than σc1 ,

monotonous decrease of shear rate and cessation of flow with time is observed. The value

of the critical stress σc1 for 5 wt.% bentonite dispersion is σc1 = 1 Pa as indicated in

Fig. 4-5. The second critical stress σc2 is defined as the smallest applied stress for which

there is a monotonous increase of shear rate and asymptotic approach to a steady non-zero

121



shear rate, such that the material reaches steady flow at long time [15]. For any applied

stress greater than σc2 , monotonous increase of shear rate leading to steady flow at long

times. This second critical stress σc2 is generally considered as the yield stress of the

material in the literature [15]. The σc2 for 5 wt.% bentonite dispersion is 2 Pa as seen in

Fig. 4-5. For applied stress greater than σc2 , the material can be described as exhibiting

Figure 4-5: Creep experiments for various applied stress are shown. The wait time or age
time tw = 60 s. The critical stress, σc1 = 1 Pa and the second critical stress, σc2 = 2 Pa

viscoplastic liquid like behavior and for applied stress less than σc1 , the behavior of the

material can be classified as solid-like behavior. Transient elastoviscoplastic response is

observed between two critical stresses as shown in Fig. 4-5. The initial quadratic increase

of strain at short times is due to the inertial effects from the rheometer [28]. From the same

creep experiments, the apparent viscosity as a function of time for every applied stress σ0

can be plotted by ηapp(γ̇, t) = σ0/γ̇(t) as shown in Fig. 4-6. Viscosity bifurcation can be

observed in Fig. 4-6 at σ0 = 2 Pa. For higher values of applied stress greater than σc2 ,

steady state viscosity is reached at long times while the viscosity increases with time for

applied stress smaller than σc2 . The dependence of the elastoviscoplastic response on age

time or wait time for experiments is observed in Fig. 4-7 where the applied stress is 1 Pa.
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Figure 4-6: The plot of apparent viscosity ηapp obtained from creep experiments by apply-
ing various constant shear stress is illustrated. This figure shows the viscosity bifurcation
taking place at around σc2 = 2 Pa. The wait time here is tw = 60 s.

The critical stresses, both σc1 and σc2 or the yield stress increases with age time and the

dependence of creep curves with age time is illustrated in Fig. 4-7 when the applied stress

is less than σc2 i.e. there is dependence on age time or wait time when the behavior of the

material is elastic solid-like or the material is probed in its elastic solid-like regime. When

the applied stress is greater than σc2 , i.e. when the behavior of the material is viscoplastic,

there is no dependence of the rheological properties with age time. This can be observed

from Fig. 4-8 where the apparent viscosity for different wait times is plotted from an

applied stress of 10 Pa which is greater than σc2 . All the curves at different age times and

wait times collapse with each other showing no age time dependence.

4.3.2 Flow curves at different temperatures

Flow curves for bentonite dispersion at different temperatures provide important rheolog-

ical data which is used widely in the oil and gas industry as the drilling fluid undergoes

different shear histories and experiences a wide range of temperatures during the drilling
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Figure 4-7: Creep experiments with applied stress of σ = 1 Pa is conducted for various
wait times tw. This figure shows the age time dependency when the applied stress is under
σc2 .

process. In the oil and gas industry, the FANN 35 A rotational rheometer or viscometer

[32] is used widely to obtain the flow curve. Therefore, we compare the results obtained

from the more advanced lab rheometer DHR-3 (TA Instruments, New Castle DE) with the

results from the industrial viscometer FANN 35 A. In the FANN 35 A, one degree of de-

flection in FANN 35 A corresponds to 0.511 Pa and conversion between rpm in FANN 35A

and shear rate is: γ̇ = 1.71ω [32]. There are only six rpm settings available in the FANN

35 A viscometer and are tabulated as follows:

ω (rpm) γ̇ s−1

3 5.11
6 10.21

100 170.2
200 340.3
300 510.5
600 1021

Table 4.1: Conversion between rpm to shear rate in s−1 for FANN 35A

124



Figure 4-8: Creep experiments with applied stress of σ = 10 Pa is conducted for various
wait times tw. This figure shows the material is age time independent when the applied
stress is greater than σc2

The viscosity values determined for the six different shear rates from FANN 35A are

in good agreement with the flow curve for the 5 wt.% bentonite dispersion obtained from

DHR rhemoeter and are shown in Fig. 4-9. The shear thinning property of the bentonite

dispersion observed in Fig. 4-9 makes bentonite highly desirable to be used as drilling

fluids. Bentonite can suspend drill cuttings due to its high viscous property at low shear

rates and also reduces the pumping power required because of the low viscous property at

high shear rates.

The flow curve for the 5 wt. % bentonite is obtained for different different tempera-

tures and Herschel-Bulkley model is used to obtain the yield stress from flow curve. The

constitutive relationship for the Herschel-Bulkley model is represented by:

σ(γ̇) = σy + kγ̇n (4.1)

where σy is the yield stress and k and n are the consistency and shear thinning parame-

ters. In Fig. 4-10 and Fig. 4-11 represent the stress vs shear rate and viscosity vs shear rate
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Figure 4-9: Comparison of steady shear viscosity between a FANN 35A viscometer and
DHR-3 rheometer using a cone plate fixture of 60 mm diameter and 2∘ cone angle for 5 wt.
% aqueous bentonite dispersion.

respectively for four different temperatures, T = 50∘F, 77∘F, 120∘F and 149∘F (or T = 10∘C,

25 ∘C, 49 ∘C and 65 ∘C). In both figures, the shear rate is increased from 0.1 −1 to 100 s−1

over a period of 1800 s, and data are represented by solid data points and the corresponding

Herschel Bulkley fit is represented by solid lines. The shear rate is then decreased from 100

s−1 to 0.1 s−1 over a period of 1800 s from t = 2100 s to t = 3900s with 110 s for each shear

rate γ̇. The data points obtained in the down ramp are represented by hollow data points

and the corresponding Herschel Bulkley fits are represented by dashed lines in both Fig.

4-10 and Fig. 4-11. From the Fig. 4-10, we can observe that at each temperature the yield

stress of the bentonite dispersion increases with age time and also the yield stress of the

bentonite dispersion increases with temperature. A strongly shear thinning property of the

bentonite dispersion is observed for all temperatures. The dependence of yield stress with

temperature is plotted in Fig. 4.3.4 for the data obtained from the solid Herschel Bulkley

fit lines in Fig. 4-10 for the data obtained from the increasing shear rate ramp.
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Figure 4-10: The stress vs shear rate curve usually called the flow curve is plotted for
different temperatures (50∘F ≤ T ≤ 149∘F or equivalently T = 10∘C, 25∘C, 49∘C, 65∘C).
The solid data points represent the data when shear rate is increased from γ̇ = 0.1 s−1 to
γ̇ = 100 s−1 and the time evolved is from t = 180 s to t = 1980 s. The solid lines are
the Herschel Bulkley fits. The hollow data points represent the data when shear rate is
decreased from γ̇ = 100 s−1 to γ̇ = 0.1 s−1 and the time evolved is from t = 2100 s to
t = 3900 s. The dashed lines are the corresponding Herschel Bulkley fits.

4.3.3 Dependence of complex modulus with time

We use the Gaborheometry protocol we developed in the last chapter to obtain the evolu-

tion of complex modulus with age time. The input is Small Amplitude Oscillatory Shear

(SAOS) stress signal σ(t) = σ0 sin(ωt) where σ0 = 0.1 Pa and the corresponding output is

analysed using the Gaborheometry protocol to obtain the complex moduli evolution with

time for the specified ω0. For T = 37∘C, the evolution of complex moduli with time is plot-

ted for ω0 = 0.37, 1, 3 rad/s in Fig. 4-13. The storage modulus increases with time while

the loss modulus shows no dependence with time. The oscillatory input for three different

frequencies were started 20 seconds after the end of preshear and hence the wait time is

tw = 20 s. In order to understand if small amplitude oscillation affects the aging which

takes place when there is no deformation imposed on the material, we also conducted the

same SAOS experiment at different wait times for two different frequencies ω = 1, 5 rad/s
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Figure 4-11: Plot of viscosity vs shear rate for different temperatures is shown (50∘F ≤ T
≤ 149∘F or equivalently T = 10∘C, 25∘C, 49∘C, 65∘C). The solid data points represent the
data when shear rate is increased from γ̇ = 0.1 s−1 to γ̇ = 100 s−1 and the time evolved is
from t = 180 s to t = 1980 s. The solid lines are the Herschel Bulkley fits. The hollow data
points represent the data when shear rate is deccreased from γ̇ = 100 s−1 to γ̇ = 0.1 s−1 and
the time evolved is from t = 2100 s to t = 3900 s. The dashed lines are the corresponding
Herschel Bulkley fits.

Figure 4-12: The yield stress obtained for various temperatures from the Herschel Bulkley
fits (solid lines) for increasing shear rate data points (solid data points) from Fig. 4-10 is
shown. The yield stress increases with temperature.

128



Figure 4-13: The dependence of the storage modulus and loss modulus with time for ω =

0.37, 1, 3 rad/s at T = 37∘C for a wait time of tw = 20 s.
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at T = 25∘C. The results are illustrated in Fig. 4-14. The collapse of the storage moduli

measured for different tw = 20, 50, 80 s at both ω = 1, 5 rad/s clearly demonstrates that

small amplitude deformations do not result in reversal (or acceleration) of aging and there-

fore the complex moduli G′ and G′′ probed by small amplitude oscillations at any time t

after the end of preshear correspond to the value of the complex moduli for the age time

tw = t. Note that age time equals elapsed time after pre-shear only for small oscillatory

deformations and not for step strain experiments or large oscillatory deformations.

4.3.4 Frequency response of Bentonite at different wait times

The bentonite dispersion continuously ages and therefore it is not feasible to conduct con-

ventional frequency sweep experiments in order to obtain the complex modulus (G*(ω)) of

the material. Therefore we use Optimally Windowed Chirps in order to obtain snapshots

of the frequency response at different age times [35, 36]. As we observed in Fig. 4-14, im-

posing small deformations does not affect the rate of aging and therefore we send a series

of chirp signals each of duration T to obtain the frequency response at different age times.

The input stress signal is given by

σ(t) = σ0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
cos2[πr ( t

T −
r
2 )] sin

[︁
ω1T

log(ω2/ω1)

[︀
exp(log(ω2/ω1) t

T ) − 1
]︀]︁ t

T ≤
r
2

sin
[︁

ω1T
log(ω2/ω1)

[︀
exp(log(ω2/ω1) t

T ) − 1
]︀]︁ r

2 <
t
T < 1 − r

2

cos2[πr ( t
T − 1 + r

2 )] sin
[︁

ω1T
log(ω2/ω1)

[︀
exp(log(ω2/ω1) t

T ) − 1
]︀]︁ t

T ≥ 1 − r
2

(4.2)

where T = 14 s, ω1 = 0.3 rad/s, ω1 = 5 rad/s, r = 0.1 and σ0 = 0.1 Pa. Chirp signals

of duration 14 s are continuously sent to the material one after another for 300 s to obtain

the frequency response of the bentonite dispersion at various age times. The age time of

the material is taken to be the time at the start of the chirp signal. The storage and loss

modulus as a function of frequency for different age times for temperatures T = 10∘C and

T = 25∘C are presented in Fig. 4-15. Similarly, the frequency response at various age times

for temperatures T = 10∘C and T = 25∘C is shown in Fig. 4-16. The storage modulus

increases with age time and for a fixed age time, the storage modulus has a weak powerlaw
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(a)

Figure 4-14: Imposing small amplitude deformations does not affect the rate of material
aging. This is shown by illustrating the collapse of evolution of the complex moduli with
time for different wait times for frequencies of 1 and 5 rad/s at T = 25∘C.

dependence with frequency indicating soft glassy rheological characteristics. The storage

modulus also increases with temperature as seen in Fig. 4-15 and Fig. 4-16. This can be

attributed to the increase in the thermal energy density within the aging soft glass which
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accelerates the systems exploration of more stable microstructural configurations resulting

in a monotonic increase in the elastic or storage modulus. In Fig. 4-15 and Fig. 4-16, the

storage modulus is represented by the red colored data points with intensity increasing as

the age time increases. The blue data points represent the loss modulus and again the color

intensity increases as the age time increases.

4.3.5 Stress relaxation for different temperatures

Stress relaxation experiments following imposition of a step strain help us understand the

relaxation dynamics of a material and explore the relaxation spectrum of a material [87].

To understand the dependence of relaxation dynamics with age time and temperature, we

use step strain experiments performed in a DHR-3 rheometer. The age time tw for a stress

relaxation experiment is considered as the time t (time elasped after preshear) at which

the step strain is imposed (tw = t at the time of imposition of step strain). This is due

to the fact that it is the microstructure existing at the time of application i.e. (t = tw) of

the applied strain that carries the imposed load. As time progresses, there is a continuous

evolution of the microstructure of the material, but the newly formed microstructures at

times t after the instantaneous application of the step strain do not contribute to sharing

the applied load. Fig. 4-17 shows the measured relaxation modulus (G(t − tw, tw)) for T =

10∘C and T = 25∘C. The step strain amplitude imposed is γ0 = 2%. To select the imposed

strain amplitude γ0, we conduct step strain experiments for a range of strain amplitudes

systematically and choose γ0 such that the relaxation modulus G is independent of the

imposed strain amplitude (linear regime). The relaxation modulus increases as the age

time or the wait time increases because of aging. In Fig. 4-17 (a), one can also observe the

increase of characteristic relaxation time with age time from noticing visually the decrease

of decay rate of relaxation modulus with age time. This indicates the slow down of the

relaxation dynamics with age time.

Similarly, the relaxation modulus for T = 37∘C and T = 49∘C are illustrated in 4-18.

From Fig. 4-17 and Fig. 4-18, we can also note the increase of relaxation modulus with

temperauture due to the increase of thermal energy density in the material which aids in a
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Figure 4-15: (a) Red shaded filled points represent the evolution in the storage modulus
as a function of frequency for different wait or age times for T = 10∘C. Blue shaded filled
symbols represent loss modulus as a function of frequency for different wait or age times
at T = 10∘C. Both the red and blue color intensity increases with age time tw. (b) same
information as (a) but at T = 25∘C.
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Figure 4-16: (a) Red shaded filled points represent storage modulus as a function of fre-
quency for different wait or age times for T = 37∘C. Blue shaded filled symbols represent
loss modulus as a function of frequency for different wait or age times for T = 37∘C. Both
the red and blue color intensity increases with age time tw. (b) same information as (a) but
at T = 49∘C.
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Figure 4-17: (a) Relaxation modulus for different wait or age times at T = 10∘C. (b) Re-
laxation modulus for different wait or age times at T = 25∘C. The step strain amplitude
imposed for both (a) and (b) is γ0 = 0.02.
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faster rate of evolution of gel structure as it attempts to minimize the total free energy of

the bentonite system.

4.3.6 LAOStress for bentonite

Large Amplitude Oscillatory Stress (LAOStress) experiments are often used to characterize

the nopnlinear material behavior to large deformations [25, 29]. They can be also be used

to find the dynamic yielding behavior of yielding materials [21]. The Lissajous curves for

a range of input amplitudes can often visually indicate the different linear and non-linear

regimes such as small, medium and large amplitude regimes. The Lissajous curves for

different input stress amplitude and deformation frequency for an age time of tw. = 300

s (we wait for time of 300 s after pre-shear with no loading σ0 = 0 and then impose

σ = σ0 sinω(t − tw)) is shown in Fig. 4-19. For high frequencies, the moment of inertia

of the rheometer geometry used can affect the measurement. To quantify such effects,

Dimitrou et al. defined a non-dimensionless parameter known as Inertia number In [21].

The inertia number for a conical plate fixture (with radius R and angle θ0) is defined as

follows:

In =
3Iω2θ0γ0

2πσ0R3 (4.3)

where I is the geometry moment of inertia and γ0 is the amplitude of the strain response

for imposed sinusoidal stress with amplitdue σ0. In order to get accurate measurements it

is important for the inertia number (In) to satisfy the criteria: In < 0.05. The light gray

shaded Lissajous curves in Fig. 4-19 indicate the Inertia number is close to the criterion

In ≈ 0.05 and for the dark gray shaded Lissajous curves In exceeds 0.05 and the results

are dominated by inertia and hence do not provide meaningful information without careful

correction of inertial effects.

To extract information about yielding from these Lisssajous curves, we use the area

criterion [21] for yielding which is defined as follows:

φ =
Ed

(Ed)pp
(4.4)
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Figure 4-18: (a) Relaxation modulus for different wait or age times at T = 37∘C. (b) Re-
laxation modulus for different wait or age times at T = 49∘C. The step strain amplitude
imposed for both (a) and (b) is γ0 = 0.02.
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where Ed is the energy dissipated in one cycle and (Ed)pp is the perfectly dissipated plastic

energy.

Ed =

∮︁
σdγ (4.5)

(Ed)pp = (σmax − σmin)(γmax − γmin) (4.6)

The area criteria φ for perfect plastic, Newtonian and purely elastic material behavior are

φ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 −→ Plastic

π/4 = 0.785 −→ Newtonian

0 −→ Elastic

(4.7)

The area criterion for yielding φ is illustrated for every Lissajous curve across frequency

and input stress amplitude in Fig. 4-20. For low input stress amplitudes σ ≪ σy (yield

stress), the responses are linear viscoelastic (and elliptical) and φ → 0 indicating linear

viscoelastic solid response. This is the regime under which stress relaxation experiments

were performed in section 4.3.5. It can be observed from the figure that the yielding is a

function of frequency and for a fixed input stress amplitude, φ increases with frequency

suggesting that yield stress decreases with the deformation frequency. The bentonite dis-

persion also acts most like a viscoplastic solid for large stresses and low frequencies (Top

left of Pipkin diagram) and In > 0.05 affects the high frequency (ω = 3, 10 rad/s) with

large stress amplitude σ0 = 6 Pa response.

4.4 Linear rheological modeling of bentonite

4.4.1 Equations in material time domain

We seek to develop a constitutive model based on the data obtained from chirp experiments

and stress relaxation experiments reported in section 3.3.5 and 3.3.6 to enable prediction

of the rheological aging of bentonite over a range of time scales and temperatures. A

schematic diagram of the data considered for modeling the aging bentonite dispersion is

visualized in Fig. 4-21. After cessation of pre-shearing, at t = 0, the chirp and step strain
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Figure 4-19: Lissajous curves for various input stress amplitude and deformation frequency
at T = 25∘C. The output strain amplitude increases with frequency for a given input stress
amplitude.

experiments are conducted at a series of age times tw(i). The elastic modulus increases with

age time and the characteristic relaxation time increases as well because of the progressive

slow down of the relaxation dynamics with age time as seen in Fig. 4-17. The area under

the relaxation modulus is the zero shear viscosity and as illustrated qualitatively in the Fig.

4-21, the viscosity of the bentonite gel increases with age time. In chirp experiments, the

storage moduli increases with age time. Storage moduli shows weak powerlaw dependence

with frequency and the power-law coefficient decreases with age time as well.

As a result of this progressive aging, it has been shown that for such aging systems

the Boltzmann superposition principle does not hold [14, 49]. For non-ergodic systems in

which the relaxation modulus is age-time dependent, the stress must be written in the form

[33]:

σ(t) =

∫︁ t

−∞

G(t − t′, t′)γ̇(t′)dt′ (4.8)

Joshi and coworkers have shown this aging effect can be understood as a change in the

material’s relaxation time scale, τ with the age time. we define a material or effective time
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Figure 4-20: Area criterion for yielding φ for Lissajous curves for various input stress
amplitude and deformation frequency. The area criterion φ increases with frequency for a
given input stress amplitude. The Lissajous curves for input stress of amplitude σ0 = 6 Pa,
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Figure 4-21: The experiments considered for modeling are represented schematically. Af-
ter preshear, at different wait times step strain experiments and chirp experiments are con-
ducted to obtain relaxation modulus and frequency response respectively. Due to aging, the
modulus increases and the relaxation dynamics slow down with wait time. This phenomena
can be observed in both the relaxation modulus and frequency response. This also leads to
the increase of viscosity with age time.
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ξ elapsed between laboratory time t and tw in terms of the age time dependent relaxation

time of the material as [14]:

ξ(t) − ξ(tw) = τ0(tR)
∫︁ t

tw

dt′

τ(t′)
(4.9)

where tw is the aging time or the wait time and τ0(tR) is a reference relaxation time at

an arbitrarily chosen reference time tR. A common model for describing evolution of the

material relaxation time τ(t′) is a power law with exponent µ [50, 49, 85, 83, 86, 84, 87].

Therefore, for a fixed temperature τ(t′) can be written as:

τ(t′) = τm

(︃
t′

τm

)︃µ
(4.10)

and τ0 which is the relaxation time at tR can thus be written as:

τ0 = τm

(︃
tR

τm

)︃µ
(4.11)

Here, tR is again an arbitrary reference time of our choice. When µ = 0, there is no aging

taking place and the limits where µ > 1 and µ < 1 are called hyperaging and subaging

respectively [2]. Details on signatures of hyperaging for soft glassy materials are presented

in Appendix C. Simple aging is a special case where µ = 1 [33]. Now, considering the time

Figure 4-22: Lab time to material time domain to account for the changing relaxation
dynamics with age time.

elapsed in material time domain, the output stress can be written in terms of the Boltzmann

integral (discussed in chapter 1.3.1) with the effective relaxation modulus G̃ in the effective

or material time domain [2, 49, 83]:

σ(ξ) =

∫︁ ξ(t)

−∞

G̃(ξ − ξ′)
dγ
dξ′

dξ′ (4.12)

where the elapsed time in the material domain can be written by combining Eq.(4.10) and
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Eq.(4.11) in Eq.(4.9) as:

t̃ = ξ(t) − ξ(tw) = tµR
t1−µ
w − t1−µ

µ − 1
(4.13)

Following Shukla et al. in [87], the relaxation modulus in laboratory time G(t − tw, tw) may

be converted to the effective relaxation modulus G̃ in material time by scaling the relaxation

modulus G in terms of material time and multiplying with a vertical shift factor b(tw):

G̃ (ξ(t) − ξ(tw)) = b(tw)G (ξ(t) − ξ(tw), tw) (4.14)

The vertical shift factor b(tw) shifts the time-dilated curves to a single master curve on the

t̃ = ξ(t) − ξ(tw) axis. To obtain the effective complex modulus G̃* in the effective frequency

domain ω̃, we use the interconversion formula between relaxation modulus and complex

modulus defined in chapter 1.3.1 Eq. (1.19) but in terms of material domain variables t̃, ω̃:

G̃*(ω̃) = iω̃
∫︁ ∞

0
G̃(t̃)eiω̃t̃dt̃ (4.15)

Substituting Eq. (4.14) in Eq. (4.15), and using Eq. (1.19), we obtain

G̃*(ω̃) = b(tw)G*
(︃
ω

(︃
tw

tR

)︃µ
, tw

)︃
(4.16)

Here we may also write the effective frequency ω̃ in material domain in terms of laboratory

frequency variable ω as:

ω̃ = ω

(︃
τm

τ0

)︃µ
= ω

(︃
tw

tR

)︃µ
(4.17)

This is a general framework for time-age time superposition. But, to fit the data of linear

viscoelastic properties of bentonite, we need a mechanical model for G̃*(ω̃) or equivalently

G̃(t̃).

4.4.2 Bentonite as a fractional Maxwell gel in material time domain

We propose to model the linear viscoelastic properties of bentonite in the material time

domain by an aging fractional Maxwell gel model (FMG) in parallel with a non-aging

viscous mode as illustrated in Fig. 4-23. The constitutive equation for the aging fractional
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Figure 4-23: Proposed mechanical model for modeling aging linear viscoelastic response
of 5 wt. % bentonite dispersion. The parameters of this model are V, G , α from aging
FMG and η0 from non-aging viscous mode.

Maxwell gel [55] in the material time domain can be written as

σ̃(t̃) +
V

G

dασ̃(t̃)
dt̃α

= V
dαγ
dt̃α

(4.18)

where σ̃ is the stress in material time domain and V, G and α are the FMG parameters. The

the contribution to the total stress for the non-aging viscous mode is given by:

σv(t) = η0γ̇(t) (4.19)

where σv is the stress in the real time domain. Therefore, in the real time domain, the total

stress can be written using Eq. (4.9), Eq. (4.12) and (4.14) as follows:

σ(t − tw, tw) = σ̃(t̃)/b(tw) + σv(t − tw) (4.20)

where t̃ is given by Eq. (4.9). Therefore to model the viscoelastic response of the bentonite

dispersion in material time domain using the FMG model, the non-aging viscous mode

should be first subtracted from the total real time response. The relaxation modulus in

real time or lab time obtained Eq. above in material domain and changing variable can be
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written as follows:

G(t − tw, tw) =
1

b(tw)
GEα,1

(︃
−
G

V
t̃α
)︃

(4.21)

where t̃ = tµR
t1−µw −t1−µ

µ−1 is the dilated time in the material time domain. Similarly, the frequency

dependent complex moduli in the laboratory time domain can be written as

G*(ω, tw) =
1

b(tw)
V(iω̃)α

1 + V
G

(iω̃)α
+ iη0ω (4.22)

where ω̃ = ω
(︁

tw
tR

)︁µ
. Based on our observation in superposing the time dilated relaxation

modulus G(t̃, tw) to a master curve G̃(t̃ using vertical shift factors b(tw) for the data we

obtained, we assume:

b(tw) =

(︃
tw

tR

)︃n

(4.23)

Therefore, the linear viscoelastic model for bentonite dispersion is a six parameter model.

Three parameters V,G, α parameterize the aging FMG model. The aging exponent µ de-

scribes the dilation of time in conversion of lab time to effective material time Eq.(4.13) or

the real frequency to the effective frequency Eq.(4.17). The vertical shift factor b(tw) intro-

duces the parameter n. The parameter η0 is the viscosity of the non-aging viscous mode.

The algorithm to calculate the 6 parameters for the bentonite dispersion is illustrated in Fig.

4-24

Figure 4-24: Algorithm to obtain the six parameters V,G, α, n, η0, µ for modeling the linear
viscoelastic response of 5 wt.% bentonite dispersion.
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4.4.3 Results from the model

The results of the model for the data from chirp and stress relaxation experiments are

presented in this section. The model fits for the experiments conducted at T = 10∘C

are presented in Fig. 4-25. The six parameters used to fit the data points are G = 19.1

Pa; V = 29.9 Pa·sα; α = 0.19; n = 0.21; µ = 1.62; η0 = 0.15 Pa·s which are obtained

by global optimization following the algorithm illustrated in Fig. 4-24. The constrained

optimization is carried out by using a matlab defined function ’fmincon’ which uses interior

point method to minimize the Loss function.

We subtract the non-aging viscous response from the complex moduli data obtained in

real time and then use the obtained value of µ to shift the stress relaxation data points from

real time to material time domain using Eq. (4.13) and the data points in chirp experiments

from real frequency domain to effective or material frequency domain using Eq. (4.17).

After shifting the data points to the material time and frequency domain, employing the

obtained value of n which enables us to calculate the vertical shift factor b(tw), we use

Eq. (4.14) and Eq. (4.16) to vertically shift the relaxation modulus and complex moduli

respectively to superpose on each other. With these transformations, the data collapse

perfectly into a master curve as illustrated in Fig. 4-26 for µ = 1.6 and the arbitrary

reference time chosen is tR = 300 s.. The solid lines are the FMG fits to the mastercurve

using the obtained parameters G,V, α.

To model the data from chirps and stress relaxation experiments for other temperatures,

the FMG fractional exponent is constrained to be α = 0.19 which allows us to perform

Temperature superposition of the data for various temperatures. More discussion on tem-

perature superposition is discussed in section 4.5. The non-aging viscous mode is con-

strained to be constant as well in order to reduce the number of parameters involved in

optimization. We follow the same procedure but with two constrained parameters for other

temperatures and obtain the model parameters G,V, n, µ. for different temperatures. The

model fits for relaxation data and frequency response data for T = 37∘C and T = 49∘C are

shown in Fig. 4.4.3 and Fig. 4-28 respectively.
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Figure 4-25: (a) Data points and solid lines represent the experimental data and model fits
for the relaxation modulus respectively for different wait times at T = 10∘C. (b) Red shaded
data points and solid lines represent the experimental data and model fits for the storage
modulus respectively as a function of frequency for different wait or age times for T =

10∘C. Blue shaded solid points and solid lines represent the experimental data and model
fits for the loss modulus respectively as a function of frequency for different wait or age
times for T = 10∘C. Both the red and blue color intensity increases with age time tw. The
model parameters: G = 19.1 Pa; V = 29.9 Pa·sα; α = 0.19; n = 0.21; µ = 1.62; η0 = 0.15
Pa·s and the arbitrary reference time chosen is tR = 300 s.
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Figure 4-26: (a) Relaxation modulus and (b) complex moduli in material time and fre-
quency domain. The data points are experimental data points transformed to material do-
main and the fits are the FMG fits with the parameters G = 19.1 Pa; V = 29.9 Pa·sα;
α = 0.19; n = 0.21; µ = 1.6; η0 = 0.15 and the arbitrary reference time chosen is tR = 300
s. The different colors used in (a) and (b) represent different age-times tw as shown by the
color bar. (c) The data points are used to superpose the relaxation in frequency domain and
the solid line is the fit

(︁
tw
tR

)︁n
from the parameter n. (d) The ratio of relaxation time τ(tw) and

reference relaxation time τ0 constructed using aging exponent µ. τ0 is the relaxation time
at tR = 300 s.
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Figure 4-27: (a) Data points and solid lines represent the experimental data and model
fits for the relaxation modulus respectively for different wait times at T = 37∘C. (b) Red
shaded data points and solid lines represent the experimental data and model fits for the
storage modulus respectively as a function of frequency for different wait or age times for
T = 37∘C. Blue shaded solid points and solid lines represent the experimental data and
model fits for the loss modulus respectively as a function of frequency for different wait or
age times for T = 37∘C. Both the red and blue color intensity increases with age time tw.
For, T = 37∘C, the model parameters alone are obtained by fitting for relaxation modulus
and complex modulus separately due to small sample variability and then interpolated.
Interpolated parameters are G = 26 Pa; V = 56 Pa·sα; α = 0.19; n = 0.42; µ = 1.3;
η0 = 0.15 Pa·s and the arbitrary reference time chosen is tR = 300 s.
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Figure 4-28: (a) Data points and solid lines represent the experimental data and model fits
for the relaxation modulus respectively for different wait times at T = 49∘C. (b) Red shaded
data points and solid lines represent the experimental data and model fits for the storage
modulus respectively as a function of frequency for different wait or age times for T =

49∘C. Blue shaded solid points and solid lines represent the experimental data and model
fits for the loss modulus respectively as a function of frequency for different wait or age
times for T = 49∘C. Both the red and blue color intensity increases with age time tw. The
model parameters: G = 30 Pa; V = 100 Pa·sα; α = 0.19; n = 0.37; µ = 1.22; η0 = 0.15
Pa·s and the arbitrary reference time chosen is tR = 300 s.
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4.5 Discussion

It has been reported in the past [39] that the aging exponent µ(T ) is a linear function of

1/T . we find this functional form describes our data well as as illustrated in Fig. 4-29.The

best fit for µ with 1/T as determined by regression to be:

µ(T ) =
978
T
− 1.8 (4.24)

where T is in Kelvin scale. The reason for this dependence on the reciprocal temperature

is explained in [85] which notes that we expect µ from :

µ ∝
G0b3

kBT
(4.25)

where kB is the Boltzmann constant and T is the absolute temperature so kBT gives a char-

acteristic energy density in the thermally aging soft glass. G0 is the elastic modulus of the

bentonite dispersion and b is the characteristic length scale of the particles dispersed in

the dispersion so that G0b3 represents the elastic energy scale in the material. Assuming

G0 ≈ 10 Pa and using Eq. (4.24), we obtain the value of b to be 10−7 m or 10 µm using

which is on the same order of the length scale of the bentonite particles as observed from

SEM images, Fig. 4-2. This paves the way for connecting the bulk rheological experiments

to the microstructural theories for disc shaped particles.

We briefly discuss here the temperature superposition for the data obtained at different

temperatures. To superpose the data to a reference temperature (Tre f ) in the material time

and frequency domain, we make use of the FMG constitutive model in the material domain.

For the data at different temperatures to superpose to the reference FMG model denoted by

Gre f at our reference temperature, we need time temperature superposition to be obeyed in

the material time domain:

V(Tre f )(iω̃)α

1 +
V(Tre f )
G(Tre f ) (iω̃)α

= bT
V(Ti)(i(ω̃/aT ))α

1 +
V(Ti)
G(Ti)

(i(ω̃/aT ))α
(4.26)

where V(Tre f ), G(Tre f ) and V(Ti), G(Ti) are the model parameters at the reference temper-
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ature and the individual test temperatures at which we are interested in collapsing to the

reference FMG curve respectively. For Eq. (4.26), to hold we require the vertical bT and

horizontal aT shift factors for temperature superposition to be:

bTi =
Gre f

Gi
(4.27)

aTi =

(︃
Gre fVi

GiVre f

)︃1/α

(4.28)

The characteristic relaxation time constant for FMG is given by τ̃ =
(︁
V
G

)︁ 1
α . Therefore Eq.
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Figure 4-29: The aging exponent µ vs 1/T is plotted as a function of the reciprocal of tem-
perature. The blue filled data points represent the values of µ calculated from experimental
data of relaxation modulus and complex modulus at T = 10∘C, 25∘C, 37∘C, 49∘C. The solid
black line represent a linear fit for the aging exponent µ as a function of of the reciprocal
of temperature. In the plot, the temperature considered is in Kelvin scale.

(4.28) can also be rewritten in terms of the characteristic relaxation time of the FMG in

material time domain as:

aTi =
τ̃i

τ̃re f
(4.29)

The values of the six parameters of the aging FMG model with non-aging viscous mode for
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different temperatures along with characteristic relaxation time in material time, horizontal

shift factors aTi and vertical shift factors bTi calculated with Tre f = 49∘C is tabulated:

T [∘C] G [Pa] V [Pa·sα] α µ η0 n τ̃ [s] aT bT

10 19.1 29.9 0.19 1.62 0.15 -0.21 10.6 s 0.018 1.57
25 19 59 0.19 1.49 0.15 -0.41 389 s 0.69 1.57
37 26 56 0.19 1.3 0.15 -0.42 56.7 s 0.1 1.15
49 30 100 0.19 1.22 0.15 -0.37 564 s 1 1

Table 4.2: Values of model parameters for bentonite dispersion at different temperatures.
The reference temperature Tre f = 49∘C is considered for calculating horizontal shift factors
aT and vertical shift factors bT .
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Chapter 5

Conclusion and Future works

This thesis dealt with three different subjects connected through the central topic of time-

resolved rheology. We focused on applying existing state of the art, time-resolved rheom-

etry techniques such as OWCh to gain rheological insights on a weakly associated physi-

cal gel alginate through superposition rheometry and on a soft glassy material consisting

of bentonite dispersions. We also developed a more advanced time-resolved technique

‘Gaborheometry’ and demonstrated in detail the protocol and applications in rheology.

In chapter 2, we demonstrated that the conventional protocol used in superposition

rheometry of superimposing a SAOS frequency sweep with steady shear flow can be re-

placed by superposition of an Optimally Windowed Chirp (OWCh) imposed orthogonally

to a with steady shear flow. This reduces the experimental time required to determine the

frequency spectrum and can also monitor the transient evolution of the complex modulus

for mutating materials. We presented a novel methodology to investigate flow induced

anisotropy by comparing the relaxation spectrum measured in the flow direction and in

the perpendicular direction to the steady shear flow. The work presented here suggests fu-

ture work on quantifying the degree of flow induced anisotropy and how it increases with

shear rate. The present study also informs us of the outstanding need to develop rigorous

constitutive equations which take into consideration the flow induced anisotropy.

Secondly, in chapter 3, we developed a novel time-resolved rheometric protocol, ‘Gaborheom-

etry’ using discrete Gabor transform to obtain the temporal evolution of the complex mod-

ulus in an aging or mutating material for a specified deformation frequency. For rapidly
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mutating systems in which the mutation number Mu cannot be reduced to Mu ≤ 0.15 even

whilst using OWCh protocol, Gaborheometry remains the only approach to obtain accurate

measurements of the time dependent complex moduli information for different frequencies.

We also presented other applications of discrete Gabor transforms in rheometry such as:

(i) quick extraction of non-linear Fourier and Chebyshev coefficients using an amplitude-

modulated signal for a specified deformation frequency and (ii) extraction of transient and

steady state complex modulus or compliance data accurately from the initial transient re-

sponse following the inception of oscillatory flow. Future work, beyond the scope of this

thesis, will focus on investigating more advanced signal processing techniques such as ap-

plications of wavelets or multi-tone signals for applications in time-resolved rheometry and

automating the rheological experiments.

Finally, in chapter 3, we investigated the rheological aging behavior of 5 wt.% bentonite

dispersion by monitoring the evolution of the linear viscoelastic response with age time at

four different temperatures. By using a time domain transformation from the laboratory

time to material time combined with a Fractional Maxwell Gel (FMG) model, we formu-

lated a six parameter constitutive theory to model the dependence of the linear viscoelastic

response of the bentonite dispersion at different temperatures. The parameter fits enable

interpolation of the values at intermediate temperatures to make forward predictions of the

linear properties of bentonite dispersions in previously unstudied conditions. The result-

ing time—age–time—temperature superposition (tatTs) formulation can be extended to a

range of soft glassy materials and mutating colloidal gels such as clay-based systems. In

the future, we plan to extend the study on bentonite dispersions by linking the rheological

data and modeling presented, to microstructural theories for disc shaped particles.
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Appendix A

Point of inflection of rate dependent

spectra Hrz(τ, γ̇))

The rate dependent spectra Hrz under the application of non-linear large deformation (uni-

directional shear) undergoes a reduction of spectrum at long time scales.

Hrz(τ, γ̇) =
1
π

Gλ(γ̇)1−βτ−1 sin(πβ)
λ(γ̇)1−βτβ−1 + λ(γ̇)β−1τ(1−β) + 2 cos(π(1 − β)))

(A.1)

The point of inflection of the function provides a appropriate time scale after which the

spectrum gets reduced or scale as τ−(2−β). To obtain the point of inflection, the relaxation

time at which second derivative of the rate dependent spectrum Hrz is found. For β = 0.33,

we find the point of inflection to be around the characteristic time constant λ(γ̇).

∂2Hrz(τ, γ̇)
∂τ2

⃒⃒⃒⃒
τ=λ(γ̇)

≈ 0 (A.2)

This informs us that for relaxation times scales greater than λ(γ̇), we observe a reduction

of spectrum which scales with relaxation time as τ−(2−β).

159



160



Appendix B

Gaborheometry: Time Frequency

uncertainty

There is always a trade-off in using the short time Fourier transform techniques between the

frequency and time resolution. Longer the window, better the frequency resolution but poor

time resolution and shorter the window, better the time resolution but poor frequency reso-

lution. The time frequency spread around Gaussian obeys Heisenberg uncertainty principle

[57, 11]. (︃ ∫︁ ∞

−∞

t2|g(t)|2dt
)︃(︃ ∫︁ ∞

−∞

ω2|g̃(ω)|2dω
)︃
≥

1
16π2 (B.1)

The function inside the time integral is the variance of the time signal g(t) and the function

inside the frequency integral is the variance of g̃(ω) which is the Fourier transform of g(t)

in frequency space. For a Gaussian time signal, the Fourier transform also results in a

Gaussian function. To illustrate the time-frequency uncertainty principle, we consider the

signal:

x(t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
sin(1t) t < 15π

sin(5t) t > 15π
(B.2)

The DGT spectrum of the Eq. (B.2) for two different window lengths (a = 2.6 s and

a = 26 s) are shown in Fig. B-1. The ∆t and ∆ω are the characteristic time and frequency

resolution to which time and frequency information can be resolved accurately. A good
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Figure B-1: (a) DGT spectrum of Eq. (B.2) with a = 2.6 s. (b) DGT spectrum of Eq. (B.2)
with a = 26 s. As the time resolution increases, the frequency resolution decreases and
vice-versa.
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estimate of ∆t is two times the standard deviation (2a) of the distribution in time of the

Gaussian window used to traverse the time signal and a good estimate of ∆ω is two times

the standard deviation of the distribution of the amplitude spectrum in frequency space. As

observed in Fig. B-1, for a = 2.6 s, the ∆t is lower than of the ∆t for a = 26 s. But, ∆ω

is lower for a = 26 s, when compared to a = 2.6 s. Therefore, as one improves the time

resolution by decreasing window length, the frequency resolution worsens and vice-versa

constituting the time-frequency uncertainty principle.
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Appendix C

Signatures of hyperaging (µ > 1)

We present here the signatures that identify the phenomena of hyperaging in soft glassy

systems that exhibit rheological aging. For µ > 1, the conversion formula from lab time to

material time given in Eq. (4.13) can be rewritten more clearly as:

t̃ = ξ(t) − ξ(tw) =
tµR

µ − 1

[︃
1

tµ−1
w

−
1

tµ−1

]︃
(C.1)

where t is the total time elapsed after the cessation of pre-shear and tw is the age time or the

waiting time of the bentonite dispersion. The age time tw and the time elapsed t for different

rheological experiments can be visualized from Fig. 4-21 in chapter 4. The dependence

between the material time domain and laboratory time domain is illustrated in Fig. C-1 by

utilizing Eq. (C.1). The material time reaches an asymptote as the laboratory time increases

and is given by:

limt→∞ ξ(t) − ξ(tw) = t̃asymp =
tµR

µ − 1

[︃
1

tµ−1
w

]︃
(C.2)

As seen in Eq. (C.2), the material time asymptote is dependent on the age time tw, aging

exponent µ and on the arbitrary reference time tR chosen to observe the material time win-

dow. The material time asymptote can be thought of as a frame-dependent limiting quantity

which depends on the frame of reference chosen. Analogously, the arbitrarily chosen ref-

erence time tR can be thought of as the reference point compared to which we observe the

material time domain. The material time stops at a certain value t̃asymp and does not go be-

yond it even as the real time approaches infinity. In other words, due to hyperaging (µ > 1),
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the material time gets arrested at a certain value as real time progresses to infinity. From

Eq. (C.2), it can be seen that as the wait time or age time tw increases, the asymptote of

material time decreases. Although, mathematically the t̃asymp is reached only at infinite lab-

oratory time, a good approximation of the laboratory time at which the plateau in material

time is reached can be calculated. At short laboratory time f ract − twtw ≪ 1, the material

time is linearly dependent on lab time with a scaling factor that depends how far tw is from

tR and on µ.

limt→0 ξ(t) − ξ(tw) =

(︃
tR

tw

)︃µ
(t − tw) (C.3)

The short time asymptote given by Eq. (C.3) can be equated to the asymptote of ma-

terial time Eq. (C.2), to obtain characteristic time scale in the laboratory frame (λplateau)

beyond which the material time domain reaches a plateau.

λplateau =

(︃
µ

µ − 1

)︃
tw (C.4)

This suggest that the time taken for the material time to reach a plateau increases linearly

with the laboratory wait time or age time.

Therefore, for hyperaging materials, at a particular age time tw, the information con-

veyed by the relaxation modulus G̃ in the material time domain exist only between t̃ = 0 to

t̃ = t̃asymp(tw). This can be visualized in Fig. C-2 for two different age times tw = 45 s and

tw = 320 s. For laboratory time greater than t = λplateau, the material time reaches a plateau

of t̃ = t̃asymp(tw) whose relaxation modulus is G̃
(︁
t̃asymp(tw)

)︁
. Therefore, the relaxation mod-

ulus (G) in laboratory time reaches a plateau for times greater than t = λplateau whose value

can be calculated as G∞(tw) = G̃
(︁
t̃asymp(tw)

)︁
/b(tw) from Eq. (4.14). The plateau observed in

the relaxation modulus in lab time is because the material time gets arrested to t̃ = t̃asymp(tw)

with G̃
(︁
t̃asymp(tw)

)︁
and cannot go beyond it even as the lab time increases to infinity. The

relaxation modulus plateau in laboratory time can be observed in Fig. C-3 for different age

times tw with the plateau modulus values G∞(tw) = G̃
(︁
t̃asymp(tw)

)︁
/b(tw). We use the form

b(tw) =
(︁

tw
tR

)︁n
for the vertical shift factor.

Consequently, two experimental signatures can be considered to identify the hyperaging

behavior of collidal gels and glasses:
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Figure C-1: The dependence of material time with laboratory time for different age times
is plotted for tR = 300 s and µ = 1.8. The material time aymptote decreases as the age time
increases.

(i) The increase of relaxation modulus plateau with age time.

(ii) The laboratory time taken to reach the relaxation modulus plateau increases roughly

linearly with age time of the gel as specified in Eq. (C.4).

Eq. (C.4) also presents an alternative and more easier way to find the aging exponent µ

in aging systems. The traditional way of obtaining the aging exponent µ in aging systems is

by transformation of laboratory time to material time using µ and determining the value the

µ which gives the best superposition of relaxation modulus with the choice of vertical shift

factors b(tw). Instead, one can utilize Eq. (C.4) to find the aging exponent µ by plotting

the laboratory time it takes for the relaxation modulus to reach a plateau λplateau against

different age times tw. Linear regression maybe used between the experimental plateau

times λplateau and age times tw and its slope can be equated to µ/(µ− 1) following Eq. (C.4)

to calculate the aging exponent µ. This method also decouples the conventional process of

finding aging exponent µ and vertical shift factors b(tw) together.
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Figure C-2: The relaxation modulus using fractional Maxwell gel model (FMG) with
paramters G = 11.1 Pa, V = 51.5 Pa·sα, α = 0.28 is represented in material time. The
aging exponent and reference time in the material time are µ = 1.8 and tR = 300 s respec-
tively. The available information of relxation modulus in material time for two different
times tw = 45 s and tw = 320 s are represented using blue and red solid double arrows
respectively.

100 101 102 103 104 105 106

100

101

𝐺!(𝑡" = 45) 𝐺!(𝑡" = 320)

Figure C-3: The corresponding relaxation modulus in laboratory time for the relaxation
modulus G̃ represented in Fig. C-2 in material time using b(tw) =

(︁
tw
tR

)︁n
. The complete set

of parameters required to construct these curves areG = 11.1 Pa, V = 51.5 Pa·sα, α = 0.28,
µ = 1.8, tR = 300 s, n = −0.36.
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