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Abstract
Data-driven decision making has become a necessary commodity in virtually every domain of human endeavor, fueled by the exponential growth in the availability of data and the rapid increase in our computing power. In principle, if the collected data contain sufficient information, it is possible to build a useful model for making decisions. Nevertheless, there are a few challenges to address to bring it into reality. First, the gathered data can be contaminated by noise, or even by missing values. Second, building a model from data usually involves solving an optimization problem, which may require prohibitively large computational resources. In this thesis, we explore two research directions, motivated by these two challenges.

In the first part of the thesis, we consider statistical learning problems with missing data, and discuss the efficacy of data imputation approaches in predictive modeling tasks. To this end, we first review low-rank matrix completion techniques and establish a novel error analysis for the matrix estimation beyond the traditional mean squared error (Frobenius norm), focusing on the singular value thresholding algorithm. Thereafter, we study two specific predictive problem settings – namely, errors-in-variables regression and Q-learning with thrifty exploration – and argue that the predictions based on the imputed data are typically nearly as accurate as the predictions made when the complete data were available.

In the second part of the thesis, we investigate the tradeoff between the scalability and the quality of optimal solutions in the context of approximate semidefinite programming. Specifically, we ask the question: “how closely can we approximate the set of unit-trace $n \times n$ positive semidefinite (PSD) matrices, denoted by $D^n$, using at most $N$ number of $k \times k$ PSD constraints?” We show that any set $S$ that approximates $D^n$ within a constant approximation ratio must have superpolynomially large $S_k^+$-extension complexity for all $k = o(n/\log n)$. Our results imply that it is impossible to globally approximate a large-scale PSD cone using only a few, smaller-sized PSD constraints. Therefore, we conclude that local, problem-adaptive techniques are essential to approximate SDPs for enhanced scalability.
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Part I

Introduction
With the exponential growth in the availability of data and the rapid increase in our computing power, data-driven decision-making (DDDM) is now a necessary commodity in virtually every domain of human endeavor. Companies collect and use data to build a predictive model for advantageous marketing strategies and human resource management. Robots and self-driving cars interactively gather and process data from the environment to make real-time decisions to achieve their objectives while fulfilling safety constraints.

Arguably, a typical DDDM procedure consists of three steps as illustrated in Figure 1.1: collect data that contain useful information; build a model from the data; and exploit the model to make decisions. For example, suppose that we are to decide whether we should invest in the stock market today or not. One possible strategy to make such a decision is to collect data about the stock price and economic indicators (GDP growth rate, interest rate, etc.) accumulated so far, build a model that predicts the stock price of tomorrow based on the indicators measured today, and then invest if and only if the predicted price is higher than the price of today. As another example, a self-driving car interactively senses its environment, forecasts the outcomes in its possible trajectories, and chooses one that is certifiably safe and leads to the destination fast. In principle, if the collected data contain sufficient information, it is possible to build a model that can help the decision.

Nevertheless, there are two fundamental challenges in this process. First, the collected data can have some values missing, which can be caused by the unavailability of some data points, or by the budget constraints in data collection. Missing values in data inhibit the use of standard statistical tools that would be used in building a model if it were not for the
missing data. Second, building a model from data usually involves solving an optimization problem, which may require prohibitively large computational resources.

In this thesis, we explore two research directions motivated by these challenges. In Part II, we study data imputation with low-rank matrix completion as a possible remedy for the missing data in predictive problems. In Part III, we investigate the tradeoff between the computational scalability of optimization problems and the optimality of the approximate solutions in the context of semidefinite programming (SDP).

1.1 Data Imputation for Predictive Modeling

In Part II of this thesis, we consider two types of decision-making problems – supervised learning and reinforcement learning – which we describe here with a toy example. Suppose that a restaurant owner wants to maximize the profit from running the restaurant. As a first step to achieve the goal, they may want to predict the number of guests who will visit tomorrow based on the information available today, e.g., the number of guests who visited, the feedback comments from customers, the weather outside, the number of Likes & reviews the restaurant received on social networking services, etc. They can use the data from the past to learn a regression function in the manner of supervised learning. Moving one step forward, the owner may want to take some actions to increase sales and boost profits, e.g., by running a promotion or changing the menu. These actions will not only affect the immediate reward (profit of tomorrow), but also drift the restaurant to enter into a new state (e.g., reputation) that will influence the long-term profit. Therefore, the owner will want to identify a policy for what decision to make (=action to take) at each state of the restaurant, to maximize the long-term profit. This is an example of reinforcement learning, and finding an optimal policy requires iterations of gathering data (trying action at a state) and updating the expectations for the long-term profits.

One of the common challenges encountered in these learning problems is that some values in the data may be unavailable for several reasons. For example, some of the customer feedback and reviews might have missing entries. These missing values make it harder to learn the regression function. Also, in the reinforcement learning setup, trying a new action to collect more data about the expected long-term profit can be costly and even risky sometimes, and thus, the owner may deliberately decide to gather data from only a small subset of all possible actions. Now the owner can cut some expenses related to data collection, but will need to figure out an optimal policy from the limited information.

As a matter of fact, the missing data problem is ubiquitous throughout various disciplines, and it is a nuisance as it disturbs learning the relationship between variables from data [95, 53]. For decades, various attempts have been made to ‘fix’ the data either by discarding incomplete
data points or by filling in the missing values with reasonably generated replacement values. The latter approach is referred to as *imputation*, and has comparative advantage over the former deletion approach (a.k.a. complete case analysis in the literature as it only handles the complete cases of data points). It is because imputation preserves all cases by replacing missing values with values estimated based on other available information, and hence, no information is wasted. Specifically, in this thesis, we restrict our discussion to the imputation methods that replace the missing values in a tabular dataset with the values estimated by low-rank matrix completion, which can be viewed as a refined instance of regression imputation.

A prudent reader might ask why we consider regression imputation instead of methods based on maximum likelihood estimation (MLE), such as the celebrated expectation-maximization (EM) algorithm proposed by Dempster, Laird, and Rubin [46]. It is true that MLE-based techniques have been very successful in both theory and practice and are regarded as the current state of the art [124, 53, 95]. Nevertheless, they require a probabilistic data generative model in parametric form (i.e., likelihood) and usually do not come with global convergence guarantees. In contrast, our proposed approach does not require such a probabilistic model, and we establish upper bounds on the bias arising from the imputation.

It should be also emphasized that the two learning problems of our interest involve statistical modeling for the purpose of prediction. That is, data and statistical tools are used primarily for building a predictive model that accurately forecasts new or future outcomes, following the tradition of predictive modeling. Note that predictive modeling should be distinguished from descriptive modeling that is aimed at succinctly summarizing the observed data, and also from explanatory modeling, which uses statistical models to test causal hypotheses. As a consequence, in Part II of this thesis, we exclusively focus on predictive modeling and attempt to find ‘a’ model that accurately predicts the response to new input variables, rather than attempting to estimate ‘the’ true underlying model. It is because descriptive models are not helpful in making decisions for the future as they are not aimed at forecasting possible outcomes, whereas causal explanations are not always necessary in making decisions although such explanations could be helpful sometimes. See the articles of Breiman [25] and Shmueli [128] and references therein for more discussions on this distinction.

In summary, in Part II of the thesis, we consider imputing missing values in tabular datasets with low-rank matrix completion for the purpose of supervised and reinforcement learning, and ask the following informally stated question:

**Question 1.1** (central question of Part II, informal). When we have only access to a partial dataset with missing values, can we solve the statistical learning problems with imputed datasets nearly as accurately as if the complete dataset were provided?
1.2 Global Approximation of a Semidefinite Program

A semidefinite program (SDP) is an optimization problem of the form

\[
\begin{align*}
\text{minimize}_{X \in S^n} & \quad \text{Tr}(CX) \\
\text{subject to} & \quad \text{Tr}(A_i X) = b_i, \quad i = 1, \ldots, m, \\
& \quad X \succeq 0,
\end{align*}
\]

where \(S^n\) denotes the set of \(n \times n\) real symmetric matrices, \(\text{Tr}(\cdot)\) is the trace of a matrix, \(C, A_1, \ldots, A_m \in S^n\) and \(b_1, \ldots, b_m \in \mathbb{R}\) are problem data, and \(X \succeq 0\) denotes that the decision matrix variable \(X\) is constrained to be positive semidefinite.

SDPs have received much attention as they have numerous applications throughout applied and computational mathematics as well as engineering. In discrete optimization, SDP provides some of the most powerful convex relaxations for prominent hard problems such as the maximum cut [62] and the maximal stable set [97] problems in graph. In statistics and machine learning, SDPs also arise as computationally tractable relaxations of sparse recovery problems, e.g., rank minimization [116] and sparse PCA [41]. In polynomial optimization, the hierarchies of SDPs based on the notion of sum-of-squares (SOS) polynomials provide one of the most promising approaches for global optimization without convexity assumptions [86, 112]. Last but not least, various notions of the safety, stability, and robustness in control and robotics can be certified by searching a Lyapunov function that satisfies appropriate non-negativity constraints, and this search can be automated by the SOS approach [111]; more recently, these techniques to search a certificate have been also actively studied in the context of algorithmic robust statistics [85, 47, 36].

In addition to the long list of applications, SDPs are well known for their strong theoretical and computational properties. For instance, for every SDP of the form (1.1) (called the primal problem), there exists another associated SDP, called the dual problem. Under mild assumptions (usually called constraint qualifications), e.g., if both primal and dual problems are strictly feasible, strong duality holds and the optimal costs are equal for both problems. Moreover, many algorithms for linear programs have been adapted to SDPs, and these algorithms can solve SDPs to arbitrary accuracy in polynomial time [155].

Despite these numerous virtues, when it comes to solving SDPs for practical purposes, they suffer from one serious problem, which is scalability. When the SDP formulated in the form (1.1) has large \(n\) or \(m\), the computation time and memory required to solve it will be prohibitively large, as most solvers rely on interior-point methods. Such scalability issues remain as major challenges for researchers in the field, and various attempts have been made to overcome these impediments.
Recently, Ahmadi and Majumdar [6] introduced tractable alternatives of SDP based on linear-programming (LP) and second-order-cone-programming (SOCP), which they call diagonally dominant sum-of-squares (DSOS) and scaled diagonally dominant sum-of-squares (SDSOS) optimization, respectively. The underlying idea of their approaches is to replace the delicate \( n \times n \) positive semidefinite (PSD) constraint \( X \in \{ X' \in S^n : X' \succeq 0 \} \) with simpler sufficient conditions that comprise \( \binom{n}{2} \) number of linear (or quadratic) inequalities so that the resulting approximate programs can be solved faster. As a result, these approaches trade off scalability with conservatism – they are guaranteed to produce a feasible solution of the original SDP, although it may have suboptimal value – and therefore, have advantages in safety-critical applications in particular.

In spite of promising empirical evidences that DSOS and SDSOS approaches can solve SDPs much faster than the standard methods without sacrificing the optimality too much [6, Section 4], there is little theoretical understanding about the tradeoff between the computational gain and the quality of approximate solutions. Motivated by this gap in the knowledge, we study the problem of approximating a large-scale SDP with smaller-sized SDPs in Part III of this thesis. Specifically, we ask the following question:

**Question 1.2.** Given two positive integers \( k \leq n \), how many \( k \times k \)-sized PSD constraints are required to approximate the feasible set of the SDP of the form (1.1) so that the optimality gap (difference in the optimal value) is less than \( \epsilon \)?

In essence, Question 2 asks how many \( k \times k \)-sized PSD constraints are necessary for approximating the expressive power of a single \( n \times n \) PSD constraint. Note that the case with \( k = 1 \) corresponds to an LP approximation of SDP, and the case with \( k = 2 \) is an SOCP approximation of SDP.

### 1.3 Outline and Contributions of the Thesis

Part I of this thesis provides some mathematical preliminaries that will be used in our analysis in later chapters. The remainder of this thesis is mainly divided into two parts, each of which contains two or three chapters.

In Part II of the thesis, we study the utility of data imputation based on low-rank matrix completion for predictive learning tasks. To this end, we begin our discussion by providing a brief literature review on data imputation and matrix completion, and then discuss error guarantees of low-rank matrix completion algorithms (Chapter 3). Chapters 4 and 5 exhibit case studies of the usefulness of imputed data in predictive learning tasks. Chapter 4 considers the prediction capability of imputed-data-based regression when the covariate data have missing values. Chapter 5 studies the sample complexity of model-free Q-learning algorithms.
Part III of the thesis is concerned with the approximability of the cone of $n \times n$ positive semidefinite (PSD) matrices by using only a small number of $k \times k$ PSD constraints for $k$ much smaller than $n$. Chapter 6 is a preparatory chapter that provides additional background on the motivation of our study and technical machinery used in our proofs. Chapter 7 contains results on the hardness of approximating the $n \times n$ PSD cone with smaller-sized PSD constraints.

A summary of our contributions in each chapter is provided below.

Part II

Data Imputation with Matrix Completion (Chapter 3) The main contribution of this chapter is the novel analysis of singular value thresholding algorithm for matrix completion. To be more precise, we prove an upper bound for the matrix estimation error measured in the spectral norm that matches the optimal upper bound and the minimax lower bound reported by Koltchinskii et al. [82, Theorem 13], but with a conceptually more straightforward proof. Moreover, we establish an upper bound on the estimation error of matrix completion in the $\ell_{2,\infty}$-norm (and also in the $\ell_{\infty}$-norm) sense, which is a stronger guarantee than the widely used Frobenius norm error bound (=mean squared error).

Although our analysis in this chapter is focused on a specific algorithm (singular value thresholding) and the resulting matrix estimator for the concreteness of discussion, any matrix completion algorithm may be used for the applications to be discussed in later chapters as long as the resulting matrix estimator has small estimation error. Thus, we also provide a brief literature survey for existing algorithms for matrix completion and their error analysis.

Errors-in-variables Regression (Chapter 4) Our first contribution in this chapter is the analysis of the prediction performance of regression that use the covariate data imputed by low-rank matrix completion. Specifically, we study the errors-in-variables regression problem, but our aim is at finding a good predictor for the response given covariate data, instead of identifying the true underlying regression model parameter. We argue that if the objective of regression analysis is in prediction rather than model identification, then it is possible to achieve prediction performance nearly as good as the predictor based on the full covariate data. Moreover, we describe a procedure that predicts the response given a new covariate that is not from the training set, which is not considered in other works in the literature. We discuss an informal error analysis for this out-of-sample prediction, and validate its performance with numerical experiments.

As a byproduct or our analysis, we observe that the well-established technique of principal component regression (PCR) algorithm can be interpreted as an instance of ‘regression-after-imputation’ algorithm (Algorithm 2) considered in this chapter. This observation enables extending our analysis to yield finite-sample analysis for PCR.
Sample-efficient Q Learning (Chapter 5) We examine reinforcement learning in the context of model-free $Q$-learning, and discuss how the low-rank structure of the optimal $Q$-function can be utilized to reduce the burden of exploration and improve the sample efficiency. The main contributions in this chapter are the methodological proposal of Q-learning algorithm that exploits low-rank structure in $Q^*$ (Algorithm 3) and its theoretical analysis. We argue that if the $Q^*$ function admits a low-rank structure, then that structure can be utilized by means of low-rank matrix completion to improve sample efficiency in value iteration updates. That is, it suffices to explore only a small fraction of state-action pairs instead of probing all pairs in order to update the current guess about $Q^*$.

As a main theoretical contribution of the chapter, we show that the proposed $Q$-learning procedure converges to $Q^*$ with the desired improvement in sample complexity. Without any structural assumptions, the number of samples (explorations of state-action pairs) required to learn $Q^*$ within an accuracy of $\epsilon$ scales as $|\mathcal{S}||\mathcal{A}|/\epsilon^2$ where $\mathcal{S}, \mathcal{A}$ denote the state space and the action space, respectively. In contrast, if the matrix completion oracle in use satisfies a certain $\ell_\infty$-contraction property, then it is possible to learn $Q^*$ from only $\text{rank}(Q^*) \cdot (|\mathcal{S}| \vee |\mathcal{A}|)/\epsilon^2$ number of samples. We complement our analysis with numerical experiments on simple stochastic control tasks.

Part III

Hardness of Approximating the PSD Cone by Smaller-sized PSD Cones (Chapter 7) This chapter is devoted to hardness results about approximating the cone of $n \times n$ positive semidefinite (PSD) matrices by using only a small number of $k \times k$ PSD constraints for $k$ much smaller than $n$. The main contributions in this chapter are impossibility theorems of approximating the PSD cone. These impossibility theorems state the hardness of globally approximating the $n \times n$ PSD cone using a small number of $k \times k$ PSD constraints. Here we remark that our negative results do not contradict the empirical success of DSOS/SDSOS approaches because the optimal value of those approximate programs can be still close to that of the original SDP as long as the feasible set of the original SDP (1.1) is locally approximated, e.g., in the direction of $C$.

We begin this chapter by specifying three notions of approximation for sets and cones that we use. In essence, these notions of approximation are defined by comparing the width of the sets (bases of the cones) in slightly varying manners. They are natural notions to measure approximability of a set by the other, and closely related to quantifying the difference in the optimal value (optimality gap) induced by relaxing the feasible set in (1.1).

With the notions of approximation identified, we consider two schemes to construct a set that approximates the $n \times n$ PSD cone. First, we consider a specific construction of
approximating cone, which is defined as the set of $n \times n$ symmetric matrices that are PSD when restricted to a given fixed set of $k$-dimensional subspaces in $\mathbb{R}^n$. We show that when $k$ is much smaller than $n$, it is necessary to impose PSD constraints on at least exponentially many subspaces to produce a cone that approximates $S^n_+$ well. Second, we study a more general construction of approximating cones through the lens of extended formulations, and prove the hardness of approximating $S^n_+$ by showing lower bounds on the $S^k_+$-extension complexity that holds for any set that approximates $S^n_+$.

It is noteworthy that the extension complexity lower bounds have a strong implication about the hardness of approximating $S^n_+$ with $k \times k$ PSD constraints. Because they apply to any constructions of the approximating set, the lower bounds completely refute the possibility of globally approximating the large PSD cone $S^n_+$ with a few, small-sized $k \times k$ PSD constraints. Therefore, the results from this chapter seem to suggest that local and/or problem-data-adaptive techniques are essential to approximate SDPs.

1.3.1 Bibliographic Note on Related Publications

Preliminary versions of the results in Chapter 4 and their applications in econometrics (synthetic control method) can be found in joint work with Anish Agarwal, Dennis Shen, and Devavrat Shah [3, 4]. Most of the materials in Chapter 5 are based on joint work with Devavrat Shah, Zhi Xu, and Yuzhe Yang [127]. Finally, the materials in Chapter 7 are based on joint work with Pablo A. Parrilo [134].

1.4 Notation

Before proceeding, we define notation and terminology that we commonly use in this thesis; the notation is mostly standard.

Set notation Throughout, we let $\mathbb{R}$ denote the set of real numbers and $\mathbb{N}$ denote the set of natural numbers. For a positive integer $n \in \mathbb{N}$, we denote with $[n]$ the set of integers $\{1, \ldots, n\}$. We let $S^{n-1} = \{x \in \mathbb{R}^n : \|x\|_2 = 1\}$ denote the $(n - 1)$-dimensional unit sphere in $\ell_2$ norm. We use $S^n$ to denote the set of $n \times n$ real symmetric matrices. Let $\mathbb{R}_+ := \{x \in \mathbb{R} : x \geq 0\}$ and $S^n_+ = \{A \in S^n : A \text{ is positive semidefinite}\}$. Given a set $S \subseteq \mathbb{R}^n$, we let $\text{cl}(S)$, $\text{conv}(S)$, and $\text{cone}(S)$ denote the closure, the convex hull, and the conical hull of $S$, respectively.

Vector and matrix notation For any vector space $V$, we let $I_V : V \to V$ denote the identity map in $V$. We let $\mathbb{R}^n$ denote the $n$-dimensional vector space over $\mathbb{R}$ and $\mathbb{R}^{n_1 \times n_2}$ denote the set of $n_1 \times n_2$ real matrices. We may identify a vector $x \in \mathbb{R}^n$ with a $n \times 1$ matrix through the natural vector space isomorphism. For a vector $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$, we let $\text{diag}(x) \in \mathbb{R}^{n \times n}$ denote the $n \times n$ diagonal matrix such that $\text{diag}(x)_{ii} = x_i$, $\forall i$. For $A \in \mathbb{R}^{n_1 \times n_2}$, we denote...
with $A^T$ its transpose. For $A \in \mathbb{R}^{n \times n}$, its trace $\operatorname{Tr}(A) = \sum_{i=1}^{n} A_{ii}$. For $I \subseteq [n_1], J \subseteq [n_2]$, let $X(I, J) \in \mathbb{R}^{|I| \times |J|}$ denote the $|I| \times |J|$ submatrix of $X$ obtained by deleting the rows not in $I$, and the columns not in $J$. We reserve $1_n \in \mathbb{R}^n$ and $1_{n_1 \times n_2} \in \mathbb{R}^{n_1 \times n_2}$ to denote the vector/matrix with all elements equal to 1. We let $I_n$ denote the $n \times n$ identity matrix.

We let $\langle \cdot, \cdot \rangle$ denote the standard inner product. For example, $\langle x, y \rangle = \sum_{i=1}^{d} x_i y_i$ for $x, y \in \mathbb{R}^{d}$ and $\langle A, B \rangle = \operatorname{Tr}(A^T B)$ for $A, B \in \mathbb{R}^{n_1 \times n_2}$. For a subspace $X \subseteq \mathbb{R}^n$, we let $X^\perp = \{y \in \mathbb{R}^n : \langle x, y \rangle = 0, \forall x \in X\}$ denote the orthogonal complement of $X$ in $\mathbb{R}^n$. A matrix $U \in \mathbb{R}^{n \times d}$ (with $n \geq d$) is called semi-orthogonal if the columns of $U$ are orthonormal vectors. A square semi-orthogonal matrix is called orthogonal.

We use $s_i(A)$ to denote the $i$-th largest singular value of $A$. When $A \in \mathbb{S}^n$, we use $\lambda_i(A)$ to denote the $i$-th largest eigenvalue of $A$. A matrix $A \in \mathbb{S}^n$ is positive semidefinite (PSD), denoted by $A \succeq 0$, if $x^T A x \geq 0$ for all $x \in \mathbb{R}^n$, or equivalently, if $\lambda_n(A) \geq 0$. Given two matrices $A, B \in \mathbb{S}^n$, we write $A \succeq B$ or $B \preceq A$ if $A - B \in \mathbb{S}^+_n$.

For vector $x \in \mathbb{R}^n$ and $p \geq 1$, we use $\ell_p$ to denote the usual $\ell_p$-norms $\|x\|_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p}$, where $\|x\|_\infty = \max_i |x_i|$. For a matrix $A \in \mathbb{R}^{n_1 \times n_2}$ and two positive integers $p, q \geq 1$, we let $\ell_{p,q}$ denote the $\ell_p \rightarrow \ell_q$ operator norms (a.k.a. subordinate matrix norms) of $A$, i.e., $\|A\|_{p,q} = \sup_{x \in \mathbb{R}^{n_2}: \|x\|_p \leq 1} \|Ax\|_q$. As shorthand, we use $\|A\|_p = \|A\|_{p,p}$. Also, we let $\|A\|_p$ be the $\ell_p$-norm of matrix $A \in \mathbb{R}^{n_1 \times n_2}$ viewed as a vector in $\mathbb{R}^{n_1 n_2}$. Note that $\|A\|_p \neq \|A\|_p$ in general. We let $\|A\|_*$ and $\|A\|_F$ denote the nuclear norm (a.k.a. trace norm), and the Frobenius norm of $A$, respectively. Note that $\|A\|_F = \|A\|_2$ and that the operator norm of $A$ induced by $\ell_2$-norm satisfies $\|A\|_2 = s_1(A)$, and is also referred to as the spectral norm of $A$.

**Asymptotic notation** We also use standard asymptotic notation throughout this thesis. In particular, we use $O(\cdot), \Omega(\cdot), o(\cdot),$ and $\omega(\cdot)$ notation. Formally, given two real-valued sequences $\{a_n\}_{n \in \mathbb{N}}$ and $\{b_n\}_{n \in \mathbb{N}}$, we write $a_n = O(b_n)$ if there exists a constant $c < \infty$ and $N \in \mathbb{N}$ such that $a_n \leq cb_n$ for all $n \geq N$. Likewise, we write $a_n = \Omega(b_n)$ if $b_n = O(a_n)$, and $a_n = \Theta(b_n)$ if $a_n = O(b_n)$ and $b_n = O(a_n)$. Lastly, we say $a_n = o(b_n)$ if $|a_n|/|b_n| \to 0$ as $n \to \infty$, and $a_n = \omega(b_n)$ if $b_n = O(a_n)$. We use the notation $a_n \preceq b_n$ to denote $a_n = O(b_n)$, and $a_n \ll b_n$ to denote $a_n = o(b_n)$. Also, we let $a_n \asymp b_n$ denote $a_n = \Theta(b_n)$.

**Probabilistic notation** When a random variable (random vector) $X$ has distribution $D$, we denote it by $X \sim D$. We let $X \sim D$, $P_{X \sim D}(X \in S)$ denote the probability of the event $X \in S$ and $E_{X \sim D}[f(X)]$ be the expected value of $f(X)$ when $X \sim D$. When the reference random variable and/or distribution is clear from the context, we will omit the subscript and simply write $P(\cdot)$ and $E[\cdot]$ for brevity. With a slight abuse of notation, we also write $X \sim \mu$ for a probability measure if $P(X \in S) = \mu(S)$ for all measurable sets $S$. We use $N(\mu, \sigma^2)$ to denote univariate Gaussian distribution with mean $\mu$ and variance $\sigma^2$, and $N(\mu, \Sigma)$ to denote multivariate Gaussian distribution with mean $\mu$ and covariance $\Sigma \succeq 0$.  
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Miscellaneous notation  We denote by $\mathbb{1}\{E\}$ the indicator function of an event $E$, which takes value 1 if $E$ is true and 0 otherwise. We let $\lor$ and $\land$ denote maximum and minimum so that $a \lor b = \max\{a, b\}$ and $a \land b = \min\{a, b\}$. Lastly, $[x]_+ = x \lor 0$ for $x \in \mathbb{R}$. 
Chapter 2

Mathematical Preliminaries

In this chapter, we review some relevant mathematical preliminaries that are used in our analysis. Our exposition is brief as we only provide the basic technical background, but it is mostly self-contained. We refer the interested readers to the classic texts provided at the beginning of each section for more details. Expert readers may want to skip this chapter and continue reading from Chapter 3.

2.1 Linear Algebra

**Rank** Let $A$ be an $n_1 \times n_2$ matrix over $\mathbb{R}$. The rows of $A$ span a subspace of $\mathbb{R}^{n_2}$ known as the row space of $A$, denoted by $\text{rsp}(A)$. Similarly, the columns of $A$ span a subspace of $\mathbb{R}^{n_1}$ known as the column space of $A$, denoted by $\text{csp}(A)$. The dimensions of these spaces are respectively called the row rank and column rank of $A$, namely, $\text{rrank}(A) = \dim \text{rsp}(A)$ and $\text{crank}(A) = \dim \text{csp}(A)$. The row rank of a matrix is always equal to its column rank, and we call it the rank of the matrix. We denote the rank of $A$ by $\text{rank}(A)$.

For any matrix $A \in \mathbb{R}^{n_1 \times n_2}$, there exist $U \in \mathbb{R}^{n_1 \times n_1}$, $V \in \mathbb{R}^{n_2 \times n_2}$ and $\Sigma \in \mathbb{R}^{n_1 \times n_2}$ such that (i) $A = U\Sigma V^T$; (ii) $U$ and $V$ are orthogonal; and (iii) $\Sigma_{11} \geq \cdots \geq \Sigma_{nn} \geq 0$ where $n = n_1 \land n_2$, and $\Sigma_{ij} = 0$ if $i \neq j$. This is called a singular value decomposition (SVD) of matrix $A$. Note that the singular values $\{\Sigma_{11}, \ldots, \Sigma_{nn}\}$ are uniquely defined, whereas singular vectors (the columns of $U$ and $V$) may have some ambiguity (e.g., sign).

When $\text{rank}(A) = r$, $\Sigma_{ii} > 0$ if and only if $i \leq r$. Thus, $U\Sigma V^T = U_r \Sigma_r V_r^T$ where $U_r \in \mathbb{R}^{n_1 \times r}$, $V_r \in \mathbb{R}^{n_2 \times r}$ are submatrices of $U$, $V$ formed by taking only the left $r$ columns, and $\Sigma_r \in \mathbb{R}^{r \times r}$ is the top left $r \times r$ principal submatrix of $\Sigma$. We call $U_r \Sigma_r V_r^T$ a compact SVD of $A$.

Singular values lead to a generalization of the matrix inverse that applies to all matrices (i.e., all linear transformations), so called the Moore-Penrose pseudoinverse. When $A$ admits a compact singular value decomposition, $A = U\Sigma V^T$, its Moore-Penrose pseudoinverse, denoted by $A^\dagger$, is defined to be $A^\dagger = V \Sigma^{-1} U^T$. Note that $A^\dagger = A^{-1}$ when $A$ is invertible.
Orthogonal Invariant Norm  We say a matrix norm \( \| \cdot \| \) is orthogonally invariant if \( \| UAV^T \| = \| A \| \) for all \( A \in \mathbb{R}^{d_1 \times d_2} \) and for all semi-orthogonal matrices \( U \in \mathbb{R}^{n \times d_1} \) and \( V \in \mathbb{R}^{n \times d_2} \) \((n \geq d_1 \vee d_2)\). Note that any norms that are defined in terms of the singular values – e.g., the spectral norm and the Frobenius norm – are orthogonally invariant.

Orthogonal Projection  Let \( X \) be a vector subspace of \( \mathbb{R}^n \). For any \( v \in \mathbb{R}^n \), there exists a unique minimizer \( x^*(v) = \arg \min_{x \in X} \| v - x \|_2 \), which is called the orthogonal projection of \( v \) onto \( X \). The orthogonal projection \( \Pi_X : v \mapsto x^*(v) \) is a linear transformation from \( \mathbb{R}^n \) to \( X \).

Moreover, \( \Pi_X + \Pi_{X^\perp} = I_{\mathbb{R}^n} \) for any subspace \( X \subseteq \mathbb{R}^n \).

Identifying \( \mathbb{R}^n \) with \( \mathbb{R}^{n \times 1} \), we can write \( \Pi_X(v) = P_U v \) where \( P_U = UU^T \in S^n \) for a semi-orthogonal matrix \( U \) such that \( \text{csp}(U) = X \). Indeed, \( P_U = P_{U'} \) for any semi-orthogonal matrices \( U, U' \) such that \( \text{csp}(U) = \text{csp}(U') = X \). Thus, we let \( P_X \in S^n \) denote the projection matrix onto the vector subspace \( X \subseteq \mathbb{R}^n \).

\section*{2.2 Geometry}

\subsection*{2.2.1 Principal Angles and Matrix Perturbation}

Principal Angles between Subspaces  The concept of principal angles between subspaces was introduced by Jordan \cite{Jordan}, and it provides a way to measure how closely two subspaces are aligned to each other. In statistics, Hotelling defines the principal angles in the form of canonical correlations \cite{Hotelling}. Recall that an acute angle between two unit vectors \( x, y \in \mathbb{R}^n \), i.e., \( \|x\|_2 = \|y\|_2 = 1 \), is defined as \( \theta(x, y) = \arccos \langle x, y \rangle \). This definition can be extended to the principal angles between subspaces as follows.

Definition 2.2.1 (Principal angles between subspaces). Let \( X, Y \subseteq \mathbb{R}^n \) be subspaces with \( \dim X = d_1 \) and \( \dim Y = d_2 \). Let \( d = d_1 \wedge d_2 \). The \( i \)-th principal angles between \( X \) and \( Y \) are recursively defined by

\[ \theta_i(X, Y) = \arccos \langle x_i, y_i \rangle \quad \text{where} \quad (x_i, y_i) \in \arg \max_{(x, y) \in X \times Y: \|x\|_2 = \|y\|_2 = 1, \langle x, x \rangle = \langle y, y \rangle = 0} \langle x, y \rangle. \]

The principal angle matrix between \( X \) and \( Y \) is defined as

\[ \Theta(X, Y) = \text{diag}(\theta_1(X, Y), \ldots, \theta_d(X, Y)). \]

The vectors \( \{x_1, \ldots, x_d\} \) and \( \{y_1, \ldots, y_d\} \) are called the principal vectors.

Note that the principal angles are well defined, although the principal vectors are not
uniquely defined. To make this point clear, we present an alternative definition of the principal angles in the following theorem, which is based on the singular value decomposition [20, 65].

**Theorem 2.2.2** (Alternative definition of principal angles). Let $X, Y \subseteq \mathbb{R}^n$ be subspaces with $\dim X = d_1$ and $\dim Y = d_2$. Let $X \in \mathbb{R}^{n \times d_1}$ and $Y \in \mathbb{R}^{n \times d_2}$ be semi-orthogonal matrices such that $\text{csp}(X) = X$ and $\text{csp}(Y) = Y$. Let $U \Sigma V^T$ be a SVD of $X^T Y$, where $\Sigma \in \mathbb{R}^{d_1 \times d_2}$ has main diagonal elements $\Sigma_{11} \geq \ldots \geq \Sigma_{dd} \geq 0$ with $d = d_1 \wedge d_2$. Then $\theta_i(X, Y) = \arccos \Sigma_{ii}$. Moreover, the associated principal vectors are given by the first $d$ columns of $XU$ and $YV$.

The sine of the principal angles between subspaces is a natural measure of their difference, partly due to its connection to the orthogonal projections. We refer the interested readers to [43, 139] for more details.

**Lemma 2.2.3.** Let $X, Y \subseteq \mathbb{R}^n$ be subspaces with $\dim X = \dim Y = d$. Let $\sin \Theta(X, Y) = \text{diag}(\sin \theta_1(X, Y), \ldots, \sin \theta_d(X, Y))$. Then

$$\|\sin \Theta(X, Y)\| = \|P_Y P_X\| = \|P_X P_Y\|.$$  \hspace{1cm} (2.1)

for any orthogonally invariant norm $\| \cdot \|$.

**Proof.** Let $X, Y \in \mathbb{R}^{n \times d}$ be semi-orthogonal matrices such that $\text{csp}(X) = X$ and $\text{csp}(Y) = Y$. Let $U \Sigma V^T$ be a SVD of $X^T Y$. Then $X^T Y Y^T X = U \Sigma \Sigma^T U^T = U \cos^2 \Theta(X, Y) U^T$ by Theorem 2.2.2. Now let $Y_\perp \in \mathbb{R}^{n \times (n-d)}$ be a semi-orthogonal matrix such that $\text{csp}(Y_\perp) = Y_\perp$. Then $Y_\perp Y_\perp^T = I_n - YY^T$ because $YY^T = P_Y$ and $Y_\perp Y_\perp^T = P_{Y_\perp}$. Therefore,

$$X^T Y_\perp Y_\perp^T X = X^T (I_n - YY^T) X = U \sin^2 \Theta(X, Y) U^T.$$ 

In other words, $X^T Y_\perp = U \sin \Theta(X, Y) \tilde{V}^T$ for some semi-orthogonal $\tilde{V} \in \mathbb{R}^{n \times (n-d)}$.

**Matrix Perturbation Theory** Let $A, E \in \mathbb{R}^{n_1 \times n_2}$ and $\hat{A} = A + E$. Matrix perturbation theory is concerned with how the singular values and the singular vectors of the perturbed matrix $\hat{A}$ differ from those of the original matrix $A$. In this thesis, it suffices for us to have two basic inequalities – Weyl’s inequality and Davis-Kahan $\sin \Theta$ theorem.

**Theorem 2.2.4** (Weyl [161]). Let $A, E \in \mathbb{R}^{n_1 \times n_2}$ and $\hat{A} = A + E$. Then

$$|s_i(\hat{A}) - s_i(A)| \leq \|E\|_2, \hspace{1cm} \forall i \in [n_1, n_2].$$

Suppose that $A \in \mathbb{R}^{n_1 \times n_2}$ approximately has rank $r$ in the sense that there is a significant gap between $s_r(A)$ and $s_{r+1}(A)$. We may partition a SVD of $X$ into a part that contains the
top $r$ singular values and the rest as

$$ A = \begin{bmatrix} U & U_\perp \end{bmatrix} \begin{bmatrix} \Sigma_1 & 0 \\ 0 & \Sigma_2 \end{bmatrix} \begin{bmatrix} V^T \\ V_\perp^T \end{bmatrix}, $$

where $U \in \mathbb{R}^{n_1 \times r}$, $U_\perp \in \mathbb{R}^{n_1 \times (n_1-r)}$, $\Sigma_1 = \text{diag}(s_1(A), \ldots, s_r(A))$, $\Sigma_2 \in \mathbb{R}^{(n_1-r) \times (n_2-r)}$, $V \in \mathbb{R}^{n_2 \times r}$, and $V_\perp \in \mathbb{R}^{n_2 \times (n_2-r)}$. Similarly, we can partition a SVD of $\hat{A} = A + E$ as

$$ \hat{A} = \begin{bmatrix} \hat{U} & \hat{U}_\perp \end{bmatrix} \begin{bmatrix} \hat{\Sigma}_1 & 0 \\ 0 & \hat{\Sigma}_2 \end{bmatrix} \begin{bmatrix} \hat{V}^T \\ \hat{V}_\perp^T \end{bmatrix}, $$

where $\hat{U}, \hat{U}_\perp, \hat{\Sigma}_1, \hat{\Sigma}_2, \hat{V}, \hat{V}_\perp$ have similar structures as above.

Davis and Kahan [43] established the celebrated sin $\Theta$ theorem that provides an upper bound for $\| \sin \Theta(\text{csp}(U), \text{csp}(\hat{U})) \|$ in terms of $\|E\|$, where $\| \cdot \|$ can be any unitary invariant norm. They focused on the eigenvectors of symmetric (indeed, Hermitian) matrices and their results are extended by Wedin [160] to singular vectors of general asymmetric matrices. Here, we state the Wedin’s version of sin $\Theta$ theorem.

**Theorem 2.2.5** (Davis-Kahan sin $\Theta$ theorem, Wedin’s version [160]). Let $A, E \in \mathbb{R}^{n_1 \times n_2}$ and $\hat{A} = A + E$. If $s_r(A) - s_{r+1}(\hat{A}) > 0$, then for any orthogonally invariant norm $\| \cdot \|$, the following inequality holds:

$$ \| \sin \Theta(\text{csp}(U), \text{csp}(\hat{U})) \| \vee \| \sin \Theta(\text{csp}(V), \text{csp}(\hat{V})) \| \leq \frac{\| U^T E \| \vee \| E V \|}{s_r(A) - s_{r+1}(A)}. $$

### 2.2.2 Low-rank Variety and its Tangent Space

An algebraic variety is defined as the set of zeros of a system of polynomial equations [69]. The variety of matrices that has rank at most $r$ is defined as

$$ \mathcal{V}(r) := \{ M \in \mathbb{R}^{n_1 \times n_2} : \text{rank}(M) \leq r \}. $$

Note that this is an algebraic variety because it can be defined as the set of matrices with vanishing $(r+1) \times (r+1)$ minors. The dimension of this variety is $r(n_1 + n_2 - r)$, and this variety is nonsingular at matrices with rank exactly $r$. For any matrix $M \in \mathbb{R}^{n_1 \times n_2}$, the tangent space of $\mathcal{V}(\text{rank}(M))$ at $M$ is defined as

$$ T(M) = \text{span} \{ X \in \mathbb{R}^{n_1 \times n_2} : \text{rsp}(X) \subseteq \text{rsp}(M) \text{ or csp}(X) \subseteq \text{csp}(M) \}. $$
When $M = UΣV^T$ is a compact SVD of $M$, and \( \text{rank}(M) = r \), $T(M)$ can be written as

\[
T(M) = \{ UX^T + YV^T : X \in \mathbb{R}^{n_2 \times r}, Y \in \mathbb{R}^{n_1 \times r} \}.
\] (2.3)

Note that \( \dim T(M) = r(n_1 + n_2 - r) \) and that $M \in T(M)$. In Chapter 3, we will treat $T(M)$ as a vector subspace of $\mathbb{R}^{n_1 \times n_2}$, and use it for our analysis of the SVT algorithm.

### 2.2.3 \( \epsilon \)-net and Covering Number

Let $(T,d)$ be a metric space, $K \subseteq T$ be a subset, and $\epsilon > 0$. A subset $\mathcal{N} \subseteq K$ is called an \( \epsilon \)-net of $K$ if

\[
\forall x \in K, \exists x_0 \in \mathcal{N} \text{ such that } d(x, x_0) \leq \epsilon.
\]

Note that for each $\epsilon$, there may exist multiple \( \epsilon \)-nets of $K$. The smallest possible cardinality of an \( \epsilon \)-net of $K$ is called the covering number of $K$, and is denoted by $N_{\text{cov}}(K,d,\epsilon)$.

In this thesis, we only consider the case $T = \mathbb{R}^n$, $d(x,y) = d_{\text{Euc}}(x,y) = \|x - y\|_2$, and $K = S^{n-1}$. For this case, the following upper and lower bounds are known.

**Lemma 2.2.6** ([156], Corollary 4.2.13). The covering number of the unit Euclidean sphere $S^{n-1}$ satisfies the following inequality for any $\epsilon > 0$:

\[
N_{\text{cov}}(S^{n-1}, d_{\text{Euc}}, \epsilon) \leq \left( \frac{2}{\epsilon} + 1 \right)^n.
\]

### 2.3 Convex Analysis

We recall some basic concepts and results in convex analysis. The materials in this section are standard and can be found in classic references, e.g. [118] and [12].

**Duality** If $S \subseteq \mathbb{R}^d$, the polar of $S$ (in $\mathbb{R}^d$) is the closed convex set

\[
S^\circ := \{ y \in \mathbb{R}^d : \langle x, y \rangle \leq 1 \text{ for all } x \in S \}.
\] (2.4)

We observe a few properties involving the polars. First of all, if $S \subseteq T$, then $S^\circ \supseteq T^\circ$. Next, it is useful to note that $(S \cup T)^\circ = S^\circ \cap T^\circ$ for any $S, T \subseteq \mathbb{R}^d$, and that $(S \cap T)^\circ = \cl \text{conv}(S^\circ \cup T^\circ)$ if $S, T$ are closed, convex, and contain the origin. Lastly, if $S$ is a closed, convex set that contains the origin, then $(S^\circ)^\circ = S$; this is known as the bipolar theorem ( Lemma 2.3.3).

A nonempty closed convex set $\mathcal{K} \subseteq \mathbb{R}^d$ is called a cone if $\mathcal{K}$ is invariant under positive scaling, i.e., whenever $x \in \mathcal{K}$ and $t \geq 0$, then $tx \in \mathcal{K}$. Given a cone $\mathcal{K}$, its dual cone $\mathcal{K}^*$ (in $\mathbb{R}^d$) is defined via

\[
\mathcal{K}^* := \{ y \in \mathbb{R}^d : \langle x, y \rangle \geq 0 \text{ for all } x \in \mathcal{K} \}.
\] (2.5)
Note that $K^* = -K^\circ$. Thus, it follows from the properties of polars that (i) $(K^*)^* = K$; (ii) if $K_1 \subseteq K_2$, then $K_1^* \supseteq K_2^*$; and (iii) $(K_1 \cap K_2)^* = \text{cl cone}(K_1 \cup K_2)$ for two cones $K_1, K_2$.

The notion of conic duality is closely related to that of set polarity. To clarify the link, we first define a base of a closed convex cone $K$. Fix a nonzero vector $e \in \mathbb{R}^d$ and the corresponding affine hyperplane $H_e := \{x \in \mathbb{R}^d : \langle e, x \rangle = \langle e, e \rangle \}$.

If $e \in K^* \setminus K^\perp$ where $K^\perp = \{v \in \mathbb{R}^d : \langle v, x \rangle = 0, \forall x \in K\}$, then we call the set $K^b_e := K \cap H_e$ as the base of $K$ with respect to $e$. The duality of cones carries over to the duality of bases.

**Lemma 2.3.1** ([12], Lemma 1.6). Let $K \subset \mathbb{R}^d$ be a closed convex cone and $e \in K \cap K^*$ be a nonzero vector. Then

$$(K^*)^b_e = \{y \in H_e : -(y - e), x - e) \leq \langle e, e \rangle \text{ for all } x \in K^b_e \}.$$  

In other words, if we translate $H_e$ so that $e$ becomes the origin, and consider $K^b_e$ and $(K^*)^b_e$ as subsets of that vector space, then $(K^*)^b_e = -(e, e)(K^b_e)^\circ$.

**Remark 2.3.2.** In this paper, we are concerned with cones $K$ such that $S^n_+ \subseteq K \subseteq S^n$ and the unit-trace subspace $H$. Note that $H = H_e$ with $e = \frac{1}{n} I_n$. We let $B_H (K) = K^b_e - \frac{1}{n} I_n$ denote the base of $K$ with respect to $e = \frac{1}{n} I_n$, translated by $-\frac{1}{n} I_n$ to contain 0.

**Minkowski Functional and support function** Let $S$ be a nonempty subset of $\mathbb{R}^d$. The Minkowski functional (or gauge function) of $S$ is defined to be the function $p_S : \mathbb{R}^d \rightarrow [0, \infty]$ valued in the extended real numbers such that

$$p_S(x) := \inf\{\lambda \in \mathbb{R} : \lambda > 0 \text{ and } x \in \lambda S\}. \quad (2.6)$$

We follow the convention that the infimum of the empty set is the positive infinity $\infty$. The support function of $S$ is defined as $h_S : \mathbb{R}^d \rightarrow [0, \infty]$ such that

$$h_S(x) := \sup_{z \in S} \langle x, z \rangle. \quad (2.7)$$

There is a duality between the gauge function and the support function. In words, the gauge function of a convex set is the support function of its polar, and vice versa.

**Lemma 2.3.3** ([118], Theorem 14.5). Let $S$ be a closed convex set containing the origin. Then the polar $S^\circ$ is another closed convex set containing the origin, and $(S^\circ)^\circ = S$. Moreover,

$$p_S(x) = h_{S^\circ}(x) \quad \text{and} \quad p_{S^\circ}(x) = h_S(x).$$
Mean Width  Given a nonempty, bounded set $S \subset \mathbb{R}^d$, we define the mean width of $S$ as the average of $h_S(u)$ with $u$ distributed uniformly over the unit sphere in the ambient space:

$$w(S) := \int_{S^{d-1}} h_S(u) d\sigma(u),$$

where $S^{d-1}$ is the unit sphere in $\mathbb{R}^d$ and $\sigma$ is the normalized Haar measure on $S^{d-1}$ (uniform probability measure on $S^{d-1}$). It is often convenient to consider the Gaussian variant of the mean width because its value does not depend on the ambient dimension.

**Definition 2.3.4** (Gaussian width). For any nonempty bounded set $S \subset \mathbb{R}^d$, the Gaussian (mean) width of $S$ is defined as

$$w_G(S) := \mathbb{E}_g h_S(g) = \mathbb{E}_g \left[ \sup_{x \in S} \langle g, x \rangle \right] = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} \sup_{x \in S} \langle z, x \rangle \exp(-\|z\|^2/2) dz,$$

where $g$ is a standard Gaussian random vector in $\mathbb{R}^d$.

It is easy to verify that $w_G(S) = \kappa_d \cdot w(S)$ where $\kappa_d := \mathbb{E}_g \|g\|_2 = \frac{\sqrt{\Gamma((d+1)/2)}}{\Gamma(d/2)}$. Note that $\kappa_d$ depends only on $d$ and is of order $\sqrt{d}$ (it is known that $\sqrt{d - 1/2} \leq \kappa_d \leq \sqrt{d - d/(2d + 1)}$).

The Gaussian width has many nice properties. Here we list a few of them that we use in later sections.

1. The Gaussian width does not depend on the ambient dimension.
2. The Gaussian width is invariant under translation and rotation.
3. If $S \subseteq S'$, then $w_G(S) \leq w_G(S')$.

**Urysohn’s Inequality**  Given a bounded measurable set $S \subset \mathbb{R}^d$, its volume radius is defined as

$$vrad(S) := \left( \frac{\text{vol}(S)}{\text{vol}(B^d_2)} \right)^{1/d},$$

where $B^d_2$ is the unit $d$-dimensional Euclidean ball. The volume radius of $S$ is the radius of the Euclidean ball that has the same volume as $S$.

A set $K \subset \mathbb{R}^d$ is a convex body if it is a convex, compact set with nonempty interior. The following inequality, known as Urysohn’s inequality, states that the mean width is minimized for Euclidean balls, among the sets that have the same volume.

**Lemma 2.3.5** (Urysohn’s inequality; [12], Propositions 4.15 & 4.16). *Let $K \subset \mathbb{R}^d$ be a convex body containing the origin in its interior. Then* \[ \frac{1}{w(K^o)} \leq vrad(K) \leq w(K). \]
2.4 Concentration Inequalities

Here we collect a few facts about concentration of light-tailed random variables such as Gaussians and sub-Gaussians. These are standard results and more details can be found in references such as [24], [156] and [12].

2.4.1 Basic Concepts

Moments, Moment Generating Function, and Tail Bounds

Let $X$ be a random variable. Recall that $E[X^k]$ and $E[(X - EX)^k]$ for $k \in \mathbb{N}$ are called the $k$-th moment and the $k$-th central moment of $X$, respectively. The moment generating function (MGF) of $X$ is defined as

$$M_X(\lambda) = E[e^{\lambda X}], \quad \lambda \in \mathbb{R},$$

whenever this expectation exists. The name of MGF originates from the property that if $M_X(\lambda)$ exists on an open interval around $\lambda = 0$, then $E[X^k] = \frac{d^k}{d\lambda^k} M_X(\lambda)|_{\lambda=0}$.

In this thesis, we frequently use the fact that moments of a random variable capture useful information about its tail behavior, i.e., $P(X - EX \geq \tau)$ and $P(X - EX \leq -\tau)$ for $\tau > 0$. For instance, an elementary, yet powerful, tool to bound such tail probabilities is based on Markov’s inequality.

**Lemma 2.4.1 (Markov’s inequality).** For any nonnegative random variable $X$ and $\tau > 0$,

$$P(X \geq \tau) \leq \frac{E[X]}{\tau}.$$

*Proof.* Observe that $X \geq X \cdot 1 \{X \geq \tau\} \geq \tau \cdot 1 \{X \geq \tau\}$ for all $\tau > 0$. Taking expectation of both sides, we get $E[X] \geq \tau \cdot P(X \geq \tau)$.

Markov’s inequality might seem crude at first glance, however, it can be boosted with a simple trick to yield sharper estimates. Let $\phi$ be a nondecreasing nonnegative function defined on a possibly infinite interval $I \subseteq \mathbb{R}$. Then for any $\tau > 0$,

$$P(X \geq \tau) \leq P(\phi(X) \geq \phi(\tau)) \leq \frac{E\phi(X)}{\phi(\tau)}.$$

If we choose $\phi(\tau) = \tau^2$, then we obtain Chebyshev’s inequality. More importantly, if we choose $\phi(\tau) = e^{\lambda \tau}$ for $\lambda > 0$, we obtain an exponential tail bound. This observation forms the basis of the Cramér-Chernoff bounding method, which optimizes $\lambda \in I$ after exponentiation to acquire the tightest upper bound.
Gaussian Random Variables  A real random variable $X$ is called a Gaussian random variable with mean $\mu$ and variance $\sigma^2$ if it follows a distribution whose density with respect to the Lebesgue measure on $\mathbb{R}$ is $f(x) = (2\pi \sigma^2)^{-1/2} \exp \left\{ -\frac{(x - \mu)^2}{2\sigma^2} \right\}$ for all $x \in \mathbb{R}$. The MGF of $X \sim N(\mu, \sigma^2)$ is $M_X(\lambda) = \exp \left( \mu \lambda + \frac{1}{2} \sigma^2 \lambda^2 \right)$ for all $\lambda \in \mathbb{R}$. In particular, $X$ is called a standard Gaussian random variable if $X \sim N(0, 1)$. A real random vector $X = (X_1, \ldots, X_n)$ is called a standard Gaussian random vector if all of its components are independent standard Gaussian random variables. Equivalently, $X$ is a standard Gaussian random vector if $\langle a, X \rangle$ is a standard Gaussian random variable for all deterministic vector $a \in \mathbb{R}^n$.

Recall that the space $\mathcal{S}^n$ of real symmetric $n \times n$ matrices equipped with the trace inner product is isometrically isomorphic to the real Euclidean space of dimension $\binom{n+1}{2}$ equipped with the usual inner product. We define the standard Gaussian distribution in $\mathcal{S}^n$ via the natural isomorphism between $\mathcal{S}^n$ and $\mathbb{R}^{\binom{n+1}{2}}$.

**Definition 2.4.2.** A random matrix $A \in \mathcal{S}^n$ is standard Gaussian if the elements $(a_{ij})_{1 \leq i \leq j \leq n}$ are independent random variables such that $a_{ii} \sim N(0, 1)$ and $a_{ij} \sim N(0, 1/2)$ for $i < j$.

Note that $A$ is a standard Gaussian vector in the space $\mathcal{S}^n$ if and only if $\sqrt{2}A$ is a GOE($n$) (Gaussian Orthogonal Ensemble) matrix, cf. [12, Section 6.2]. The GOE has the property of orthogonal invariance, i.e., if $A \in \mathcal{S}^n$ is a GOE($n$) matrix, then for any fixed orthogonal matrix $U \in O(n)$, the random matrix $UAU^T$ is also a GOE($n$) matrix.

Sub-Gaussian and Sub-exponential Random Variables  Many interesting properties of Gaussian random variables are due to the fast decaying tail probabilities. Such properties are shared by some of non-Gaussian random variables, so called the class of sub-Gaussian random variables. This notion can be formalized based on the moment-generating function $M_X(\lambda)$ as follows.

**Definition 2.4.3.** A random variable $X$ is sub-Gaussian with parameter $\nu > 0$, or $\nu$-sub-Gaussian, if $\mathbb{E}[X] = 0$ and

$$M_X(\lambda) \leq \exp \left( \frac{1}{2} \nu \lambda^2 \right), \quad \forall \lambda \in \mathbb{R}. \quad (2.8)$$

**Definition 2.4.4.** A random variable $X$ is sub-exponential with parameters $(\nu, c)$, or $(\nu, c)$-sub-exponential, where $\nu, c > 0$ if $\mathbb{E}[X] = 0$ and

$$M_X(\lambda) \leq \exp \left( \frac{1}{2} \nu \lambda^2 \right), \quad \forall \lambda \text{ such that } |\lambda| \leq \frac{1}{c}.$$  

For example, exponential and chi-squared random variables (with centering) are sub-exponential. Informally, a sub-gaussian random variable can be viewed as a sub-exponential random variable with $c$ tending to 0.
Example 2.4.5 (Centered Bernoulli). Let $\beta^0(p)$ denote the centered Bernoulli random variable with parameter $p \in [0, 1]$ such that if $X \sim \beta^0(p)$, then $X = 1$ with probability $p$ and $X = 0$ with probability $p = 1 - p$. A centered Bernoulli random variable is trivially sub-Gaussian because it is bounded. Indeed, the sub-Gaussian norm of a centered random variable, i.e., the minimum $\sigma^2$ for which (2.8) holds, is known from [27], and it does not exceed $1/4$ for all $p \in [0, 1]$. See Theorem 2.4.14 for the exact form of the sub-Gaussian norm of the centered Bernoulli random variable.

Example 2.4.6 (Squared sub-Gaussian). If $X$ is a sub-Gaussian random variable, then $Z = X^2 - \mathbb{E}[X^2]$ is a sub-exponential random variable. To be more specific, if $X$ is $v$-sub-Gaussian, then $Z$ is sub-exponential with parameters $(128v^2, 8v)$; see Lemma 2.4.15. We note that the constants 128 and 8 are used for concreteness, although they may not be the smallest possible.

A sub-exponential random variable exhibits sub-Gaussian tail behavior around its center and have exponentially decaying tail probabilities far away from 0. More precisely, the following tail probability bounds can be obtained by the Cramér-Chernoff method: if $X$ is a sub-exponential random variable with parameters $(v, c)$, then for every $\tau > 0$,

$$
P(X > \tau) \lor P(X < -\tau) \leq \begin{cases} 
e^{-\tau^2/2v} & \text{if } 0 \leq \tau \leq \frac{v}{c}, \\ e^{-\tau/2c} & \text{if } \tau > \frac{v}{c}. \end{cases}
$$

More generally, the notions of sub-Gaussian and sub-exponential random variables can be extended to random vectors and random matrices\(^1\) as follows.

Definition 2.4.7. A random vector $X \in \mathbb{R}^n$ is sub-Gaussian with parameter $v > 0$ if $\langle u, X \rangle$ is sub-Gaussian with parameter $v$ for all (deterministic) vector $u \in \mathbb{S}^{n-1}$. Similarly, a random vector $X \in \mathbb{R}^n$ is sub-exponential with parameters $v, c > 0$ if $\langle u, X \rangle$ is sub-exponential with parameter $v, c$ for all vector $u \in \mathbb{S}^{n-1}$.

\[2.4.2\] Gaussian Inequalities

Gaussian Comparison Inequality. The following fundamental inequality, known as Slepian’s lemma, expresses that a Gaussian process can get farther (i.e., has a larger supremum) when it has weaker correlations. We refer the interested readers to [156, Theorem 7.2.1] and [12, Proposition 6.6] for more details.

Definition 2.4.8. A random process $(X_t)_{t \in T}$ is a Gaussian process if the random vector $(X_t)_{t \in T_0}$ has normal distribution for all finite subsets $T_0 \subset T$.

\(^1\)Note that $X \in \mathbb{R}^{n_1 \times n_2}$ can be identified with a vector in $\mathbb{R}^{n_1 n_2}$ through a natural isometric isomorphism.
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**Lemma 2.4.9** (Slepian’s lemma). Let \((X_t)_{t \in T}\) and \((Y_t)_{t \in T}\) be Gaussian processes. Suppose that for all \(t, s \in T\), the following three conditions hold: (i) \(\text{E}X_t = \text{E}Y_t = 0\); (ii) \(\text{E}X_t^2 = \text{E}Y_t^2\); and (iii) \(\text{E}X_t X_s \geq \text{E}Y_t Y_s\). Then for every \(\tau \in \mathbb{R}\),

\[
P\left(\sup_{t \in T} X_t \geq \tau\right) \leq P\left(\sup_{t \in T} Y_t \geq \tau\right).
\]

There is a well known upper bound for the expectation of the largest eigenvalue of a standard Gaussian random matrix in \(S^n\). Its proof is based on the Slepian’s lemma and standard.

**Lemma 2.4.10.** If a random matrix \(G \in S^n\) has the standard Gaussian distribution, then

\[
\text{E}_G[\lambda_1(G)] = \text{E}_G\left[\sup_{v \in S^{n-1}} \langle v, Gv \rangle\right] \leq \sqrt{2n}.
\]

**Proof.** We consider a Gaussian process \((X_v)_{v \in S^{n-1}}\) defined over \(S^{n-1}\) such that \(X_v = v^T Gv + \gamma\) with \(G\) being standard Gaussian in \(S^n\) and \(\gamma \sim N(0, 1)\) independent of \(G\). It is easy to verify that \(E[\sup_{v \in S^{n-1}} \langle v, Gv \rangle] = E_{G, \gamma} [\sup_{v \in S^{n-1}} X_v]\). Now we introduce an auxiliary Gaussian process \((Y_v)_{v \in S^{n-1}}\) such that \(Y_v = g^T v\) with \(g \sim N(0, 2I_n)\). Observe that for all \(u, v \in S^{n-1}\),

1. \(\text{E}X_v = \text{E}Y_v = 0\);
2. \(\text{E}X_v^2 = \text{E}Y_v^2 = 2\); and
3. \(\text{E}X_u X_v - \text{E}Y_u Y_v = (1 - u^T v)^2 \geq 0\). Thus, we can apply Slepian’s lemma (Lemma 2.4.9) to obtain \(E_{G, \gamma} [\sup_{v \in S^{n-1}} X_v] \leq E_{g \sim N(0, 2I_n)} [\sup_{v \in S^{n-1}} Y_v] = E_{g \sim N(0, 2I_n)} \|g\|^2 \leq (E_{g \sim N(0, 2I_n)} \|g\|^2)^{1/2} = \sqrt{2n}\) \(\blacksquare\)

**Remark 2.4.11.** It is known that \(\lim_{n \to \infty} E_G[\lambda_1(G)] / \sqrt{2n} = 1\). Indeed, not only its expected value, but also its limiting distribution is known in the literature. The quantity \(\lambda_1(G) - \sqrt{2n}\) is of order \(n^{-1/6}\) and its distribution converges to the Tracy-Widom distribution after normalization [146].

**Gaussian Concentration** A smooth function of independent Gaussian random variables is sub-Gaussian. The following result is widely known as the Gaussian concentration inequality; see [24, Theorem 5.5] for example. Note that the sub-Gaussian parameter \(L^2\) depends only on the smoothness of the function, and not on the number of Gaussian random variables.

**Lemma 2.4.12** (Gaussian concentration). Let \(X = (X_1, \ldots, X_n)\) be a vector of \(n\) independent standard Gaussian random variables. If \(f : \mathbb{R}^d \to \mathbb{R}\) is \(L\)-Lipschitz (with respect to the \(\ell_2\) norm), then \(f(X) - \text{E}f(X)\) is sub-Gaussian with sub-Gaussian parameter \(L^2\).

The following lemma states that the support function of a convex set concentrates around its mean. It can be proved applying Lemma 2.4.12 to the support function, which is Lipschitz with the Lipschitz constant being the diameter of the set.
Lemma 2.4.13. Let \( K \subset \mathbb{R}^d \) be a convex set containing 0. Let \( w_G(K) \) denote the Gaussian width of \( K \). Then for any \( \alpha \geq 0 \),

\[
P_{g \sim N(0, I_d)} \left[ \max_{x \in K} \langle g, x \rangle < (1 - \alpha)w_G(K) \right] \lor P_{g \sim N(0, I_d)} \left[ \max_{x \in K} \langle g, x \rangle > (1 + \alpha)w_G(K) \right] \leq \exp \left( -\frac{\alpha^2}{4\pi} \right).
\]

Proof. Let \( h_K(u) := \max_{x \in K} \langle u, x \rangle = \|u\|_{K^\circ} \) denote the support function of \( K \). The function \( h_K \) is \( L \)-Lipschitz with \( L = \sup_{x \in K} \|x\|_2 \), the diameter of \( K \), because for any \( u, v \in \mathbb{R}^d \),

\[
|h_K(u) - h_K(v)| = \|u\|_{K^\circ} - \|v\|_{K^\circ} \leq \|u - v\|_{K^\circ} \leq \sup_{x \in K} \|x\|_2 \|u - v\|_2.
\]

Moreover, we can show that \( \sup_{x \in K} \|x\|_2 \leq \sqrt{2\pi w_G(K)} \). To see this, let \( B(0, R) \) denote the Euclidean ball centered at 0 with radius \( R \). It follows from [156, Proposition 7.5.2-(e)] that \( \sup_{x,y \in K} \|x - y\|_2 \leq \sqrt{2\pi w_G(K)} \). Since \( 0 \in K \), this implies \( K \subset B(0, \sqrt{2\pi w_G(K)}) \). Applying Lemma 2.4.12 with \( f = h_K \) and \( \tau = \alpha w_G(K) \) completes the proof.

\[\Box\]

### 2.4.3 Sub-Gaussian and Sub-exponential Inequalities

**Examples of Sub-Gaussian and Sub-exponential Random Variables** Recall that \( \beta^0(p) \) denotes the centered Bernoulli random variable with parameter \( p \in [0, 1] \) such that if \( X \sim \beta^0(p) \), then \( X = 1 \) with probability \( p \) and \( X = 0 \) with probability \( \bar{p} = 1 - p \). The following theorem from [27] identifies the smallest possible sub-Gaussian parameter, \( v_{\beta^0}(p) \), for \( \beta^0(p) \) as a function of \( p \). In this thesis, we will refer to \( v_{\beta^0}(p) \) as the ‘sub-Gaussian norm’ of \( \beta^0(p) \). Observe that \( v_{\beta^0}(p) \) is continuous in the interval \([0, 1]\) and attains its maximum value 1/4 at \( p = 1/2 \).

**Theorem 2.4.14** ([27], Theorem 2.1). If \( X \sim \beta^0(p) \), then \( X \) is \( v \)-sub-Gaussian if and only if \( v \geq v_{\beta^0}(p) \) where

\[
v_{\beta^0}(p) = \begin{cases} 0, & p \in \{0, 1\}, \\ 1/4, & p = 1/2, \\ \frac{p - \bar{p}}{2(\ln p - \ln \bar{p})}, & p \in (0, 1) \setminus \{1/2\}. \end{cases}
\]

A simple and useful fact about sub-Gaussian random variables is that if \( X \) is sub-Gaussian, then its centered square is a sub-exponential random variable.

**Lemma 2.4.15.** Let \( X \) be a \( v \)-sub-Gaussian random variable and \( Z = X^2 - \mathbb{E}[X^2] \). Then \( Z \) is sub-exponential with parameters \((128v^2, 8v)\).

Proof. To prove the claim, we establish an upper bound for the MGF of \( Z \). First of all, we express the MGF of \( Z \) as an infinite sum using the Taylor series expansion of exponential
function and the dominated convergence theorem:

\[ M_Z(\lambda) = E[e^{\lambda Z}] = 1 + \sum_{k=2}^{\infty} \frac{\lambda^k E[(X^2 - E[X^2])^k]}{k!}. \]

Next, we note that for any real numbers \( a, b \geq 0 \), and positive integer \( k \),

\[(a - b)^k \leq (a + b)^k = \sum_{i=0}^{\lfloor k/2 \rfloor} \binom{k}{i} (a^i b^{k-i} + a^{k-i} b^i) \leq \sum_{i=0}^{\lfloor k/2 \rfloor} \binom{k}{i} (a^i + b^i) = 2^{k-1} (a^k + b^k).\]

With \( a = X^2 \) and \( b = E[X^2] \), we get

\[ M_Z(\lambda) \leq 1 + \sum_{k=2}^{\infty} \frac{\lambda^k 2^{k-1} \{E[X^{2k}] + (E[X^2])^k\}}{k!} \]

\[ \leq 1 + \sum_{k=2}^{\infty} \frac{\lambda^k 2^{k} E[X^{2k}]}{k!} \quad \text{by Jensen’s inequality} \]

\[ \leq 1 + \sum_{k=2}^{\infty} \frac{\lambda^k 2^{k} \cdot (2v)^k (2k) \Gamma(k)}{k!} \quad \text{by Lemma 2.4.16} \]

\[ = 1 + 2(4v \lambda)^2 \sum_{k=0}^{\infty} (4v \lambda)^k \quad \because \Gamma(k) = (k - 1)! \]

\[ \leq 1 + 64v^2 \lambda^2 \quad \text{for all} \ \lambda \text{ s.t. } |\lambda| \leq \frac{1}{8v}. \]

Note that \( 1 + 64v^2 \lambda^2 \leq e^{64v^2 \lambda^2} \), and therefore, \( Z \) is \((128v^2, 8v)\)-sub-exponential. \[ \square \]

**Moments of Sub-Gaussian and Sub-exponential Random Variables** One of the nice properties of sub-Gaussian random variables is that their \( k \)-th moments are finite for all \( k \in \mathbb{N} \), and we have a simple upper bound for them that does not grow too rapidly as a function of \( k \). Specifically, the upper bound involves the Gamma function, denoted by \( \Gamma \). For any complex number \( z \) with positive real part, \( \Gamma \) can be defined via a convergent improper integral

\[ \Gamma(z) = \int_0^\infty x^{z-1} e^{-x} dx. \]

It is useful to note that \( \Gamma(k) = (k - 1)! \) for \( k \in \mathbb{N} \), and moreover,

\[ \Gamma(k/2) = C(k) \cdot \frac{(k - 2)!!}{2^{\frac{k}{2}}} \quad \text{where} \quad C(k) = \begin{cases} \sqrt{\pi} & k \text{ is odd}, \\ 1 & k \text{ is even}, \end{cases} \quad (2.10) \]

for \( k \in \mathbb{N} \). Here, \( m!! = \prod_{l=0}^{\lfloor m/2 \rfloor - 1} (m - 2l) \) is the double factorial of \( m \).
Lemma 2.4.16 (Moments of sub-Gaussian random variable). Let $X$ be a $v$-sub-Gaussian random variable. Then for any $k \in \mathbb{N}$,

$$
\mathbb{E}[|X|^k] \leq (2v)^{k/2}k \Gamma(k/2)
$$

where $\Gamma$ is the Gamma function $\Gamma(z) = \int_0^\infty x^{z-1}e^{-x}dx$, which absolutely converges for any complex number $z$ with strictly positive real part. In particular, this yields the following simpler upper bounds:

$$
(\mathbb{E}[|X|^k])^{1/k} \leq \begin{cases} 
\sqrt{v} \cdot \sqrt{2\pi} & k = 1, \\
\sqrt{v} \cdot k^{1/2+1/k} & k \geq 2.
\end{cases}
$$

Proof. Since $X$ is sub-Gaussian, its tail probabilities are bounded as

$$
\mathbb{P}(|X| > \tau) \leq 2e^{-\tau^2/2v}
$$

for all $\tau > 0$.

Then we observe that

$$
\mathbb{E}[|X|^k] = \int_0^\infty \mathbb{P}(|X|^k > \tau) d\tau = \int_0^\infty \mathbb{P}(|X| > \tau^{1/k}) d\tau
$$

$$
\leq 2 \int_0^\infty e^{-\tau^{2/k}/2v} d\tau = (2v)^{k/2}k \int_0^\infty u^{k/2-1}e^{-u} du
$$

where $u = \frac{\tau^{2/k}}{2v}$

$$
= (2v)^{k/2}k \Gamma(k/2).
$$

To see the second statement, it suffices to observe that $\Gamma(k/2) \leq (k/2)^{k/2}$ by Stirling’s approximation. Especially when $k = 1$, we simply use the fact that $\Gamma(1/2) = \sqrt{\pi}$.

There is a similar upper bound for the moments of sub-exponential random variables.

Lemma 2.4.17 (Moments of sub-exponential random variable). Let $X$ be a sub-exponential random variable with parameter $(v, c)$. Then for any $k \in \mathbb{N}$,

$$
\mathbb{E}[|X|^k] \leq 2e^{v/2c^2} c^k k \Gamma(k).
$$

Proof. Since $X$ is $(v, c)$-sub-exponential, its tail probabilities are bounded as

$$
\mathbb{P}(X > \tau) \leq 2e^{v/2c^2} e^{-\tau/c}
$$

for all $\tau > 0$,

by applying the usual Cramér-Chernoff method, but with choosing $\lambda = 1/c$ fixed, instead of optimizing $\lambda$ adaptively to $\tau$. Then we observe that

$$
\mathbb{E}[|X|^k] = \int_0^\infty \mathbb{P}(|X|^k > \tau) d\tau = \int_0^\infty \mathbb{P}(|X| > \tau^{1/k}) d\tau
$$
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\[
\leq 2e^{v/2c^2} \int_0^\infty e^{-\frac{t^{1/k}}{c}} dt
= 2e^{v/2c^2} c^{k} \int_0^\infty u^{k-1} e^{-u} du \quad \text{where} \quad u = \frac{t^{1/k}}{c}
= 2e^{v/2c^2} c^k k \Gamma(k).
\]

Concentration of the Sum of Independent Random Variables

Theorem 2.4.18 (Hoeffding’s inequality, [70]). Let \( X_1, \ldots, X_n \) be independent random variables such that \( X_i \in [a_i, b_i] \) for all \( i \) almost surely. Then for any \( \tau > 0 \),

\[
P \left( \sum_{i=1}^n (X_i - EX_i) > \tau \right) \leq \exp \left( - \frac{2\tau^2}{\sum_{i=1}^n (b_i - a_i)^2} \right).
\]

Spectral Norm of a Sub-Gaussian Random Matrix

Lemma 2.4.19. Let \( X \in \mathbb{R}^{n_1 \times n_2} \) be a \( v \)-sub-Gaussian random matrix. Then for any \( \delta > 0 \), the following inequality is true with probability at least \( 1 - \delta \):

\[
\|X\|_2 \leq \sqrt{2v \left\{ (n_1 + n_2) \ln 9 + \log \left( \frac{1}{\delta} \right) \right\}}.
\]

Proof. This proof follows the usual \( \epsilon \)-net argument. First, we discretize the unit spheres \( S^{n_1-1}, S^{n_2-1} \) with \( \epsilon \)-nets. Let \( \epsilon = 1/4 \), and \( \mathcal{X}_1, \mathcal{X}_2 \) be \( \epsilon \)-nets of \( S^{n_1-1} \) and \( S^{n_2-1} \), respectively. By Lemma 2.2.6, \( |\mathcal{X}_1| \leq 9^{n_1} \) and \( |\mathcal{X}_2| \leq 9^{n_2} \). Then we observe that

\[
\sup_{u \in (u,v) \in \mathcal{X}_1 \times \mathcal{X}_2} u^T X v \leq \|X\|_2 \leq \frac{1}{1-2\epsilon} \sup_{(u,v) \in \mathcal{X}_1 \times \mathcal{X}_2} u^T X v = 2 \sup_{(u,v) \in \mathcal{X}_1 \times \mathcal{X}_2} u^T X v.
\]

Since \( X \) is \( v \)-sub-Gaussian, \( u^T X v \) is sub-Gaussian for all \( (u,v) \in \mathcal{X}_1 \times \mathcal{X}_2 \). Thus, the union bound yields that for any \( \tau \geq 0 \),

\[
P \left( \sup_{(u,v) \in \mathcal{X}_1 \times \mathcal{X}_2} u^T X v > \tau \right) \leq |\mathcal{X}_1| |\mathcal{X}_2| \exp \left( - \frac{\tau^2}{2v} \right) \leq 9^{n_1+n_2} \exp \left( - \frac{\tau^2}{2v} \right).
\]

To conclude the proof, it suffices to notice that

\[
9^{n_1+n_2} \exp \left( - \frac{\tau^2}{2v} \right) \leq \delta \quad \text{if and only if} \quad \tau \geq \sqrt{2v \left\{ (n_1 + n_2) \ln 9 + \log \left( 1/\delta \right) \right\}}.
\]
MGF of Sub-Gaussian Chaos of Order 2  We review the concentration of quadratic forms of the type
\[ \sum_{i,j=1}^{n} a_{ij}X_i X_j = X^T AX \]
where \( A = (a_{ij}) \) is an \( n \times n \) matrix of coefficients, and \( X = (X_1, \ldots, X_n) \) is a random vector with independent coordinates. Such a quadratic form is known as a chaos (of order 2) in probability theory.

When \( X_i \)'s are sub-Gaussian random variables (e.g., Gaussian or Rademacher), the quadratic form \( X^T AX \) is sub-exponential. The following upper bound is well known, and can be used to derive a Bernstein-type exponential concentration results (e.g., Hanson-Wright inequality) for \( X^T AX \). Its proof is based on standard techniques such as decoupling and comparison to Gaussian chaos. We omit the proof here and refer the interested readers to [156, Sections 6.1 & 6.2] for more details.

**Lemma 2.4.20** (MGF of sub-Gaussian chaos of order 2). Let \( X = (X_1, \ldots, X_n) \in \mathbb{R}^n \) be a random vector with independent sub-Gaussian coordinates with sub-Gaussian parameter \( v \), and let \( A \) be an \( n \times n \) matrix with zero diagonal. Then \( X^T AX \) is sub-exponential with parameters \( (c_1\|A\|_F^2v, c_2\|A\|_{op}) \) for some absolute constants \( c_1, c_2 > 0 \), i.e.,
\[
\mathbb{E} \exp(\lambda X^T AX) \leq \exp\left(\frac{\lambda^2}{2} c_1\|A\|_F^2 v\right), \quad \text{for all } \lambda \text{ s.t. } |\lambda| \leq \frac{1}{c_2\|A\|_{op}}.
\]

**Maximal Inequalities** The following simple maximal inequality is well known, and it is asymptotically sharp if the random variables are i.i.d. Gaussian.

**Lemma 2.4.21.** Let \( X_1, \ldots, X_N \) be sub-exponential random variables with parameters \( (v, c) \). Then
\[
\mathbb{E}\left[\max_{i \in [N]} X_i\right] \leq \max\{\sqrt{2v \log N}, 2c \log N\}.
\]

**Proof.** For any \( \lambda \in (0, 1/c) \),
\[
\mathbb{E}\left[\max_{i \in [N]} X_i\right] = \frac{1}{\lambda} \mathbb{E}\left[\log \exp\left(\lambda \max_{i \in [N]} X_i\right)\right] \leq \frac{1}{\lambda} \log \mathbb{E}\left[\exp\left(\lambda \max_{i \in [N]} X_i\right)\right] \quad \because \text{Jensen's inequality}
\]
\[
= \frac{1}{\lambda} \log \mathbb{E}\left[\max_{i \in [N]} \exp\left(\lambda X_i\right)\right] \leq \frac{1}{\lambda} \log \left(\sum_{i=1}^{N} \mathbb{E}\left[\exp\left(\lambda X_i\right)\right]\right)
\]
\[
\leq \frac{1}{\lambda} \log \left(\sum_{i=1}^{N} e^{\frac{\lambda^2 v}{2}}\right) \quad \because \text{sub-exponential}
\]
\[
= \frac{\log N}{\lambda} + \frac{\lambda v}{2}.
\]
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It remains to choose $\lambda$ in the interval $(0, 1/c]$ to optimize the upper bound. If $\sqrt{2 \log N/v} \leq 1/c$, then we choose $\lambda = \sqrt{2 \log N/v}$ to get $E[\max_{i \in [N]} X_i] \leq 2\sqrt{v \log N}$. On the other hand, if $\sqrt{2 \log N/v} \leq 1/c$, then we choose $\lambda = 1/c$ to get $E[\max_{i \in [N]} X_i] \leq 2c \log N$ since $v/2c \leq \sqrt{2 \log N/v} \leq c \log N$.

Matrix Bernstein Inequalities

The self-adjoint dilation of a rectangular matrix $M \in \mathbb{R}^{n_1 \times n_2}$ is

$$\mathcal{F}(M) = \begin{bmatrix} 0 & M \\ M^T & 0 \end{bmatrix} \in \mathbb{S}^{n_1+n_2}.$$  \hspace{1cm} (2.11)

It is easy to verify that $\lambda_1(\mathcal{F}(M)) = \|\mathcal{F}(M)\|_2 = \|M\|_2$. We can use the self-adjoint dilations to extend the following results for self-adjoint matrices to rectangular matrices.

The following concentration inequalities, commonly referred to as matrix Bernstein inequalities, exhibit that the spectral norm of a sum of independent random matrices is well controlled. We present two versions that appear in Tropp [147] – Theorem 2.4.22 is easier to comprehend and more commonly used in the literature, however, we will need Theorem 2.4.23 in our analysis in Chapter 3 (in the proof of Theorem 3.4.3). Here we state both versions for potential future reference.

**Theorem 2.4.22** (Matrix Bernstein, bounded case; [147], Theorem 6.1). Let $X_1, \ldots, X_N \in \mathbb{S}^n$ be independent random matrices such that $E X_i = 0$ and $\|X_i\|_2 \leq L$ almost surely for all $i \in [N]$. Let $Z = \sum_{i=1}^N X_i$, and $v(Z) = \left\| \sum_{i=1}^N E[X_i^2] \right\|_2$. Then for all $\tau \geq 0$,

$$P \left( \|Z\|_2 \geq \tau \right) \leq n \cdot \exp \left( -\frac{\tau^2}{2L^2} \cdot h \left( \frac{L\tau}{v} \right) \right) \leq n \cdot \exp \left( -\frac{-\tau^2/2}{v(Z) + L\tau/3} \right),$$

where the function $h(u) = (1 + u) \log(1 + u) - u$ for $u \geq 0$.

**Theorem 2.4.23** (Matrix Bernstein, sub-exponential case; [147], Theorem 6.2). Let $X_1, \ldots, X_N \in \mathbb{S}^n$ be independent random matrices and $A_1, \ldots, A_N \in \mathbb{S}^n$ be fixed matrices such that for each $i \in [N],$

$$E X_i = 0 \qquad \text{and} \qquad E[X_i^k] \leq \frac{k^2 L^{k-2}}{2} A_i^2 \quad \text{for } k = 2, 3, 4, \ldots$$

Let $Z = \sum_{i=1}^N X_i$, and $v = \left\| \sum_{i=1}^N A_i^2 \right\|_2$. Then for all $\tau \geq 0$,

$$P \left( \|Z\|_2 \geq \tau \right) \leq n \cdot \exp \left( \frac{-\tau^2/2}{v + L\tau} \right).$$

---

2In this thesis, we only consider real matrices, and thus, $M^* = M^T$. 
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Part II

Imputation with Matrix Completion for Predictive Modeling
Chapter 3

Data Imputation with Matrix Completion

■ 3.1 Introduction to Part II

In this part of the thesis, we consider two types of decision-making problems in the presence of missing data and study the effectiveness of data imputation in solving these problems. Specifically, we consider imputing tabular datasets using low-rank matrix completion methods. To this end, in this chapter (Chapter 3), we begin our discussion by providing a brief literature review on data imputation and matrix completion. Then we discuss provable guarantees for the estimation error of matrix completion algorithms, including some novel results. Our analysis in this chapter is focused on a specific algorithm (singular value thresholding) for concreteness, however, any matrix completion algorithm may be used for the applications to be discussed in later chapters as long as their resulting matrix estimator has small error.

In the subsequent chapters, we consider two specific learning tasks, and argue the utility of data imputation based on low-rank matrix completion. In Chapter 4, we study errors-in-variables regression problem, and argue that missing data does not threaten the predictive performance of regression in a typical scenario. More precisely, we establish an upper bound on the prediction error of the ridgeless regression estimator when the imputed data is used. In Chapter 5, we examine model-free reinforcement learning in the setup of Q-learning, and discuss how the low-rank structure of the optimal Q-function can be utilized to reduce the burden of exploration and improve the sample efficiency. The key idea is that one can foresee the values of the Q-function at unexplored state-action pairs by means of imputing Q-values based on the observed data at a few explored state-action pairs.

■ 3.1.1 A Brief History of Handling Missing Data

Missing data are ubiquitous across many scientific disciplines and they can occur for various reasons. For example, in typical survey data, a considerable fraction of respondents refuse to answer some sensitive questions like income, or they might just overlook some questions. In longitudinal studies where a measurement is repeated for a certain period of time, the
participants may drop out before the study ends. Missing data pose serious challenges in statistical analysis of the data because nearly all standard statistical methods presume that every case in the dataset has information on all the variables to be included in the analysis [8, 95].

For decades, a wide variety of attempts have been made to ‘fix’ the data. Perhaps the simplest solution is to exclude all the cases that have any missing data for any of the variables in the intended analysis. This strategy is commonly known under the name of listwise deletion or complete case analysis. Despite its simplicity, listwise deletion has an apparent disadvantage that some of available information is wasted, and such deletion may lead to biased conclusions unless the pattern of missing data is statistically independent of their values. Moreover, it may get worse when the dataset and the analysis involve more variables because all the cases that have any missing data need to be discarded in this approach.

Many alternative methods to listwise deletion have been proposed, and some of them share a principle to generate a synthetic value to replace the missing value in the data prior to analysis. These approaches are called imputation methods. Imputation is an attractive strategy because it ‘pre-processes’ data to generate a complete dataset so that standard tools for statistical analysis can be applied without any adjustments. Now the remaining question is: “what are plausible values to replace the missing records in data?” There are several techniques for imputation such as hot-deck imputation, mean imputation, and regression imputation [53, Section 2] to name a few. These heuristic imputation methods and more sophisticated variants continue to enjoy widespread use in practice for their simplicity and flexibility [114, 153] although they are theoretically less understood.

The major concerns raised about imputation methods are related to the potential bias which the imputation might cause. For example, the imputed values are likely biased estimates of the ‘true unobserved value’ unless data are missing completely at random (MCAR) [121]. Moreover, imputing missing data with deterministic values could either underestimate (mean imputation) or overestimate (regression imputation) the correlations between variables, thereby leading to potentially incorrect conclusions in inference [8, 95]. As a result, it is widely acknowledged by statisticians that imputation is a fascinating idea to handle missing data, however, it also has pitfalls of distorting the conclusion of statistical analysis. In the words of Dempster and Rubin [45]:

“The idea of imputation is both seductive and dangerous. It is seductive because it can lull the user into the pleasurable state of believing that the data are complete after all, and it is dangerous because it lumps together situations where the problem is sufficiently minor that it can be legitimately handled in this way and situations where standard estimators applied to the real and imputed data have substantial biases.”

Sometimes called single imputation, in contrast with the multiple imputation methods to be described.
Major breakthroughs beyond imputation came in 1970s and 80s with the advent of more advanced methods based on maximum likelihood estimation (MLE) [15, 46] and multiple imputation methods based on Bayesian statistics [122, 123]. Relative to traditional approaches, these techniques are less prone to bias in parameter estimation, and are regarded as the current state of the art [124, 53, 95].

Assuming a parametric model for the data, MLE-based methods attempt to find the best parameter configuration that describes the observed data, and then generate the most probable values for the missing entries. The celebrated expectation-maximization (EM) algorithm proposed by Dempster, Laird, and Rubin [46] is a prominent example of this approach. These MLE-based approaches have been very successful in both theory and practice, however, they require a probabilistic data generative model in parametric form (i.e., likelihood), and moreover, they usually do not come with global convergence guarantees.

Multiple imputation methods are variants of imputation that create multiple completed datasets rather than just one by drawing imputed values from a distribution (e.g., by Markov chain Monte Carlo methods), and combine the analyses of each of the datasets to yield a conclusion. These approaches also require the access to a data generative model to simulate the multiple completed datasets.

3.1.2 Imputing Tabular Data with Matrix Completion

In this thesis, we consider handling missing data in tabular datasets by imputing the missing values using low-rank matrix completion techniques. Tabular data are one of the most commonly encountered formats of data – a collection of data vectors, longitudinal (panel) data, and 2-dimensional images to name a few. Moreover, many real-world datasets tend to have low-rank structure and numerous techniques have been developed to exploit it in text analysis [44, 113], genomics [26, 162], link prediction in social networks [92], movie preference learning [17] and many other applications.

Indeed, low-rank approximations of data tables are already frequently employed in various fields of machine learning to impute missing data or extract low-dimensional features [83, 152, 157]. However, earlier works in this direction placed more emphasis on proposing methodologies for data imputation with low-rank matrix completion, rather than providing rigorous theoretical justifications. It was partly because the early works in the matrix completion literature were mostly concerned with analyzing the matrix estimation error measured in Frobenius norm (i.e., mean squared error of data imputation), which may not suffice to guarantee the success of the ultimate statistical task of interest. Nevertheless, as matrix completion techniques and the related low-rank heuristics are permeating through a broader research community and gaining increased popularity as a useful sub-routine, error guarantees
Table 3.1: Summary of our results and comparison with selected works from the literature. Here, $n$ denotes the number of rows/columns, $r$ denotes the rank, $p$ is the fraction of observed entries in matrix $M$, and $\varphi_{MC}(Z)$ is the estimator of $M$.

<table>
<thead>
<tr>
<th>Noise type</th>
<th>Algorithm</th>
<th>$|\varphi_{MC}(Z) - M|_F$</th>
<th>$|\varphi_{MC}(Z) - M|_{2,\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Candes-Plan [31]</td>
<td>deterministic</td>
<td>$n^{3/2}$</td>
<td>N/A</td>
</tr>
<tr>
<td>Keshavan et al.  [80]</td>
<td>random</td>
<td>non-convex $\sqrt{nr \log n \over p}$</td>
<td>N/A</td>
</tr>
<tr>
<td>Koltchinskii et al. [82]</td>
<td>random</td>
<td>spectral (soft SVT) $\sqrt{nr \log n \over p}$</td>
<td>N/A</td>
</tr>
<tr>
<td>Negahban-Wainwright [106]</td>
<td>random</td>
<td>Nuc. norm min. (w/ addtl. constraints) $\sqrt{nr \log n \over p}$</td>
<td>N/A</td>
</tr>
<tr>
<td>Chen et al. [39]</td>
<td>random</td>
<td>Nuc. norm min. as well as non-convex $\sqrt{nr \over p}$</td>
<td>$\sqrt{r^2 \log n \over p}$</td>
</tr>
<tr>
<td>This thesis</td>
<td>random</td>
<td>spectral (hard SVT) $\sqrt{nr \log n \over p}$</td>
<td>$\sqrt{r \log^2 n \over p^2}$ (Theorem 3.4.3)</td>
</tr>
</tbody>
</table>

for matrix completion beyond Frobenius norm are being actively studied [38, 39, 125].

One of the main objectives in this part of the thesis is to argue that we are in “situations where the missing data problem is sufficiently minor that it can be legitimately handled” by means of low-rank-matrix-completion-based imputation, in typical settings of supervised and reinforcement learning. To this end, we begin our discussion by studying the estimation error of matrix completion algorithms measured in more sophisticated metrics than the mean squared error (=squared Frobenius norm), e.g. max row $\ell_2$-norm and entrywise max norm.

### 3.1.3 Contributions and Organization of the Chapter

The main contribution of this chapter is the novel analysis of singular value thresholding algorithm for matrix completion. More precisely, we prove an upper bound for the matrix estimation error measured in the spectral norm that matches the upper bound and the minimax lower bound reported by Koltchinskii et al. [82, Theorems 12 & 13], but with a conceptually more straightforward proof. Moreover, we analyze the estimation error in more stringent senses, using the $\ell_{2,\infty}$-norm and the $\ell_{\infty}$-norm by converting the aforementioned spectral norm analysis via Wedin’s $\sin \Theta$ theorem. Our results for the error bounds of SVT algorithm are summarized in Table 3.1 along with the results from a few selected works from the literature for a quick comparison.

Although our analysis in this chapter is focused on the singular value thresholding algorithm and the resulting matrix estimator for concreteness, any matrix completion algorithm may be used for the applications to be discussed in later chapters as long as the resulting
matrix estimator has small estimation error. Thus, we also provide a brief overview of existing
algorithms for low-rank matrix completion and their analysis to help the readers get a better
sense of the typical level of estimation error to expect.

The rest of this chapter is organized as follows. In Section 3.2, we formally state the
problem of low-rank matrix completion and review some well-known algorithms and their
analyses selected from the literature. In Section 3.3, we describe the simple singular value
thresholding (SVT) algorithm for matrix completion. Section 3.4 contains the main theoretical
contribution of this chapter, i.e., the error analysis of the simple SVT algorithm. In Section
3.5, we present findings from numerical simulations that support our claims in the chapter. In
Section 3.6, we summarize and discuss the error guarantees obtained in this chapter. Lastly,
the proofs of the technical results from this chapter can be found in Section 3.7.

## 3.2 Low-rank Matrix Completion

### 3.2.1 Problem Statement

Let \( M \in \mathbb{R}^{n_1 \times n_2} \) denote the matrix to estimate. Suppose that we have access to the matrix \( M \)
through only a fraction of its elements, possibly corrupted by noise. Formally, let \( R = \mathbb{R} \cup \{\ast\} \)
where \( \ast \) is a symbol to denote ‘unknown,’ and \( Z \in \mathbb{R}^{n_1 \times n_2} \) such that for \( (i, j) \in [n_1] \times [n_2], \)
\[
Z_{ij} = \begin{cases} 
M_{ij} + E_{ij} & \text{if } (i, j) \in \Omega, \\
\ast & \text{if } (i, j) \notin \Omega
\end{cases}
\]
where \( \Omega \subseteq [n_1] \times [n_2] \) denotes the index set of observed elements and \( E \in \mathbb{R}^{n_1 \times n_2} \) denotes
the noise matrix. The noise \( E \) can be either random stochastic noise or deterministic error,
depending on the specific problem setup. The objective of matrix completion problem is to
estimate \( M \) from \( Z \), which can be stated as follows.

**Problem 3.1** (Matrix completion, exact recovery). Given matrices \( M \) and \( Z \) generated as
per (3.1), is there an estimator \( \varphi_{MC} : \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^{n_1 \times n_2} \) such that \( \varphi_{MC}(Z) = M \)?

Note that Problem 3.1 is ill-posed even in the noiseless case \( (E = 0) \), unless we make
additional assumptions on \( M \). It is because there are \( n_1 n_2 \) degrees of freedom in an \( n_1 \times n_2 \)
matrix, whereas the constraint \( \varphi_{MC}(Z) = M \) consists of only \( |\Omega| < n_1 n_2 \) equations. A typical
model assumption imposed on \( M \) is that \( \text{rank}(M) \ll n_1 \wedge n_2 \). The matrix completion problem
with low rank assumption is commonly referred to as the low-rank matrix completion. It is
remarkable that under some assumptions that are standard by now (e.g., incoherence of the
subspaces), exact recovery is possible as soon as \( |\Omega| \) exceeds the degree of freedom in the
model for \( M \), and moreover, there are efficient algorithms to compute \( \varphi_{MC}(Z) \) \([32, 116]\).
Nevertheless, exact recovery makes sense only when $E = 0$, which is likely far from reality in many statistical settings because of measurement error, model mismatch, etc. Therefore, our discussion in this thesis focuses on the approximate recovery problem stated next.

**Problem 3.2** (Matrix completion, approximate recovery). Is there an estimator $\varphi_{MC} : \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^{n_1 \times n_2}$ such that $\|\varphi_{MC}(Z) - M\|$ is small in an appropriate matrix norm $\| \cdot \|$?

### 3.2.2 Brief Literature Survey on Low-rank Matrix Completion

Low-rank matrix completion problem (Problem 3.1) can be formulated as the following rank minimization problem:

$$\text{minimize} \quad \text{rank} \ X$$

$$\text{subject to} \quad X_{ij} = M_{ij}, \quad \forall (i,j) \in \Omega.$$  

This problem has a long history as a mathematical problem [40], and also has received much attention in 1990s and 2000s in the context of collaborative filtering (also referred to as collaborative prediction or recommender systems) [63]. Algorithms proposed in early works rely on the low-rank approximation such as PCA [64], with heuristic variations including EM updates [135] and convex relaxation from low-rank to low-norm objective [136].

A major breakthrough was made with the seminal work of Candès and Recht [32], which was inspired by the success of compressed sensing [34, 48]. Candès and Recht reformulated the problem of low-rank matrix completion as a matrix-analogue of vector compressed sensing, influenced by the nuclear norm (a.k.a. trace-norm) relaxation of the rank objective function [59] and the conditions to guarantee the success of the nuclear-norm heuristic studied in [116]. Specifically, Candès and Recht argue that most low-rank matrices can be exactly estimated with high probability (with respect to the randomness in $\Omega$) by solving the following convex program:

$$\text{minimize} \quad \|X\|_*$$

$$\text{subject to} \quad X_{ij} = M_{ij}, \quad \forall (i,j) \in \Omega.$$  

As discussed in [32, 116], the nuclear norm of a matrix can be characterized as the optimum of a semidefinite program (SDP), and thus, the problem (3.2) can be solved efficiently via semidefinite programming.

Thereafter, the problem of low-rank matrix completion has received much attention of researchers, and the theoretical efforts focused on two directions: (1) inventing a computationally faster algorithm to solve the low-rank matrix completion problem; and (2) understanding the statistical nature of the resulting matrix estimator $\hat{M} = \varphi_{MC}(Z)$ in approximate recovery.
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**Algorithms** On the algorithmic side, many attempts were made to approximately solve the Lagrangian form of (3.2), i.e.,

$$\min_{X \in \mathbb{R}^{n_1 \times n_2}} \frac{1}{2} \sum_{(i,j) \in \Omega} (X_{ij} - Z_{ij})^2 + \lambda \|X\|_* \tag{3.3}$$

where $\lambda \geq 0$ is a regularization parameter (Lagrange multiplier). These efforts include the early attempts to solve (3.3) with faster first-order methods [29, 100], and the proposals based on the low-rank factorization of SDPs due to Burer and Monteiro [28]. The latter approaches start from representing the decision variable $X = UV^T$ as a product of two factor variables and proceed by solving the following program:

$$\min_{U \in \mathbb{R}^{n_1 \times r}, V \in \mathbb{R}^{n_2 \times r}} \frac{1}{2} \sum_{(i,j) \in \Omega} [(UV^T)_{ij} - Z_{ij}]^2 + \lambda \left( \frac{1}{2} \|U\|_F^2 + \frac{1}{2} \|V\|_F^2 \right). \tag{3.4}$$

These include [79, 73], and are commonly referred to as ‘non-convex optimization’ because the problem (3.4) is not convex with respect to the new decision variables $U, V$. It is known that if the optimal solution of (3.3) has rank at most $r$, then the two formulations, (3.3) and (3.4), are equivalent [116, Lemma 5.1].

In addition to the attempts to solve the nuclear-norm minimization faster, some works proposed to use a different relaxation of rank, e.g., max-norm [136, 90], or to just use a spectral algorithm after imputing the missing values with 0 without solving an optimization problem [82, 37]. We refer the interested readers to the recent survey [107, Figure 4 & Table 5] for a more detailed exposition of existing algorithms from a practical viewpoint.

**Error Analysis** When it comes to the error analysis, Candès and Plan [31] first studied the stability of the convex program (3.3) in the presence of arbitrary bounded noise. However, their results yield a conservative upper bound on $\|\varphi_{MC}(Z) - M\|_F$ when the noise is random. To elaborate on this point, let’s suppose that each index pair $(i, j)$ belongs to $\Omega$ independently with probability $p$, and that $E_{ij}$ are independent and identically distributed $\eta^2$-sub-Gaussian random variables. We also assume $n_1 = n_2 = n$ for simplicity. Then the results of Candès and Plan yield $\|\varphi_{MC}(Z) - M\|_F \lesssim \eta n^{3/2}$.

Subsequently, modified versions of the convex program (3.3) were studied to achieve sharper error bounds. Most notably, Negahban and Wainwright [106] considered the estimator obtained by solving (3.3) with an additional constraint $\|X\|_\infty \leq \alpha$ for some preset parameter $\alpha > 0$ that controls the ‘spikiness’ of the matrix entires; and Koltchinskii, Lounici, and Tsybakov [82] replaced the problem data $\{Z_{ij} : (i, j) \in \Omega\}$ with its expectation under the uniform sampling model, i.e., $\{pM_{ij} : (i, j) \in [n_1] \times [n_2]\}$. The reformulation of Koltchinskii et al. effectively leads to a spectral method – a single round of soft singular value thresholding
on a rescaled zero-padded matrix. The resulting error bounds from both works can be read as 

\[ \| \varphi_{MC}(Z) - M \|_F \lesssim \left\{ \| M \|_\infty \vee \eta \right\} \sqrt{nr/p} \]

up to some logarithmic factors. This upper bound made an improvement from the results of Candès and Plan by a factor of \( \sqrt{n^2p/r} \), and is known to be minimax rate-optimal for the class of matrices with bounded spikiness.

Despite the rate optimality, there are two drawbacks of the above results. First, it is somewhat counter-intuitive that the estimation error increases proportionally to the ‘signal amplitude’ \( \| M \|_\infty \). Indeed, Keshavan, Montanari, and Oh reported that it is possible to achieve 

\[ \| \varphi_{MC}(Z) - M \|_F \lesssim \eta \sqrt{nr/p} \]

up to some logarithmic factors by solving (3.4) with spectral initialization followed by projected gradient descent on Grassmannian manifolds under some ad hoc conditions [80]. Recently, Chen et al. showed the convex-optimization-based estimator from (3.3) is very close to the estimator obtained from the nonconvex formulation (3.4), thereby proving a similar upper bound that holds for both the convex estimator and the nonconvex estimator, under some technical conditions [39].

Secondly and more importantly, the results mentioned above and many others found in the literature are primarily concerned with controlling the Frobenius norm and/or the spectral norm (the dual of the regularizing norm used) of the estimation error. An error bound in Frobenius norm might suffice in some cases, especially when estimating the matrix \( M \) is the eventual goal. However, if the matrix is imputed for the purpose of statistical analysis beyond just restoring the underlying matrix \( M \), then controlling the average error might not suffice. This is the main motivation of the study in this chapter.

**Related Work on Matrix Completion Not Covered in this Section** There is a vast literature on matrix completion and it is not our intention to cover them all here. While we presented some of the major recent advances in low-rank matrix completion, our survey is focused on optimization-based approaches and is certainly far from exhaustive. Some of the interesting contributions that are not discussed in this section include the ‘feature-based’ and ‘similarity-based’ approaches toward matrix completion. These approaches view the matrix as a table of responses generated by an underlying bivariate function, and attempt to estimate the function based on the explicit feature information associated to row/column entities [105, 115], or surrogate features learned from the behavioral patterns of the response [2, 88, 91]. Actually, these types of methods precede the rank minimization approaches for matrix completion in time, and were extensively studied in the context of recommender systems. We refer the interested readers to a comprehensive handbook on recommender systems [119, Chapters 2 & 3] for more detailed expositions about the content-based and neighbor-based methods.
3.3 Simple Singular Value Thresholding Algorithm

In this section, we describe a simple one-step singular value thresholding (SVT) procedure. In short, the simple SVT outputs the estimate \( \hat{M} \) of \( M \) by thresholding the singular values of \( n_1 n_2 \sum Z \) where \( Z \) is obtained from \( Z \) by replacing * with 0. We call it ‘simple’ singular value thresholding to distinguish it from iterative thresholding methods [29, 100], which approximately solve the nuclear minimization problem with SVT.

Various forms of one-step thresholding methods have been studied in the literature, and strong theoretical guarantees were obtained for them. For example, Koltchinskii et al. [82] investigated a soft thresholding method pointing the equivalence between its resulting estimator and the minimizer of population version of nuclear-norm penalized problem. They also show that the soft SVT is minimax optimal up to a logarithmic factor. Klopp [81] considered a hard thresholding procedure in the same vein, with the nuclear norm penalty replaced with the rank penalty. Chatterjee [37] proposed a universal SVT – a hard SVT followed by rectification – that can be applied to a variety of matrix estimation problems including matrix completion. Our method is a hard SVT, and thus, closest to the method studied by Klopp.

3.3.1 Best Low-rank Approximation

For \( r \in \mathbb{N} \), we let \( P_r : \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^{n_1 \times n_2} \) denote the projection to the set of \( n_1 \times n_2 \) matrices that have rank at most \( r \). More precisely,

\[
P_r(M) = \arg \min_{X \in \mathbb{R}^{n_1 \times n_2}, \text{rank}(X) \leq r} \|X - M\|_F. \tag{3.5}
\]

It is known that \( P_r(M) \) can be explicitly written as a truncated SVD of \( M \). If \( M = U \Sigma V^T = \sum_{i=1}^{n_1 \wedge n_2} \sigma_i u_i v_i^T \) is a SVD of \( M \) such that \( \sigma_1 \geq \cdots \geq \sigma_{n_1 \wedge n_2} \), where \( \sigma_i = \Sigma_{ii} \) and \( u_i, v_i \) are the \( i \)-th column of \( U, V \), respectively, then \( \sum_{i=1}^{r} \sigma_i u_i v_i^T \) is a minimizer of the problem (3.5). Moreover, this is the unique minimizer if and only if \( \sigma_r > \sigma_{r+1} \).

This construction was first given by Eckart and Young [51] for the Frobenius norm, and was later shown by Mirsky [102] to solve the problem with the norm replaced with an arbitrary unitarily invariant norm. It is especially important for us to note that

\[
P_r(M) = \arg \min_{X \in \mathbb{R}^{n_1 \times n_2}, \text{rank}(X) \leq r} \|X - M\|_F = \arg \min_{X \in \mathbb{R}^{n_1 \times n_2}, \text{rank}(X) \leq r} \|X - M\|_2 \tag{3.6}
\]

as we will use the fact that \( P_r(M) \) is the best rank-\( r \) approximation of \( M \) in the spectral norm sense in our proof of Theorem 3.4.3.
3.3.2 Algorithm: Matrix Completion via Simple SVT

Now we describe the singular value thresholding (SVT) algorithm for matrix completion. Recall that $\Omega = \{(i,j) \in [n_1] \times [n_2] : Z_{ij} \neq *\}$ denote the set of matrix indices $(i,j)$, for which $Z_{ij}$ is observed. For the convenience of formal description of the SVT algorithm, we define the restriction operator

$$R_\Omega : \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^{n_1 \times n_2}$$

such that

$$R_\Omega(Z)_{ij} = \begin{cases} Z_{ij} & \text{if } (i,j) \in \Omega, \\ 0 & \text{otherwise.} \end{cases} \quad (3.7)$$

The SVT estimator is described in Algorithm 1. Here, $p \in (0, 1]$ and $r \in \mathbb{N}$ are some algorithmic parameters of the user’s choice.

**Algorithm 1**: Simple singular value thresholding algorithm for matrix completion

**Input**: $Z \in \mathbb{R}^{n_1 \times n_2}$, $p \in (0, 1]$ and $r \in \mathbb{N}$

**Output**: $\hat{M} \in \mathbb{R}^{n_1 \times n_2}$

1. Estimate $M$ as

$$\hat{M} \leftarrow \frac{1}{p} R_r (R_\Omega(Z)).$$

The resulting SVT estimator of $M$ has two explicit forms that are useful in our analysis.

- (truncated SVD) Let $R_\Omega(Z) = U \Sigma V^T$ be a SVD of $R_\Omega(Z)$. Then $\hat{M}$ can be written as a truncated SVD that keeps only top-$r$ singular components corresponding to the largest singular values:

$$\hat{M} = \frac{1}{p} U_r \Sigma_r V_r^T.$$  

- (projection to tangent space) Additionally, $\hat{M}$ admits the following expression:

$$\hat{M} = \frac{1}{p} \Pi_{T(\hat{M})}(R_\Omega(Z)) \quad (3.8)$$

where $T(\hat{M}) = \{U_r X^T + Y V_r^T : X \in \mathbb{R}^{n_2 \times r}, Y \in \mathbb{R}^{n_1 \times r}\}$ is the tangent space of the low-rank variety at $\hat{M}$, cf. (2.3), and $\Pi_{T(\hat{M})}$ denotes the projection onto $T(\hat{M})$.

3.4 Theoretical Guarantees for the Simple SVT Algorithm

Despite its simplicity, the simple SVT algorithm for matrix completion (Algorithm 1) turns out to produce a reasonable approximation of $M$. Although there are some theoretical guarantees for one-step SVT methods already available in the literature [82, 81, 37], these results are
limited to the Frobenius norm, and/or to the spectral norm. In this section, we discuss upper bounds on the matrix estimation error of the resulting estimator in three different norms – spectral norm, $\ell_{2,\infty}$-norm (i.e., $\ell_2 \to \ell_\infty$ operator norm), and $\ell_\infty$-norm.

To begin with, we reproduce a spectral norm upper bound on the estimation error that matches the optimal rate of the minimax lower bound reported in [82]. This rate of spectral norm bound was known in the literature, but we obtain a sharper constant with a refined analysis in the proof. Thereafter, we use the spectral norm upper bound to derive upper bounds on the matrix estimation error measured in more sophisticated norms, i.e., the $\ell_{2,\infty}$-norm (row-wise recovery) and the $\ell_\infty$-norm (entry-wise recovery), based on subspace perturbation argument. Here we note that our derivation of $\ell_{2,\infty}$-norm/ $\ell_\infty$-norm bounds has a different flavor from the usual primal-dual analysis [39]. In particular, neither of our $\ell_{2,\infty}$-norm guarantee nor that of Chen et al. [39] dominates the other.

For our analysis of the simple SVT algorithm, we impose two assumptions on the model (3.1). These assumptions are standard in the literature.

**Assumption 3.1.** For each $(i, j) \in [n_1] \times [n_2], (i, j) \in \Omega$ with probability $p$ independently.

**Assumption 3.2.** The noise $E \in \mathbb{R}^{n_1 \times n_2}$ is sub-Gaussian with parameter $\eta^2$.

Additionally, we assume that the model parameters $p$ and $r = \text{rank}(M)$ are known a priori, and that they can be used as the algorithmic parameters in Algorithm 1. In practice, these values are not known a priori, and need to be estimated from data. Estimating $p$ is easy because the empirical fraction of measured elements, $\hat{p} = |\Omega|/n_1n_2$, sharply concentrates to $p$ as $n_1, n_2 \to \infty$. Estimating $r$ is a little trickier, but there are several heuristics to choose a thresholding value that separates the top $r$ singular values from the rest [61, 37]. The key idea is that $s_i(M + E) \gtrsim \sqrt{n_1n_2/r}$ for all $i \in [r]$ when the top $r$ singular values are of the same order, whereas $s_i(M + E) \lesssim \eta(\sqrt{n_1} + \sqrt{n_2})$ for $i > r$. From now on, we fix the algorithmic parameters $p$ and $r$ in Algorithm 1 to be the model parameters $p$ in Assumption 3.1 and $\text{rank}(M)$, respectively.

In Section 3.4.1, we present the key geometric insights in our analysis, as they will give a clear idea about what rate of the estimation error we should expect. Section 3.4.2 discusses an upper bound on the estimation error, $\hat{M} - M$ in spectral norm (Theorem 3.4.3). Thereafter, in Section 3.4.3 and Section 3.4.4, we convert this result to into the error bounds in $\ell_{2,\infty}$-norm and $\ell_\infty$-norm applying Wedin’s $\sin \Theta$ theorem.

### 3.4.1 Two Useful Lemmas

The key observation in our analysis is that the zero-padded data matrix $\overline{Z}$ (obtained by replacing $*$ in $Z$ by 0) is a sub-Gaussian random matrix centered at $pM$. This is formally stated in the next lemma.
Lemma 3.4.1 (Key lemma). Suppose that Assumption 3.1 holds. Then the random matrix \( R_{\Omega}(Z) - pM \) is \((v_{p}\cdot\|M\|_\infty + \eta^2)\)-sub-Gaussian where \( v_{p} \) is the sub-Gaussian norm of a centered Bernoulli random variable; see (2.9).

Throughout this section (and also in Chapter 4), we will frequently need to control the squared \( \ell_2 \) norm of a sub-Gaussian random vector. Thus, we state a generic upper bound in the following lemma for later use. Its proof is based on the moment bounds of sub-Gaussian random variables (Lemma 2.4.16) and the fact that the square of a sub-Gaussian random variable (after centering) is sub-exponential (Lemma 2.4.15).

Lemma 3.4.2. Let \( X \in \mathbb{R}^n \) be a \( v \)-sub-Gaussian random vector and let \( V \subseteq \mathbb{R}^n \) be a \( d \)-dimensional subspace. Then for any \( \delta > 0 \), the following inequality is true with probability at least \( 1 - \delta \):

\[
\|\Pi_V(X)\|_2^2 \leq \mathbb{E}[\|\Pi_V(X)\|_2^2] + 16v\left( \frac{\log (d/\delta) \vee \log (d/\delta)}{\sqrt{\log (n_1 \vee n_2)}} \right).
\]

Moreover, \( \mathbb{E}[\|\Pi_V(X)\|_2^2] \leq 4vd \).

The proofs of Lemma 3.4.1 and Lemma 3.4.2 can be found in Section 3.7.1.

### 3.4.2 Error Guarantee in Spectral Norm

First of all, we argue that the simple SVT algorithm outputs an estimate \( \hat{M} \) that is close to \( M \) in the spectral norm sense, as stated in the next theorem.

Theorem 3.4.3. Let \( \hat{M} \) be the estimate of \( M \) that is produced by the simple SVT algorithm (Algorithm 1). If Assumptions 3.1 and 3.2 hold, then for any \( \delta > 0 \), the following is true with probability at least \( 1 - \delta \):

\[
\|\hat{M} - M\|_2 \leq \frac{4}{p} \left\{ \sqrt{v_* \log \left( \frac{n_1 + n_2}{\delta} \right)} \vee 2L_* \log \left( \frac{n_1 + n_2}{\delta} \right) \right\}
\]

where

\[
v_* = 6\sqrt{2\pi} \cdot p \cdot (n_1 \vee n_2) \cdot \left\{ (1 - p)\|M\|_\infty \cdot \left\{ 1 - \left( \frac{e^2}{8\sqrt{2\pi}} \right)p \right\} \|M\|_\infty + 2\eta \right\} + \eta^2 \right\},
\]

\[
L_* = (1 - p)\|M\|_\infty + \eta + \frac{e^2}{8\sqrt{2\pi}} \cdot p(1 - p)\|M\|_\infty^2 \cdot \|M\|_\infty + \eta.
\]

The spectral norm error bound stated in Theorem 3.4.3 is obtained from the sub-exponential matrix Bernstein inequality (Theorem 2.4.23). The proof of Theorem 3.4.3 is mostly about verifying the matrix Bernstein condition, and it is deferred until Section 3.7.2.
Interpretation of Theorem 3.4.3  \( \) Now, we interpret the upper bound in Theorem 3.4.3 to better appreciate its implications. Suppose that \( \| M \|_\infty, \eta = \Theta(1) \). Then \( v_* \propto p \cdot (n_1 \lor n_2) \) and \( L_\ast \propto 1 \). Thus, we can see that

\[
\sqrt{v_* \log \left( \frac{n_1 + n_2}{\delta} \right)} \geq 2L_\ast \log \left( \frac{n_1 + n_2}{\delta} \right) \quad \text{if and only if} \quad p \geq \frac{1}{n_1 \lor n_2} \log \left( \frac{n_1 + n_2}{\delta} \right).
\]

In fact, if \( (n_1 \lor n_2) \cdot p \ll \text{rank}(M) \cdot \log((n_1 + n_2)/\delta) \), then estimating \( M \) is impossible even in the noiseless setting because there are infinitely many valid solutions, e.g., [33]. Therefore, we may restrict our discussion to the case where \( p \geq \frac{1}{n_1 \lor n_2} \log \left( \frac{n_1 + n_2}{\delta} \right) \) is the dominant term in the right-hand side of (3.9).

With the simplifications discussed above, the error bound in Theorem 3.4.3 reads as

\[
\| \hat{M} - M \|_2 \lesssim \sqrt{\frac{n_1 \lor n_2}{p} \log(n_1 \lor n_2)},
\]

which has the same error rate as a function of \( n_1, n_2, p \) with the upper bound for soft SVT shown by Koltchinskii et al. [82, Theorem 12]. Our error bound also matches the rate of the minimax lower bound for estimating a low-rank matrix with bounded entries, reported by the same authors [82, Theorem 13].

Next, we consider the dependence of the “variance proxy” of \( \hat{M} - M \), i.e., \( v_* \), on the fraction of observed elements, \( p \). First of all, we observe that \( v_*/p \) is a decreasing function of \( p \). Thus, we reconfirm that the error bound \( \sqrt{v_*} / p \cdot \log \left( (n_1 + n_2)/\delta \right) \) diminishes as \( p \) increases. In particular, \( \lim_{p \to 1} v_* = 6\sqrt{2\pi} \cdot (n_1 \lor n_2)\eta^2 \), and thus, we get

\[
\| \hat{M} - M \|_2 \lesssim \eta \sqrt{(n_1 \lor n_2) \log(n_1 \lor n_2)} \text{ from Theorem 3.4.3 in the limit where } p \text{ converges to 1.}
\]

Note that this upper bound is a function of \( \eta \) only, and is independent of \( \| M \|_\infty \), as it should be.

Last but not least, we examine how the noise amplitude \( \eta \) affects our error bound. We observe that \( v_* = O_\eta(\eta^2) \), and the error bound in (3.9) is asymptotically linear in \( \eta \) for large \( \eta \). On the other hand, when \( \eta \) decreases to 0, \( v_* \) does not diminish to 0, but it converges to 

\[
6\sqrt{2\pi} \cdot (n_1 \lor n_2) \cdot (1-p) \cdot \left( 1 - \frac{e^2}{8\sqrt{2\pi}}p \right) \cdot \| M \|_\infty^2.
\]

Subsequently, the error bound

\[
\frac{1}{p} \sqrt{v_* \log \left( \frac{n_1 + n_2}{\delta} \right)} \approx \sqrt{\frac{n_1 \lor n_2}{p} \log \left( \frac{n_1 + n_2}{\delta} \right)} \cdot (1-p) \| M \|_\infty, \text{ which is strictly positive if and only if } p \neq 1.
\]

As a matter of fact, this undersampling effect (error induced by missing entries) is not an artifact of our analysis, but the limitation of the SVT method itself. We will continue our discussion on this matter in Section 3.6.

Why Matrix Bernstein in Theorem 3.4.3? Before moving on, we comment on why we used matrix Bernstein inequality to only get a seemingly complicated upper bound as stated in Theorem 3.4.3. A prudent reader might observe that

\[
\| \hat{M} - M \|_2 \leq \| \hat{M} - \frac{1}{p} \mathcal{R}_\Omega(Z) \|_2 + \| \frac{1}{p} \mathcal{R}_\Omega(Z) - M \|_2 \leq \frac{2}{p} \| \mathcal{R}_\Omega(Z) - pM \|_2.
\]

\( ^2 \)We call \( v_* \) the variance proxy of \( \hat{M} - M \) because (3.9) suggests \( \hat{M} - M \) behaves as a sub-exponential random matrix with variance \( v_* \).
and ask why we don’t attempt to directly control the spectral norm of the sub-Gaussian (as shown in Lemma 3.4.1) random matrix $\mathcal{R}_\Omega(Z) - pM$, e.g., via the usual $\epsilon$-net argument (see Lemma 2.4.19 and its proof).

It is a sensible suggestion, however, that approach leads to an upper bound of the form

$$
\left\| \hat{M} - M \right\|_2 \leq \frac{1}{p} \sqrt{(v_\beta \theta(p) \cdot \|M\|_\infty^2 + \eta^2) \left\{ (n_1 + n_2) + \log \left( \frac{1}{\delta} \right) \right\}},
$$

which has suboptimal dependence on $p$: $1/p$ instead of $1/\sqrt{p}$. This is why we stick to the current version of Theorem 3.4.3 and its proof based on matrix Bernstein inequality.

**Remark 3.4.4.** Note that we did not assume anything about the rank of $M$ in Theorem 3.4.3. However, if we derive an error bound in the Frobenius norm from it, then $r = \text{rank}(M)$ will appear in the error bound because $\|\hat{M} - M\|_F \leq \sqrt{2p\|\hat{M} - M\|_2}$. Then we will get $\|\hat{M} - M\|_F = O(\|M\|_F)$ if and only if $p = \Omega(n_1 n_2 \log \frac{n_1 + n_2}{\delta}).$

### 3.4.3 Error Guarantee in $\ell_{2,\infty}$ Norm (Row-wise Recovery)

Next, we argue that the output of the simple SVT algorithm is stable in the sense of $\ell_{2,\infty}$ norm, which is strictly stronger than the error bound in the spectral norm sense. That is, we show that $\|\hat{M} - M\|_{2,\infty} = \max_{i \in [n_1]} \|e_i^T (\hat{M} - M)\|_2$ is small. Before presenting the theorem statement, we recall from (3.8) that $\hat{M} = \frac{1}{p} \Pi_{T(\hat{M})} (\mathcal{R}_\Omega(Z))$ can be expressed as a projection form onto $T(\hat{M})$, the tangent space of the low-rank variety at $\hat{M}$.

**Theorem 3.4.5.** Let $\hat{M}$ be the estimate of $M$ that is produced by the simple SVT algorithm (Algorithm 1). Then for any $i \in [n_1],$

$$
\|e_i^T (\hat{M} - M)\|_2^2 \leq \left\| \frac{1}{p} \Pi_{T(\hat{M})} (\mathcal{R}_\Omega(Z) - pM) T e_i \right\|_2^2 + \frac{s_1(M)^2}{s_r(M)^4} \|\hat{M} - M\|_2^4.
$$

Moreover, if Assumptions 3.1 and 3.2 hold, then for any $\delta_1, \delta_2 > 0$, the following is true with probability at least $1 - \delta_1 - \delta_2$:

$$
\left\| \hat{M} - M \right\|_{2,\infty}^2 \leq \frac{8r}{p^2} \cdot (v_\beta \theta(p) \cdot \|M\|_\infty^2 + \eta^2)
$$

$$
+ \frac{16}{p^2} (v_\beta \theta(p) \cdot \|M\|_\infty^2 + \eta^2) \cdot \left\{ \sqrt{\log \left( \frac{2r}{\delta_1} \right)} \vee \log \left( \frac{2r}{\delta_1} \right) \right\}
$$

$$
+ \frac{s_1(M)^2 256}{s_r(M)^4} \frac{1}{p^4} \cdot \left\{ v_* \log \left( \frac{n_1 + n_2}{\delta_2} \right) \vee 2L_* \log \left( \frac{n_1 + n_2}{\delta_2} \right) \right\}^4
$$

where $v_*$ and $L_*$ have the same expressions as stated in Theorem 3.4.3.
Interpretation of Theorem 3.4.5  The three terms in the upper bound from Theorem 3.4.5 have intuitive meanings. The first term in (3.10) captures the typical size of the stochastic noise (undersampling + additive noise), the second term in (3.11) is the size of the confidence interval for the stochastic noise, and the third term in (3.12) is the bias in estimation, induced by misidentified subspace (tangent space). These meaning will become apparent from the proof of Theorem 3.4.5 that is included in Section 3.7.3.

Again, we suppose that $\|M\|_\infty, \eta = \Theta(1)$ to get a better sense of the magnitude of these three terms in the error upper bound. Note that $v_\ast \propto p \cdot (n_1 \lor n_2)$ and $L_\ast \propto 1$ as before. In addition, we suppose that $\kappa = \sigma_2(M)/\sigma_1(M) = \Theta(1)$. Then $s_i(M) \propto \sqrt{n_i/n_2} \|M\|_\infty$ for all $i \in [r]$. As a result, if $p \gtrsim \frac{1}{n_1 \lor n_2} \log \left( \frac{n_1 + n_2}{\delta_2} \right)$, then the order of the three terms are as follows (assuming $\delta_1$ is sufficiently small):

$$\text{(3.10)} \asymp \frac{r}{p^2}, \quad \text{(3.11)} \asymp \frac{1}{p^2} \cdot \log \left( \frac{r}{\delta_1} \right), \quad \text{(3.12)} \asymp \frac{r}{p^2} \frac{n_1 \lor n_2}{n_1 \land n_2} \log^2 \left( \frac{n_1 + n_2}{\delta_2} \right).$$

Observe that the term in (3.12) is the dominant term among the three in the error bound. Therefore, we expect that the simple SVT algorithm reliably recovers every row of $M$ in the sense that $\max_{i \in [n_1]} \|e_i^T (\hat{M} - M)\|_2 = \|\hat{M} - M\|_2,2,\infty \lesssim \|M\|_2,2,\infty$ if $p \gtrsim \sqrt{\frac{r}{n_2} \frac{n_1 \lor n_2}{n_1 \land n_2} \log \left( \frac{n_1 + n_2}{\delta_2} \right)}$.

Remark 3.4.6. Actually, the dependence of (3.12) on the aspect ratio $\frac{n_1 \lor n_2}{n_1 \land n_2}$ is an artifact of our analysis. We use Wedin’s version of $\sin \Theta$ theorem (Theorem 2.2.5) in our analysis that yields the same upper bound for the perturbations of the row space and the column space. If we use a more refined version of subspace perturbation result that provide separate upper bounds for the row- and the column- spaces, e.g., [30, Theorem 3], then it is possible to get rid of the matrix aspect ratio and obtain the correct rate that (3.12) $\asymp \frac{r}{p} \frac{n_1 \lor n_2}{n_1} \log^2 \left( \frac{n_1 + n_2}{\delta_2} \right)$.

Remark 3.4.7. We conjecture that it might be possible to achieve improved upper bounds on the $\ell_2,\infty$-norm, e.g., for optimization-based methods. First, we believe $1/p$ is the right scaling with respect to $p$, instead of $1/p^2$. Second, the dependence on $\{\|X\|_\infty \lor \eta\}$ seems inevitable for the simple SVT, however, it could be possible to obtain $\|\hat{X} - X\|_2,\infty^2 \lesssim \eta^2 \frac{r}{p} \frac{n_1 \lor n_2}{n_1}$ for optimization-based matrix completion algorithms. These are summarized in Conjecture 3.4.8. Also, see Section 3.6 for the rationale behind these conjectures and more discussions.

However, we also conjecture that the analysis in this section is order-optimal for the SVT algorithm and cannot be improved, based on the empirical evidences, e.g., Figure 3.1b (there is nontrivial error even when $\eta \to 0$) and Figure 3.2b ($\|\hat{X} - X\|_2,\infty^2 \asymp \frac{r}{p}$, when $n_1 > n_2$).

Conjecture 3.4.8. There exist matrix completion algorithms that achieve $\|\hat{M} - M\|_2,2,\infty^2 \lesssim \eta^2 \frac{r}{p} \frac{n_1 \lor n_2}{n_1}$ in the same setting as discussed in this section.

Proof Sketch of Theorem 3.4.5  Although we provide a formal proof of Theorem 3.4.5 in Section 3.7.3, here we sketch the main ideas in the proof. Once we have an upper bound for
Theorem 3.4.3 yields an upper bound for the bias term.

\[ \| \sin \Theta(\text{csp}(\hat{M}), \text{csp}(M)) \|_2 \vee \| \sin \Theta(\text{rsp}(\hat{M}), \text{rsp}(M)) \|_2 \leq \frac{\| \hat{M} - M \|_2}{s_r(M)}. \]  

(3.13)

We consider the following decomposition of the error matrix:

\[ \hat{M} - M = (\hat{M} - \Pi_{T(\hat{M})}(M)) + (\Pi_{T(\hat{M})}(M) - M) \]  

(3.14)

where \( T(\hat{M}) \) denotes the tangent space of the low-rank variety at \( \hat{M} \), which can be viewed as a vector subspace of \( \mathbb{R}^{n_1 \times n_2} \); see (2.3). Note that the orthogonal projection \( \Pi_{T(\hat{M})} : \mathbb{R}^{n_1 \times n_2} \rightarrow \mathbb{R}^{n_1 \times n_2} \) can be written as

\[ \Pi_{T(\hat{M})}(X) = P_{\text{csp}(\hat{M})} X + X P_{\text{rsp}(\hat{M})} - P_{\text{csp}(\hat{M})} X P_{\text{csp}(\hat{M})}. \]

Now we observe that \( \hat{M} = \frac{1}{p} P_{\mathcal{R}(Z)} = \frac{1}{p} \Pi_{T(\hat{M})}(\mathcal{R}(Z)) \). Thus, the two terms on the right hand side of (3.14) are orthogonal to each other. Moreover, we can see that \( \hat{M} - \Pi_{T(\hat{M})}(M) = \frac{1}{p} \Pi_{T(\hat{M})}(\mathcal{R}(Z) - pM) \) is sub-Gaussian with parameter \( \frac{1}{p} (\mathbb{E}_{P_r}(\|M\|_2^2 + \eta^2)) \) by Lemma 3.4.1. Lastly, we note that

\[ \Pi_{T(\hat{M})}(M) - M = (P_{\text{csp}(\hat{M})} - I_{n_1}) M (P_{\text{rsp}(\hat{M})} - I_{n_2}) = P_{\text{csp}(\hat{M})} M P_{\text{csp}(\hat{M})} P_{\text{rsp}(\hat{M})} M P_{\text{csp}(\hat{M})}. \]

Therefore, for any \( i \in [n_1] \),

\[ \| e_i^T (\hat{M} - M) \|_2^2 = \| e_i^T (\hat{M} - \Pi_{T(\hat{M})}(M)) \|_2^2 + \| e_i^T (\Pi_{T(\hat{M})}(M) - M) \|_2^2 \]

\[ \leq \frac{1}{p} \| \Pi_{T(\hat{M})}(\mathcal{R}(Z) - pM) e_i \|_2^2 + \| M \|_2^2 \| \sin \Theta(\text{csp}(M), \text{csp}(M)) \|_2^2 \| \sin \Theta(\text{rsp}(\hat{M}), \text{rsp}(M)) \|_2^2. \]  

(3.15)

We may interpret the term in (3.15) as the variance, and the term in (3.16) as the (squared) bias, in estimating the \( i \)-th row of \( M \) from \( Z \). The variance term is bounded from above by the \( \ell_2 \) norm upper bound in Lemma 3.4.2, because \( \Pi_{T(\hat{M})}(\mathcal{R}(Z) - pM) e_i \) is a sub-Gaussian vector contained in the span of \( \text{csp}(M) \cup \text{csp}(\hat{M}) \), which has rank at most \( 2r \). In addition, the subspace perturbation bound in (3.13) combined with the spectral norm upper bound from Theorem 3.4.3 yields an upper bound for the bias term.
### 3.4.4 Error Guarantee in $\ell_\infty$ Norm (Entry-wise Recovery)

We obtain an upper bound on the estimation error $\hat{M} - M$ in the $\ell_\infty$ norm by the same argument as in Section 3.4.3. Specifically, we note that for any $(i,j) \in [n_1] \times [n_2]$,

$$
\|e_i^T(\hat{M} - M)\|_2 = \left\|e_i^T(\hat{M} - \Pi_{T(\hat{M})}(M))e_j\right\|_2 + \left\|e_i^T(\Pi_{T(M)}(M) - M)e_j\right\|_2^2. \tag{3.17}
$$

This is the same decomposition of $\hat{M} - M$ as discussed in Section 3.4.3. We get upper bounds for each term based on the sub-Gaussianity of $\hat{M} - \Pi_{T(\hat{M})}$ and the subspace perturbation bound, which have similar forms to (3.15) and (3.16).

More precisely, $e_i^T(\hat{M} - \Pi_{T(\hat{M})}(M))e_j = \frac{1}{p}e_i\Pi_{T(\hat{M})}(\mathcal{R}_\Omega(Z) - pM)e_j$ is a sub-Gaussian random variable with parameter $\frac{1}{p}(v_{\rho_0}(p)\|M\|_\infty^2 + \eta^2)$ by Lemma 3.4.1. Thus, we get a similar upper bound for this ‘variance’ as the sum of expressions in (3.10) and (3.11), but with $2r$ (upper bound for $\dim \spn\{\csp(\hat{M}) \cup \csp(M)\}$) in those replaced by $1$. For the ‘squared bias’ term, we obtain the same upper bound as in (3.12).

**Corollary 3.4.9.** Let $\hat{M}$ be the estimate of $M$ that is produced by the simple SVT algorithm (Algorithm 1). Then for any $(i,j) \in [n_1] \times [n_2]$,

$$
\left\|e_i^T(\hat{M} - M)e_j\right\|_2 \leq \left\|\frac{1}{p}e_i\Pi_{T(\hat{M})}(\mathcal{R}_\Omega(Z) - pM)e_j\right\|_2^2 + \frac{s_1(M)^2}{s_r(M)^4} \|\hat{M} - M\|_2^4.
$$

Moreover, if Assumptions 3.1 and 3.2 hold, then for any $\delta_1, \delta_2 > 0$, the following is true with probability at least $1 - \delta_1 - \delta_2$:

$$
\|\hat{M} - M\|_\infty \leq \frac{4}{p^2} \cdot (v_{\rho_0}(p) \cdot \|M\|_\infty^2 + \eta^2)
$$

$$+ \frac{16}{p^2} (v_{\rho_0}(p) \cdot \|M\|_\infty^2 + \eta^2) \cdot \left\{ \sqrt{\log \left( \frac{1}{\delta_1} \right)} \vee \log \left( \frac{1}{\delta_1} \right) \right\}
$$

$$+ \frac{s_1(M)^2}{s_r(M)^4} \frac{256}{p^3} \cdot \left\{ \sqrt{v_* \log \left( \frac{n_1 + n_2}{\delta_2} \right)} \vee 2L_* \log \left( \frac{n_1 + n_2}{\delta_2} \right) \right\}^4
$$

where $v_*$ and $L_*$ have the same expressions as stated in Theorem 3.4.3.

**Discussion on Corollary 3.4.9** We discuss the three terms in the upper bound from Corollary 3.4.9 in the same manner as we did in Section 3.4.3. Again, we suppose that $\|M\|_\infty, \eta = \Theta(1)$ to get a better sense of the magnitude of these three terms in the error upper bound. Note that $v_* \asymp p \cdot (n_1 \vee n_2)$ and $L_* \asymp 1$ as before. In addition, we suppose that $\kappa = \frac{s_i(M)}{s_r(M)} = \Theta(1)$. Then $s_i(M) \asymp \sqrt{\frac{n_1 n_2}{r}} \|M\|_\infty$ for all $i \in [r]$. As a result, if $p \gtrsim \frac{1}{n_1 \vee n_2} \log \left( \frac{n_1 + n_2}{\delta_2} \right)$, then the
order of the three terms are as follows (assuming δ₁ is sufficiently small):

\[ (3.18) \asymp \frac{1}{p^2}, \quad (3.19) \asymp \frac{1}{p^2} \cdot \log \left( \frac{1}{\delta_1} \right), \quad (3.20) \asymp \frac{r \cdot n_1 \vee n_2 \log^2 \left( \frac{n_1 + n_2}{\delta_2} \right)}{n_1 \wedge n_2}. \]

Observe that the term in (3.20) is the dominant term among the three in the error bound, and has the same order with the term in (3.12)

It is likely that the \( \ell_\infty \)-error upper bound in Corollary 3.4.9 is suboptimal because we intuitively expect that \( \|M - \hat{M}\|_\infty^2 \asymp \frac{1}{n^2} \|M - \hat{M}\|_{2,\infty}^2 \). The suboptimality in our upper bound seems largely due to the limitation in our analysis. To further elaborate on this point and identify where our analysis falls short, let’s briefly look into a part of our proof of Theorem 3.4.5, and see how we adapted it to prove Corollary 3.4.9. In the proof of Theorem 3.4.5, we attempt to establish an upper bound for \( \|P_{\text{csp}(\hat{M})} \cdot MP_{\text{rsp}(\hat{M})} \cdot MP_{\text{csp}(\hat{M})} \|_2 \) based on the observation that

\[
\| e_i^T (\Pi_{T(\hat{M})}(M) - M) \|_2^2 = e_i^T P_{\text{csp}(\hat{M})} \cdot MP_{\text{rsp}(\hat{M})} \cdot MP_{\text{csp}(\hat{M})} \cdot e_i \\
\leq \| P_{\text{csp}(\hat{M})} \cdot MP_{\text{rsp}(\hat{M})} \cdot MP_{\text{csp}(\hat{M})} \|_2. \quad (3.21)
\]

Adapting this proof to get an upper bound for \( \| e_i^T (\Pi_{T(\hat{M})}(M) - M) e_j \|_2^2 \) as in Corollary 3.4.9, we need to control \( \| P_{\text{csp}(\hat{M})} \cdot MP_{\text{rsp}(\hat{M})} \cdot e_j \cdot e_j^T P_{\text{csp}(\hat{M})} \|_2. \) However, we were not able to derive any better bound than the same upper bound (3.21) used in the proof of Theorem 3.4.5.

One may ask if it could be helpful to impose additional assumptions such as the \( \mu \)-incoherence of \( \text{csp}(M) \) to prove a better upper bound, but we do not believe so. Intuitively, when \( \text{csp}(M) \) is \( \mu \)-incoherent and \( \| \hat{M} - M \|_2 \) is small, \( \text{csp}(\hat{M}) \) would be \( \mu \)-incoherent for some \( \hat{\mu} \asymp \mu \). However, its orthogonal complement, \( \text{csp}(\hat{M})^\perp \), is not guaranteed to be incoherent, and actually, it is unlikely to be. Thus, it seems adding incoherence assumption would not be helpful to improve the \( \ell_\infty \)-norm bound, at least with the current proof techniques.

### 3.5 Numerical Experiments

In this section, we confirm our theoretical findings from the chapter with simple numerical simulations.

**Model** We construct a low-rank matrix \( M = UV^T \) as the product of two random matrices \( U \in \mathbb{R}^{n_1 \times r}, V \in \mathbb{R}^{n_2 \times r} \) such that \( U_{ij}, V_{ij} \sim N(0, 1) \) are independent and identically distributed Gaussian random variables. We let \( E \in \mathbb{R}^{n_1 \times n_2} \) be a Gaussian random matrix with i.i.d. entries distributed as \( N(0, \eta^2) \), and construct \( \Omega \) by letting \( (i, j) \in \Omega \) with probability \( p \) independently for all \( (i, j) \in [n_1] \times [n_2] \).
Sec. 3.5. Numerical Experiments

Experiment 1 In our first experiment, we observe general trends of the estimation error \(\hat{M} - M\) with respect to two model parameters, \(p\) and \(\eta\). We measure the estimation error in three different norms, namely, spectral norm, \(\ell_{2,\infty}\)-norm, and \(\ell_\infty\)-norm. More precisely, for each parameter configuration, we generate 100 random instances of \((M, E, \Omega)\), and estimate \(\hat{M}\) using the simple SVT method. Then we measure the normalized error, \(E_{\text{emp}}\|\hat{M} - M\|/E_{\text{emp}}\|M\|\), where \(E_{\text{emp}}\) denotes the sample mean over the 100 instances, and \(\|\cdot\|\) denotes a relevant norm. The normalized errors in the three different norms, along with confidence intervals (2 standard errors), are illustrated in Figure 3.1.

Recall that our analysis for SVT algorithm in Section 3.4 suggests that (1) \(\|\hat{M} - M\|_2 \lesssim 1/\sqrt{p}\) whereas \(\|\hat{M} - M\|_{2,\infty}, \|\hat{M} - M\|_\infty \lesssim 1/p\); and (2) \(\|\hat{M} - M\| \lesssim \sqrt{\|M\|_\infty^2 + \eta^2}\). These patterns are observed in Figure 3.1a (error vs \(p\)) and Figure 3.1b (error vs \(\eta\)), respectively.

![Normalized Estimation Error of SVT](image1.png)

(a) Normalized error of SVT vs \(p\) (\(\eta = 3\)).

![Normalized Estimation Error of SVT](image2.png)

(b) Normalized error of SVT vs \(\eta\) (\(p = 0.5\)).

Figure 3.1: Normalized estimation error of the simple SVT method for matrix completion. \(n_1 = 200, n_2 = 100, r = 5\), and error bars represent 2 standard errors (100 runs).

Experiment 2 In our second experiment, we verify the simplified upper bounds obtained from our asymptotic analysis in Section 3.4.2 (spectral norm) and Section 3.4.3 (\(\ell_{2,\infty}\)-norm), which read as

\[
\|\hat{M} - M\|_2 \lesssim (\|M\|_\infty \vee \eta) \sqrt{\frac{n_1 \vee n_2}{p}} \log(n_1 + n_2),
\]

\[
\|\hat{M} - M\|_{2,\infty}^2 \lesssim (\|M\|_\infty \vee \eta) \frac{2p}{P^2} \log^2(n_1 + n_2).
\]

We consider 6 different parameter configurations: \(n_1 \in \{200, 400, 800\}, n_2 = 100, r \in \{5, 20\}\), and choose a sufficiently large \(\eta\) (we used \(\eta = 5\)) so that \(\eta\) dominates \(\|M\|_\infty\). Again, for each parameter configuration, we generate 100 random instances of \((M, E, \Omega)\), and estimate \(\hat{M}\) using the simple SVT method. For the convenience of comparison, we compare the normalized
estimation errors (motivated by (3.22), ignoring the log factors)

\[
\frac{\|\hat{M} - M\|_2}{\eta \sqrt{(n_1 \lor n_2)/p}}, \quad \text{and} \quad \frac{\|\hat{M} - M\|_{2,\infty}}{\eta^2 r/p^2}
\]

for the 6 parameter configurations, in Figure 3.2. The numerical results suggest the correctness of the asymptotic upper bounds in (3.22).

(a) \(\|\hat{M} - M\|_2/\eta \sqrt{n_1 \lor n_2/p}\) vs \(p\) (\(\eta = 5\)).  
(b) \(\|\hat{M} - M\|_{2,\infty}/(\eta^2 r/p^2)\) vs \(p\) (\(\eta = 5\)).

Figure 3.2: Estimation error of the simple SVT method, measured in the unit of \(\eta \sqrt{n_1 \lor n_2/p}\) (spectral norm; left) and \(\eta^2 r/p^2\) (squared \(\ell_2,\infty\)-norm; right).

Experiment 3 In this chapter, our theoretical analysis was focused on the SVT method. However, we believe a similar, or even stronger, error guarantees in \(\ell_2,\infty\)-norm and \(\ell_\infty\)-norm would also hold for optimization-based methods. In our third experiment, we gather empirical evidences that support this guess.

Using the estimate obtained by the SVT method as the initial point, we solve the non-convex formulation (3.4) via alternating minimization. More precisely, let \(\hat{M}\) be the output of the SVT method, and \(\hat{M} = \hat{U} \hat{\Sigma} \hat{V}^T\) be a compact SVD of \(\hat{M}\). Starting with \(U(0) = \hat{U} \hat{\Sigma}^{1/2}\) and \(V(0) = \hat{V} \hat{\Sigma}^{1/2}\), we repeat the update

\[
U(t) \leftarrow \arg \min_{U \in \mathbb{R}^{n_1 \times r}} \frac{1}{2} \sum_{(i,j) \in \Omega} [(UV_{(t-1)}^T)_{ij} - Z_{ij}]^2 + \frac{\lambda}{2} \|U\|_F^2,
\]

\[
V(t) \leftarrow \arg \min_{V \in \mathbb{R}^{n_2 \times r}} \frac{1}{2} \sum_{(i,j) \in \Omega} [(U(t)V^T)_{ij} - Z_{ij}]^2 + \frac{\lambda}{2} \|V\|_F^2,
\]

until convergence; let \(t^*\) denote the iteration number at which a stopping criterion is fulfilled. Eventually, we obtain the estimate \(\hat{M}_{\text{ncvx}} = U(t^*)V_{(t^*)}^T\).
We compare the estimation error of $\hat{M}_{ncvx}$ to that of $\hat{M}_{SVT}$ obtained by the SVT method, in the same setup as in the first experiment. That is, we let $n_1 = 200, n_2 = 100, r = 5, \eta = 1$, and generate 100 random instances of $(M, E, \Omega)$ for each value of $p$. Then we compare the normalized errors of the two estimators in the three different norms, along with confidence intervals (2 standard errors). The results are illustrated in Figure 3.3. Observe that the estimation errors of $\hat{M}_{ncvx}$ exhibit a radical transition around $p = 0.2$ and stay near 0 at all higher values of $p$, whereas the estimation errors of $\hat{M}_{SVT}$ change more gradually as $p$ varies.

![Figure 3.3](image)

(a) Error in spectral norm.  
(b) Error in $\ell_2,\infty$-norm.  
(c) Error in $\ell_\infty$-norm.

Figure 3.3: Comparison of the SVT estimate and the solution of the nonconvex formulation (3.4), initialized with the SVT method. Here, $n_1 = 200, n_2 = 100, r = 5, \eta = 1$.

### 3.6 Summary of the Chapter and Discussion

In this chapter, we reviewed the literature on data imputation and low-rank matrix completion. Motivated to study the estimation error caused by imputing the data matrix with matrix completion methods, we consider the simple singular value thresholding algorithm and establish error upper bounds for the resulting estimator. Specifically, we prove a spectral norm error bound that matches the minimax optimal rate. Although the strategy and the main tools used in our proof are similar to those of Koltchinskii et al. [82], we directly establish the sub-Gaussianity of $R_\Omega(Z) - pM$ in Lemma 3.4.1 and then use it in the subsequent analysis. In particular, our proof does not require decoupling the under-sampling effect ($p$) from the additive noise ($E$), thereby leading to an improved constant in the resulting upper bound. Additionally, we use the spectral norm error bound as a precursor to derive estimation error bounds measured in more sophisticated norms, namely, in $\ell_2,\infty$- and $\ell_\infty$-norms, by means of classical results from subspace perturbation theory.

We conclude this chapter with making a few comments on our results.

- **(Beyond the Sub-Gaussian Noise)** Recall that we imposed Assumptions 3.1 and 3.2 for the convenience of our analysis. The assumption of i.i.d. measurement (Assumption 3.1) is essential in our analysis with the current techniques, however the assumption
of sub-Gaussian noise (Assumption 3.2) can be readily relaxed. Indeed, our analysis remains valid when the noise is sub-exponential.

• (On the $\ell_2,\infty$- and $\ell_\infty$-Error Guarantees) Notice that when $\|M\|_\infty, \eta = \Theta(1)$ and $p \to 1$, we get $\|\hat{M} - M\|_{2,\infty}^2 \lesssim r \cdot \frac{n_1n_2}{n_1^{1/2}n_2} \log^2 (\frac{n_1+n_2}{\delta})$ with probability at least $1 - \delta$. Observe that this is optimal up to the aspect ratio of $M$ and a single logarithmic factor, because we expect $\|E\|_{2,\infty}^2 \asymp r \log (\frac{n_2}{\delta})$, which sets a lower bound on $\|\hat{M} - M\|_{2,\infty}^2$. When $p < 1$, our upper bound is proportional to $1/p^2$. We conjecture that the right order of dependence on $p$ is $1/p$, instead of $1/p^2$, for an ‘optimal’ matrix completion method. Based on the observation in Figure 3.2b, we guess this scaling of $1/p^2$ is due to the fundamental limitation of the SVT method. However, we do not know whether the scaling of $1/p$ is achievable by other matrix completion methods.

Our $\ell_\infty$-norm error bound is effectively of the same order to the $\ell_{2,\infty}$-norm bound. It is because we cannot further reduce the ‘bias’ term that arises from the misidentification of the tangent space – see (3.17) – with the current analysis. Again, we do not know whether this is an artifact of our analysis, or it is due to the fundamental limitation of the SVT method. However, we conjecture that it might be possible to improve our analyses of simple SVT for these two norms to sharper upper bounds, e.g., with entrywise eigenvector perturbation bounds from recent advances in matrix perturbation theory [52, 1].

• (Beyond Simple SVT Algorithm) Our third experiment (Figure 3.3) in Section 3.5 suggests that optimization-based methods seem to possess less estimation error than the SVT method, once $p$ surpasses a certain threshold. We believe the bias that originates from imputing the missing values with 0 in the SVT method (Algorithm 1) is the cause of this phenomenon; that is, once $p$ is sufficiently large so that the underlying matrix can be recovered, optimization-based estimates are only prone to the measurement noise, whereas the estimate obtained by SVT additionally suffers from the noise incurred by zero-padding. Thus, establishing stronger error guarantees for optimization-based methods, e.g., error bounds in $\ell_{2,\infty}$-norm and $\ell_\infty$-norm, is an interesting open question.

Recently, Chen et al. [39] proved upper bounds for entrywise error for the estimator obtained by solving the convex program (3.3) or the nonconvex program (3.4). Although their results require some additional technical assumptions on the condition number and the incoherence of singular subspaces, their results provide the best available upper bounds to the best of our knowledge. In particular, when all the nice assumptions are made, their $\ell_\infty$-error bound reads as $\|\varphi_{MC}(Z) - M\|_\infty \lesssim \eta r/\sqrt{np}$ whereas our results lead to $\|\varphi_{MC}(Z) - M\|_\infty \lesssim (\|M\|_\infty \vee \eta) \sqrt{r/p}$, ignoring the log factors. It would be an interesting open question to see if $\|\varphi_{MC}(Z) - M\|_\infty \lesssim \eta \sqrt{r/np}$ is achievable.
Table 3.2: Summary of our results from this chapter, the results from Chen et al. [39], and the conjectures for best possible errors.

<table>
<thead>
<tr>
<th></th>
<th>|\varphi_{MC}(Z) - M|_2</th>
<th>|\varphi_{MC}(Z) - M|_\infty</th>
<th>|\varphi_{MC}(Z) - M|_\infty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our results for SVT</td>
<td>\lesssim (|M|_\infty \vee \eta) \sqrt{\frac{n \log n}{p}}</td>
<td>\lesssim (|M|_\infty \vee \eta) \sqrt{\frac{T \log n}{p}}</td>
<td>same as left</td>
</tr>
<tr>
<td>Results of Chen et al. [39, Theorem 1.4]</td>
<td>\lesssim \eta \sqrt{\frac{n}{p}}</td>
<td>\lesssim \frac{\eta}{\sqrt{p}} (obtained from right)</td>
<td>\lesssim \frac{\eta}{\sqrt{np}}</td>
</tr>
<tr>
<td>Conjecture</td>
<td>\lesssim \eta \sqrt{\frac{n}{p}}</td>
<td>\lesssim \eta \sqrt{\frac{r}{p}}</td>
<td>\lesssim \eta \sqrt{\frac{r}{np}}</td>
</tr>
</tbody>
</table>

Our results, the results from [39], and our conjectures are summarized in Table 3.2.

\section*{3.7 Proofs}

\subsection*{3.7.1 Proof of the Two Lemmas in Section 3.4.1}

\textbf{Proof of Lemma 3.4.1}

\textit{Proof.} Observe that \(\mathcal{R}_\Omega(Z) - pM\) can be written as the sum of \(n_1n_2\) independent random matrices. With \(\Delta_{ij} = 1 \{ (i, j) \in \Omega \}\) being a Bernoulli random variable with parameter \(p\),

\[ \mathcal{R}_\Omega(Z) - pM = \sum_{(i,j) \in [n_1] \times [n_2]} R_{ij} \quad \text{where} \quad R_{ij} = \{(M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij}\} \cdot e_ie_j^T \in \mathbb{R}^{n_1 \times n_2}. \quad (3.23) \]

Observe that \(E[R_{ij}] = 0\) for all \((i, j) \in [n_1] \times [n_2]\).

Thus, for any \(U \in \mathbb{S}^{n_1 \times n_2 - 1} = \{ U \in \mathbb{R}^{n_1 \times n_2} : \|U\|_F = 1 \}\),

\[ \langle U, \mathcal{R}_\Omega(Z) - pM \rangle = \sum_{(i,j) \in [n_1] \times [n_2]} \{(M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij}\} \cdot U_{ij}. \]

We show that \(\langle U, \mathcal{R}_\Omega(Z) - pM \rangle\) is \((v_{\varphi}(p)\|M\|_2^2 + \eta^2)\)-sub-Gaussian in two steps.

First, we can observe that \((M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij}\) is sub-Gaussian with parameter \(M_{ij}^2v_{\varphi}(p) + \eta^2\) for all \((i,j) \in [n_1] \times [n_2]\) because of the tower property:

\[
E[e^{\lambda((M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij})}] = E_{\Delta_{ij}}[E_{E_{ij}|\Delta_{ij}}[e^{\lambda((\Delta_{ij} - p)M_{ij} + E_{ij}\Delta_{ij})}|\Delta_{ij}]]
\]

\[
= E_{\Delta_{ij}}[e^{\lambda((\Delta_{ij} - p)M_{ij})} \cdot E_{E_{ij}|\Delta_{ij}}[e^{\lambda E_{ij}\Delta_{ij}}|\Delta_{ij}]]
\]

\[
\leq e^{v_{\varphi}(p)\cdot M_{ij}^2\lambda^2/2} \cdot e^{\eta^2\lambda^2/2}.
\]
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Here, the inequality (*) follows from the observations that (i) \( e^{\lambda(\Delta_{ij} - p) M_{ij}} \) is a nonnegative random variable; and (ii) \( E_{E_{ij}}[e^{\lambda E_{ij} \Delta_{ij}} | \Delta_{ij}] \leq E_{E_{ij}}[e^{\lambda E_{ij}}] \) by Jensen’s inequality.

Second, we write \( E_{(i,j)} \) to denote the expectation conditioned on \( \{ \Delta_{ab}, E_{ab} : (a, b) \in [n_1] \times [n_2] \text{ and } \leq_{\text{lex}} (i, j) \} \) where \( \leq_{\text{lex}} \) is the lexicographic order. Also, we let \( E_0 \) denote the unconditional expectation. Letting \( W_{ij} = (M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij} \) for notational simplicity, we use the tower property again to get

\[
e^{E_{(i,j)} \sum_{(i,j) \in [n_1] \times [n_2]} W_{ij} \cdot u_{ij}}
= E_{0} E_{(1,1)} E_{(1,2)} \cdots E_{(n_1, n_2 - 1)} e^{\sum_{(i,j) \in [n_1] \times [n_2]} W_{ij} \cdot u_{ij}}
\leq E_{0} E_{(1,1)} E_{(1,2)} \cdots E_{(n_1, n_2 - 2)} e^{\sum_{(i,j) \in [n_1] \times [n_2]} \setminus \{ (n_1, n_2) \} W_{ij} \cdot u_{ij}} \cdot e^{\frac{12}{2} u_{n_1}^2 n_2 (M_{n_1 n_2}^2 v_{j0}(p)^2 + \eta^2)}
\leq \cdots
\leq e^{\frac{12}{2} \sum_{(i,j) \in [n_1] \times [n_2]} u_{ij}^2 (v_{j0}(p) \cdot M_{ij}^2 + \eta^2)}.
\]

We conclude the proof by observing that for all \( U \in \mathbb{S}^{n_1 \times n_2 - 1} \),

\[
\sum_{(i,j) \in [n_1] \times [n_2]} u_{ij}^2 (v_{j0}(p) \cdot M_{ij}^2 + \eta^2) \leq v_{j0}(p) \cdot \| M \|_2^2 + \eta^2.
\]

\[\blacksquare\]

**Proof of Lemma 3.4.2**

*Proof.* Let \( V \in \mathbb{R}^{n \times d} \) be a semi-orthogonal matrix such that \( \text{csp}(V) = \psi' \). Observe that \( \| \Pi_{\psi'}(X) \|_2^2 = \| V^T X \|_2^2 = \sum_{i=1}^d \| \langle v_i, X \rangle \|_2^2 \) where \( v_i \) denotes the \( i \)-th column of \( V \). Note that \( \langle v_i, X \rangle \) is \( \psi \)-sub-Gaussian random variable for all \( i \in [d] \). By Lemma 2.4.16, \( E[\| \langle v_i, X \rangle \|_2^2] \leq 4\psi \) for all \( i \in [d] \), and therefore, \( E[\| \Pi_{\psi'}(X) \|_2^2] \leq 4d \psi. \)

Lastly, we can see that \( \| \langle v_i, X \rangle \|_2^2 - E[\| \langle v_i, X \rangle \|_2^2] \) is \( (128\psi^2, 8\psi) \)-sub-exponential by Lemma 2.4.15. Applying the union bound, we get

\[
P \left( \sum_{i=1}^d \left( \| \langle v_i, X \rangle \|_2^2 - E[\| \langle v_i, X \rangle \|_2^2] \right) > \tau \right) \leq \sum_{i=1}^d P \left( \| \langle v_i, X \rangle \|_2^2 - E[\| \langle v_i, X \rangle \|_2^2] > \tau / d \right)
\leq d \cdot \left( e^{-\tau^2/256\psi^2} \lor e^{-\tau/16\psi} \right).
\]

To conclude the proof, it suffices to observe that

\[
d \cdot \left( e^{-\tau^2/256\psi^2} \lor e^{-\tau/16\psi} \right) \leq \delta \quad \text{if and only if} \quad \tau \geq 16\psi \left( \sqrt{\log (d/\delta)} \lor \log (d/\delta) \right).
\]

\[\blacksquare\]
3.7.2 Proof of Theorem 3.4.3

Proof. Recall that $\hat{M} = \frac{1}{p} \mathcal{R}_\Omega(Z)$ is the best rank-$r$ approximation of $\frac{1}{p} \mathcal{R}_\Omega(Z)$ in the spectral norm, cf. (3.6). By triangle inequality and the optimality of $\hat{M}$, we get

$$
\|\hat{M} - M\|_2 \leq \left\| \frac{1}{p} \mathcal{R}_\Omega(Z) - M \right\|_2 + \left\| \frac{1}{p} \mathcal{R}_\Omega(Z) - \frac{1}{p} \mathcal{R}_\Omega(Z) \right\|_2 \leq \frac{2}{p} \| \mathcal{R}_\Omega(Z) - pM \|_2. \quad (3.24)
$$

Recall from (3.23) from the proof of Lemma 3.4.1 (or, directly observe) that $\mathcal{R}_\Omega(Z) - pM$ can be written as the sum of $n_1 n_2$ independent random matrices:

$$
\mathcal{R}_\Omega(Z) - pM = \sum_{(i,j) \in [n_1] \times [n_2]} R_{ij} \quad \text{where} \quad R_{ij} = \{(M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij}\} \cdot e_i e_j^T \in \mathbb{R}^{n_1 \times n_2},
$$

where $\Delta_{ij} = \mathbb{1} \{(i, j) \in \Omega\}$ is a Bernoulli random variable with parameter $p$. Observe that $\mathbb{E}[R_{ij}] = 0$ for all $(i, j) \in [n_1] \times [n_2]$.

Next, we consider the self-adjoint dilation of $R_{ij}$, cf. (2.11). Suppose that the so-called matrix Bernstein condition is satisfied for some fixed $L$ and $A_{ij} \in S^{n_1+n_2}$, i.e.,

$$
\mathbb{E}[\mathcal{F}(R_{ij})^k] \preceq \frac{k!}{2} L^{k-2} A_{ij}^2 \quad \text{for} \quad k = 2, 3, 4, \ldots. \quad (3.25)
$$

Then we can use the sub-exponential matrix Bernstein’s inequality (Theorem 2.4.23) to establish an upper bound for $\|\hat{M} - M\|_2$.

In the rest of this proof, we verify the condition (3.25) for appropriate $L$ and $A_{ij}$; see (3.33) for the expressions of those $L$ and $A_{ij}$.

Verifying the matrix Bernstein condition For each $(i, j) \in [n_1] \times [n_2]$, let

$$
X_{ij}^{\text{odd}} = \begin{bmatrix} 0 & e_i e_j^T \\ e_j e_i^T & 0 \end{bmatrix} \quad \text{and} \quad X_{ij}^{\text{even}} = \begin{bmatrix} e_i e_j^T & 0 \\ 0 & e_j e_i^T \end{bmatrix},
$$

and then observe that $\mathcal{F}(R_{ij})^k = \{(M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij}\}^k \cdot X_{ij}$ where $X_{ij} = X_{ij}^{\text{odd}}$ if $k$ is odd and $X_{ij} = X_{ij}^{\text{even}}$ if $k$ is even. It is easy to see that

$$
X_{ij}^{\text{odd}} \preceq X_{ij}^{\text{odd}} + 2 X_{ij}^{\text{even}} \quad \text{and} \quad X_{ij}^{\text{even}} \preceq X_{ij}^{\text{odd}} + 2 X_{ij}^{\text{even}}.
$$

because

$$
\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \preceq \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix}, \quad \text{and} \quad \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \preceq \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix}.
$$
For each \((i, j) \in [n_1] \times [n_2]\), we let
\[
\tilde{A}_{ij} = \sqrt{3} \frac{3}{2} \begin{bmatrix}
  e_i e_i^T & e_i e_j^T \\
  e_j e_i^T & e_j e_j^T
\end{bmatrix} + \frac{1}{2} \begin{bmatrix}
  e_i e_i^T & -e_i e_j^T \\
  -e_j e_i^T & e_j e_j^T
\end{bmatrix}.
\] (3.26)
so that\(^3\) \(\tilde{A}_{ij}^2 = X_{ij}^{\text{odd}} + 2X_{ij}^{\text{even}}\). Thus,
\[
\mathbb{E}[\mathcal{F}(R_{ij})^k] \leq \mathbb{E}\left[\left|\left(M_{ij} + E_{ij}\right) \cdot \Delta_{ij} - pM_{ij}\right|^k\right] \cdot \tilde{A}_{ij}^2.
\] (3.27)

Next, we show an upper bound for the \(k\)-th moment of \((M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij}\). Note that we already know that this is sub-Gaussian random variable with parameter \(v_{\gamma_0}(p)\|M\|_\infty^2 + \eta^2\) by Lemma 3.4.1, where \(v_{\gamma_0}(p)\) is the smallest possible sub-Gaussian parameter of a centered Bernoulli random variable, defined in (2.9). However, instead of naïvely applying the generic moment upper bounds for sub-Gaussian (Lemma 2.4.16), we directly prove upper bounds for the \(k\)-th moments in this proof in order to capture the correct dependence on \(p\). Eventually, we will get the upper bound in (3.32).

Observe that \(\Delta_{ij}^l = \Delta_{ij} = 1\{ (i, j) \in \Omega \} \) for all \(l \in \mathbb{N}\) and \(\Delta_{ij}^0 = 1\). Applying the binomial theorem, we have
\[
\{(M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij}\}^k = \sum_{l=0}^{k} \binom{k}{l} \cdot (M_{ij} + E_{ij})^l \cdot \Delta_{ij}^l \cdot (-pM_{ij})^{k-l}
\]
\[
= \Delta_{ij} \cdot \sum_{l=0}^{k} \binom{k}{l} \cdot (M_{ij} + E_{ij})^l \cdot (-pM_{ij})^{k-l} + (1 - \Delta_{ij}) \cdot (-pM_{ij})^k
\]
\[
= \Delta_{ij} \cdot \{(1 - p)M_{ij} + E_{ij}\}^k + (1 - \Delta_{ij}) \cdot (-pM_{ij})^k.
\]

By taking expectation of absolute value on both sides, we get
\[
\mathbb{E}\left[\left|(M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij}\right|^k\right] \leq \mathbb{E}\left[\Delta_{ij} \cdot \{(1 - p)M_{ij} + E_{ij}\}^k\right] + \mathbb{E}\left[\left|(1 - \Delta_{ij}) \cdot (-pM_{ij})^k\right|\right]
\]
\[
= p \cdot \mathbb{E}\left[\left|(1 - p)M_{ij} + E_{ij}\right|^k\right] + (1 - p)p^k\|M_{ij}\|_k. \tag{3.28}
\]
To obtain the equality in the last line of (3.28), we used the tower property (law of total expectation) and the independence between \(E_{ij}\) and \(\Delta_{ij}\) as follows:
\[
\mathbb{E}\left[\Delta_{ij} \cdot \{(1 - p)M_{ij} + E_{ij}\}^k\right] = \mathbb{E}_{\Delta_{ij}} \mathbb{E}_{E_{ij}|\Delta_{ij}} \mathbb{E}_{\Delta_{ij}} \left[\left|(1 - p)M_{ij} + E_{ij}\right|^k\right] \Delta_{ij}\]
\[
= \mathbb{E}_{\Delta_{ij}} \left[\Delta_{ij} \cdot \mathbb{E}_{E_{ij}|\Delta_{ij}} \left[\left|(1 - p)M_{ij} + E_{ij}\right|^k\right] \Delta_{ij}\right].
\]

\(^3\)In fact, we defined \(\tilde{A}_{ij}\) by taking matrix square root of \(X_{ij}^{\text{odd}} + 2X_{ij}^{\text{even}}\).
that to the Stirling’s lower bound for factorials, namely,
Combining this upper bound with (3.28), we obtain the following inequality:
Recall from Assumption 3.2 that $E_{ij}$ is $\eta^2$-sub-Gaussian. Therefore, it follows from Lemma 2.4.16 that
where $m!! = \prod_{l=0}^{[m/2]-1} (m-2l)$ is the double factorial of $m$. Note that we used the well known fact about the Gamma function that $\Gamma(m/2) \leq \sqrt{\pi} (m-2)^{m-1/2}$ for all $m \in \mathbb{N}$; see (2.10).
Inserting (3.30) to (3.29), we get
Combining this upper bound with (3.28), we obtain the following inequality:
Here, we used the fact that $k!! \leq k!$ for all $k \in \mathbb{N}$. Furthermore, $1/k! \leq (\log k)^k / \sqrt{2\pi k}$ due to the Stirling’s lower bound for factorials, namely, $k! \geq \sqrt{2\pi k} e^{k+1/2} e^{-k}$, $\forall k \in \mathbb{N}$. We further control the sum in the square bracket from (3.31) using convexity.
For $k \geq 2$, the function $f_k : x \mapsto x^{k-1}$ is convex, and thus, $\alpha f_k(x) + \beta f_k(y) \leq (\alpha + \beta) \cdot
\( f_k((\alpha x + \beta y)/ (\alpha + \beta)) \) for any \( \alpha, \beta \geq 0 \). Recall that \( \| M \|_\infty = \max_{(i,j) \in [n] \times [d]} |M_{ij}| \). Letting 
\( \alpha = (1-p)\| M \|_\infty + \eta, \quad \beta = \beta_k = \frac{e}{2\pi k^{3/2}}(1-p)\| M \|_\infty, \quad x = \alpha, \quad \text{and} \quad y = y_k = \frac{e}{k}p\| M \|_\infty, \)
we have
\[
\alpha + \beta_k = \left(1 + \frac{e}{2\pi k^{3/2}}\right)(1-p)\| M \|_\infty + \eta,
\]
\[
\alpha x = (1-p)^2\| M \|_\infty^2 + 2(1-p)\| M \|_\infty^2 \eta + \eta^2,
\]
\[
\beta_k y_k = \frac{e^2}{2\pi k^{5/2}}p(1-p)\| M \|_\infty^2.
\]

Thereafter, we continue with (3.31) to get
\[
\mathbb{E} \left[ \left( (M_{ij} + E_{ij}) \cdot \Delta_{ij} - pM_{ij} \right)^k \right] \leq p\sqrt{2\pi} \cdot k! \cdot (\alpha x^{k-1} + \beta_k y_k^{k-1}) \quad \text{by (3.31)},
\]
\[
\leq p\sqrt{2\pi} \cdot k! \cdot (\alpha + \beta_k) \left( \frac{\alpha x + \beta_k y_k}{\alpha + \beta_k} \right)^{k-1}. \quad \because \text{convexity}
\]

(3.32)

This upper bound, together with (3.27) leads to certifying the desired matrix Bernstein condition (3.25); for \( k = 2, 3, 4, \ldots, \)
\[
\mathbb{E} \left[ \mathcal{F}(R_{ij})^k \right] \leq \frac{k!}{2} \cdot \left( \frac{\alpha x + \beta_k y_k}{\alpha + \beta_k} \right)^{k-2} \cdot 2\sqrt{2\pi} \cdot p \cdot (\alpha x + \beta_k y_k) \cdot \tilde{A}_{ij}^2
\]
\[
\leq \frac{k!}{2} \cdot \left( \frac{\alpha x + \beta_2 y_2}{\alpha} \right)^{k-2} \cdot 2\sqrt{2\pi} \cdot p \cdot (\alpha x + \beta_2 y_2) \cdot \tilde{A}_{ij}^2
\]
because \( \beta_k \geq 0 \) and \( \beta_k y_k \leq \beta_2 y_2 \) for all \( k \geq 2 \). All in all, we verified the matrix Bernstein condition (3.25) with
\[
L = (1-p)\| M \|_\infty + \eta + \frac{e^2}{8\sqrt{2}\pi} \frac{p(1-p)\| M \|_\infty^2}{(1-p)\| M \|_\infty^2 + \eta}
\]
(3.33)
\[
\tilde{A}_{ij}^2 = \Phi(\| M \|_\infty, p, \eta) \cdot \tilde{A}_{ij}^2
\]
where \( \tilde{A}_{ij}^2 \in S_{\frac{n}{2}}^m \) has a simple sparse form of an appropriately embedded \([2,1;1,2]\) matrix as described in (3.26), and
\[
\Phi(\| M \|_\infty, p, \eta) = 2\sqrt{2\pi} \cdot p \cdot \left[ (1-p)\| M \|_\infty \cdot \left\{ 1 - \left(1 - \frac{e^2}{8\sqrt{2}\pi}p \right)\| M \|_\infty + 2\eta \right\} + \eta^2 \right].
\]

**Completing the proof of Theorem 3.4.3** Now that the matrix Bernstein (3.25) is verified with parameters \( L, \tilde{A}_{ij}^2 \) as described in (3.33), we complete the proof by applying the sub-
exponential matrix Bernstein inequality (Theorem 2.4.23). To this end, we first compute the matrix variance parameter
\[ v = \left\| \sum_{(i,j)\in [n_1] \times [n_2]} A_{ij}^2 \right\|_2 = \Phi(\|M\|_\infty, p, \eta) \cdot \left\| \sum_{(i,j)\in [n_1] \times [n_2]} \tilde{A}_{ij}^2 \right\|_2 \]

\[ \leq 3\Phi(\|M\|_\infty, p, \eta) \cdot (n_1 \lor n_2). \]

\[ \therefore \text{recall the expression of } \tilde{A}_{ij} \]

Theorem 2.4.23 states that for all \( \tau \geq 0 \),
\[ \mathbb{P}\left( \|\mathcal{R}_\Omega(Z) - pX\|_2 \geq t \right) \leq (n_1 + n_2) \cdot \exp \left( \frac{-\tau^2/2}{\sqrt{v + L\tau}} \right) \]
\[ \leq (n_1 + n_2) \cdot \left\{ \exp \left( \frac{-\tau^2}{4v} \right) \lor \exp \left( \frac{-\tau}{4L} \right) \right\}. \]

To conclude the proof, it suffices to recall from (3.24) that \( \|\hat{M} - X\|_2 \leq \frac{2}{p}\|\mathcal{R}_\Omega(Z) - pX\|_2 \)
and observe that \( (n_1 + n_2) \cdot \left\{ \exp(-\tau^2/4v) \lor \exp(-\tau/4L) \right\} \leq \delta \) if and only if
\[ \tau \geq \max \left\{ 2\sqrt{v \log \left( \frac{n_1 + n_2}{\delta} \right)}, 4L \log \left( \frac{n_1 + n_2}{\delta} \right) \right\}. \]

\[ \blacksquare \]

3.7.3 Proof of Theorem 3.4.5

Proof. Recall the definition of the tangent space \( T(\hat{M}) \) from (2.3). Note that \( T(\hat{M}) \) is a vector subspace of \( \mathbb{R}^{n_1 \times n_2} \) and the orthogonal projection onto \( T(\hat{M}) \), namely, \( \Pi_{T(\hat{M})} : \mathbb{R}^{n_1 \times n_2} \rightarrow \mathbb{R}^{n_1 \times n_2} \), can be written as
\[ \Pi_{T(\hat{M})}(X) = P_{\exp(\hat{M})}X + XP_{\exp(\hat{M})} - P_{\exp(\hat{M})}X P_{\exp(\hat{M})}. \quad (3.34) \]

Then we observe that
\[ \hat{M} = \frac{1}{p} \mathcal{P}_r(\mathcal{R}_\Omega(Z)) = \frac{1}{p} \Pi_{T(\hat{M})}(\mathcal{R}_\Omega(Z)). \]

Next, we consider the decomposition
\[ \hat{M} - M = (\hat{M} - \Pi_{T(\hat{M})}(M)) + (\Pi_{T(\hat{M})}(M) - M). \]

We can immediately see that \( \hat{M} - \Pi_{T(\hat{M})}(M) \in T(\hat{M}) \) and \( \Pi_{T(\hat{M})}(M) - M \in T(\hat{M})^\perp \), and
Moreover, we can observe that

\[ r \text{rank} \] by Lemma 3.4.1 where \( v \) Observe that

Recall that the random matrix \( R \) therefor, and that for any \( \delta > 0 \), the following inequality is true with probability at least \( 1 - \delta \):

Now it suffices to show upper bounds for the two terms on the right hand side of (3.35).

The first term in (3.35) First of all, we observe that

\[
\hat{M} - \Pi_{T(\hat{M})}(M) = \frac{1}{p} \Pi_{T(\hat{M})}(R_{\Omega}(Z) - pM)
\]

Recall that the random matrix \( R_{\Omega}(Z) - pM \) is sub-Gaussian with parameter \( v_{\beta^0}(p) \cdot \|M\|_\infty^2 + \eta^2 \) by Lemma 3.4.1 where \( v_{\beta^0}(p) \) is the sub-Gaussian norm of a centered Bernoulli random variable, defined in (2.9). Then we observe that \( \text{rank}\left(\Pi_{T(\hat{M})}(R_{\Omega}(Z) - pM)\right) \leq \text{rank}(\hat{M}) + \text{rank}(M) \leq 2r \). Applying Lemma 3.4.2, we can see that

\[
E\left[\left\|e_i^T(\hat{M} - \Pi_{T(\hat{M})}(M))\right\|_2^2 \right] \leq \frac{8r}{p^2} \cdot \left(v_{\beta^0}(p) \cdot \|M\|_\infty^2 + \eta^2\right).
\]

and that for any \( \delta > 0 \), the following inequality is true with probability at least \( 1 - \delta \):

\[
\|e_i^T(\hat{M} - \Pi_{T(\hat{M})}(M))\|_2^2 \leq E\left[\|e_i^T(\hat{M} - \Pi_{T(\hat{M})}(M))\|_2^2 \right] + \frac{16}{p^2} \left(v_{\beta^0}(p) \cdot \|M\|_\infty^2 + \eta^2\right) \cdot \left\{\sqrt{\log \left(\frac{2r}{\delta}\right)} \vee \log \left(\frac{2r}{\delta}\right)\right\}. \tag{3.36}
\]

The second term in (3.35) By (3.34), it follows that

\[
\Pi_{T(\hat{M})}(M) - M = -(P_{\text{csp}(\hat{M})} - I_{n_1})M(P_{\text{rsp}(\hat{M})} - I_{n_2}).
\]

Observe that \( P_{\text{csp}(\hat{M})} = I_{n_1} - P_{\text{csp}(\hat{M})} \) and \( P_{\text{rsp}(\hat{M})} = I_{n_2} - P_{\text{rsp}(\hat{M})} \). Thus, for any \( i \in [n_1] \),

\[
e_i^T(\Pi_{T(\hat{M})}(M) - M) = -e_i^T \cdot P_{\text{csp}(\hat{M})} \cdot MP_{\text{rsp}(\hat{M})}.
\]

and therefore,

\[
\|e_i^T(\Pi_{T(\hat{M})}(M) - M)\|_2^2 \leq e_i^T \cdot P_{\text{csp}(\hat{M})} \cdot MP_{\text{rsp}(\hat{M})} \cdot P_{\text{csp}(\hat{M})} \cdot e_i
\]

\[
\leq \left\|P_{\text{csp}(\hat{M})} \cdot MP_{\text{rsp}(\hat{M})} \cdot P_{\text{csp}(\hat{M})}\right\|_2 \cdot \|e_i\|_2^2. \tag{3.36}
\]

Moreover, we can observe that \( M = P_{\text{csp}(\hat{M})}MP_{\text{rsp}(\hat{M})} \), and therefore,

\[
P_{\text{csp}(\hat{M})}MP_{\text{rsp}(\hat{M})} \cdot P_{\text{csp}(\hat{M})}\]
\[\begin{align*}
&= P_{\text{csp}(\hat{M})^\perp} \cdot (P_{\text{csp}(M)} MP_{\text{rsp}(M)}) \cdot P_{\text{rsp}(\hat{M})^\perp} \cdot (P_{\text{rsp}(\hat{M})^\perp} P_{\text{rsp}(M)} MP_{\text{csp}(M)}) \cdot P_{\text{csp}(\hat{M})^\perp} \\
&= (P_{\text{csp}(\hat{M})^\perp} P_{\text{csp}(M)}) \cdot M \cdot (P_{\text{rsp}(M)} P_{\text{rsp}(\hat{M})^\perp}) \cdot (P_{\text{rsp}(\hat{M})^\perp} P_{\text{rsp}(M)}) \cdot M \cdot (P_{\text{csp}(M)} P_{\text{csp}(\hat{M})^\perp}).
\end{align*}\]

As a result,
\[
\begin{align*}
\left\| P_{\text{csp}(\hat{M})^\perp} MP_{\text{rsp}(\hat{M})^\perp} \cdot P_{\text{rsp}(\hat{M})^\perp} M^T P_{\text{csp}(\hat{M})^\perp} \right\|_2 \\
\leq \|M\|_2^2 \cdot \left\| \sin \Theta(\text{csp}(\hat{M}), \text{csp}(M)) \right\|_2^2 \cdot \left\| \sin \Theta(\text{rsp}(\hat{M}), \text{rsp}(M)) \right\|_2^2. \\
\text{(3.37)}
\end{align*}
\]

Lastly, we note that by Wedin’s \(\sin \Theta\) theorem (Theorem 2.2.5),
\[
\left\| \sin \Theta(\text{csp}(\hat{M}), \text{csp}(M)) \right\|_2 \vee \left\| \sin \Theta(\text{rsp}(\hat{M}), \text{rsp}(M)) \right\|_2 \leq \frac{\|\hat{M} - M\|_2}{s_r(M)}.
\text{(3.38)}
\]

All in all, we get the following inequality by combining (3.36), (3.37), and (3.38) together:
\[
\left\| e_i^T (\Pi_T(\hat{M})(M) - M) \right\|_2^2 \leq \frac{s_1(M)^2}{s_r(M)^4} \|\hat{M} - M\|_2^4.
\]

To conclude the proof, it suffices to apply Theorem 3.4.3 to control \(\|\hat{M} - M\|_2\).
Errors-in-variables Regression for Prediction

4.1 Introduction

Regression is a statistical process for estimating the relationship between a dependent variable (often called the response, or the label) and a set of independent variables (often called ‘covariates’, ‘predictors’, or ‘features’). Regression analysis is primarily used for two conceptually distinct purposes: prediction and causal explanation. For the predictive use, the predicted value of the dependent variable given a configuration of covariates is valuable, whereas for the explanatory use, it is the relationship between the variables that is of interest.

In standard formulations of regression, it is assumed that covariates are fully observed without noise. However, these assumptions may not be realistic for many applications, in which covariates may be only partially observed with corruption. Surveys often suffer from missing data as respondents might refuse or fail to respond to some questions. Sensor network data [133] and microarray gene expression data [93] also tend to be subject to missing data and measurement error. The regression models that account for measurement errors in the covariates are referred to as errors-in-variables regression [35].

In this chapter, we tackle the errors-in-variables regression for prediction purpose with the idea of imputing the data using low-rank matrix completion methods.

4.1.1 Problem Statement

Suppose we observe a response variable \( y_i \in \mathbb{R} \) linked to a covariate vector \( x_i \in \mathbb{R}^d \) via the linear model \( y_i = \langle x_i, \beta^* \rangle + \epsilon_i \), where \( \beta^* \in \mathbb{R}^d \) is the unknown regression vector, and \( \epsilon_i \in \mathbb{R} \) denotes observation noise. This model can be compactly written as

\[
y = X \beta^* + \epsilon,
\]

where \( y = (y_1, \ldots, y_n) \in \mathbb{R}^n \), \( X = [x_1, \ldots, x_n]^T \in \mathbb{R}^{n \times d} \), and \( \epsilon = (\epsilon_1, \ldots, \epsilon_n) \in \mathbb{R}^n \). We want to estimate a function \( f : x \mapsto y \) from data such that \( f(x) \) is close to \( \langle x, \beta^* \rangle \).

In many practical scenarios, we may not have direct access to \( x_i \in \mathbb{R}^d \); rather, we only
observe a random vector \( z_i \in \mathbb{R}^d \) (recall that \( \mathbb{R} := \mathbb{R} \cup \{\ast\} \) where \( \ast \) denotes ‘unknown’) linked to \( x_i \) via some conditional distribution, i.e.,

\[
z_i \sim Q(\cdot | x_i) \quad \text{for } i = 1, 2, \ldots, n.
\] (4.2)

As a result, we have access to data \( \{(z_1, y_1), \ldots, (z_n, y_n)\} \) and want to use these data to estimate a regression function \( f \) such that \( f(z) \approx \langle x, \beta^* \rangle \).

Specifically, we define two types of prediction objectives as follows.

**In-sample Prediction** First of all, we want the regression function to predict the response accurately for the samples used in training, i.e., \( f(z_i) \approx \langle x_i, \beta^* \rangle \) for all \( i \in [n] \). Thus, we consider the fixed design setting, where the covariates \( x_1, \ldots, x_n \) are fixed (deterministic), and measure the prediction performance of \( f \) using the mean squared error (MSE), which is defined by

\[
\text{MSE}(f) = \frac{1}{n} \sum_{i=1}^{n} (f(z_i) - \langle x_i, \beta^* \rangle)^2.
\]

Note that MSE\( (f) \) only addresses the prediction accuracy of \( f \) at the \( n \) sample points that are already observed.

**Out-of-sample Prediction** Oftentimes, the main goal of prediction is to use the learned function \( f \) to predict the response \( y_{\text{new}} \) given a new sample \( x_{\text{new}} \), which is observed through \( z_{\text{new}} \sim Q(\cdot | x_{\text{new}}) \) in our model. Therefore, we are interested in the prediction error for the response at an unseen feature, i.e., \( f(z_{\text{new}}) - \langle x_{\text{new}}, \beta^* \rangle \). We define the squared forecasting error at \( z_{\text{new}} \) as follows:

\[
\text{SFE}(f; z_{\text{new}}) = (f(z_{\text{new}}) - \langle x_{\text{new}}, \beta^* \rangle)^2.
\]

### 4.1.2 Contributions and Organization of the Chapter

The main contribution of this chapter is the analysis of the regression using the data imputed by low-rank matrix completion. We argue that if the main objective of regression analysis is in prediction rather than model identification, then data imputation is not harmful. As a byproduct of our analysis, we observe that the well-established technique of principal component regression (PCR) algorithm can be interpreted as an instance of ‘regression-after-imputation’ algorithm (Algorithm 2) considered in this chapter. This observation enables extending our analysis to yield finite-sample analysis for PCR. Overall, we provide a new perspective on errors-in-variables regression centered at prediction rather than model identification, with provable theoretical guarantees on prediction error and covariate estimation error as summarized in Table 4.1.
Table 4.1: Summary of contributions in this chapter in comparison with likelihood-based works in the errors-in-variables regression literature (Section 4.2.1). Here, $n$ denotes the number of samples, and $d, r, p$ denote the dimension, the rank, and the fraction of observed entries in the covariates, respectively.

<table>
<thead>
<tr>
<th>Objective</th>
<th>Assumptions</th>
<th>Knowledge of noise distribution</th>
<th>Prediction error</th>
<th>Covariate estimation error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Likelihood-based (Section 4.2.1)</td>
<td>Model identification</td>
<td>sparsity of $\beta^*$ restricted eigenvalue cond.</td>
<td>Required</td>
<td>N/A</td>
</tr>
<tr>
<td>This thesis</td>
<td>Prediction</td>
<td>low-rank covariates with balanced spectrum</td>
<td>Not required</td>
<td>$\frac{1}{p \wedge n \vee d}$ (Corollary 4.5.1)</td>
</tr>
</tbody>
</table>

The rest of this chapter is organized as follows. In Section 4.2, we briefly survey the literature on errors-in-variables regression and principal component regression. In Section 4.3, we describe the algorithm for linear regression with the data imputed through low-rank matrix completion. Specifically, we describe the training phase (summarized in Algorithm 2) as well as the prediction phase where we use the learned regression function to predict the response at a new, noisy covariate vector. In Section 4.4, we present an upper bound on the in-sample prediction error, and discuss an informal upper bound on the out-of-sample prediction error. In Section 4.5, we consider a specific instance of Algorithm 2 such that the simple SVT algorithm (Algorithm 1, Section 3.3) is used as the matrix completion oracle. Specifically, we discuss its equivalence to PCR algorithm, prediction error bound, and covariate estimation error bound. Section 4.6 contains some numerical experiments that support our claims in the chapter. Lastly, we conclude the chapter with a summary in Section 4.7.

4.2 Related Work

4.2.1 Errors-in-variables Regression

There is a large body of work regarding errors-in-variables regression problem, e.g., [35, 120, 96, 18, 42], as well as references therein. However, much of the earlier work is either about asymptotic theory in classical setting (where the sample size $n$ diverges with the dimension $d$ fixed) or concerned with identifying a high-dimensional sparse linear model, assuming the existence of a ground truth model. As a result, their efforts are focused on proposing computationally tractable algorithms that correctly estimate the underlying parameter, under certain identifiability conditions such as sparsity of $\beta^*$ and restricted eigenvalue condition on the covariance of the design matrix [96, 42].

Perhaps one of the first methods trained statisticians would consider to deal with missing data is a likelihood-based method involving the expectation-maximization (EM) algorithm.
Städler and Bühlmann developed an EM-based $\ell_1$-regularized likelihood method for sparse inverse covariance estimation of the multivariate normal model in the presence of missing data, and used the result to derive an algorithm for sparse linear regression with missing data. However, it is difficult to guarantee the EM method will converge to a global optimum because the negative likelihood often becomes nonconvex with missing or noisy data.

Loh and Wainwright consider an $\ell_1$-regularized quadratic program, obtained by replacing the empirical covariance $\frac{1}{n}X^TX$ and the response vector $\frac{1}{n}X^Ty$ in the least squares formulation with the quantities that these quantities would be if there were no noise or missing values in the covariates. They show guarantees for the convergence (using projected gradient descents) and statistical error of the optimal solution under the restricted eigenvalue condition and additional mild technical conditions. Nevertheless, their approach requires explicit knowledge of the distribution of covariate noise, i.e., $Q$ in (4.2), to compensate for the noise contribution in the covariance and the response. In fact, many other likelihood-based estimators in the literature require such a priori knowledge about the covariate noise.

Unlike these works, we aim at revealing a model that is valid for prediction use, rather than identifying the true model. Thus, our approach does not require prior knowledge about the covariate noise distribution. In addition, it is worth noting that it is not clear how the methods from the aforementioned works can be used to predict the response associated with unseen, noisy covariates because they only focus on estimating $\beta^*$ and do not pay much attention to de-noising covariates.

### 4.2.2 Principal Component Regression

Principal component regression (PCR) is a general term that refers to statistical techniques that use principal component analysis (PCA) in regression analysis. The best known approach in this line simply performs PCA on the covariate data matrix and then regresses the response vector on a selected subset of principal components with the largest variance, which is commonly referred to as the principal component regression. There are other variants depending on the use of PCA, and one notable work by Bair et al. proposes to use ‘supervised’ principal components, namely, principal components of a small subset of covariate variables that are most correlated to the response variable.

The effectiveness of PCR such as dimensionality reduction and shrinkage effect are well understood. However, the formal literature providing a rigorous analysis of PCR is sparse, despite its widespread use in practice. Especially, the ability of PCR to handle covariate data with noisy, missing entries is less understood, and its analysis remain as an open challenge. Although various methodological proposals have been made to use PCA with missing data, these works fall short of providing meaningful theoretical guarantees.
4.3 Regression with Imputed Data

In this section, we describe how we estimate a prediction function $f : z \mapsto y$ using the imputed covariate data. In the training phase, we process corrupted covariate data $Z$ with a low-rank matrix completion algorithm, and then apply standard regression analysis. In the prediction phase, we use the imputed covariates and the estimated regression function to make predictions, either for existing covariates in the training set or for a new covariate vector out of the samples. These two phases are described below.

**Training Phase**

Given a partially observed, noisy set of covariates $z_1, \ldots, z_n$, we estimate the true, de-noised covariates $x_1, \ldots, x_n$ using a low-rank matrix completion algorithm. To be specific, we let $Z \in \mathbb{R}^{n \times d}$ be the matrix whose $i$-th row is $z_i$, and estimate the underlying low-rank covariate matrix $\hat{X} \in \mathbb{R}^{n \times d}$ with any matrix completion algorithm of the user’s choice. Then with the imputed covariate data $\hat{X}$, we apply standard regression analysis to estimate the regression vector $\beta^\ast$. For the sake of concreteness, here we estimate $\beta^\ast$ by choosing the minimum $\ell_2$-norm least squares solution, i.e.,

$$\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^d} \{ \| \beta \|_2 : \beta \text{ minimizes } \| y - \hat{X}\beta \|_2^2 \},$$

where $y = (y_1, \ldots, y_n) \in \mathbb{R}^n$ is the response data. This estimator can be equivalently written as $\hat{\beta} = (\hat{X}^T \hat{X})^{-1} \hat{X}^T y$. This estimator is also known under the name ‘ridgeless’ regression estimator in the literature, motivated by the fact that $\hat{\beta} = \lim_{\lambda \to 0} \hat{\beta}_\lambda$ where $\hat{\beta}_\lambda$ denotes the ridge regression estimator $\hat{\beta}_\lambda = \arg \min_{\beta} \{ \frac{1}{n} \| y - \hat{X}\beta \|_2^2 + \lambda \| \beta \|_1 \} = (\hat{X}^T \hat{X} + \lambda I_d)^{-1} \hat{X}^T y$.

The procedure described above is summarized in Algorithm 2.

**Algorithm 2**: Linear regression with covariates estimated by matrix completion

**Input:** $Z \in \mathbb{R}^{n \times d}$ and $y \in \mathbb{R}^n$

**Output:** $\hat{X} \in \mathbb{R}^{n \times d}$ and $\hat{\beta} \in \mathbb{R}^d$

1. Estimate the design matrix (covariates) $X$ as $\hat{X} \leftarrow \varphi_{MC}(Z)$ where $\varphi_{MC}$ is any low-rank matrix completion oracle.

2. Estimate the regression vector $\beta^\ast$ by solving a least squares problem as $\hat{\beta} \leftarrow \arg \min_{\beta \in \mathbb{R}^d} \{ \| \beta \|_2 : \beta \text{ minimizes } \| y - \hat{X}\beta \|_2^2 \}.$

Here we remark on two aspects of Algorithm 2. First of all, we have freedom to choose any low-rank matrix completion oracle in Step 1. For example, we can employ the simple SVT algorithm (Algorithm 1) studied in Chapter 3, or any optimization-based methods that solve (3.3) or (3.4). Second, we choose the minimum $\ell_2$-norm solution among the minimizers of the
least squares problem in Step 2 because there may exist multiple minimizers when rank $\hat{X} < d$. We also remark that the minimum $\ell_2$-norm solution satisfies $\hat{\beta} \in \text{rsp}(\hat{X})$. It is because if $\hat{\beta}_1, \hat{\beta}_2 \in \arg \min \|y - \hat{X}\beta\|_2^2$, then $\hat{X}\hat{\beta}_1 = \hat{X}\hat{\beta}_2$, and therefore, $\hat{\beta}_1 - \hat{\beta}_2 \in \text{ker}(\hat{X}) = \text{rsp}(\hat{X})^\perp$.

**Prediction Phase** With the $\hat{X}$ and $\hat{\beta}$ identified in the training phase, we define a prediction function. For precise description, we introduce some notations. Let $x_{\text{new}} \in \mathbb{R}^d$ denote a new covariate vector, and $z_{\text{new}} \in \mathbb{R}^d$ be an observed instance of $x_{\text{new}}$, cf. (4.2). Let $\omega = \{j \in [d] : z_j^{\text{new}} \neq *\}$ denote the set of indices $j \in [d]$ such that the $j$-th coordinate of $z_{\text{new}}$ is not missing. Then the prediction is made in two steps:

1. Estimate $x_{\text{new}}$ from $z_{\text{new}}$ based on the side information $\hat{X}$. Specifically, we let

$$\hat{x}_{\text{new}} = \arg \min_{x \in \text{rsp}(\hat{X})} \left\{ \|x\|_2 : x \text{ minimizes } \sum_{j \in \omega} (x_j - z_j^{\text{new}})^2 \right\}.$$  (4.3)

2. Predict $y_{\text{new}}$ to be $f(z_{\text{new}}) = \langle \hat{x}_{\text{new}}, \hat{\beta} \rangle$.

For the data in the training set, we do not need to estimate the covariates again, and can just let $f(z_i) = \langle \hat{x}_i, \hat{\beta} \rangle = (\hat{X}\hat{\beta})_i$ for all $i \in [n]$.

### 4.4 Prediction Error Analysis

#### 4.4.1 Model Assumptions

We make a few assumptions on our data generation model described in (4.1) and (4.2). The following assumptions are arguably the simplest and natural assumptions to study theoretical behaviors of linear regression with missing and corrupted covariates.

**Assumption 4.1.** The noise $\epsilon$ in the model (4.1) is sub-Gaussian with parameter $\sigma^2$.

**Assumption 4.2.** The disturbance to the covariates in (4.2) is a combination of additive noise and missing data as follows. When $z \sim \mathcal{Q}(\cdot|x)$, $z_j = x_j + w_j$ with probability $p$ and $z_j = *$ with probability $1 - p$ independently for each $j \in [d]$, where $p \in (0, 1]$, and $w \in \mathbb{R}^d$ be a $\eta^2$-sub-Gaussian random vector.

Observe that Assumption 4.2 resembles Assumptions 3.1 and 3.2 that are used for our analysis of the SVT algorithm in Chapter 3.

#### 4.4.2 In-sample Prediction Error

In this section, we discuss an upper bound on the in-sample prediction error of linear regression based on imputed design matrix, which is stated in the next theorem.
Sec. 4.4. Prediction Error Analysis

**Theorem 4.4.1.** Let \( \hat{X}, \hat{\beta} \) be the outputs of Algorithm 2. Then the MSE of the resulting predictor \( \hat{X}\hat{\beta} \) satisfies

\[
n \cdot \text{MSE}(\hat{X}\hat{\beta}) \leq \| \sin (\Theta(\text{csp}(\hat{X}), \text{csp}(X))) \|_2^2 \| X\beta^* \|_2^2 + \| \Pi_{\text{csp}(\hat{X})}(\epsilon) \|_2^2. \tag{4.4}
\]

Moreover, if Assumption 4.1 holds, then for any \( \delta > 0 \), the following inequality is true with probability at least \( 1 - \delta \):

\[
\| \Pi_{\text{csp}(\hat{X})}(\epsilon) \|_2^2 \leq E_\epsilon \left[ \| \Pi_{\text{csp}(\hat{X})}(\epsilon) \|_2^2 \right] + 16\sigma^2 \left( \log (\hat{r}/\delta) \vee \sqrt{\log (\hat{r}/\delta)} \right)
\]

where \( \hat{r} = \text{rank}(\hat{X}) \) and

\[
E_\epsilon \left[ \| \Pi_{\text{csp}(\hat{X})}(\epsilon) \|_2^2 \right] \leq 4\sigma^2 \hat{r}.
\]

Before presenting the proof of Theorem 4.4.1, we make a few comments on the upper bound (4.4) in Theorem 4.4.1. This upper bound consists of two terms: the first term is due to the mis-specification of the column space of \( X \); and the other term is subject to the measurement noise in the response vector. Note that the second term is inevitable even when we have direct access to \( X \), and it actually matches the minimax optimal lower bound for linear regression up to a constant factor. Thus, the first term provides an upper bound for ‘the price to pay’ incurred by the mis-specification of the column space of \( X \), or in other words, the excess risk due to imputing the missing values.

Now, the remaining question is “how large (or small) the first term in the upper bound will be?” This boils down to the question of finding an upper bound for the sine of the principal angle \( \Theta(\text{csp}(\hat{X}), \text{csp}(X)) \). Suppose that we have an upper bound for the error in the design matrix estimation, \( \hat{X} - X \), which is measured in an orthogonally invariant norm. Thanks to the celebrated \( \sin \Theta \) theorem due to Davis and Kahan [43, 160], we can derive an upper bound on the sine of \( \Theta(\text{csp}(\hat{X}), \text{csp}(X)) \) from the estimation error bound for \( \hat{X} - X \), measured in the same norm, cf. Theorem 2.2.5. Therefore, if the matrix completion oracle in use estimates \( \hat{X} \) accurately so that \( \| \| \hat{X} - X \|_2 \) is small, then we are golden. Note that the argument so far is valid for any matrix completion oracle as long as it comes with a spectral norm error guarantee. In Section 4.5.2, we consider a concrete example of the singular value thresholding algorithm for matrix completion, and derive an asymptotic upper bound \( \text{MSE}(\hat{X}\hat{\beta}) \lesssim r/n \).

**Proof of Theorem 4.4.1.** Recall that \( \hat{\beta} \) is a solution of the least squares problem \( \min_{\beta \in \mathbb{R}^d} \| y - \hat{X}\beta \|_2^2 \), and thus, \( \hat{X}\hat{\beta} = \Pi_{\text{csp}(\hat{X})}(y) = \Pi_{\text{csp}(\hat{X})}(X\beta^*) + \Pi_{\text{csp}(\hat{X})}(\epsilon) \). By the Pythagorean theorem,

\[
n \cdot \text{MSE}(\hat{X}\hat{\beta}) = \| \hat{X}\hat{\beta} - X\beta^* \|_2^2 = \| \Pi_{\text{csp}(\hat{X})}(X\beta^*) - X\beta^* \|_2^2 + \| \Pi_{\text{csp}(\hat{X})}(\epsilon) \|_2^2. \tag{4.5}
\]

Now we observe that \( \Pi_{\text{csp}(\hat{X})} = I_{\mathbb{R}^n} - \Pi_{\text{csp}(X)} \) and that \( X\beta^* = \Pi_{\text{csp}(X)}(X\beta^*) \). Then it follows
from the definition of the operator norm and the characterization of the sine of principal angles in (2.1) that

\[ \| \Pi_{\text{csp}(\hat{X})} (X\beta^*) - X\beta^* \|_2 = \| \Pi_{\text{csp}(\hat{X})} (X\beta^*) \|_2 = \| \Pi_{\text{csp}(\hat{X})} \Pi_{\text{csp}(X)} (X\beta^*) \|_2 \]
\[ \leq \| P_{\text{csp}(\hat{X})} P_{\text{csp}(X)} \|_2 \| X\beta^* \|_2 \]
\[ = \| \sin(\text{csp}(\hat{X}), \text{csp}(X)) \|_2 \| X\beta^* \|_2. \]

Combining (4.5) and (4.6) proves the first statement.

Now it remains to prove the second statement. Recall that \( \epsilon \) is \( \sigma^2 \)-sub-Gaussian due to Assumption 4.1. We conclude the proof by applying Lemma 3.4.2 with \( \psi = \text{csp}(\hat{X}) \).

4.4.3 Out-of-sample Prediction Error

In this section, we briefly discuss an informal upper bound on the out-of-sample prediction error, \( \langle \hat{x}^{\text{new}}, \hat{\beta} \rangle - \langle x^{\text{new}}, \beta^* \rangle \). Although we do not present a formal theorem, the discussion in this section will give a clue why the out-of-sample prediction error is likely to be small when \( \hat{X} \) well approximates \( X \).

To begin with, we let \( \psi = \text{rsp}(X) \), \( \hat{\psi} = \text{rsp}(\hat{X}) \), and observe that \( \hat{x}^{\text{new}} \in \hat{\psi} \) due to its construction in (4.3). Then, we get the following upper bound:

\[ \| \langle \hat{x}^{\text{new}}, \hat{\beta} \rangle - \langle x^{\text{new}}, \beta^* \rangle \| \leq \| \langle \hat{x}^{\text{new}} - x^{\text{new}}, \beta^* \rangle \| + \| \langle x^{\text{new}}, \beta^* \rangle \| \leq \| x^{\text{new}} \|_2 \| P_{\psi} (\hat{\beta} - \beta^*) \|_2 + \| x^{\text{new}} - x^{\text{new}} \|_2 \| \beta^* \|_2. \]

In the rest of this section, we argue why \( \| P_{\psi} (\hat{\beta} - \beta^*) \|_2 \) and \( \| x^{\text{new}} - x^{\text{new}} \|_2 \) are likely to be ‘small.’

Error in Estimating \( \beta^* \)

Recall that \( \hat{\beta} = \hat{X}^\dagger y = \hat{X}^\dagger X\beta^* + \hat{X}^\dagger \epsilon \). Thus, it follows that

\[ \| P_{\psi} (\hat{\beta} - \beta^*) \|_2 \leq \| P_{\psi} (\hat{X}^\dagger - X^\dagger) X\beta^* \|_2 + \| P_{\psi} \hat{X}^\dagger \epsilon \|_2 \]
\[ \leq \| \hat{X}^\dagger (\hat{X} - X) \beta^* \|_2 + \| \hat{X}^\dagger \epsilon \|_2 \]
\[ \leq \frac{\| \hat{X} - X \|_2}{s_r(X)} \| \beta^* \|_2 + \frac{1}{s_r(X)} \| \epsilon \|_2. \]

As discussed in Chapter 3, \( \| \hat{X} - X \|_2 \lesssim \sqrt{\frac{nd}{p}} \), whereas \( s_r(X) \times \sqrt{\frac{nd}{p}} \) provided that \( \frac{z_1(X)}{s_r(X)} \times 1 \). Then, we get \( \| P_{\psi} (\hat{\beta} - \beta^*) \|_2 \lesssim \sqrt{\frac{p}{n/dp}} \| \beta^* \|_2. \)

Error in Estimating \( x^{\text{new}} \)

If \( p = 1 \), then \( \hat{x}^{\text{new}} = P_{\psi} (x^{\text{new}}) \). Observe that \( z^{\text{new}} - x^{\text{new}} \) is a \( \eta^2 \)-sub-Gaussian random vector and \( x^{\text{new}} \in \psi \). Thus, we can see (e.g., by using Lemma 3.4.2
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and Lemma 2.2.3) that
\[ \| \hat{x}^{\text{new}} - x^{\text{new}} \|_2^2 = \| \hat{x}^{\text{new}} - \mathcal{P}_{\hat{\mathcal{V}}}(x^{\text{new}}) \|_2^2 + \| \mathcal{P}_{\hat{\mathcal{V}}}(x^{\text{new}}) - x^{\text{new}} \|_2^2 = \| \mathcal{P}_{\hat{\mathcal{V}}}(x^{\text{new}}) - \mathcal{P}_{\hat{\mathcal{V}} \perp}(x^{\text{new}}) \|_2^2 \]
\[ \lesssim \dim(\hat{\mathcal{V}}) \eta^2 + \| x^{\text{new}} \|_2^2 \sin^2 \Theta(\hat{\mathcal{V}}, \mathcal{V}) \|_2^2 \]
\[ \leq \eta^2 r + \| x^{\text{new}} \|_2^2 \frac{\| \hat{X} - X \|_2^2}{s_r(X)^2}. \]

Therefore, \( \| \hat{x}^{\text{new}} - x^{\text{new}} \|_2^2 \lesssim \frac{r}{p(n \wedge d)} \| x^{\text{new}} \|_2^2 \), provided that \( s_r(\hat{X}) \propto \sqrt{nd} \). We believe it is possible to derive a similar conclusion when \( p < 1 \), as long as \( p \gtrsim \frac{r}{d} \) (up to log factors) and \( \mathcal{V} \) is incoherent with respect to the standard basis vectors.

**Conclusion**

When \( p \gtrsim \frac{r}{n \wedge d} \), we have \( \| \hat{x}^{\text{new}} - x^{\text{new}} \|_2 \lesssim \| x^{\text{new}} \|_2 \), and it follows from (4.7) that
\[ | \langle \hat{x}^{\text{new}}, \hat{\beta} \rangle - \langle x^{\text{new}}, \beta^* \rangle | \lesssim \sqrt{\frac{r}{(n \wedge d)p}} \| x^{\text{new}} \|_2 \| \beta^* \|_2. \]

Therefore, we expect the following upper bound on the normalized squared forecasting error at a new sample:
\[ \text{SFE}(\hat{f}; z^{\text{new}}) \| x^{\text{new}} \|_2 \| \beta^* \|_2 \lesssim \frac{r}{(n \wedge d)p} \]
where \( \hat{f} : z^{\text{new}} \mapsto \langle z^{\text{new}}, \hat{\beta} \rangle \).

#### 4.5 Principal Component Regression

In this section, we study a specific example of matrix completion oracle, namely, the simple SVT algorithm discussed in Section 3.3. In Section 4.5.1, we observe that Algorithm 2 equipped with the simple SVT algorithm as the matrix completion oracle is equivalent to the traditional principal component regression algorithm. Then, in Section 4.5.2, we establish an upper bound for its prediction error as a corollary of Theorem 4.4.1, and the spectral norm error upper bound for the simple SVT (Theorem 3.4.3). Lastly, in Section 4.5.3, we use the \( \ell_2, \infty \)-norm bound for the SVT algorithm (Theorem 3.4.5) to argue that each of the in-sample covariate vectors can be reliably estimated in the \( \ell_2 \) sense.

#### 4.5.1 Equivalence of PCR and Regression-after-SVT

Suppose that \( p = 1 \), i.e., every entry of \( Z \) is observed without any missing values. Then Step 1 of Algorithm 2 returns \( \hat{X} = Z_r \), the best rank-\( r \) approximation of the noisy design matrix \( Z \). In Step 2 of Algorithm 2, we obtain the ridgeless regression estimator \( \hat{\beta} = (\hat{X}^T \hat{X})^\dagger \hat{X}^T y \).
This is equivalent to applying principal component regression with retaining only top-$r$ principal components. Let $Z_r = U_r \Sigma_r V_r^T$ be a compact SVD of $Z_r$. In the literature, principal component regression is usually described as a three-step process as follows.

- Let $\Phi = ZV_r \in \mathbb{R}^{n \times r}$ denote the new design matrix, whose $i$-th row vector $\phi_i = V_r^T z_i \in \mathbb{R}^r$ represents the new $i$-th covariate vector in the transformed space.
- Let $\gamma = (\Phi^T \Phi)^{\dagger} \Phi^T y \in \mathbb{R}^r$ denote the regression vector in the transformed space.
- Assign $\beta = V_r \gamma$.

Note that this is exactly the same process to the steps in Algorithm 2 using the simple SVT algorithm, just described in the space of the transformed covariates.

Consequently, our Algorithm 2 can be viewed as a generalization of PCR, and the analysis in this chapter can be naturally carried over to the analysis of PCR.

4.5.2 Prediction Error for PCR: Corollary of Theorem 4.4.1

Combining the prediction error upper bound from Theorem 4.4.1 and the spectral norm upper bound for the SVT algorithm (Theorem 3.4.3) yields the following corollary.

**Corollary 4.5.1.** Let $\hat{X}, \hat{\beta}$ be the outputs of Algorithm 2 with the matrix completion oracle in use being the simple SVT algorithm (Algorithm 1) discussed in Section 3.3. If Assumptions 4.1 and 4.2 hold, then for any $\delta_1, \delta_2 > 0$, the following inequality is true for the resulting predictor $\hat{X} \hat{\beta}$ with probability at least $1 - \delta_1 - \delta_2$:

$$n \cdot \text{MSE}(\hat{X} \hat{\beta}) \leq \frac{16\|X\beta^*\|^2}{p^2 \cdot s_r(X)^2} \left\{ \sqrt{v_* \log \left( \frac{n + d}{\delta_1} \right) \vee 2L_* \log \left( \frac{n + d}{\delta_1} \right) \right\}^2 + 4\sigma^2 r + 16\sigma^2 \left\{ \log \left( \frac{r}{\delta_2} \right) \vee \sqrt{\log \left( \frac{r}{\delta_2} \right) \right\} (4.8)$$

where $r = \text{rank}(X) = \text{rank}(\hat{X})$ and

$$v_* = 6\sqrt{2\pi} \cdot p \cdot (n \vee d) \cdot \left[ (1 - p)\|X\|_{\infty} \cdot \left\{ \left[ 1 - \left( 1 - \frac{e^2}{8\sqrt{2\pi}} \right) p \right] \|X\|_{\infty} + 2\eta \right\} + \eta^2 \right],$$

$$L_* = (1 - p)\|X\|_{\infty} + \eta + \frac{e^2}{8\sqrt{2\pi} (1 - p)}\|X\|_{\infty}^2 + \eta.$$ 

**Interpretation of Corollary 4.5.1** Now, we parse the upper bound in Corollary 4.5.1, as we did in Section 3.4.2. First of all, we observe that $v_* \asymp p \cdot (n \vee d) \cdot \{\|X\|_{\infty} \vee \eta\}^2$ and
$L_* \propto \|X\|_\infty \vee \eta$. Therefore, we can see that

$$\sqrt{v_* \log \left( \frac{n + d}{\delta_1} \right)} \gtrsim L_* \log \left( \frac{n + d}{\delta_1} \right) \quad \text{if and only if} \quad p \gtrsim \frac{1}{n \sqrt{d}} \log \left( \frac{n + d}{\delta_1} \right).$$

Thus, when $p \gtrsim \frac{1}{n \sqrt{d}} \log \left( \frac{n + d}{\delta_1} \right)$ we get the following simplified inequality

$$n \cdot \text{MSE}(\hat{X} \hat{\beta}) \leq \frac{\|X \beta^*\|_2^2}{s_r(X)^2} \cdot \{\|X\|_\infty \vee \eta\}^2 \cdot \frac{n \vee d}{p} \log \left( \frac{n + d}{\delta_1} \right) + \sigma^2 \left\{ r + \log \left( \frac{r}{\delta_2} \right) \right\}. \quad (4.9)$$

Further, if $s_1(X) \asymp s_r(X)$ and $X_{ij} \asymp \|X\|_\infty$ for most $(i, j) \in [n] \times [d]$, then $s_r(X) \asymp \|X\|_\infty \sqrt{nd}/r$. Eventually, we obtain the following high-probability upper bound for the relative MSE (up to log factor):

$$\frac{n \cdot \text{MSE}(\hat{X} \hat{\beta})}{\|X \beta^*\|_2^2} = \frac{\|\hat{X} \hat{\beta} - X \beta^*\|_2^2}{\|X \beta^*\|_2^2} \lesssim \frac{1}{p} \left\{ 1 \vee \frac{\eta}{\|X\|_\infty} \right\}^2 \cdot \frac{r}{n \vee d} + \frac{\|X \beta^*\|_2^2}{\|X \beta^*\|_2^2}. \quad (4.9)$$

Remark 4.5.2. Observe that when $\|X \beta^*\|_2^2 \asymp n$, the error rate of the relative prediction error upper bound in $(4.9)$ is $O\left( \frac{r}{n \vee d} \right)$. Actually, the dependence on $n \vee d$ is an artifact of the use of a suboptimal perturbation result, i.e., Wedin’s version of $\Theta$ theorem (Theorem 2.2.5) that yields the same upper bound for the row space and column space. If we use a more refined perturbation result, e.g., [30, Theorem 3], then it is possible to get the correct rate of $O\left( \frac{1}{p} \right)$.

### 4.5.3 Covariate Estimation Error: Corollary of Theorem 3.4.5

Sometimes the covariate vectors themselves can be the target of estimation. We obtain an upper bound on $\|\hat{X} - X\|_{2,\infty}^2 = \max_{i \in [n]} \|\hat{x}_i - x_i\|_2^2$ as a corollary of Theorem 3.4.5.

**Corollary 4.5.3.** Let $\hat{X}$ be the estimate of $X$ that is produced by applying the simple SVT algorithm (Algorithm 1) to $Z$. If Assumption 4.2 holds, then for any $\delta_1, \delta_2 > 0$, the following inequality is true with probability at least $1 - \delta_1 - \delta_2$:

$$\|\hat{X} - X\|_{2,\infty}^2 \leq \frac{8r}{p^2} \cdot (v_{30}(p) \cdot \|X\|_\infty^2 + \eta^2) + \frac{16}{p^2} (v_{30}(p) \cdot \|X\|_\infty^2 + \eta^2) \cdot \left\{ \sqrt{\log \left( \frac{2r}{\delta_1} \right)} \lor \log \left( \frac{2r}{\delta_1} \right) \right\} + \frac{s_1(X)^2 256}{s_r(X)^4 p^4} \cdot \left\{ \sqrt{v_* \log \left( \frac{n_1 + n_2}{\delta_2} \right)} \lor 2L_* \log \left( \frac{n_1 + n_2}{\delta_2} \right) \right\}^4$$

where $v_{30}(\beta)$ denotes the sub-Gaussian norm of the centered Bernoulli random variable with parameter $p$ defined in $(2.9)$, and $v_*, L_*$ have the same expressions as in Corollary 4.5.1.
Interpretation of Corollary 4.5.3  Again, we observe that $v^* \approx p \cdot (n \vee d) \cdot \{\|X\|_\infty \vee \eta\}^2$ and $L^* \approx \|X\|_\infty \vee \eta$, and therefore,

$$\sqrt{v^* \log \left(\frac{n + d}{\delta_1}\right)} \geq L^* \log \left(\frac{n + d}{\delta_1}\right) \text{ if and only if } p \gtrsim \frac{1}{n \vee d} \log \left(\frac{n + d}{\delta_1}\right).$$

If $s_1(X) \approx s_r(X)$ and $X_{ij} \approx \|X\|_\infty$ for most $(i, j) \in [n] \times [d]$, then $s_1(X), s_r(X) \approx \|X\|_\infty \sqrt{nd/r}$. Then we get the following high-probability upper bound (up to log factor):

$$\left\| \hat{X} - X \right\|_{2,\infty} \lesssim \left\{\|X\|_\infty \vee \eta\right\}^2 \left(1 + \frac{n \vee d}{n \wedge d}\right).$$

As already discussed in Remark 4.5.2, the aspect ratio $\frac{n \vee d}{n \wedge d}$ appears as an artifact of our analysis using sub-optimal perturbation bound (Wedin’s sin Θ theorem), and can be improved. Then, we obtain

$$\left\| \hat{X} - X \right\|_{2,\infty} \lesssim \left\{\|X\|_\infty \vee \eta\right\}^2 \frac{r n \vee d}{p^2},$$

which implies that nontrivial recovery of every covariate vector (in the $\ell_2$ sense) is possible as long as $p \gtrsim \sqrt{r/d}$ (assuming $n \geq d$).

We conjecture that this upper bound provides a tight analysis for the SVT algorithm, and thus, for the PCR. However, we mention that optimization-based algorithms might be able to achieve an improved rate of $\left\| \hat{X} - X \right\|_{2,\infty} \lesssim \frac{\eta^2 r n \vee d}{p \cdot \frac{n \vee d}{p}}$, as noted earlier in Remark 3.4.7.

### 4.6 Numerical Experiments

In this section, we confirm our claims with simple numerical simulations.

**Model**  We construct a low-rank design matrix $X = UV^T$ as the product of two random matrices $U \in \mathbb{R}^{n \times r}, V \in \mathbb{R}^{d \times r}$ such that $U_{ij}, V_{ij} \sim N(0, 1)$ are independent and identically distributed Gaussian random variables. We let $W \in \mathbb{R}^{n \times d}$ be a Gaussian random matrix with i.i.d. entries distributed as $N(0, \eta^2)$, and construct $\Omega$ by letting $(i, j) \in \Omega$ with probability $p$ independently for all $(i, j) \in [n] \times [d]$. Recall that we only have access to $X$ through $Z$ such that $Z_{ij} = X_{ij} + W_{ij}$ for $(i, j) \in \Omega$, and $Z_{ij} = *$ otherwise. The response vector $y$ is generated as $y = X\beta^* + \epsilon$ where $\beta^* \sim N(0, 10^2 I_d)$ and $\epsilon \sim N(0, \sigma^2 I_d)$.

**Experiment 1**  In our first experiment, we measure the normalized mean squared error of Algorithm 2, implemented with two types of matrix completion algorithms – simple SVT algorithm (Algorithm 1), and alternating minimization that solves the nonconvex formulation (3.4). Precisely, for each parameter configuration $(n, d, r, p, \eta, \sigma)$, we generate 100 random instances of $(X, W, \Omega, \beta^*, \epsilon)$, and estimate $(\hat{X}, \hat{\beta})$. Then we measure the normalized MSE,
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\[ E_{\text{emp}} \parallel \hat{X} \beta - X \beta^* \parallel / E_{\text{emp}} \parallel X \beta^* \parallel, \]

where \( E_{\text{emp}} \) denotes the sample mean over the 100 instances.

Specifically, we consider the following parameter configurations:

- (Configuration 1) Fix \( d = 100, r = 5, \eta = \sigma = 1 \), and let \( n \in \{100, 200, 400\} \).
- (Configuration 2) Fix \( n = 200, d = 100, r = 5, \eta = \sigma = 1 \), and let \( r \in \{5, 10, 20\} \).

For each setup, we compute the normalized MSE for \( p \in \{k/20 : k \in [20]\} \). The normalized MSE for the two configurations are illustrated in Figure 4.1 along with confidence intervals (2 standard errors).

Observe that even when we only have partial access to the design matrix (i.e., \( p < 1 \)), the normalized MSE stays nearly as low as that of the full observation setup (\( p = 1 \)), until \( p \) decreases below a certain threshold. For example, when \( r = 5 \), the normalized MSE of Algorithm 2 implemented with the nonconvex method remains almost unchanged for all \( p \geq 0.2 \) (see Figure 4.1a). This implies that the imputed dataset contains almost the same amount of information as the completely observed dataset that can be used for regression. Moreover, the minimum required fraction of measurements to capture the information increases proportionally to the rank of \( X \) (Figure 4.1b).

![Normalized Mean Squared Error](image)

(a) In-sample prediction, configuration 1

(b) In-sample prediction, configuration 2

Figure 4.1: Normalized mean squared error of Algorithm 2, implemented with two matrix completion methods (the simple SVT and the nonconvex methods).

**Experiment 2** In our second experiment, we consider the out-of-sample prediction error of Algorithm 2. We let \( x^{\text{new}} = Vu \) where \( V \in \mathbb{R}^{d \times r} \) is the factor matrix used to generate \( X \), and \( u \in \mathbb{R}^r \) is an arbitrary vector. For the concreteness of our exposition, here we present results with \( u \sim N(0, L_r) \), however, we observe the same trend, regardless of the distributional assumption on \( u \). \( z^{\text{new}} \) is generated from \( x^{\text{new}} \) by letting \( z_j^{\text{new}} = x_j^{\text{new}} + w_j \) (\( w_j \sim N(0, \eta^2) \)) with probability \( p \), and \( z_j^{\text{new}} = * \) with probability \( 1 - p \), independently for each \( j \in [d] \). We conduct
experiments in the same setup as in our experiment 1. The normalized squared forecasting error (SFE), \( E_{\text{emp}} \| \hat{x}^{\text{new}} \hat{\beta} - x^{\text{new}} \beta^\ast \|^2_2 / E_{\text{emp}} \| x^{\text{new}} \beta^\ast \|^2_2 \), is used to measure the performance of algorithms. We can observe that the out-of-sample prediction error exhibits similar trends to that of the in-sample prediction error (MSE) by comparing Figure 4.1 with Figure 4.2. Note that the normalized out-of-sample prediction error has much larger variability than the normalized MSE because the MSE is the sum of squared errors from \( n \) independent samples, whereas the SFE consists of the error for a single instance.

![Normalized Forecasting Error](image1.png)

(a) Out-of-sample prediction, configuration 1

![Normalized Forecasting Error](image2.png)

(b) Out-of-sample prediction, configuration 2

Figure 4.2: Normalized out-of-sample prediction error of Algorithm 2, implemented with two matrix completion methods (the simple SVT and the nonconvex methods).

## 4.7 Summary of the Chapter

In this chapter, we considered the errors-in-variables regression problem and studied prediction performance of ridgeless regression estimator that is computed from imputed covariate data. Unlike other works in the errors-in-variables regression literature, our main aim is at predicting the response rather than identifying the true underlying linear regression model. In Section 4.4, we argued upper bounds for prediction error of Algorithm 2 implemented with arbitrary matrix completion oracle, and in Section 4.5, we focused on a specific instance of the algorithm implemented with the simple SVT method. Noticing that Algorithm 2 implemented with the SVT method is equivalent to principal component regression when \( p = 1 \), our analysis in this chapter provides finite-sample analysis for the principal component regression. An interesting open question for further research is to investigate if the imputation idea can be also beneficial in kernel regression setting, or more broadly, in the nonlinear settings such as autoencoders.
5.1 Introduction

Reinforcement Learning (RL) has emerged as a promising technique for a variety of decision-making tasks, highlighted by impressive successes of deep reinforcement learning\(^1\) in solving Atari games\(^2\) and Go\(^3\). However, generic RL methods suffer from the “curse-of-dimensionality,” i.e., they require prohibitively many number of samples to achieve the learning goals as the number of model parameters increases. For example, the classical minimax theory for nonparametric estimation\(^4\) suggests that learning a $Q$-function (a function that encodes the value of an action at a state) within an accuracy of $\epsilon$ would require $\Omega(\frac{1}{\epsilon^{d_1+\frac{1}{d_2}}} \times \frac{1}{\epsilon^{d_1+\frac{1}{d_2}}})$ samples where $d_1, d_2$ denote the dimensions of the state and action spaces.

On the other hand, many RL tasks seem to require much less number of samples in practice. As a matter of fact, the conditions and the algorithms to achieve sample-efficient RL have been studied for at least two decades. Early works posit that the $Q$-function can be approximated well using low-dimensional features associated with states and actions, and use that low-dimensional representation of the $Q$-function to boost sample efficiency\(^5\). More recently, there is a growing body of results that attempt to show how sample efficiency is achievable in RL for particular model classes, e.g., Reactive POMDPs\(^6\), Block MDPs\(^7\), Linear MDPs\(^8\), and Linear Mixture MDPs\(^9\) to name a few. While these works have significantly advanced our understanding of the sample efficiency in RL, we may not know what features to use a priori, and the model assumptions may not be verifiable.

With these motivations, the primary goal in this chapter is to learn the optimal $Q$-function in a data-efficient manner by automatically detecting the underlying lower-dimensional structure (if any), without the need for any additional information such as the knowledge of features. In summary, we ask the following questions\(^2\) in this chapter:

"Is there a universal representation of $Q$-function that facilitates learning the optimal $Q$-function in a data-efficient manner? If so, how can we exploit it?"

---

\(^1\)a deep neural network version of Q-learning, termed deep Q-networks by DeepMind.

\(^2\)See Questions 5.1 and 5.2 for precise statements of the two questions.
5.1.1 Setup and Problem Statement

Markov Decision Process (MDP) We consider the standard setup of infinite-horizon discounted MDP, which is described by a quintuple, \((S, A, P, R, \gamma)\). Here, \(S\) and \(A\) denote the state and action spaces, respectively; \(P : S \times A \rightarrow \Delta(S)\) is the transition kernel where \(\Delta(S)\) denotes the space of probability measures over \(S\); \(R : S \times A \rightarrow \mathbb{R}\) is the reward function; and \(\gamma \in [0, 1)\) is the factor of discounting rewards in the future.

A policy \(\pi : S \rightarrow A\) specifies a decision-making strategy, with which an agent chooses her actions based on the current state. A policy can be either deterministic or stochastic, however, we restrict ourselves to deterministic policies in this chapter. Given a policy \(\pi\), we can define a function \(Q^\pi : S \times A \rightarrow \mathbb{R}\) such that

\[
Q^\pi(s, a) = \mathbb{E}_{P,\pi}\left[\sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) \mid s_0 = s, a_0 = a\right],
\]

which is the expectation of the infinite series of discounted rewards \(\gamma^t R(s_t, a_t)\), on condition that \((s_0, a_0) = (s, a), s_t \sim P(s_{t-1}, a_{t-1})\), and \(a_t = \pi(s_t)\). Similarly, we can also define another function \(V^\pi : S \rightarrow \mathbb{R}\) by replacing the condition \(a_0 = a\) with \(a_0 = \pi(s_0)\) as follows:

\[
V^\pi(s) = \mathbb{E}_{P,\pi}\left[\sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) \mid s_0 = s, a_0 = \pi(s)\right] .
\]

In the reinforcement learning literature, \(Q^\pi\) and \(V^\pi\) are commonly referred to as the \(Q\)-function (‘quality,’ or action-value function) and the \(V\)-function (‘value,’ or state-value function) associated to the policy \(\pi\), respectively.

A policy \(\pi^* \in \mathcal{A}^S\) is called an optimal policy if \(V^{\pi^*}(s) = \sup_\pi V^\pi(s)\) for all \(s \in S\), and the function \(V^* : S \rightarrow \mathbb{R}\) such that \(V^*(s) = \sup_{\pi \in \mathcal{A}^S} V^\pi(s), \forall s \in S\) is called the optimal value function. Remarkably, an optimal policy exists, and we can find at least one by decoding the optimal value function. To see the reason why, we define an operator \(T : \mathbb{R}^S \rightarrow \mathbb{R}^S\), which is commonly referred to as the Bellman operator, such that

\[
TV(s) = \sup_{a \in A} \left\{ R(s, a) + \gamma \cdot \mathbb{E}_{s' \sim P(s, a)}[V(s')] \right\} .
\]

Then we observe that \(V^*\) is a fixed point of \(T\) due to the optimality of \(V^*\), i.e., the following Bellman equation holds:

\[
V^*(s) = TV^*(s), \ \forall s \in S.
\]

It is known that \(T\) is a contraction with respect to the \(\ell_\infty\)-norm. Thus, there exists a unique
fixed point of $\mathcal{T}$, which is $V^*$. We can also define an optimal $Q$-function from $V^*$:

$$
Q^*(s, a) = R(s, a) + \gamma \cdot \mathbb{E}_{s' \sim P(s, a)} [V^*(s')] \\
= R(s, a) + \gamma \cdot \mathbb{E}_{s' \sim P(s, a)} \left[ \max_{a' \in \mathcal{A}} Q^*(s', a') \right]. 
$$

An optimal policy $\pi^*$ can be derived from $Q^*$ by greedily choosing $a$ that maximizes $Q^*(s, a)$ for given $s$, i.e., by letting $\pi^*(s) = \arg\max_{a \in \mathcal{A}} Q^*(s, a)$.

**Q-Learning** Although $\pi^*$ can be extracted from $Q^*$, we do not have access to the $Q^*$-function. Actually, $Q^*$ itself must be estimated from data generated by the MDP. Q-learning algorithm – proposed in the Ph.D. thesis of Watkins [159] – is a model-free reinforcement learning algorithm that attempts to learn $Q^*$ using the Bellman equation (5.1) for $Q^*$. Q-learning is model-free in the sense that it does not require prior knowledge of model parameters $P$ and $R$, but instead, it uses simulation or experimental information to compute estimates of the expected rewards.

Q-learning proceeds in a similar manner to Sutton’s method of temporal differences [145, 143]. More precisely, Q-learning starts with an initial guess for $Q^*$ (given in the form a table when $|\mathcal{S}|, |\mathcal{A}| < \infty$), and then repeat the loop of three inner steps – (i) choose an action $a_t$ at state $s_t$, (ii) measure the reward $R(s_t, a_t)$, (iii) update the guess for $Q^*$ using (5.1) – which is referred to as value iteration update – and move to $s_{t+1} \sim P(s_t, a_t)$ – until termination. It is known that Q-learning converges to $Q^*$ with probability 1, provided that all state-action pairs are sampled sufficiently often [158, 148, 72, 54].

Despite the nice convergence property, Q-learning requires $\Omega(|\mathcal{S} \times \mathcal{A}|)$ number of samples to explore all possible actions at all states. Also, we note that a real-valued function defined on $\mathcal{S} \times \mathcal{A} \to \mathbb{R}$ has $|\mathcal{S} \times \mathcal{A}|$ degrees of freedom, and thus, this sample complexity lower bound is unavoidable unless we impose additional structural assumptions on $Q^*$ (or the underlying MDP). In this chapter, we ask the following two questions in pursuit of finding a principled way to reduce the sample complexity requirement.

**Question 5.1.** Is there a class of $Q^*$-functions, which can be learned from only $o(|\mathcal{S} \times \mathcal{A}|)$ number of samples?

**Question 5.2.** If the answer to Question 5.1 is positive, then is there an algorithmic procedure for sample-efficient Q-learning? What would be its sample complexity to produce $\hat{Q}$ such that $\|\hat{Q} - Q^*\|_\infty \leq \epsilon$?
5.1.2 Contributions and Organization of the Chapter

The main contributions in this chapter are the methodological proposal of Q-learning algorithm that exploits low-rank structure in \( Q^* \) (Algorithm 3) and its theoretical analysis. We argue that if the \( Q^* \) function admits a low-rank structure (to be discussed in Section 5.3), that can be utilized by means of matrix completion to enhance the sample efficiency in value iteration updates. That is, it suffices to explore only a small fraction of state-action pairs instead of probing all pairs in order to update the current guess about \( Q^* \).

As a main theoretical contribution of the chapter, we answer to both Questions 5.1 and 5.2 in the affirmative by showing that the proposed Q-learning procedure converges to \( Q^* \) with the desired improvement in sample complexity. Without any structural assumptions, the number of samples (explorations of state-action pairs) required to learn \( Q^* \) within an accuracy of \( \epsilon \) scales as \(|S||A|/\epsilon^2\). We show that if the matrix completion oracle in use satisfies a certain \( \ell_\infty \)-contraction property, then it is possible to learn \( Q^* \) from only \( O(\text{rank}(Q^*) \cdot (|S| + |A|)/\epsilon^2) \) number of samples. This conclusion is summarized in Table 5.1 with comparison to other results that do not utilize such structural assumptions. We also complement our analysis with numerical experiments on simple stochastic control tasks.

The rest of this chapter is organized as follows. In Section 5.3, we consider the spectral representation of the Q-function by viewing it as a possibly infinite-dimensional matrix \( Q \in \mathbb{R}^{|S|\times|A|} \). This allows us to define the notion of rank for \( Q^* \) and to consider a class of (approximately) low-rank \( Q^* \) functions. In Section 5.4, we propose an algorithmic framework to estimate ‘low-rank’ \( Q^* \)-functions with aid of a matrix completion oracle. The key idea is that it suffices to explore \( \text{rank}(Q^*) \cdot (|S| + |A|) \) number of state-action pairs to execute one round of value iteration, which can be much smaller than \(|S||A|\). In Section 5.5, we argue that if the matrix completion oracle in use satisfies a certain \( \ell_\infty \)-contraction property (Section 5.5.1), then the proposed Q-learning procedure converges to \( Q^* \) with the desired improvement in sample complexity (Section 5.5.2). It is proven in Section 5.6 that there exists at least one matrix completion oracle that has such a property. In Section 5.7, we provide some numerical results. We find that the \( Q^* \)-function has a low-rank structure for several well-known control tasks, e.g., the inverted pendulum. Moreover, we observe that our proposed method that exploits the low-rank structure leads to a significant improvement in sample complexity over the methods that do not.

5.2 Related Work

Reinforcement Learning  For problems with finite \( S \) and finite \( A \), there has been a great effort in learning an \( \epsilon \)-optimal policy rather than just learning an \( \epsilon \)-optimal Q-function. Re-
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Table 5.1: Summary of our sample complexity results, a few selected works from the literature, and lower bounds. Our results are paraphrased from Theorem 5.5.2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>This thesis</strong></td>
<td>$\tilde{O}\left(\frac{</td>
<td>S</td>
<td>\lor</td>
</tr>
<tr>
<td>Selected works</td>
<td>$\tilde{O}\left(\frac{</td>
<td>S</td>
<td>\lor</td>
</tr>
<tr>
<td>Lower bound</td>
<td>$\tilde{\Omega}\left(\frac{</td>
<td>S</td>
<td>\lor</td>
</tr>
</tbody>
</table>

Recently, Sidford et al. [129] showed a sample complexity upper bound of $\tilde{O}\left(\frac{|S| \lor |A|}{(1-\gamma)^2\varepsilon^2}\right)$ that is optimal with respect to both accuracy $\varepsilon$ and the dependence on the discount factor $\gamma$. A matching lower bound was proved earlier by Azar, Munos, and Kappen [13]. RL problems with continuous state and action spaces have received significantly less attention in the literature. While there are practical RL algorithms to deal with continuous domains [154, 94, 68], theoretical understanding (including sample complexity analysis) on this class of problems is limited [9].

**Sample-efficient RL** There have been numerous works that study the conditions and algorithms to achieve sample-efficient RL. Early works focus on approximating $Q$ function using low-dimensional features associated with states and actions, and use the obtained low-dimensional representation to achieve sample efficiency [149, 150, 101, 110, 98]. Following the recent resurgence of interest in RL, there is a growing body of theoretical works that attempt to show how sample efficiency is possible in RL for particular model classes; notable examples include Reactive POMDPs [84], Block MDPs [49], Linear MDPs [163], and Linear Mixture MDPs [104] to list a few. There are also a few works that propose more general frameworks based on structural conditions that allows for sample-efficient RL, e.g., Bellman rank [74], Witness rank [142], Bilinear classes [50], etc.

**Low-rank $Q^*$** Perhaps, the most closely related work to this chapter is the recent empirical paper by Yang et al. [164] that investigates the performance of deep $Q$-network in the setting where the $Q$-function has approximately low rank. Their method is similar to our approach that will be described in this chapter, however, they only consider the finite state/action space setup, and moreover, they do not provide any theoretical analysis. In a sense, the results in this chapter provide a formal framework to understand the empirical success reported in [164], resolving the theoretical open problems raised in that work.
5.3 Spectral Representation and Low-rank $Q^*$-function

5.3.1 Model Assumptions on MDP

We make three assumptions on the regularity of the underlying MDP and its optimal $Q$-function. Note that we can discard Assumptions 5.2 and 5.3 when $\mathcal{S}, \mathcal{A}$ are finite.

Assumption 5.1. There exists $R_{\text{max}} < \infty$ such that $|R(s,a)| \leq R_{\text{max}}$ for all $(s,a) \in \mathcal{S} \times \mathcal{A}$.

Assumption 5.2. The state space $\mathcal{S} \subseteq \mathbb{R}^{d_1}$ and the action space $\mathcal{A} \subseteq \mathbb{R}^{d_2}$ are compact.

Assumption 5.3. The optimal $Q$-function is $L$-Lipschitz with respect to the 1-product in $\mathcal{S} \times \mathcal{A}$, i.e.,

$$|Q^*(s_1,a_1) - Q^*(s_2,a_2)| \leq L \cdot d_{\mathcal{S} \times \mathcal{A}}((s_1,a_1); (s_2,a_2))$$

where $d_{\mathcal{S} \times \mathcal{A}}((s_1,a_1); (s_2,a_2)) = \|s_1 - s_2\|_2 + \|a_1 - a_2\|_2$.

Note that Assumption 5.1 implies that for any policy $\pi$, $|V^\pi(s)| \leq V_{\text{max}}$ for all $s$, where $V_{\text{max}} := R_{\text{max}} / (1 - \gamma)$. By definition, this yields $|Q^*(s,a)| \leq V_{\text{max}}$ for all $(s,a) \in \mathcal{S} \times \mathcal{A}$.

Also, we remark that some form of smoothness assumption as in Assumption 5.3 is required to learn a MDP with continuous state/action space via discretization, and typically adopted in the literature [9, 126, 55].

5.3.2 Spectral Representation of $Q^*$

Let $Q^*: \mathcal{S} \times \mathcal{A} \to \mathbb{R}$ be the optimal $Q$-function. We consider the integral operator $K = K_{Q^*: L^2(\mathcal{S}) \to L^2(\mathcal{A})}$ induced by $Q^*$ such that

$$(Kh)(a) = \int_{s \in \mathcal{S}} Q^*(s,a) \cdot h(s) \, ds, \quad \forall a \in \mathcal{A}.$$ 

Here, $L^2(\mathcal{S}) = \{ f : \mathcal{S} \to \mathbb{R} \text{ such that } \int_{s \in \mathcal{S}} f(s)^2 ds < \infty \}$ is the Hilbert space of (equivalent classes of) square-integrable functions on $\mathcal{S}$ endowed with the inner product $(f_1,f_2) = \int_{s \in \mathcal{S}} f_1(s) \cdot f_2(s) \, ds$, and $L^2(\mathcal{A})$ is defined similarly. Through this lens, we obtain the spectral representation for $Q^*$. Note that when $\mathcal{S}, \mathcal{A}$ are finite, this reduces to the singular value decomposition of the matrix $[Q^*(s,a)] \in \mathbb{R}^{\mathcal{S} \times \mathcal{A}}$.

Theorem 5.3.1. If Assumptions 5.1, 5.2, and 5.3 hold, then there exist a nonincreasing sequence $(\sigma_i \geq \mathbb{R}_+: i \in \mathbb{N})$ with $\sum_{i=1}^{\infty} \sigma_i^2 < \infty$ and orthonormal sets of functions $\{f_i \in L^2(\mathcal{S}): i \in \mathbb{N}\}$ and $\{g_i \in L^2(\mathcal{A}): i \in \mathbb{N}\}$ such that

$$Q^*(s,a) = \sum_{i=1}^{\infty} \sigma_i f_i(s)g_i(a), \quad \forall (s,a) \in \mathcal{S} \times \mathcal{A}. \quad (5.2)$$
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The proof of Theorem 5.3.1 is omitted due to its technicalities and similarity to the classical proof of the spectral theorems; we refer the interested readers to [127, Appendix B] for a proof.

Theorem 5.3.1 motivates us to define the rank of $Q^*$ as

$$
\text{rank}(Q^*) = \inf \{ i \in \mathbb{N} : \exists \text{ a decomposition of } Q^* \text{ of the form (5.2) s.t. } \sigma_j = 0, \forall j > i \}.
$$

We can also define the notion of $\delta$-approximate rank by letting $\text{rank}_\delta(Q^*) = \inf \{ i \in \mathbb{N} : \exists \text{ a decomposition of } Q^* \text{ of the form (5.2) s.t. } \sum_{j=i+1}^{\infty} \sigma_j^2 < \delta \}$. In this chapter, we focus on Q-learning for $Q^*$ with rank $r \ll |S| \wedge |A|$ for the conciseness of our exposition. We refer the interested readers to [127, Section 5.3] for results on the case when the rank of $Q^*$ may not be small, but its $\delta$-approximate rank is small for some $\delta > 0$.

Before moving to the next section, we provide an example of a classical MDP that exhibits low-rank structure in $Q^*$ to motivate the readers. This example suggests that the rank of the optimal $Q$-function is approximately the same with the order of the dynamical system, and do not scale up with the size of state or action spaces.

Example 5.3.2. The linear quadratic regulator (LQR) problem considers designing a linear controller $\pi$ for a linear dynamical system given by $s_{t+1} = As_t + Ba_t$, $a_t = \pi s_t$, by minimizing a quadratic cost (negative reward) function $R(s_t, a_t) = s_t^T Es_t + a_t^T Fa_t$ where $E, F$ are some positive definite matrices. Here, $s_t \in \mathbb{R}^{d_1}$ is the state of the system at time $t$, $a_t \in \mathbb{R}^{d_2}$ is the control input at $t$, and $A \in \mathbb{R}^{d_1 \times d_1}, B \in \mathbb{R}^{d_1 \times d_2}, \pi \in \mathbb{R}^{d_2 \times d_1}$ are matrices describing the system. According to linear-quadratic control theory [19], the value function for policy $\pi$ can be expressed as $V^\pi(s_t) = s_t^T K_\pi s_t$ for some matrix $K_\pi$; thus, the $Q$-function is written as

$$
Q^\pi(s, a) = R(s, a) + \gamma V^\pi((As + Ba))
= s^T (E + \gamma A^T K_\pi A) s + 2\gamma s^T A^T K_\pi B a + a^T (F + \gamma B^T K_\pi B) a.
$$

Letting $A^T K_\pi B = \sum_{i=1}^{r} \tau_i u_i v_i^T$ be the SVD of $A^T K_\pi B$, we observe that

$$
Q^\pi(s, a) = 2\gamma \sum_{i=1}^{r} \tau_i (u_i^T s) \cdot (v_i^T a) + (s^T M_\delta s) \cdot 1_S(a) + 1_S(s) \cdot (a^T M_\delta a)
$$

where $M_\delta = E + \gamma A^T K_\pi A$, $M_\Delta = F + \gamma B^T K_\pi B$ and $1_S$ ($1_\Delta$, resp.) denotes the constant-1 function on $S$ ($\Delta$, resp.). Observe that $1_S$, $s^T M_\delta s$, and $\{u_i^T s\}_{i=1}^{r}$ form an orthogonal set in $L^2(S)$ as long as $S$ is symmetric (i.e., $S = -S$). Similarly, $1_\Delta$, $a^T M_\Delta a$, and $\{v_i^T a\}_{i=1}^{r}$ form an orthogonal set in $L^2(\Delta)$ when $\Delta$ is symmetric. Thus, the rank of $Q^\pi$ is at most $\min\{d_1, d_2\} + 2$, and so is the rank of $Q^*$. Therefore, $\text{rank}(Q^*)$ is significantly smaller than $|S| \sim 2^{d_1}$ or $|A| \sim 2^{d_2}$ (after quantization).
5.4 Sample-efficient Q-learning with Matrix Completion

5.4.1 Sampling with Generative Model

Here, we specify the sampling model assumed throughout the remainder of this chapter. The sampling model described in the next assumption allows the agent to freely access to any state-action pair \((s, a)\), query the reward \(R(s, a)\) at the state-action pair, and draw a sample instance of next state \(s' \sim P(s, a)\).

**Assumption 5.4.** The agent has access to a generative model (or a simulator), which provides sampling access to any state in the environment of the agent’s choice.

Assuming access to a generative model can be a natural assumption when we have a simulator of the environment \([78, 77]\). Note that the model in Assumption 5.4 is a stronger sampling model than the so-called online simulation model, in which the agent only has access to the trajectory determined by the environment itself. However, it is a weaker assumption than having complete knowledge of the environment.

5.4.2 Algorithm: Q-learning with Low-rank Matrix Completion

In this section, we describe a Q-learning algorithm that uses a matrix completion oracle as a subroutine to improve sample efficiency. At each iteration, our proposed Q-learning algorithm explores only a small fraction of the entire state-action pairs, and extrapolates the revealed information to update the current guess of \(Q^*\) at all state-action pairs with aid of the matrix completion algorithm. More precisely, each iteration consists of four steps: discretization, exploration, matrix estimation and generalization. Here we provide a narrative overview of each step; see Algorithm 3 for a compact description and Figure 5.1 for a visual summary.

- **Step 1. Discretization.** At iteration \(t\), discretize \(\mathcal{S}, \mathcal{A}\) by constructing \(\beta^{(t)}\)-nets, \(\mathcal{S}^{(t)} \subseteq \mathcal{S}\) and \(\mathcal{A}^{(t)} \subseteq \mathcal{A}\) for an appropriately chosen resolution \(\beta^{(t)} \in (0, 1)\). Note that \(|\mathcal{S}^{(t)}| = O\left(\frac{1}{\beta^{(t)}} d_1\right)\), \(|\mathcal{A}^{(t)}| = O\left(\frac{1}{\beta^{(t)}} d_2\right)\) with Assumption 5.2.

- **Step 2. Exploration.** Choose a subset \(\Omega^{(t)} \subseteq \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}\) and refine the current guess of \(Q^*\) at all \((s, a) \in \Omega^{(t)}\). For each \((s, a) \in \Omega^{(t)}\), the agent generates \(N^{(t)}\) independent
Algorithm 3: Low-rank Q-learning using matrix completion

**Input:** $S$, $A$, $\gamma$, $Q^0$, $T$, $\{\beta(t)\}_{t=1,...,T}$, $\{N(t)\}_{t=1,...,T}$, simulator (generative model), matrix completion oracle $\varphi_{MC}$

**Output:** $Q^{(T)}$, the $Q$-value oracle after $T$ iterations

For $t \in [T]$:

1. Discretize $S$ and $A$ so that $S^{(t)}$ is a $\beta(t)$-net of $S$ and $A^{(t)}$ is a $\beta(t)$-net of $A$.
2. Explore a few selected state-action pairs. Specifically,
   (a) Select a subset $\Omega^{(t)} \subseteq S^{(t)} \times A^{(t)}$.
   (b) For each $(s,a) \in \Omega^{(t)}$, generate $N^{(t)}$ independent samples of the next states $\{s'_i\}_{i \in \{N^{(t)}\}}$ with the simulator, and let
      \[
      \hat{Q}^{(t)}(s,a) \leftarrow R(s,a) + \gamma \frac{1}{N^{(t)}} \sum_{i=1}^{N^{(t)}} V^{(t-1)}(s_i').
      \]
3. Extrapolate $\hat{Q}^{(t)}$ defined on $\Omega^{(t)}$ to the entire $S^{(t)} \times A^{(t)}$ with matrix completion:
   \[
   \bar{Q}^{(t)} \leftarrow \varphi_{MC}(\hat{Q}^{(t)};\Omega^{(t)}).
   \]
4. Generalize the estimate $\bar{Q}^{(t)}$ defined on $S^{(t)} \times A^{(t)}$ to the original space $S \times A$.
   Subsequently, update $V^{(t)}(s) \leftarrow \sup_{a \in A} \bar{Q}^{(t)}(s,a)$ for all $s \in S$.

samples of the next states $\{s'_i\}_{i \in \{N^{(t)}\}}$ with the simulator, and refine her guess of $Q^*(s,a)$ based on $Q^{(t-1)}$ and $\{s'_i\}_{i \in \{N^{(t)}\}}$:
\[
\hat{Q}^{(t)}(s,a) \leftarrow R(s,a) + \gamma \cdot \frac{1}{N^{(t)}} \sum_{i=1}^{N^{(t)}} \sup_{a' \in A} Q^{(t-1)}(s,a').
\] (5.3)

- **Step 3. Matrix Completion.** Given $\hat{Q}^{(t)}(s,a) : \Omega^{(t)} \rightarrow \mathbb{R}$ updated in Step 2, the agent extrapolates $\hat{Q}^{(t)}$ to obtain an improved estimate of $Q^*$ for the entire $S^{(t)} \times A^{(t)}$. This can be viewed as a matrix estimation problem. With the matrix completion oracle $\varphi_{MC}$ provided, the agent gets $\bar{Q}^{(t)} \leftarrow \varphi_{MC}(\hat{Q}^{(t)})$.

- **Step 4. Generalization.** The estimates $\bar{Q}^{(t)}(s,a)$, $(s,a) \in S^{(t)} \times A^{(t)}$ are generalized to $S \times A$ in this step. This task can be done with any supervised learning algorithm. We simply utilize the 1-nearest neighbor: for each $(s,a) \in S \times A$, $Q^{(t)}(s,a) = \hat{Q}^{(t)}(s',a')$ where $(s',a') \in \arg\min_{(s_t,a_t) \in S^{(t)} \times A^{(t)}} d_{S \times A}((s_t,a_t),(s,a))$.
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We remark that Steps 2 and 3 are the essential steps that lead to the enhanced sample efficiency of Algorithm 3. Steps 1 and 4 are auxiliary steps that discretize and interpolate the state/action spaces.

5.5 Convergence and Sample Complexity Analysis

In this section, we argue that our proposed algorithm (Algorithm 3) correctly converges to $Q^*$ with high probability, requiring only $\tilde{O}(\text{rank}(Q^*) \cdot (|S| \lor |A|))$ number of queries to the simulator. To prove this claim, we need the matrix completion oracle in use to satisfy a certain $\ell_\infty$-contraction property. We start our discussion by defining the property.

5.5.1 $\ell_\infty$-contraction Property of Matrix Completion

Recall that we described Algorithm 3 with a generic matrix completion oracle $\varphi_{MC}$, avoiding specifying what particular algorithm is used. That was intentional because the proposed $Q$-learning algorithm successfully converges to $Q^*$ as long as the MC oracle in use satisfies a certain $\ell_\infty$-contraction property, which is stated in the next.

Before defining the property, recall from (3.7) that $R_\Omega(M)_{ij} = M_{ij}$ if $(i,j) \in \Omega$ and $R_\Omega(M)_{ij} = 0$ otherwise. We define $\overline{R}_\Omega : \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^{n_1 \times n_2}$ similarly so that $\overline{R}_\Omega(M)_{ij} = M_{ij}$ if $(i,j) \in \Omega$ and $\overline{R}_\Omega(M)_{ij} = *$ otherwise.

**Definition 5.5.1.** A matrix completion oracle $\varphi_{MC}$ has the $(c_{MC}, \epsilon_{MC})$-contraction property at $M \in \mathbb{R}^{n_1 \times n_2}$ with respect to $\Omega \subseteq [n_1] \times [n_2]$ if

$$\|\varphi_{MC}(\overline{R}(M + E)) - M\|_\infty \leq c_{MC}\|R_\Omega(E)\|_\infty, \quad \forall E \text{ s.t. } \|E\|_\infty \leq \epsilon_{MC}.$$  

Now, we make the following assumption, which captures the operational meaning of the ‘success’ of the MC oracle and will serve as a pivotal premise for the success of the entire $Q$-learning algorithm. For notational convenience, we let $Q(S', A')$ denote the $|S'| \times |A'|$ matrix $[Q(s, a) : (s, a) \in S' \times A']$, whose entries are indexed by $(s, a) \in S' \times A'$.

**Assumption 5.5.** There exists a constant $C_\Omega \geq 1$ such that for every iteration $t \in [T]$ in Algorithm 3, it is possible to choose $\Omega(t)$ that satisfies

1. $|\Omega(t)| \leq C_\Omega(|S(t)| + |A(t)|)$, and

2. the matrix completion oracle $\varphi_{MC}$ in use has $(c_{MC}, \epsilon_{MC})$-contraction property at $Q^*(S(t), A(t))$ with respect to $\Omega(t)$ for some $\epsilon_{MC} > 0$.

Here we remark that Assumption 5.5 ensures that it is possible to choose $\Omega(t)$ at Step 2
of every iteration in Algorithm 3 so that $\Omega(t) \leq C\Omega(|S| + |A|)$ and

$$\max_{(s,a) \in S \times A} |\bar{Q}(t)(s,a) - Q(s,a)| \leq c_{MC} \cdot \max_{(s,a) \in \Omega(t)} |\bar{Q}(t)(s,a) - Q^*(s,a)|.$$ 

In Section 5.5.2, we prove the convergence of Algorithm 3, under Assumption 5.5. There-

after, in Section 5.6, we will show that there exists at least one matrix completion oracle that

satisfies Assumption 5.5.

### 5.5.2 Convergence and Sample Complexity of Algorithm 3

To that end, let the algorithm start with initialization $Q^{(0)}(s,a) = 0$, $\forall (s,a) \in S \times A$ and hence $V^{(0)}(s) = 0$, $\forall s \in S$. That is, $|Q^{(0)}(s,a) - Q^*(s,a)| \leq V_{max}$, $\forall (s,a) \in S \times A$. For the sake of notational brevity, we let $d_1 = d_2 = d$ in the sequel. We remark that our theorems apply equally to the general settings by simply replacing $d$ with $d_1 \lor d_2$ whenever it appears

in the proof.

**Theorem 5.5.2.** Let $Q^{(0)}(s,a) = 0$ for all $(s,a) \in S \times A$. If Assumption 5.5 is satis-

fied with $\epsilon_{MC} \geq 2\gamma V_{max}$, then for any $\delta \in (0,1)$, there exists an algorithmic choice of

$\{\beta(t), N(t), \Omega(t)\}_{t \in [T]}$ for Algorithm 3 that leads to

$$\mathbb{P}\left( \sup_{(s,a) \in S \times A} |Q^{(t)}(s,a) - Q^*(s,a)| \leq (2\gamma c_{MC})^t V_{max}, \ \forall 1 \leq t \leq T \right) \geq 1 - \delta. \quad (5.4)$$

Furthermore, if $\gamma < \frac{1}{2\epsilon_{MC}}$, then there exists $T = \Theta(\log \frac{1}{\delta})$ for which

$$\mathbb{P}\left( \sup_{(s,a) \in S \times A} |Q^{(T)}(s,a) - Q^*(s,a)| \leq \epsilon \right) \geq 1 - \delta, \quad (5.5)$$

and the sample complexity measured in the number of calls to the simulator is $\tilde{O}(\frac{1}{c_{MC}^2} \cdot \log \frac{1}{\delta}).$.

**Proof Sketch of Theorem 5.5.2** While the complete proof of Theorem 5.5.2 is deferred until

Section 5.9.1, here we sketch the main ideas in the proof. Observe that Algorithm 3 updates

the guess $Q^{(t)}$ following the sequence depicted in Figure 5.2. To prove the linear convergence

in (5.4), we decouple the analysis of the three steps (Steps 2, 3, and 4 of Algorithm 3) and

observe the following inequalities.

- In Step 2, we generate $N^{(t)}$ samples using a simulator, and make a bellman update based

  on the current belief $Q^{(t-1)}$, which may be biased. Thus, $Q^{(t)}(s,a) - Q^*(s,a)$ is the sum

  of $N^{(t)}$ (possibly biased) sub-Gaussian random variables, and we obtain the inequality
(Lemma 5.9.1):
\[
\| R_{\Omega(t)} (\hat{Q}^{(t)} - Q^*) \|_\infty \leq \gamma \left( \| Q^{(t-1)} - Q^* \|_\infty + \sqrt{\frac{2V_{\text{max}}^2}{N(t)}} \log \left( \frac{2|\Omega(t)|T}{\delta} \right) \right).
\]

- In Step 3, if \( \varphi_{\text{MC}} \) is assumed to have \((c_{\text{MC}}, \epsilon_{\text{MC}})\)-contraction property at \( Q^*(s^{(t)}, A^{(t)}) \) with respect to \( \Omega(t) \) by Assumption 5.5, and therefore,
\[
\| \bar{Q}^{(t)} - Q^*(s^{(t)}, A^{(t)}) \|_\infty \leq c_{\text{MC}} \| R_{\Omega(t)} (\hat{Q}^{(t)} - Q^*) \|_\infty.
\]

- In Step 4, L-Lipschitzness of \( Q^* \) (Assumption 5.3) implies that
\[
\| Q^{(t)} - Q^* \|_\infty \leq \| \bar{Q}^{(t)} - Q^*(s^{(t)}, A^{(t)}) \|_\infty + 2L\beta^{(t)}.
\]

Now it remains to combine the three inequalities and choose appropriate parameters to balance them. If we choose parameters
\[
\beta^{(t)} = \frac{V_{\text{max}}}{8L} (2\gamma c_{\text{MC}})^t, \quad |\Omega^{(t)}| = C_{\Omega} (|s^{(t)}| + |A^{(t)}|), \quad N^{(t)} = \frac{8}{(2\gamma c_{\text{MC}})^{2(t-1)}} \log \left( \frac{2|\Omega^{(t)}|T}{\delta} \right),
\]
for each \( t \in [T] \), then we can prove the claims in Theorem 5.5.2.

We remark that it is possible to show \( \sup_{(s,a) \in S \times A} |Q^{(t)}(s,a) - Q^*(s,a)| \leq \alpha V_{\text{max}} \) for any \( \alpha > \gamma c_{\text{MC}} \) with a more sophisticated choice of parameters. Accordingly, the conclusion for sample complexity, (5.5), requires \( \gamma < \frac{\alpha}{c_{\text{MC}}} \). Thus, the constant \( c_{\text{MC}} \) in Assumption 5.5 determines the range of MDP parameter \( \gamma \), for which such reduction in sample complexity – \( \tilde{O} \left( \frac{1}{\epsilon \bar{r}^2} \cdot \log \frac{1}{\delta} \right) \) instead of \( \tilde{O} \left( \frac{1}{\epsilon \bar{r}^2} \cdot \log \frac{1}{\delta} \right) \) – can be achieved.

![Figure 5.2: A schematic illustration of the sequence of updating \( Q^{(t)} \) in Algorithm 3.](image-url)
5.6 A Matrix Completion Oracle Fulfilling Assumption 5.5

Although we showed Algorithm 3 linearly converges to $Q^*$ in the $\ell_\infty$-norm\(^3\) with the promised reduction in sample complexity, it is contingent on Assumption 5.5. In this section, we show that there exists at least one matrix completion oracle $\varphi_{MC}$ that has the $(c_{MC}, \epsilon_{MC})$-contraction property, and thus, Assumption 5.5 can be fulfilled.

**Anchor Sets** To begin with, we define the notion of anchor sets of states and actions for $Q^*$.

Intuitively, this notion intends to identify a small subset of states and actions, $S^\sharp \subseteq S, A^\sharp \subseteq A$, such that the function value $Q^*(s, a)$ at any state-action pair $(s, a)$ can be estimated from the matrix $Q^*(S^\sharp, A^\sharp)$. In other words, the states in $S^\sharp$ are sufficiently diverse to represent the behavior of $Q^*$ over all states $s \in S$. Likewise, a similar interpretation holds for $A^\sharp$.

**Definition 5.6.1.** Let $S^\sharp = \{s^\sharp_i\}_{i=1}^{R_s} \subseteq S$ be a set of $R_s$ states in $S$ and $A^\sharp = \{a^\sharp_i\}_{i=1}^{R_a} \subseteq A$ be a set of $R_a$ actions in $A$. The pair $(S^\sharp, A^\sharp)$ is an anchor set of states and actions for $Q^*$ if $\text{rank } Q^*(S^\sharp, A^\sharp) = \text{rank } Q^*$.

Note that if $(S^\sharp, A^\sharp)$ is an anchor set of states and actions for $Q^*$, then $\text{rank } Q^*(S^\sharp, A^\sharp) = \text{rank } Q^*(S', A')$ for all $S', A'$ such that $S^\sharp \subseteq S' \subseteq S$ and $A^\sharp \subseteq A' \subseteq A$. It is because $\text{rank } Q^*(S', A') \leq \text{rank } Q^*$ for all $S' \subseteq S, A' \subseteq A$.

Indeed, $S^\sharp$ and $A^\sharp$ will be used to construct our exploration sets and we want them to have small size. Finding only a few diverse states and actions is arguably easy in practice. For stochastic control tasks experimented in Section 5.7, we simply pick a few states and actions that are far from each other in their respective metric. We remark that assuming the existence of some “anchor” elements (i.e., elements having some special, relevant properties) is common in feature-based reinforcement learning [163] or matrix factorization such as topic modeling [10].

**Schur-complement-based Matrix Completion** Next, we make the following observation, motivated by the definition of the Schur complement.

**Lemma 5.6.2.** Let $M = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \in \mathbb{R}^{n_1 \times n_2}$. If $\text{rank } A = \text{rank } M$, then $D = CA^\dagger B$.

**Proof.** Since $\text{rank } \begin{bmatrix} A & B \\ C & D \end{bmatrix} \geq \text{rank } A = \text{rank } M = \text{rank } M = \text{rank } M = \text{rank } M = \text{rank } A = \text{rank } A$. Therefore, there exists a matrix $P$ such that $\begin{bmatrix} C & D \end{bmatrix} = P \begin{bmatrix} A & B \end{bmatrix}$. Also, observe that $\text{rank } \begin{bmatrix} A & B \end{bmatrix} \leq \text{rank } M = \text{rank } M = \text{rank } A = \text{rank } A$. That is, the column space of $B$ is a subspace of the column space of $A$. It follows that $AA^\dagger A = A$ and $AA^\dagger B = B$ because the left multiplication of $AA^\dagger$ is the $L_\infty$ when $S \times A$ is not countable.
projection on the column space of $A$. We obtain

$$\begin{bmatrix} C & D \end{bmatrix} = P \begin{bmatrix} A & B \end{bmatrix} = P \begin{bmatrix} AA^\dagger A & AA^\dagger B \end{bmatrix} = \begin{bmatrix} PA & PAA^\dagger B \end{bmatrix}.$$ 

Therefore, $PA = C$ and $D = PAA^\dagger B = CA^\dagger B$. \hfill $\blacksquare$

That is, if $r = \text{rank } A = \text{rank } M < n_1 \land n_2$, then we can recover the entire matrix $M$ from the three submatrices $A, B, C$. Note that the total number of elements in $A, B, C$ can be as small as $r \cdot (n_1 + n_2 - r) \ll n_1n_2$. Based on this observation, we consider the following map:

$$\varphi_{\text{Schur}} : \mathcal{Z} = \begin{bmatrix} A & B \\ C & \ast \end{bmatrix} \mapsto \hat{M} = \begin{bmatrix} A & B \\ C & CA^\dagger B \end{bmatrix}. \tag{5.6}$$

This gives a simple method for matrix completion, and we show in the next theorem that $\varphi_{\text{Schur}}$ has the $(\epsilon_{MC}, \epsilon_{MC})$-contraction property for some $\epsilon_{MC}, \epsilon_{MC} > 0$.

**Theorem 5.6.3.** Let $M \in \mathbb{R}^{n_1 \times n_2}$ with $A \in \mathbb{R}^{r_1 \times r_2}$ for some $r_1 < n_1$ and $r_2 < n_2$. Let $\tilde{A}, \tilde{B}, \tilde{C}$ be matrices of the same dimension with $A, B, C$, respectively, and let

$$\epsilon_A = \|\tilde{A} - A\|_\infty, \epsilon_B = \|\tilde{B} - B\|_\infty, \text{ and } \epsilon_C = \|\tilde{C} - C\|_\infty.$$  

If $\text{rank } A = \text{rank } M = r$ and $\epsilon_A \leq \frac{s_r(A)}{2\sqrt{r_1r_2}}$, then

$$\|\tilde{C}A^\dagger B - D\|_\infty \leq \sqrt{\frac{t_1t_2}{s_r(A)}} \left\{ \sqrt{2}\left(\|B\|_\infty\epsilon_C + \|C\|_\infty\epsilon_B + \epsilon_B\epsilon_C \right) + (1 + \sqrt{5})\frac{\sqrt{t_1t_2}}{s_r(A)}\|B\|_\infty\|C\|_\infty\epsilon_A \right\}. \tag{5.8}$$

Let’s see how Theorem 5.6.3 leads to the $(\epsilon_{MC}, \epsilon_{MC})$-contraction property. To this end, we let $M, E \in \mathbb{R}^{n_1 \times n_2}$, $\Omega = \{(i, j) \in [n_1] \times [n_2] : i \in [r_1] \text{ or } j \in [r_2] \}$ for some $r_1 < n_1$, $r_2 < n_2$, and $Z = \mathcal{X}_\Omega(M + E)$. Note that if $\|\mathcal{X}_\Omega(M)\|_\infty \vee \|\mathcal{X}_\Omega(Z)\|_\infty \leq L$ and $\text{rank } A = \text{rank } M = r$ where $A = M([r_1], [r_2])$, then Theorem 5.6.3 states that

$$\|\varphi_{\text{Schur}}(Z) - M\|_\infty \leq \frac{\sqrt{t_1t_2}}{s_r(A)} \left\{ 4\sqrt{2}L + (1 + \sqrt{5})\frac{\sqrt{t_1t_2}}{s_r(A)}L^2 \right\} \|\mathcal{X}_\Omega(E)\|_\infty,$$

for all $E$ such that $\|\mathcal{X}_{[r_1] \times [r_2]}(E)\|_\infty \leq \frac{\sqrt{t_1t_2}}{2\sqrt{t_1t_2}}$. Therefore, $\varphi_{\text{Schur}}$ has the $(\epsilon_{MC}, \epsilon_{MC})$-contraction property at $M$ with respect to $\Omega$ with

$$\epsilon_{MC} = \frac{\sqrt{t_1t_2}}{s_r(A)} \left\{ 4\sqrt{2}L + (1 + \sqrt{5})\frac{\sqrt{t_1t_2}}{s_r(A)}L^2 \right\}, \quad \text{and } \epsilon_{MC} = \frac{s_r(A)}{2\sqrt{t_1t_2}}.$$  

Note that we set $\epsilon_{MC} = \frac{s_r(A)}{2\sqrt{t_1t_2}}$ because of the requirement $\|\mathcal{X}_{[r_1] \times [r_2]}(E)\|_\infty \leq \frac{\sqrt{t_1t_2}}{2\sqrt{t_1t_2}}$, and that choice is not necessary (i.e., $\epsilon_{MC} \to \infty$) if this requirement can be certified otherwise.
Sec. 5.7. Numerical Experiments

**Satisfaction of Assumption 5.5** Finally, we combine the Schur-complement-based method discussed above with the notion of anchor sets to argue how Assumption 5.5 is satisfied. Suppose that a pair of anchor sets \((\mathcal{S}^2, \mathcal{A}^2)\) for \(Q^*\) is available to the agent.

At each iteration \(t\), we augment the discretized state/action sets with the anchor sets, namely, we let \(\tilde{s}(t) \leftarrow s(t) \cup \mathcal{S}^2\) and \(\tilde{a}(t) \leftarrow \mathcal{A}(t) \cup \mathcal{A}^2\). Then we choose the exploration set \(\Omega(t)\) to be \(\Omega(t) = \{(s, a) \in \tilde{s}(t) \times \tilde{a}(t) : s \in \mathcal{S}^2 \text{ or } a \in \mathcal{A}^2\}\). For each \((s, a) \in \Omega(t)\), we update \(\tilde{Q}(t)(s, a)\) with the simulator as previously described in Step 2-(b) of Algorithm 3. Lastly, we estimate \(\tilde{Q}(t)(\tilde{s}(t), \tilde{a}(t))\) using \(\varphi_{\text{Schur}}\). This entire process is summarized in Algorithm 4.

From the discussions above, we can verify that Assumption 5.5 is satisfied with

\[
c_{MC} = \frac{\sqrt{\tau_1 \tau_2}}{s_r(Q^*(\mathcal{S}^2, \mathcal{A}^2))} \{4\sqrt{2}V_{\max} + (1 + \sqrt{5}) \frac{\sqrt{\tau_1 \tau_2}}{s_r(Q^*(\mathcal{S}^2, \mathcal{A}^2))} V_{\max}^2\}, \quad \epsilon_{MC} = \frac{s_r(Q^*(\mathcal{S}^2, \mathcal{A}^2))}{2\sqrt{\tau_1 \tau_2}}.
\]

**Algorithm 4:** An implementation of Steps 2 and 3 from Algorithm 3 (Schur-MC)

**Input:** \(\tilde{s}(t), \tilde{a}(t), (\mathcal{S}^2, \mathcal{A}^2)\), and simulator (generative model)

**Output:** \(\tilde{Q}(t)(\tilde{s}(t), \tilde{a}(t)) \in \mathbb{R}^{|\tilde{s}(t)| \times |\tilde{a}(t)|}\)

1. At the beginning of Step 2 of Algorithm 3, augment the discretized state/action sets \(s(t), a(t)\) with the anchor set by letting \(\tilde{s}(t) \leftarrow s(t) \cup \mathcal{S}^2\) and \(\tilde{a}(t) \leftarrow \mathcal{A}(t) \cup \mathcal{A}^2\).
2. At Step 2-(a), choose \(\Omega(t) = \{(s, a) \in \tilde{s}(t) \times \tilde{a}(t) : s \in \mathcal{S}^2 \text{ or } a \in \mathcal{A}^2\}\).
3. At Step 2-(b), update \(\tilde{Q}(t)(s, a)\) with the simulator for all \((s, a) \in \Omega(t)\).
4. At Step 3, estimate the \(|\tilde{s}(t)| \times |\tilde{a}(t)|\) matrix \(\tilde{Q}(t)(\tilde{s}(t), \tilde{a}(t))\) by letting

\[
Q(t)(\tilde{s}(t), \tilde{a}(t)) \leftarrow \varphi_{\text{Schur}} \begin{bmatrix}
\tilde{Q}(t)(\mathcal{S}^2, \mathcal{A}^2) & \tilde{Q}(t)(\mathcal{S}^2, \mathcal{A}^2) \\
\tilde{Q}(t)(\mathcal{S}^2, \mathcal{A}^2) & 0
\end{bmatrix}.
\]

Then obtain \(\tilde{Q}(t)(s(t), a(t))\) by restricting \(\tilde{Q}(t)(\tilde{s}(t), \tilde{a}(t))\) to \((s, a) \in s(t) \times a(t)\).

5.7 Numerical Experiments

To complement our theoretical analysis in the chapter, we validate the effectiveness of Algorithm 3 with simple numerical experiments on the task of balancing an inverted pendulum. Additional experiments on a few other tasks – mountain car, double integrator, cart-pole, acrobot – can be found in [127].
5.7.1 Experimental Setup

Inverted Pendulum  The aim of this control task is to balance a pendulum at the unstable equilibrium position, i.e., the upright position ($\theta = 0$). The dynamics of the pendulum system can be described by a 2-dimensional state, $(\theta, \dot{\theta})$ – the angle and the angular speed. Specifically, its equations of motion can be formulated as follows [144]:

$$\begin{align*}
\theta &= \theta + \dot{\theta} \tau, \\
\dot{\theta} &= \dot{\theta} + \left( \sin \theta - \dot{\theta} + u \right) \tau + \eta,
\end{align*}$$

where $\tau$ is the time interval between decisions, $u$ denotes the input torque (control, or action) on the pendulum, and $\eta \sim \mathcal{N}(\mu, \sigma^2)$ refers to the random noise term modeling external disturbance. We use the following reward function to stabilize the pendulum:

$$R(\theta, u) = -0.1u^2 + \exp(\cos \theta - 1).$$

Experimental Setup  In our simulations, we limit the input torque $u$ in $[-1, 1]$ and set $\tau = 0.3$, $\mu = 0$, and $\sigma = 0.1$. First of all, we compute the ‘ground truth’ $Q^*$ by running the standard value iteration on a very fine grid on the state-action space. Specifically, we discretize each dimension of the 2-dimensional state space into 50 values, and the action space into 1000 values, which results in a grid of size $2500 \times 1000$.

We observe that this ‘ground truth’ $Q^*$-matrix has a very small approximate rank in the inverted pendulum task (as well as in the other 4 tasks in [127]). Thus, we set $r_1 = r_2 = 10$ for our experiments, and select $r_1$ states and $r_2$ actions that are randomly sampled from each of the uniformly divided cells in the state/action spaces.

While our theory (Theorem 5.5.2) requires $\gamma$ to be small, we find the method works well in our experiments even when $\gamma$ is large. Here we report our empirical results for $\gamma = 0.9$.

Lastly, when we compare the performance of different matrix completion oracles, we use different sampling schemes (i.e., choice of $\Omega(t)$). While traditional matrix completion methods typically work with samples drawn uniformly at random, our matrix completion method $\varphi_{\text{Schur}}$ – the Schur-complement-based method in (5.6) – explores a few entire rows and columns, as discussed in Section 5.6. Therefore, we let the traditional methods explore a set of randomly chosen entries, but restricting it to have the same size as the set $\varphi_{\text{Schur}}$ explores.

Measures of Performance  We measure the performance of Q-learning with two measures:

- $\ell_\infty$ error: $\sup_{(s,a) \in S \times A} |\hat{Q}(s,a) - Q^*(s,a)|$, and
- Mean error (mean absolute error): $\frac{1}{|S| \cdot |A|} \sum_{(s,a) \in S \times A} |\hat{Q}(s,a) - Q^*(s,a)|$. 


We use the fine grid and the ‘ground truth’ obtained by running the standard value iteration on it (discussed above) as proxies for $S \times A$ and $Q^*$, respectively.

### 5.7.2 Simulation Results

**Improved Sample Complexity with MC**  In the first experiment, we evaluate the performance of our proposed Q-learning algorithm with aid of matrix completion (Algorithm 3) versus the same algorithm implemented without the matrix completion step (Step 3). In other words, the baseline algorithm explores and updates all $(s, a) \in S^{(t)} \times A^{(t)}$ at each iteration, which is equivalent to performing the standard simulated value iteration on the entirety of the discretized set of state-action pairs. The resulting errors for the two algorithms are plotted against the number of samples explored (=the number of calls to the simulator) in Figure 5.3a ($\ell_\infty$-error) and Figure 5.3b (mean error). It is evident from the plots that the sample complexity of Q-learning is significantly reduced with the use of matrix completion. Similar patterns are observed in the other 4 tasks that are not included here; see [127].

![Figure 5.3a: Sample complexity ($\ell_\infty$ error).](image)

![Figure 5.3b: Sample complexity (mean error).](image)

![Figure 5.3c: Comparison of MC methods ($\ell_\infty$ error).](image)

![Figure 5.3d: Comparison of MC methods (Mean error).](image)

Figure 5.3: Empirical results for the Inverted Pendulum task (averaged over 5 runs).
Performance of the Schur-MC Next, we compare the performance of Algorithm 3 implemented with Schur-MC (Algorithm 4) to Algorithm 3 implemented with three different matrix completion methods, namely, nuclear-norm minimization [32], soft-impute [100], and universal singular value thresholding [37]. These methods represent the common approaches to matrix completion – convex relaxation, iterative SVT, and one-shot SVT, respectively – that have been extensively studied in the literature.

The resulting errors for each of the methods are plotted against the number of iterations in Figure 5.3c ($\ell_\infty$-error) and Figure 5.3d (mean error). In addition, the policy $\hat{\pi}$ induced\(^4\) from $Q(s, a)$ for each of the methods except the USVT, are illustrated in Figure 5.4 for comparison with the optimal policy (Figure 5.4a). We omitted the policy for the USVT as it did not lead to a meaningful policy, as the high errors observed in Figures 5.3c, 5.3d already suggest.

First of all, we remark that the traditional matrix completion methods perform well in practice, although their theoretical analysis still remains insufficient to yield provable guarantees for their use in Q learning, or more broadly in reinforcement learning. In particular, the nuclear-norm minimization demonstrates the best overall performance among the methods tested, in terms of estimation accuracy and stability.

We observe that the Schur-MC exhibits competitive performance both in $\ell_\infty$ error and in mean error, nearly as good as the nuclear-norm minimization. Also, its resulting policy is very close to the policy induced by $Q^*$, except some jitters at the points of discontinuity in $Q^*$. Lastly, we note that the Schur-MC is a simple method, and therefore, it runs much faster, when compared to other optimization-based matrix completion methods. For example, the runtime for a single run of matrix completion on the Inverted Pendulum discretized to a $2500 \times 1000$ matrix with $10 \cdot (2500 + 1000 - 10) = 34900$ samples was $1.9 \pm .6$ seconds (averaged over 5 runs) for the Schur-MC, whereas it took $76.3 \pm 8.2$ seconds for the nuclear norm minimization, and $41.5 \pm 1.7$ seconds for the soft-impute.

\(^4\) $\hat{\pi}(s) = \arg \max_{a \in A} Q(s, a)$ for all $s$.
5.8 Summary of the Chapter

In this chapter, we investigated how the low-rank structure in the $Q^*$-function can be exploited to provably reduce the sample complexity in model-free $Q$-learning. Unlike the existing works in the reinforcement learning literature that impose structural assumptions on the model dynamics, etc., we proposed to utilize the structure in the resulting $Q$-function. In that sense, our approach is more closely aligned with the spirit of nonparametric function estimation. Specifically, we described a $Q$-learning procedure that uses a matrix completion oracle to efficiently explore the set of state-action pairs. Thereafter, we proved that if the matrix completion oracle in use has a certain $\ell_\infty$-contraction property (Definition 5.5.1), then the proposed $Q$-learning procedure converges to the correct $Q^*$-function within $\epsilon$-accuracy after exploring only $\text{rank}(Q^*) \cdot (|\mathcal{S}| + |\mathcal{A}|)$ number of state-action pairs. In addition, we empirically verified our claims in this chapter with numerical simulations on some stochastic control tasks. An interesting problem for future research could be the verification of the $\ell_\infty$-contraction property for standard matrix completion methods such as the nuclear-norm minimization. Our experiments suggest that traditional optimization-based methods are likely to satisfy the property, but we do not know the answer yet and leave it as an open question.

5.9 Proofs

5.9.1 Proof of Theorem 5.5.2

Error Bound for the Lookahead Subroutine: Step 2-(b) in Algorithm 3 First of all, we present an upper bound for the error incurred by the lookahead (Bellman update with a simulator) based on the current oracle $V^{(t-1)}$, cf. Eq. (5.3) and Step 2-(b) of Algorithm 3.

Lemma 5.9.1. Suppose that we have access to a value oracle $V : \mathcal{S} \to \mathbb{R}$ such that

$$\sup_{s \in \mathcal{S}} |V(s) - V^*(s)| \leq B.$$ 

Given $(s,a) \in \mathcal{S} \times \mathcal{A}$, let $s'_1, \ldots, s'_N$ be the next states of $(s,a)$ independently drawn from a simulator and let $\hat{Q}(s,a) = R(s,a) + \gamma \cdot \frac{1}{N} \sum_{i=1}^{N} V(s'_i)$. Then for any $\delta > 0$,

$$|\hat{Q}(s,a) - Q^*(s,a)| \leq \gamma \left( B + \sqrt{\frac{2V^2_{\max}}{N} \log \left( \frac{2}{\delta} \right)} \right)$$

with probability at least $1 - \delta$.

Proof. Note that $Q^*(s,a) = R(s,a) + \gamma \mathbb{E}_{s' \sim P_{s,a}}[V^*(s')]$ by definition of $Q^*$ and $V^*$; see (5.1).
It follows that
\[
|\hat{Q}(s, a) - Q^*(s, a)| = \gamma \left| \frac{1}{N} \sum_{i=1}^{N} V(s'_i) - \mathbb{E}_{s' \sim P_{s,a}}[V^*(s') \big| s_i] \right|
\]
\[
\leq \gamma \left| \frac{1}{N} \sum_{i=1}^{N} V(s'_i) - \frac{1}{N} \sum_{i=1}^{N} V^*(s'_i) \right| + \gamma \left| \frac{1}{N} \sum_{i=1}^{N} V^*(s'_i) - \mathbb{E}_{s' \sim P_{s,a}}[V^*(s')] \right|
\]
\[
= \frac{\gamma}{N} \sum_{i=1}^{N} |V(s'_i) - V^*(s'_i)| + \gamma \left| \frac{1}{N} \sum_{i=1}^{N} V^*(s'_i) - \mathbb{E}_{s' \sim P_{s,a}}[V^*(s')] \right|. \tag{5.8}
\]

By assumption, the first term in Eq. (5.8) is bounded by \(\gamma B\). Meanwhile, we use Hoeffding’s inequality (Theorem 2.4.18) to control the second term; for any \(\tau > 0\),
\[
\Pr \left( \frac{1}{N} \sum_{i=1}^{N} V^*(s'_i) - \mathbb{E}_{s' \sim P_{s,a}}[V^*(s')] > \tau \right) \leq \exp \left( - \frac{N\tau^2}{2V_{\max}^2} \right).
\]

Note that \(\delta \leq 2 \exp \left( - \frac{N\tau^2}{2V_{\max}^2} \right)\) if and only if \(\tau \geq \sqrt{\frac{2V_{\max}}{N}} \log \left( \frac{3}{\delta} \right)\) to complete the proof. \(\blacksquare\)

**Proof of Theorem 5.5.2**

*Proof of Theorem 5.5.2.* We prove the first statement by mathematical induction. Observe that \(Q^{(t)}(s, a) = 0\) for all \((s, a) \in \mathcal{S} \times \mathcal{A}\), and thus, \(|Q^{(0)}(s, a) - Q^*(s, a)| \leq \max_{s,a} V^* \) for all \((s, a)\). It remains to show that for \(t = 1, \ldots, T\),
\[
\sup_{(s,a) \in \mathcal{S} \times \mathcal{A}} |Q^{(t)}(s, a) - Q^*(s, a)| \leq 2\gamma C_{MC} \sup_{(s,a) \in \mathcal{S} \times \mathcal{A}} |Q^{(t-1)}(s, a) - Q^*(s, a)|. \tag{5.9}
\]

To prove the inequality in (5.9), we trace back Steps 2 - 4 in Algorithm 3.

- **(Step 4. interpolation)** For each \(s \in \mathcal{S}\) and \(a \in \mathcal{A}\), let \(\hat{s}^{(t)} \in \mathbb{S}^{(t)}\) and \(\hat{a}^{(t)} \in \mathbb{A}^{(t)}\) with \(\|s' - s\|_2 \leq \beta^{(t)}\). As a result, \(Q^{(t)}(s, a) = \hat{Q}^{(t)}(\hat{s}^{(t)}, \hat{a}^{(t)})\) and \(Q^*\) is \(L\)-Lipschitz,
\[
|Q^{(t)}(s, a) - Q^*(s, a)| = |\hat{Q}^{(t)}(\hat{s}^{(t)}, \hat{a}^{(t)}) - Q^*(s, a)|
\]
\[
= |\hat{Q}^{(t)}(\hat{s}^{(t)}, \hat{a}^{(t)}) - Q^*(\hat{s}^{(t)}, \hat{a}^{(t)})| + |Q^*(\hat{s}^{(t)}, \hat{a}^{(t)}) - Q^*(s, a)|
\]
\[
\leq |\hat{Q}^{(t)}(\hat{s}^{(t)}, \hat{a}^{(t)}) - Q^*(\hat{s}^{(t)}, \hat{a}^{(t)})| + 2L\beta^{(t)}.
\]

Therefore, we get the following upper bound:
\[
\sup_{(s,a) \in \mathcal{S} \times \mathcal{A}} |Q^{(t)}(s, a) - Q^*(s, a)| \leq \max_{(s,a) \in \mathcal{S}^{(t)} \times \mathcal{A}^{(t)}} |\hat{Q}^{(t)}(s, a) - Q^*(s, a)| + 2L\beta^{(t)}. \tag{5.10}
\]
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- **(Step 3. matrix completion)** By Assumption 5.5, we have the following upper bound:

\[
\max_{(s,a) \in S(t) \times A(t)} |\hat{Q}^{(t)}(s,a) - Q^*(s,a)| \leq c_{MC} \max_{(s,a) \in \Omega(t)} |\hat{Q}^{(t)}(s,a) - Q^*(s,a)|. \tag{5.11}
\]

- **(Step 2. exploration)** Lastly, applying Lemma 5.9.1 and taking union bound over \((s,a) \in \Omega(t)\), we obtain

\[
\max_{(s,a) \in \Omega(t)} |\hat{Q}^{(t)}(s,a) - Q^*(s,a)| \leq \gamma \left( \sup_{(s,a) \in S \times A} |Q^{(t-1)}(s,a) - Q^*(s,a)| + \sqrt{\frac{2V_{\text{max}}^2}{N(t)} \log \left( \frac{2|\Omega(t)|T}{\delta} \right)} \right) + 2L \beta^{(t)}. \tag{5.12}
\]

with probability at least \(1 - \frac{\delta}{T}\). Here we used the fact that \(Q^{(t-1)}\) and \(Q^*\) are continuous, and \(A\) is compact\(^5\), and thus,

\[
\sup_{s \in S} |V^{(t-1)}(s) - V^*(s)| \leq \sup_{(s,a) \in S \times A} |Q^{(t-1)}(s,a) - Q^*(s,a)|.
\]

Combining the inequalities in (5.10), (5.11), (5.12) yields

\[
\sup_{(s,a) \in S \times A} |Q^{(t)}(s,a) - Q^*(s,a)| \leq \gamma c_{MC} \left( \sup_{(s,a) \in S \times A} |Q^{(t-1)}(s,a) - Q^*(s,a)| + \sqrt{\frac{2V_{\text{max}}^2}{N(t)} \log \left( \frac{2|\Omega(t)|T}{\delta} \right)} \right) + 2L \beta^{(t)}. \tag{5.13}
\]

with probability at least \(1 - \frac{\delta}{T}\). For each \(1 \leq t \leq T\), we choose

\[
\beta^{(t)} = \frac{V_{\text{max}}}{8L} (2\gamma c_{MC})^t \quad \text{and} \quad N^{(t)} = \frac{8}{(2\gamma c_{MC})^2(t-1)} \log \left( \frac{2|\Omega(t)|T}{\delta} \right). \tag{5.14}
\]

With this choice of \(\beta^{(t)}\) and \(N^{(t)}\), we can see from (5.13) that if \(\sup_{(s,a) \in S \times A} |Q^{(t-1)}(s,a) - Q^*(s,a)| \leq (2\gamma c_{MC})^{t-1} V_{\text{max}}\), then \(\sup_{(s,a) \in S \times A} |Q^{(t)}(s,a) - Q^*(s,a)| \leq (2\gamma c_{MC})^t V_{\text{max}}\) with probability at least \(1 - \frac{\delta}{T}\) for each \(t \in [T]\).

\(^5\)For each \(s \in S\), there exist \(a^{(t-1)}(s), a^*(s) \in A\) such that \(V^{(t-1)}(s) = Q^{(t-1)}(s, a^{(t-1)}(s))\) and \(V^*(s) = Q^*(s, a^*(s))\). If \(V^{(t-1)}(s) \geq V^*(s)\), then \(V^{(t-1)}(s) - V^*(s) = Q^{(t-1)}(s, a^{(t-1)}(s)) - Q^*(s, a^*(s)) \leq Q^{(t-1)}(s, a^{(t-1)}(s)) - Q^*(s, a^{(t-1)}(s))\). If \(V^{(t-1)}(s) < V^*(s)\), then \(V^*(s) - V^{(t-1)}(s) = Q^*(s, a^*(s)) - Q^{(t-1)}(s, a^{(t-1)}(s)) \leq Q^*(s, a^*(s)) - Q^{(t-1)}(s, a^{(t-1)}(s))\). Therefore, \(|V^{(t-1)}(s) - V^*(s)| \leq \max_{a \in \{a^{(t-1)}(s), a^*(s)\}} \{Q^{(t-1)}(s, a) - Q^*(s, a)\}.\)
Taking union bound over \( t \in [T] \), we can conclude that with probability at least \( 1 - \delta \),

\[
\sup_{(s,a) \in \mathcal{S} \times \mathcal{A}} |Q^{(t)}(s,a) - Q^*(s,a)| \leq (2\gamma c_{MC})^t V_{\text{max}}, \quad \forall t = 1, \ldots, T.
\]

**Sample complexity.** If \( \gamma < \frac{1}{2\gamma c_{MC}} \), then \( 2\gamma c_{MC} < 1 \). Let \( T_\epsilon = \left\lceil \frac{\log \left( \frac{V_{\text{max}}}{\delta} \right)}{\log \left( \frac{1}{2\gamma c_{MC}} \right)} \right\rceil \) and observe that \((2\gamma c_{MC}) \cdot \epsilon \leq (2\gamma c_{MC})^{T_\epsilon} V_{\text{max}} \leq \epsilon \). Recall that for each \( t \in [T] \), we call the simulator \( N^{(t)} \) times for each state-action pair \((s,a) \in \Omega^{(t)}\). Therefore, the total sample complexity of Algorithm 3 with \( T = T_\epsilon \) is \( \sum_{t=1}^{T_\epsilon} |\Omega^{(t)}| N^{(t)} \).

By standard argument on covering number (e.g. Section 2.2.3), we can see that \(|\mathcal{S}^{(t)}|, |\mathcal{A}^{(t)}| \leq C' \left( \frac{1}{\beta^{(t)}} \right)^d \cdot \left( \frac{8L}{V_{\text{max}}} \right)^d \cdot (2\gamma c_{MC})^{-dt} \) for some constant \( C' > 0 \). This is an increasing function of \( t \). Recall that we may assume \( |\mathcal{S}^{(t)}|, |\mathcal{A}^{(t)}| \leq C' \left( \frac{8L}{2\gamma c_{MC}} \right)^d \cdot \frac{1}{\epsilon^d} \). As a result, we can observe that

\[
T_\epsilon |\Omega^{(T_\epsilon)}| N^{(T_\epsilon)} \leq T_\epsilon \cdot C_\Omega \left( |\mathcal{S}^{(T_\epsilon)}| + |\mathcal{A}^{(T_\epsilon)}| \right) \cdot \frac{8}{(2\gamma c_{MC})^2(T_\epsilon-1)} \cdot \log \left( \frac{2C_\Omega \left( |\mathcal{S}^{(T_\epsilon)}| + |\mathcal{A}^{(T_\epsilon)}| \right) T_\epsilon}{\delta} \right)
\]

\[
\leq T_\epsilon \cdot 2C_\Omega C' \left( \frac{8L}{2\gamma c_{MC}} \right)^d \cdot \frac{1}{\epsilon^d} \cdot 8 \left( \frac{V_{\text{max}}}{\epsilon} \right)^2 \log \left( \frac{4C_\Omega C' T_\epsilon}{\delta} \right) \left( \frac{8L}{2\gamma c_{MC}} \right)^d \left( \frac{1}{\epsilon^d} \right)
\]

\[
= 16C_\Omega C' V_{\text{max}}^2 \left( \frac{8L}{2\gamma c_{MC}} \right)^d \cdot \frac{T_\epsilon}{\epsilon^d + 2} \cdot \log \left( \frac{4C_\Omega C' \left( \frac{8L}{2\gamma c_{MC}} \right)^d T_\epsilon}{\epsilon^d \cdot \frac{1}{\delta}} \right). \quad (5.15)
\]

To conclude the proof, it suffices to observe that \( T_\epsilon = \left\lceil \frac{\log \left( \frac{V_{\text{max}}}{\delta} \right)}{\log \left( \frac{1}{2\gamma c_{MC}} \right)} \right\rceil = O \left( \log \frac{1}{\epsilon} \right) \), and therefore, the total sample complexity scales as \( O \left( \frac{1}{\epsilon^d + 2} \log \frac{1}{\epsilon} \cdot \left( \log \frac{1}{\epsilon} + \log \frac{1}{\delta} \right) \right) \) by (5.15).

\section*{5.9.2 Proof of Theorem 5.6.3}

**Proof.** First of all, observe that \( D = CA^T B \) by Lemma 5.6.2. Then we can decompose \( \widetilde{C} \widetilde{A}^T \widetilde{B} - D = \widetilde{C} \widetilde{(A^T - A^T)} \widetilde{B} + (\widetilde{C} \widetilde{A}^T \widetilde{B} - D) \), and therefore, for any \((i,j) \in [n_1] \times [n_2] \),

\[
(\widetilde{C} \widetilde{A}^T \widetilde{B} - D)_{ij} = e_i^T (\widetilde{C} \widetilde{A}^T \widetilde{B} - D) e_j = \text{Tr} \left[ e_i^T \widetilde{C} (\widetilde{A}^T - A^T) \widetilde{B} e_j \right] + \text{Tr} \left[ e_i^T (\widetilde{C} \widetilde{A}^T \widetilde{B} - D) e_j \right]
\]

\[
= \text{Tr} \left[ (\widetilde{A}^T - A^T) \widetilde{B} e_j e_i^T \widetilde{C} \right] + \text{Tr} \left[ A^T (\widetilde{B} e_j e_i^T \widetilde{C} - Be_j e_i^T C) \right].
\]
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Since $|\text{Tr}(XY)| \leq \|X\|_2\|Y\|_* \leq \sqrt{\text{rank } Y} \|X\|_2\|Y\|_F$, we obtain

$$\|\tilde{C}A^\dagger B - D\|_\infty \leq \max_{i,j} \left| \text{Tr} \left[ (\tilde{A}^\dagger - A^\dagger) \tilde{B} e_i^T C \right] \right| + \max_{i,j} \left| \text{Tr} \left[ A^\dagger (\tilde{B} e_i^T C - Be_i^T C) \right] \right|$$

$$\leq \|\tilde{A}^\dagger - A^\dagger\|_2 \cdot \max_{i,j} \|\tilde{B} e_i^T C\|_F + \sqrt{2}\|A^\dagger\|_2 \cdot \max_{i,j} \|\tilde{B} e_i^T C - Be_i^T C\|_F.$$ 

To conclude the proof, it suffices to observe that

$$\|A^\dagger\|_2 \leq \frac{1}{s_r(A)},$$

$$\|A^\dagger\|_2 \leq \frac{1}{s_r(A) - \epsilon_A \sqrt{r_1 r_2}}, \quad \because \text{Weyl's ineq. (Thm. 2.2.4)}$$

$$\|\tilde{A}^\dagger - A^\dagger\|_2 \leq \frac{1 + \sqrt{5}}{2} \frac{\|A^\dagger\|_2 \|A^\dagger\|_2 \|A\|_2}{\|\tilde{A} - A\|_2} \quad \because [138, \text{Thm. 3.4}]$$

$$\leq \frac{1 + \sqrt{5}}{2} \frac{\epsilon_A \sqrt{r_1 r_2}}{s_r(A) \cdot (s_r(A) - \epsilon_A \sqrt{r_1 r_2})}$$

$$\leq (1 + \sqrt{5}) \frac{\epsilon_A \sqrt{r_1 r_2}}{s_r(A)^2}, \quad \because \epsilon_A \leq \frac{s_r(A)}{2 \sqrt{r_1 r_2}}$$

$$\|Be_j e_i^T C\|_F \leq \sqrt{r_1 r_2}\|B\|_\infty \|C\|_\infty,$$

$$\|\tilde{B} e_j e_i^T C - Be_j e_i^T C\|_F \leq \sqrt{r_1 r_2}(\|B\|_\infty \epsilon_C + \|C\|_\infty \epsilon_B + \epsilon_B \epsilon_C).$$
Part III

Hardness of Global Approximation of a Large-scale SDP
Semidefinite Programming, Scalability, and Approximating the PSD Cone

6.1 Introduction to Part III

6.1.1 Semidefinite Programming and Scalability Issue

Semidefinite programming (SDP) is a branch of convex optimization that considers problems of the form

\[
\begin{align*}
\text{minimize} & \quad \langle C, X \rangle \\
\text{subject to} & \quad \langle A_i, X \rangle = b_i, \quad i = 1, \ldots, m, \\
& \quad X \in S^n_+,
\end{align*}
\]

where \( C, A_i \)'s are \( n \times n \) symmetric matrices, \( \langle A, B \rangle = \text{Tr}(AB) \), and \( S^n_+ \) denotes the cone of \( n \times n \) positive semidefinite (PSD) matrices. For every SDP of the form (6.1) (called the primal problem), there exists another associated SDP, called the dual problem, which can be stated as

\[
\begin{align*}
\text{maximize} & \quad \langle b, y \rangle \\
\text{subject to} & \quad C - \sum_{i=1}^{m} y_i A_i \in S^n_+,
\end{align*}
\]

where \( y = (y_1, \ldots, y_m) \in \mathbb{R}^m \) is the dual decision variable.

SDP has attracted great interest in many fields as a powerful tool to provide theoretical guarantees as well as practical algorithms. For example, the current best approximation algorithms for hard combinatorial problems such as the maximum cut [62] and the maximal stable set [97] rely on semidefinite programming. SDPs also arise as computationally tractable relaxations for sparse recovery problems, e.g., rank minimization [116] and sparse PCA [41]. Moreover, the hierarchies of SDPs based on the notion of sum-of-squares (SOS) polynomials [86, 112] provide one of the most promising approaches for global optimization without convexity assumptions. For instance, the SOS approaches can be used to automate the search of a Lyapunov function that certifies various notions related to the safety, stability, and ro-
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bustness in control and robotics [111]; and more recently, they have been extensively studied in the context of algorithmic robust statistics [85, 47, 36] because they can yield algorithms that achieve a near-optimal tradeoff between statistical and computational efficiencies.

In addition to the long list of applications, SDPs are also well known for their strong theoretical and computational properties. For instance, under mild assumptions\(^1\) – e.g., if both primal and dual problems are strictly feasible – strong duality holds between the primal problem (6.1) and the dual problem (6.2), i.e., they achieve exactly the same optimal costs. Moreover, many algorithms for linear programs have been adapted to SDPs, and these algorithms can solve SDPs to arbitrary accuracy in polynomial time [155].

Despite these numerous virtues of SDPs, when it comes to solving SDPs for practical purposes, they suffer from one serious problem, which is scalability. Although current SDP solvers utilizing interior-point methods can solve an SDP up to arbitrary accuracy, they require prohibitively large computational cost and memory requirement when \(n\) is large. Indeed, such scalability issues remain as one of the major challenges in the field, and devising methods to address these impediments to make SDPs more scalable is an active area of research.

\section*{6.1.2 Approximating the PSD Cone for Scalable SDP}

Among the various attempts that have been made to improve the scalability of the SDPs (see the recent survey [99] and references therein), we study in this thesis the approaches that replace the PSD cone, \(S^n_+\), in the SDP formulation with another cone \(\mathcal{K}\) that is computationally simpler to describe. More precisely, these approaches substitute the PSD constraint \(X \in S^n_+\) in the SDP (6.1) with a computationally easier cone membership constraint \(X \in \mathcal{K}\) for some convex cone, \(\mathcal{K} \subseteq S^n_+\), thereby obtaining the following approximate optimization formulation:

\[
\begin{align*}
\text{minimize} & \quad \langle C, X \rangle \\
\text{subject to} & \quad \langle A_i, X \rangle = b_i, \quad i = 1, \ldots, m, \\
& \quad X \in \mathcal{K}.
\end{align*}
\]

(6.3)

Note that the optimal solution of the approximate program (6.3) is guaranteed to be feasible to the original SDP (6.1) because \(\mathcal{K} \subseteq S^n_+\). This property is particularly advantageous in safety-critical applications.

Notable examples of these approaches include the diagonally dominant sum-of-squares (DSOS) and scaled diagonally dominant sum-of-squares (SDSOS) optimization that are recently introduced by Ahmadi and Majumdar [6]. DSOS optimization considers the cone of diagonally dominant matrices, namely, \(DD^n := \{ A \in S^n : a_{ii} \geq \sum_{j \neq i} |a_{ij}|, \forall i \in [n] \}\) in

\(^1\)usually referred to as constraint qualifications
place of $S^n_+$. Note that $DD^n$ is a polyhedral cone and that $DD^n \subseteq S^n_+$, (e.g., by Gershgorin’s circle theorem). As a result, DSOS optimization provides a linear-programming-based alternative to SDP by letting $\mathcal{K} = DD^n$ in (6.3), which trades off solution quality for reduced computation time. Similarly, SDSOS optimization considers the second-order cone, $SDD^n := \{ A \in S^n : \exists \rho \in \mathbb{R}^n_+ \text{ such that } \text{diag}(\rho) \cdot A \cdot \text{diag}(\rho) \in DD^n \}$, and leads to a second-order-cone-programming-based approximation of SDP.

As these approaches trade off scalability with conservatism, there arises a tradeoff between the computational gain and the quality of optimal solution. Informally, the simpler the facial structure of $\mathcal{K}$ is, the faster the problem (6.3) could be solved, however, the resulting approximate optimal value could be farther away from the true optimal value of the original SDP (6.1); see Figure 6.1. As a result, there arises a natural question: “how much error is incurred in the optimal value when $S^n_+$ is replaced by $\mathcal{K}$, or equivalently, how large is the optimality gap between the original problem (6.1) and the approximate problem (6.3)?” In spite of the promising empirical evidences that DSOS and SDSOS approaches can solve SDPs much faster than the standard methods without sacrificing the quality of the optimal solutions [6, Section 4], there is little theoretical understanding about the tradeoff.

Figure 6.1: An illustration of approximating the SDP (6.1) by the program (6.3).

Motivated by this lack of theoretical understanding, we study the problem of approximating the PSD cone, $S^n_+$, with a cone $\mathcal{K}$ that can be described by a small number of $k \times k$ PSD constraints. Note that DSOS corresponds to the special case with $k = 1$, and SDSOS corresponds to $k = 2$. Specifically, we ask the following question in this part of the thesis:

“How closely can we approximate $S^n_+$ with a cone $\mathcal{K}$ that can be described using at most $N$ number of $k \times k$ PSD constraints?”
Intuitively, if the cone $\mathcal{K}$ closely approximates $S_n^+$, then the optimality gap incurred by approximating (6.1) with (6.3) will be small. The notion of approximation and the measure of complexity $(N)$ will be specified in Chapter 7 to make this question precise.

### 6.1.3 Contributions and Organization of Part III

**Contributions**

As the main contributions in this part, we show the hardness of approximating the PSD cone using only a few, small-sized PSD constraints. To this end, in Chapter 7, we first specify the notions of approximation for cones (Section 7.2) that we use, and show that it is impossible to approximate $S_n^+$ within a constant factor using only a polynomially many number of $k \times k$ PSD constraints, when $k \ll \frac{n}{\log^2 n}$ (see the theorems in Section 7.4 for the precise statements). We prove this claim by showing that any set that well approximates $S_n^+$ must have superpolynomially large $S_k^+$-extension complexity (to be defined in Section 6.2.1).

We remark that this extension complexity lower bound implies the hardness of approximating $S_n^+$, regardless of the construction of approximating sets. This is a strong implication as it rules out the possibility of approximating $S_n^+$ for all construction schemes at once.

Here we clarify that our results only refute the global, non-adaptive approximability of the PSD cone $S_n^+$ using a small number of $k \times k$ PSD constraints. Our hardness theorems do not contradict the empirical success of DSOS/SDSOS approaches because the optimal value of the approximate program (6.3) can still be close to that of the original SDP (6.1) as long as $\mathcal{K}$ locally approximates $S_n^+$, e.g., in the direction of $C$.

**Organization**

The rest of this part is organized as follows. In the remainder of this chapter (Chapter 6), we review additional technical background that will be used in our analysis in Chapter 7. Specifically, we review the concept of semidefinite extension complexity and some results about Fourier analysis on the Boolean hypercube. Thereafter, Chapter 7 discusses the main results of this part; see Section 7.1.2 for the organization of Chapter 7.

### 6.2 Additional Technical Background for Chapter 7

In this section, we review additional background materials in preparation for Chapter 7; these will be used in our proof of the main theorems stated in Section 7.4. Specifically, in Section 6.2.1, we briefly review the concepts of semidefinite extension complexity and slack operators, and Section 6.2.2 contains some results about Fourier analysis on the Boolean hypercube. Expert readers may want to skip this chapter and continue reading from Chapter 7.
6.2.1 Lifts, Extension Complexity and Slack Operator

Here we briefly review the \( K \)-extension complexity of a convex body and its connection to the \( K \)-rank of a slack operator. We refer interested readers to [66] and [58] for more details.

Let \( K \) be a closed convex cone. Given a positive integer \( r \), let \( K^r = K \times \cdots \times K \) (\( r \) times) denote the Cartesian product of \( r \) copies of \( K \). We say that a set \( S \subset \mathbb{R}^d \) admits a \( K^r \)-lift if

\[
S = \pi(K^r \cap L)
\]

where \( \pi \) is a linear map and \( L \) is an affine subspace. The convex set \( K^r \cap L \) is called a \( K^r \)-lift of \( S \). The \( K \)-extension complexity of \( S \), denoted by \( xc_K(S) \), is defined as the smallest \( r \) such that \( S \) admits a \( K^r \)-lift. We remark that if \( xc_K(S) = N \), then one can optimize a linear function on \( S \) by solving a conic program involving \( N \) decision variables in \( K \).

Let \( P, Q \) be two convex bodies such that \( P \subseteq Q \subseteq \mathbb{R}^d \) and the origin is contained in the interior of \( P \). Let \( Q^o \) be the polar of \( Q \); see (2.4). We let \( \text{ext}(P) \) denote the set of extreme points of \( P \) and define the slack operator \( s_{P,Q} \) for the pair \((P,Q)\) as follows.

**Definition 6.2.1** (slack operator). For a pair of convex bodies \( P \subseteq Q \) with 0 in the interior of \( P \), the map \( s_{P,Q} : \text{ext}(P) \times \text{ext}(Q^o) \to \mathbb{R} \) such that \( s_{P,Q}(x, y) = 1 - \langle x, y \rangle \) is called its associated slack operator. The slack operator \( s_{P,Q} \) admits a \( K \)-factorization if there exists a pair of maps \( A : \text{ext}(P) \to K \) and \( B : \text{ext}(Q^o) \to K^* \) such that \( s_{P,Q}(x, y) = \langle A(x), B(y) \rangle \) for all \( x \in \text{ext}(P) \) and \( y \in \text{ext}(Q^o) \).

Note that \( s_{P,Q}(x, y) \geq 0 \) for all \( (x, y) \in \text{ext}(P) \times \text{ext}(Q^o) \) because \( P \subseteq Q \) and therefore \( \langle x, y \rangle \leq 1 \) for all \( (x, y) \in P \times Q^o \) by definition of the polar.

The existence of a \( K \)-lift of a convex body \( S \) is closely related to that of a \( K \)-factorization of \( s_{P,Q} \) associated to convex bodies \( P, Q \) such that \( P \subseteq S \subseteq Q \). This connection is originally established by Yannakakis [165] for the special case with \( K = \mathbb{R}_+ \), motivated by computational considerations about linear programming (LP). This special case of the \( \mathbb{R}_+ \)-extension complexity is widely known as the LP extension complexity (or the extension complexity of polytopes), which counts the minimum number of linear inequalities required to describe \( S \). If \( xc_{\mathbb{R}_+}(S) = N \), then one can optimize a linear function on \( S \) by solving a linear program with \( N \) inequality constraints.

Note that a polytope is generated by a finite number of extreme points, or by a finite number of facets from the dual perspective. Thus, the slack operator associated to a pair of polytopes is a finite-sized nonnegative matrix (so called the slack matrix). Yannakakis’ theorem states that the LP extension complexity of a polytope is equal to the nonnegative rank of an associated slack matrix.

The Yannakakis’ theorem is later generalized in [66]. Here we state a generalized version...
of Yannakakis theorem in the next lemma (cf. [58, Proposition 3.12]), which immediately follows from the proof of [66, Theorem 3].

**Lemma 6.2.2.** Let $P, Q$ be a pair of convex bodies such that $P \subseteq Q$. If there is a convex body $S$ such that $S$ admits a proper $\mathcal{K}$-lift and $P \subseteq S \subseteq Q$, then $s_{P,Q}$ has a $\mathcal{K}$-factorization. Conversely, if $s_{P,Q}$ admits a $\mathcal{K}$-factorization, then there exists a convex set $S$ such that $S$ has a $\mathcal{K}$-lift and $P \subseteq S \subseteq Q$.

We are interested in the case where $\mathcal{K}$ is a Cartesian product of small PSD cones, $\mathbb{S}_k^+$ where $k \geq 1$ is a fixed constant. Given a nonnegative operator $s$, we define $\mathrm{rank}_{\mathbb{S}_k^+}(s)$ to be the smallest positive integer $r$ such that $s$ admits a $(\mathbb{S}_k^+)^r$-factorization. As a consequence of Lemma 6.2.2, we obtain

$$\inf_{S : P \subseteq S \subseteq Q} \chi_{\mathbb{S}_k^+}(S) = \mathrm{rank}_{\mathbb{S}_k^+}(s_{P,Q}).$$

That is, the $\mathbb{S}_k^+$-rank of the slack operator $s_{P,Q}$ provides a lower bound on the $\mathbb{S}_k^+$-extension complexity that is valid for all convex set $S$ such that $P \subseteq S \subseteq Q$.

### 6.2.2 Fourier Analysis on the Hypercube

Later in the proof of Theorems 7.4.1 and 7.4.2, we consider a certain slack operator restricted to the $n$-dimensional hypercube and use its degree-2 Fourier component to prove extension complexity lower bounds. Specifically, we will need to control the norm of the degree-2 Fourier component. Here we review some necessary notions and refer the interested readers to a more comprehensive reference, e.g., [108].

Let $H_n = \{-1, 1\}^n$ denote the vertex set of the $n$-dimensional hypercube. Every function $f : H_n \rightarrow \mathbb{R}$ has a unique Fourier expansion

$$f = f_0 + f_1 + \cdots + f_n$$

where each $f_k$ is a homogeneous multilinear polynomial of degree $k$. We call $f_k$ the $k$-th harmonic component of $f$ and let $\mathrm{proj}_k : f \mapsto f_k$ denote the projection onto the degree-$k$ harmonic subspace (the subspace of homogeneous polynomials of degree $k$).

Given $\rho \in [0, 1]$, the noise operator $T_{\rho}$ smooths $f : H_n \rightarrow \mathbb{R}$, by diminishing its high-frequency modes. To be precise, $T_{\rho}$ acts on $f$ multiplying the $k$-th Fourier coefficient of $f$ by a factor of $\rho^k$, i.e.,

$$T_{\rho}f = \sum_{k=0}^{n} \rho^k f_k.$$

For $\rho < 1$, $T_{\rho}f$ is ‘smoother’ than $f$ as the high-frequency terms of $f$ are attenuated more heavily. In one extreme, $T_{\rho}f$ is constant equal to $Ef$ when $\rho = 0$; in the other extreme where
\( \rho = 1 \), there is no smoothing at all and \( T_\rho f = f \).

Next, we recall that the \( p \)-norm (\( p \geq 1 \)) of \( f : H_n \to \mathbb{R} \) is defined as

\[
\|f\|_p = \left( \mathbb{E}_{x \sim \mu(H_n)} \left[ |f(x)|^p \right] \right)^{\frac{1}{p}}.
\]

where \( \mu(H_n) \) denotes the uniform probability measure over \( H_n \). Note that \( \|f\|_p \leq \|f\|_q \) for \( p \leq q \). When \( p < q \), there is no general way to control \( \|f\|_q \) with \( \|f\|_p \), and the ratio \( \|f\|_q / \|f\|_p \) can be arbitrarily large; the ratio becomes larger as \( f \) fluctuates more wildly.

The hypercontractive inequality for \( T_\rho \) due to Bonami and Becker [23, 16] provides an upper bound on \( \|T_\rho f\|_q \) in terms of \( \|f\|_p \) with \( p < q \), thereby giving an estimate for how much smoother \( T_\rho f \) is, when compared to \( f \). It can be stated as follows.

**Lemma 6.2.3** (Hypercontractivity). Given \( f : H_n \to \mathbb{R} \), for any \( 0 < \rho \leq 1 \) and \( p \geq 1 \), we have \( \|T_\rho f\|_q \leq \|f\|_p \) where \( q = 1 + \frac{1}{\rho^2} (p - 1) \).

**Useful Lemmas about Degree-2 Harmonic Component** We use Lemma 6.2.3 to control the norm of the degree-2 harmonic component of a bounded nonnegative function as stated below in Lemma 6.2.4, following [117, Lemma 2.3] and [56, Lemma 3].

**Lemma 6.2.4.** Let \( f : H_n \to \mathbb{R} \) satisfy (i) \( 0 \leq f(x) \leq \Lambda \) for all \( x \in H_n \); and (ii) \( \mathbb{E}_{x \sim \mu(H_n)}[f(x)] \leq 1 \). Then

\[
\|\text{proj}_2 f\|_2 \leq \begin{cases} \Lambda & \text{if } \Lambda < e, \\ e \log(\Lambda) & \text{if } \Lambda \geq e. \end{cases}
\]

**Proof.** Let \( f = f_0 + f_1 + f_2 + \cdots + f_n \) be the Fourier expansion of \( f \). Then for \( 0 \leq \rho \leq 1 \),

\[
\|\text{proj}_2 f\|_2^2 = \|f_2\|_2^2 = \frac{1}{\rho^4} (\rho^2 \|f_2\|_2^2)^2 \leq \frac{1}{\rho^4} \sum_{k=0}^{n} \rho^{2k} \|f_k\|_2^2 = \frac{1}{\rho^4} \|T_\rho f\|_2^2.
\]

With \( \rho = \sqrt{p-1} \) for \( 1 \leq p \leq 2 \), we have \( \|T_\rho f\|_2 \leq \|f\|_p \) by hypercontractivity. Then it follows that

\[
\|\text{proj}_2 f\|_2 \leq \frac{1}{\rho^2} \|T_\rho f\|_2 \leq \frac{1}{p-1} \|f\|_p \leq \frac{1}{p-1} \Lambda^{p-1}
\]

because \( \|f\|_p = \mathbb{E}[|f|^p]^{\frac{1}{p}} \leq \Lambda^{p-1} \mathbb{E}[|f|]^{\frac{1}{p}} \leq \Lambda^{p-1} \mathbb{E}[|f|] \leq \Lambda^{p-1} \). If \( \Lambda < e \), we choose \( p = 2 \) to get \( \|\text{proj}_2 f\|_2 \leq \Lambda \). Otherwise, we choose \( p = 1 + \frac{1}{\log \Lambda} \) to obtain \( \|\text{proj}_2 f\|_2 \leq e \log(\Lambda) \).

Observe that for any function \( f : H_n \to \mathbb{R} \), its degree-2 projection, \( \text{proj}_2(f) \), is a multilinear quadratic form on \( H_n \). That is, there exists some matrix \( A \) with zero diagonal\(^2\) such that

\[^2\text{More precisely, } A_{ij} = \frac{1}{2} \mathbb{E}_{X \sim \mu(H_n)}[X_i X_j f(X)] \text{ for } i, j \in [n] \text{ such that } i \neq j.\]
\[ \text{proj}_2(f)(x) = x^T Ax \text{ for all } x \in H_n. \] Therefore, the random variable \( \text{proj}_2(f)(X) \) derived from the uniform random vector \( X \sim \mu(H_n) \) is sub-exponential by Lemma 2.4.20. We formally state this observation in the following lemma to use later in the proof of Theorem 7.4.1.

**Lemma 6.2.5.** Let \( X \) be a random vector uniformly distributed over \( H_n \). For any function \( f : H_n \to \mathbb{R} \), the derived random variable \( \text{proj}_2(f)(X) \) is sub-exponential with parameters \( (c_1M_f^2, c_2M_f) \) where \( M_f = \|\text{proj}_2 f\|_2/\sqrt{2} \), and \( c_1, c_2 > 0 \) are the same absolute constants that appear in Lemma 2.4.20. That is,

\[
\mathbb{E}_{X \sim \mu(H_n)} \exp \left( \lambda \text{proj}_2(f)(X) \right) \leq \exp \left( \frac{\lambda^2}{2} c_1M_f^2 \right), \quad \text{for all } \lambda \text{ s.t. } |\lambda| \leq \frac{1}{c_2M_f}.
\]

**Proof.** Let \( A \) be a symmetric \( n \times n \) matrix such that \( A_{ii} = 0, \forall i \) and \( A_{ij} = \frac{1}{2} \mathbb{E}_{Y \sim \mu(H_n)}[Y_i Y_j f(Y)] \) for \( i \neq j \). Then we observe that for all \( X \in H_n \),

\[
\text{proj}_2(f)(X) = \sum_{i=1}^{n} \sum_{j>i} X_i X_j \mathbb{E}_{Y \sim \mu(H_n)}[Y_i Y_j f(Y)] = X^T A X.
\]

Note that \( X_i \) is sub-Gaussian with sub-Gaussian parameter 1 for all \( i \) because \( \mathbb{E}[e^{\lambda X_i}] = \frac{1}{2}(e^\lambda + e^{-\lambda}) \leq e^{\lambda^2/2} \). To conclude the proof, we apply Lemma 2.4.20 and observe that \( \|A\|_F = \sum_{i,j} (\frac{1}{2} \mathbb{E}_{X \sim \mu(H_n)}[X_i X_j f(X)])^2 = \frac{1}{2} \|\text{proj}_2 f\|_2^2 \) and \( \|A\|_{op} \leq \|A\|_F \). \( \blacksquare \)
Chapter 7

On Approximating the PSD Cone by Smaller-sized PSD Constraints

7.1 Introduction

In this chapter, we ask the following question:

“How closely can we approximate the cone of \( n \times n \) positive semidefinite matrices, with a cone that can be described using at most \( N \) number of \( k \times k \) PSD constraints?”

Our motivation for studying this question is from the need for theoretical understanding of the optimality gap (=the difference in the optimal value) arising from the relaxation of SDPs as discussed in Section 6.1.2. Specifically, we consider a convex cone\(^1\) \( \mathcal{K} \supseteq \mathbb{S}^n_+ \) and the following relaxation of SDP:

\[
\begin{align*}
\text{maximize} \quad & \langle C, X \rangle \\
\text{subject to} \quad & \langle A_i, X \rangle = b_i, \quad i \in [m], \\
& X \in \mathbb{S}^n_+ \quad \rightarrow \quad \text{maximize} \quad \langle C, X \rangle \\
& \text{subject to} \quad \langle A_i, X \rangle = b_i, \quad i \in [m],
\end{align*}
\]

(7.1)

where \( C, A_i \in \mathbb{S}^n \) are problem data. Intuitively, we expect if the cone \( \mathcal{K} \) closely approximates \( \mathbb{S}^n_+ \), then the optimality gap resulting from the relaxation (7.1) will be small.

7.1.1 Overview and Contributions of the Chapter

In this chapter, we consider global, non-adaptive approximability of \( \mathbb{S}^n_+ \) by \( \mathcal{K} \) that do not make use of the problem data \( C, (A_i, b_i)_{i=1}^m \). The main contributions of this chapter are the lower bounds on \( N \), the number of \( k \times k \) PSD constraints required to describe the cone \( \mathcal{K} \) that well approximates the PSD cone \( \mathbb{S}^n_+ \). In particular, our \( \mathbb{S}^k_+ \)-extension complexity lower bounds (Section 7.4) imply that it is hard to globally approximate the PSD cone \( \mathbb{S}^n_+ \) using only a few, small-sized PSD constraints for any construction of the approximating cone \( \mathcal{K} \).

\(^{1}\) In Section 6.1.2, we discussed approximating \( \mathbb{S}^n_+ \) in an SDP with a cone \( \mathcal{K} \subseteq \mathbb{S}^n_+ \). These are essentially the same because we may interpret (7.1) as approximating the dual SDP by replacing \( \mathbb{S}^n_+ \) with \( \mathcal{K}^* \supseteq \mathbb{S}^n_+ \).
To this end, we begin by specifying the notion of approximation to formally state the question asked at the beginning of the chapter. Then, we present two types of lower bounds on $N$: one is specific to a certain construction scheme for approximating cones $\mathcal{K}$ (namely, $k$-PSD approximations), whereas the other is a construction-independent complexity lower bound that applies to any constructions of $\mathcal{K}$. In the rest of this section, we provide a more detailed overview of the results in this chapter.

**Notions of Approximation** First, we specify the notions of approximation for cones we use. Let $H = \{X \in S^n : \text{Tr } X = 1\}$ and for any cone $\mathcal{K} \supseteq S^n_+$, let $B_H(\mathcal{K}) = (\mathcal{K} \cap H) - \frac{1}{n}I_n$ where $I_n$ is the $n \times n$ identity matrix. That is, $B_H(\mathcal{K})$ is the unit-trace affine section of $\mathcal{K}$ translated by $-\frac{1}{n}I_n$; note that $0 \in B_H(S^n_+)$. For $\epsilon > 0$, we say $\mathcal{K}$ is an $\epsilon$-approximation of $S^n_+$ if $B_H(S^n_+) \subseteq B_H(\mathcal{K}) \subseteq (1+\epsilon)B_H(S^n_+)$. This notion of approximation is natural and closely related to quantifying the difference in the optimal value (optimality gap) induced by relaxing $S^n_+$ to $\mathcal{K}$ as in (7.1). Suppose that we are given a SDP of the form (6.1) with $m = 1$, $A_1 = I_n$, and $b_1 = 1$, and we relax the problem by replacing $S^n_+$ with a cone $\mathcal{K} \supseteq S^n_+$. If $\mathcal{K}$ is an $\epsilon$-approximation of $S^n_+$, then the relative optimality gap is at most $\epsilon$ for all $C \in S^n$.

We also define two auxiliary notions of approximation for the convenience of our analysis. Observe that the notion of $\epsilon$-approximation requires $B_H(\mathcal{K})$ to approximate $B_H(S^n_+)$ well in all directions in the ambient space. We introduce more lenient notions of approximation by requiring the relative optimality gap to be small only on average for randomized $C$ with standard Gaussian distribution. Specifically, $\mathcal{K}$ is called an $\epsilon$-approximation of $S^n_+$ in the **average sense** if $B_H(S^n_+) \subseteq B_H(\mathcal{K})$ and $w_G(B_H(\mathcal{K})) \leq (1+\epsilon) \cdot w_G(B_H(S^n_+))$ where $w_G(S) = \mathbb{E}_{g}[\sup_{x \in S} g(x)]$ denotes the Gaussian width of $S$. Likewise, $\mathcal{K}$ is called an $\epsilon$-approximation of $S^n_+$ in the **dual-average sense** if $B_H(S^n_+) \subseteq B_H(\mathcal{K})$ and $w_G(B_H(\mathcal{K})) \geq \frac{1}{1+\epsilon} \cdot w_G(B_H(S^n_+))$. More details about these notions can be found in Section 7.2.

**$k$-PSD Approximations of $S^n_+$** In Section 7.3, we consider approximating $S^n_+$ by enforcing PSD constraints on certain $k$-dimensional subspaces in $\mathbb{R}^n$. We begin by formally defining the $k$-PSD approximation of $S^n_+$.

**Definition 7.1.1** ($k$-PSD approximation). Let $\mathcal{V} = \{V_1, \ldots, V_N\}$ be a set of $k$-dimensional subspaces of $\mathbb{R}^n$. The $k$-PSD approximation of $S^n_+$ induced by $\mathcal{V}$ is the convex cone

$$S^{n,k}_+(\mathcal{V}) := \{X \in S^n : v^TXv \geq 0, \forall v \in V_i, \forall i = 1, \ldots, N\}.$$ 

Note that $S^n_+ \subseteq S^{n,k}_+(\mathcal{V})$ and that $S^{n,k}_+(\mathcal{V})$ can be characterized using at most $N = |\mathcal{V}|$ number of $k \times k$ PSD constraints. A prominent example is the so-called sparse $k$-PSD approximation, denoted by $S^{n,k}_+$, which is a $k$-PSD approximation of $S^n_+$ induced by the collection of $N = \binom{n}{k}$...
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subspaces of \( k \)-sparse vectors in \( \mathbb{R}^n \).

Our first main results (Theorem 7.3.2 and Corollary 7.3.4) state that if \( S^{n,k}_{+}(\mathcal{V}) \) is a dual-average \( \epsilon \)-approximation of \( S^n_{+} \), then \( N \geq \exp\left(n \cdot \max\{1/(1+\epsilon) - \sqrt{k/n}, 0\}\right) \) is necessary, regardless of the choice of the subspaces \( V_1, \ldots, V_N \); see Remark 7.3.5 in Section 7.3.1. For instance, Corollary 7.3.4 implies that for any \( \epsilon > 0 \), \( S^{n,k}_{+} \) cannot be a dual-average \( \epsilon \)-approximation of \( S^n_{+} \) unless \( k = \Omega(n) \).

We remark that the conclusion of Theorem 7.3.2 (and Corollary 7.3.4) is possibly too conservative, especially when the subspaces have overlaps. It is because the proof of Theorem 7.3.2 only takes the number of subspaces into consideration, and is oblivious to the configuration of the subspaces in \( \mathcal{V} \). In Section 7.3.2, we elaborate on this point with an example of the sparse \( k \)-PSD approximation. Although Corollary 7.3.4 already suggests that \( k \) must scale at least linearly as \( n \) in order for \( S^{n,k}_{+} \) to approximate \( S^n_{+} \), it becomes uninformative once \( k/n \) exceeds a certain threshold (approximately 0.137); see Section 7.3.2 and Figure 7.4b.

In Section 7.3.3, a tailored analysis for the sparse \( k \)-PSD approximation is provided. To be specific, we consider a carefully designed matrix in \( S^{n,k}_{+} \setminus S^n_{+} \) to show \( \epsilon^*(S^n_{+}, S^{n,k}_{+}) \geq \frac{n-k}{k-1} \) (Theorem 7.3.7) where \( \epsilon^*(S^n_{+}, S^{n,k}_{+}) := \inf\{\epsilon > 0 : S^{n,k}_{+} \text{ is an } \epsilon \text{-approximation of } S^n_{+}\} \). Furthermore, we prove a sharper lower bound for \( \epsilon^*_{\text{dual-avg}}(S^n_{+}, S^{n,k}_{+}) \) that is strictly positive for all \( 1 \leq k < n \), using the duality between \( S^{n,k}_{+} \) and the cone of factor width at most \( k \) (Theorem 7.3.8). See Figure 7.1a for comparison between these tailored results and the weak bound obtained from Corollary 7.3.4.

Approximate Extended Formulations of \( S^n_{+} \) Recall that a \( k \)-PSD approximation of \( S^n_{+} \) is the intersection of sets in \( S^n \), each of which is described with a \( k \times k \) PSD constraint. Instead of directly intersecting sets in \( S^n \), we may introduce additional variables in pursuit of a more compact description. To be precise, we can lift \( S^n \) to a higher-dimensional space by embedding, intersect the lifted space with \( k \times k \) PSD constraints, and then project the intersection back to describe a set in \( S^n \). The \( k \)-extension complexity of a set \( S \), denoted by \( xc_{S^k_{+}}(S) \), counts the minimum number of \( k \times k \) PSD constraints required to describe \( S \) using extended formulation (i.e., with an arbitrary number of additional variables allowed in the description).

In Section 7.4, we argue that any set that well approximates \( B_H(S^n_{+}) \) must have \( S^k_{+} \)-extension complexity at least superpolynomially large in \( n \) if \( k \) is much smaller than \( n \). That is, it is impossible to approximate \( B_H(S^n_{+}) \) using only polynomially many \( k \times k \) PSD constraints, for any construction of the approximating set. To be precise, if \( S \) is an \( \epsilon \)-approximation of \( B_H(S^n_{+}) \), then \( xc_{S^k_{+}}(S) \geq \exp\left(C \cdot \min\{((n/(1+\epsilon))^1/2, \frac{1}{1+\epsilon} \frac{n}{k})\}\right) \) (Theorem 7.4.1); and if \( S \) is an average \( \epsilon \)-approximation of \( B_H(S^n_{+}) \), then \( xc_{S^k_{+}}(S) \geq \exp\left(C \cdot \min\{((n/(1+\epsilon))^1/3, \frac{1}{1+\epsilon} (\frac{n}{k})^{1/2})\}\right) \)
Table 7.1: Overview of our hardness results about approximating $S^n_+$ with $S^k_+$, presented in terms of the number $N$ of the $k \times k$ PSD constraints needed to construct an $\epsilon$-approximation of $S^n_+$. Here, $C_1, C_2 > 0$ are some universal constants and $\gtrsim$ indicates that the inequality holds asymptotically in the limit $n \to \infty$.

<table>
<thead>
<tr>
<th>Notion of Approx.</th>
<th>$k$-PSD Approximations of $S^n_+$</th>
<th>Approximate Extended Formulations of $S^n_+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$-approx. (Definition 7.2.1)</td>
<td>$N \gtrsim \exp \left( n \cdot \max \left{ \frac{1}{1+\epsilon}, \frac{\sqrt{k}}{n} \right}^2 \right)$ (Theorem 7.3.2 &amp; Corollary 7.3.4)</td>
<td>$N \gtrsim \exp \left( C_1 \cdot \min \left{ \sqrt{\frac{n}{1+\epsilon}}, \frac{1}{1+\epsilon} \cdot \frac{n}{k} \right} \right)$ (Theorem 7.4.1)</td>
</tr>
<tr>
<td>avg. $\epsilon$-approx. (Definition 7.2.2)</td>
<td>Same lower bound as on the right</td>
<td>$N \gtrsim \exp \left( C_2 \cdot \min \left{ \left( \frac{n}{(1+\epsilon)^2} \right)^{1/3}, \frac{1}{1+\epsilon} \right} \right)$ (Theorem 7.4.2)</td>
</tr>
</tbody>
</table>

(Theorem 7.4.2). These results are visually illustrated in Figure 7.1b. We remark that these results extend [56, Theorems 1 & 2] beyond the special case $k = 1$.

Nevertheless, we do not know whether our extension complexity lower bounds are tight. It might be possible to achieve stronger extension complexity lower bounds (i.e., move the curves upward) by means of a more sophisticated analysis; for example, when $k = 1$, the lower bound from Theorem 7.4.1 reads as $\exp(C\sqrt{n})$, whereas the current best construction has size $\exp(cn)$. We are curious if it could be possible to achieve a matching exponential complexity lower bound of order $\exp(n)$ for $k = 1$, and leave it as an interesting open problem.

**Summary of Results** Table 7.1 summarizes the results in this paper. The lower bounds in the table imply the hardness of approximating $S^n_+$ by using only a small number of $k \times k$ PSD constraints when $k = o(n)$.

(a) Hardness results for sparse $k$-PSD approximations. A weak bound from generic result (Cor. 7.3.4) and tailored bounds (Thms. 7.3.7 & 7.3.8).

(b) Impossibility of approximating $B_H(S^n_+)$ with a polynomial number of $k \times k$ PSD constraints implied by Thm. 7.4.1 and Thm. 7.4.2.

Figure 7.1: Summary of the results in this chapter about the hardness of approximating $S^n_+$. 
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7.1.2 Organization of the Chapter

In Section 7.2, we begin by defining the notions of approximation that will be used through this chapter. In Section 7.3, we consider a specific construction of approximating cones, namely, the $k$-PSD approximations of $S^n_+$, which is defined as the set of $n \times n$ symmetric matrices that are PSD when restricted to a given fixed set of $k$-dimensional subspaces in $\mathbb{R}^n$. Specifically, Section 7.3.1 discusses a generic lower bound on the number of subspaces required to approximate $S^n_+$, and Section 7.3.2 provides a more refined analysis tailored to the so-called sparse $k$-PSD approximation of $S^n_+$. In Section 7.4, we consider the approximate extended formulations of $S^n_+$, and study a construction-independent complexity lower bound of approximating the PSD cone. More precisely, we present two main theorems that imply the hardness of approximating $S^n_+$. In Section 7.5, we make a few comments on the results in this chapter as well as some related work in the literature. Lastly, Section 7.6 contains deferred proofs of the theorems in the chapter.

7.1.3 Additional Notation

Given $X \in S^n$ and $I \subset [n]$, let $X_I \in S^{[I]}$ denote the principal submatrix of $X$ with row/column indices in $I$. Throughout this chapter, the letter $H$ is reserved to indicate the subspace of unit trace, $H = \{X \in S^n : \text{Tr } X = 1\}$. For a cone $\mathcal{K} \subseteq S^n$, its base (translated by $-\frac{1}{n}I_n$) is the compact set defined to be $B_H(\mathcal{K}) := (\mathcal{K} \cap H) - \frac{1}{n}I_n = \{X - \frac{1}{n}I_n \in S^n : X \in \mathcal{K} \cap H\}$, and we define $B_H^*(\mathcal{K}) := B_H(\mathcal{K}^*)$ for notational convenience.

7.2 Three Notions of Approximation

Recall that we want to approximate the positive semidefinite cone $S^n_+$ with a convex cone $\mathcal{K} \supseteq S^n_+$ so that the feasible set $B_H(\mathcal{K}) = (\mathcal{K} \cap H) - \frac{1}{n}I_n$ (cf. Remark 2.3.2) well approximates $B_H(S^n_+)$. In Section 7.2.1, we introduce three notions of approximation for sets. In Section 7.2.2, we extend these notions to cones to assess the quality of $\mathcal{K}$ as an approximation of $S^n_+$.

Specifically, we first define a natural notion of $\epsilon$-approximation for sets that contain the origin (Definition 7.2.1). Then, we additionally describe two auxiliary notions of approximation for the convenience of our analysis, namely, the average $\epsilon$-approximation (Definition 7.2.2) and the dual-average $\epsilon$-approximation (Definition 7.2.6). These two auxiliary notions can be obtained by relaxing a quantifier in the definition of $\epsilon$-approximation. These relaxed notions are closely related, but incomparable to each other. They will be respectively used in Section 7.3 and Section 7.4 to prove the hardness of approximating $S^n_+$ with a small number of $k \times k$ PSD constraints.
7.2.1 Notions of Approximation for Sets

To begin with, we define the notion of $\epsilon$-approximation for sets containing the origin.

**Definition 7.2.1** ($\epsilon$-approximation). Let $P$ be a set containing 0. For $\epsilon > 0$, a set $S$ is an $\epsilon$-approximation of $P$ if $P \subseteq S \subseteq (1 + \epsilon)P$. Given two sets $P, S$ that contain 0, we let

$$\epsilon^*(P, S) := \inf\{\epsilon > 0 : S \text{ is an } \epsilon\text{-approximation of } P\}.$$ 

This is a natural notion to quantify how tightly a set $P$ containing 0 can be approximated by another set $S \supseteq P$. Recall the definition of the support function $h_S(x) := \sup_{z \in S} \langle x, z \rangle$, cf. (2.7). We observe that if $S$ is an $\epsilon$-approximation of $P$, then

$$h_P(x) \leq h_S(x) \leq (1 + \epsilon)h_P(x) \quad \text{for all } x.$$ \hspace{1cm} (7.2)

That is, if $S$ is an $\epsilon$-approximation of $P$, then for every direction in the ambient space, the distance from the supporting hyperplane of $S$ to the origin is at most $(1+\epsilon)$ times the distance from the supporting hyperplane of $P$ to the origin. Moreover, when $P$ and $S$ are convex, the converse is also true.

Next, we define a more lenient notion of approximation by relaxing the quantifier ‘for all $x$’ in (7.2) by taking average over random direction $x$. To this end, recall the notion of Gaussian width from Definition 2.3.4 that $w_G(S) = E_G[h_S(G)]$ for any nonempty bounded set $S \subset \mathbb{R}^d$, where $G$ is a standard Gaussian.

**Definition 7.2.2** (average $\epsilon$-approximation). Let $P$ be a set containing 0. For $\epsilon > 0$, a set $S$ is an average $\epsilon$-approximation of $P$, or $\epsilon$-approximation of $P$ in the average sense, if $P \subseteq S$ and $w_G(S) \leq (1 + \epsilon)w_G(P)$. Given two sets $P, S$ that contain 0, we let

$$\epsilon^*_\text{avg}(P, S) := \inf\{\epsilon > 0 : S \text{ is an average } \epsilon\text{-approximation of } P\}.$$ 

By definition, $S$ is an average $\epsilon$-approximation of $P$ if and only if $E_G[h_S(G) - h_P(G)] \leq \epsilon \cdot E_G[h_P(G)]$ where $G$ is a standard Gaussian random matrix in $S^n$.

Note that average $\epsilon$-approximation is a weaker notion than $\epsilon$-approximation because $\epsilon^*(P, S) \geq \epsilon^*_\text{avg}(P, S)$. That is, for a fixed $\epsilon > 0$, if $S$ is an $\epsilon$-approximation of $P$, then $S$ is also an average $\epsilon$-approximation of $P$. As a matter of fact, average $\epsilon$-approximation is a strictly weaker notion because there exists a pair of sets $(P, S)$ such that $\epsilon^*(P, S) > \epsilon^*_\text{avg}(P, S)$, i.e., there exists some $\epsilon > 0$ for which $S$ is not an $\epsilon$-approximation of $P$ whereas $S$ is an average $\epsilon$-approximation of $P$. We illustrate this point with the following two examples.

**Example 7.2.3.** Let $P = \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1\}$ and $S = \{(x, y) \in \mathbb{R}^2 : x^2/4 + y^2 \leq 1\}$. Then $\epsilon^*(P, S) = 1$. On the other hand, $\epsilon^*_\text{avg}(P, S) = \frac{2}{\pi}E(3/4) - 1 \approx 0.54196$ where $E(m)$
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Figure 7.2: An illustrating cartoon for \( \epsilon \)-approximation versus average \( \epsilon \)-approximation.

is the complete elliptic integral of the second kind with parameter \( m = k^2 \). The value of \( \epsilon^*_{\text{avg}}(P, S) \) can be computed by observing that \( w_G(P) = \mathbb{E}_{g \in N(0, I_2)} \|g\|_2 \) and \( w_G(S) = \mathbb{E}_{g \in N(0, I_2)} \|g\|_2 \cdot \frac{1}{2\pi} \int_0^{2\pi} \sqrt{4 \cos^2 \theta + \sin^2 \theta} \, d\theta = \frac{4}{\pi} E(3/4) \mathbb{E}_{g \in N(0, I_2)} \|g\|_2 \).

Example 7.2.4. Let \( P = \{x \in \mathbb{R}^n : \|x\|_2 \leq 1\} \) and \( S = \{x \in \mathbb{R}^n : \|x\|_1 \leq \sqrt{n}\} \) where \( \|\cdot\|_p \) denotes the \( \ell_p \)-norm. Then \( \epsilon^*(P, S) = \sqrt{n} - 1 \). On the other hand, \( \epsilon^*_{\text{avg}}(P, S) = f(n) \) where \( f(n) \) is a function of \( n \) such that \( f(n) \approx \sqrt{2 \log n} \) for sufficiently large \( n \). It is because

\[
    w_G(P) = \mathbb{E}_{g \sim N(0, I_n)} \|g\|_2 \approx \sqrt{n} \quad \text{and} \quad w_G(S) = \sqrt{n} \cdot \mathbb{E}_{g \sim N(0, I_n)} \max_{i \in [n]} |g_i| \approx \sqrt{2n \log n}.
\]

In the two examples above, we observe that there exists \( \epsilon > 0 \) such that \( S \) is an average \( \epsilon \)-approximation of \( P \), while \( S \) is not an \( \epsilon \)-approximation of \( P \). This happens because \( h_S(G) - h_P(G) \) is small on average, but the difference can be potentially large for some \( G \). In other words, \( S \) approximates \( P \) well on average, but poorly for certain ‘bad’ directions in the ambient space, as illustrated in Figure 7.2. Nevertheless, the set of ‘bad’ directions might have only a small measure as in Example 7.2.4, and the notion of \( \epsilon \)-approximation as in Definition 7.2.1 can be overly conservative. That is why we additionally consider the notion of average \( \epsilon \)-approximation, which is more lenient with the shape of the approximating set \( S \).

One drawback of evaluating the quality of approximation with the notion of average \( \epsilon \)-approximation is that it only measures the difference averaged over an ensemble of random objectives. Thus, we cannot control the gap \( h_S(x) - h_P(x) \) for any specific \( x \), however, we can still establish a probabilistic upper bound on \( h_S(G) - h_P(G) \) when \( G \) is randomly drawn from the standard Gaussian distribution.

Lemma 7.2.5. Let \( S \) be an average \( \epsilon \)-approximation of \( P \) for some \( \epsilon > 0 \). Then for all \( \tau > 0 \),

\[
    \Pr_{G \sim \text{std Gaussian}} \left[ h_S(G) - h_P(G) > \tau \right] \leq \frac{\omega_G(P)}{\tau}.
\]
Lemma 7.2.5 operationally means that if $S$ is an average $\epsilon$-approximation of $P$ for small $\epsilon$, then $h_S(x) - h_P(x)$ can be large only for $x$ in a set that has small measure. In particular, the probability upper bound converges to 0 as $\epsilon \to 0$. That is, $h_S(x) - h_P(x)$ converges to 0 for all $x$ (but those in a set of measure-zero) as $\epsilon \to 0$.

Proof of Lemma 7.2.5. Note that $h_S(G) - h_P(G) \geq 0$ for all $g$ because $P \subseteq S$. The conclusion follows from Markov’s inequality and the observation that $w_G(S) - w_G(P) \leq \epsilon \cdot w_G(P)$. ■

Lastly, we revisit Definition 7.2.1 to introduce an alternative relaxation of $\epsilon$-approximation, namely, the ‘dual’ version of average $\epsilon$-approximation. Recall from (2.6) that the gauge function of $S$ is defined as $p_S(x) := \inf\{\lambda \in \mathbb{R} : \lambda > 0 \text{ and } x \in \lambda S\}$. Observe that $P \subseteq S \subseteq (1 + \epsilon)P$ if and only if $\frac{1}{1+\epsilon}p_P(x) \leq p_S(x) \leq p_P(x)$ for all $x$. When $P$ and $S$ are closed convex sets, $p_P(x) = h_P(x)$ and $p_S(x) = h_S(x)$ by Lemma 2.3.3. Therefore, $S$ is an $\epsilon$-approximation of $P$ if and only if $\frac{1}{1+\epsilon}h_P(x) \leq p_S(x) \leq h_P(x)$ for all $x$. As before, we ease the condition “$\frac{1}{1+\epsilon}h_P(x) \leq p_S(x)$ for all $x$” by averaging over $x$ to reach the following definition.

Definition 7.2.6 (dual-average $\epsilon$-approximation). Let $P$ be a set containing 0. For $\epsilon > 0$, a set $S$ is a **dual-average $\epsilon$-approximation** of $P$, or **$\epsilon$-approximation of $P$ in the dual-average sense**, if $P \subseteq S$ and $w_G(S^\circ) \geq \frac{1}{1+\epsilon} w_G(P^\circ)$. Given two sets $P, S$ that contain 0, we define

$$\epsilon_{\text{dual-avg}}^*(P, S) := \inf\{\epsilon > 0 : \text{S is a dual-average } \epsilon \text{-approximation of } P\}.$$ 

Note that dual-average $\epsilon$-approximation is also a weaker notion than $\epsilon$-approximation. That is, for a fixed $\epsilon > 0$, if $S$ is an $\epsilon$-approximation of $P$, then $S$ is also a dual-average $\epsilon$-approximation of $P$. In Section 7.3, we use the notion of dual-average $\epsilon$-approximation as a technical tool to prove the hardness of $k$-PSD approximations of $S^\circ_{+n}$.

The notion of dual-average $\epsilon$-approximation is closely related to the notion of average $\epsilon$-approximation; indeed, they are dual to each other. However, they are not equivalent notions of approximation, i.e., there exist convex sets $P, S$ such that $S$ is a good approximation of $P$ in the average sense, but not in the dual average sense; the opposite is also possible. See Remark 7.2.7 and Example 7.2.8.

Remark 7.2.7. For $\epsilon > 0$, $S$ is an average $\epsilon$-approximation of $P$ if and only if $P^\circ$ is a dual-average $\epsilon$-approximation of $S^\circ$. In other words, $\epsilon_{\text{avg}}(P, S) = \epsilon_{\text{dual-avg}}^*(S^\circ, P^\circ)$. In this sense, the notion of dual-average $\epsilon$-approximation is the dual of the notion of average $\epsilon$-approximation.

Example 7.2.8 (Ball, Needle, and Pancake). Consider a $d$-dimensional unit $\ell_2$-ball and a ‘needle’ obtained by taking the convex hull of the union of the ball and two points that are located on the opposite side of the origin at distance $d$. The polar of this ‘needle’ is a ‘pancake’
obtained by intersecting the unit ball with a slab of thickness $2/d$ along its equator. These sets are illustrated in Figure 7.3. We observe that the Gaussian width of the ball, the needle, and the pancake are approximately $\sqrt{d - 1/2}, \sqrt{2/\pi}$, and $\sqrt{d - 3/2}$, respectively. Thus, the ball is a good approximation of the pancake in the average sense, but not in the dual-average sense. Likewise, the needle is a good approximation of the ball in the dual-average sense, but not in the average sense. See Section 7.7.1 for more details on this example.

### 7.2.2 Notions of Approximation for Cones

Recall that our primary motivation for introducing the notions of approximation is to quantify the optimality gap that arises from a conic programming relaxation of an SDP. Consider the relaxation as described in (7.1) that is obtained by replacing the PSD cone $S_+^n$ in an SDP with a larger cone $K \supseteq S_+^n$. Letting $P = \{X \in S_+^n : \langle A_i, X \rangle = b_i, i = 1, \ldots, m\}$ and $S = \{X \in K : \langle A_i, X \rangle = b_i, i = 1, \ldots, m\}$ denote the feasible sets of the original and the relaxed problems, we can see that $S \supseteq P$ and there arises an increase in the optimal value, $\Gamma_{P,S}(C) := h_S(C) - h_P(C)$, as a result of the relaxation.

We extend the notions of approximation for sets, defined in Section 7.2.1, to the corresponding notions for cones by fixing a certain affine constraint. Recall that for a cone $K$, we let $B_H(K) := (K \cap H) - \frac{1}{n}I_n = \{X - \frac{1}{n}I_n \in S^n : X \in K \cap H\}$ where $H = \{X \in S^n : \text{Tr } X = 1\}$ and $I_n$ denotes the $n \times n$ identity matrix. Note that $B_H(K)$ is the feasible set of the relaxed problem (7.1), translated by $-\frac{1}{n}I_n$, when the affine constraint is the unit-trace constraint. We define the notions of approximation for cones as follows.

**Definition 7.2.9** ($\epsilon$-approximation for cones in $S^n$). A cone $K \subseteq S^n$ is an $\epsilon$-approximation (average $\epsilon$-approximation / dual-average $\epsilon$-approximation, resp.) of $S^n_+$ if $B_H(K)$ is an $\epsilon$-approximation (average $\epsilon$-approximation / dual-average $\epsilon$-approximation, resp.) of $B_H(S^n_+)$. 

---

Figure 7.3: An illustration of the sets described in Example 7.2.8.
Also, we let
\[ \epsilon^*(S^+_n, \mathcal{K}) := \epsilon^*(B_H(S^+_n), B_H(\mathcal{K})) \]
and define \( \epsilon^\text{avg}_*(S^+_n, \mathcal{K}) \) and \( \epsilon^\text{dual-avg}_*(S^+_n, \mathcal{K}) \) in a similar manner.

Remark 7.2.10. Remark here that \( w_G(B_H(S^+_n)) \leq \sqrt{2n} \) and that \( \lim_{n \to \infty} \frac{w_G(B_H(S^+_n))}{\sqrt{2n}} = 1 \) because \( S^+_n \cap H = \text{conv}\{vv^T : v \in S^{n-1}\} \), cf. Lemma 2.4.10 and Remark 2.4.11.

\section*{7.3 \( k \)-PSD Approximations of \( S^+_n \)}

One possible option to relax the PSD constraint \( X \in S^+_n \) is to enforce the PSD constraints only on the smaller \( k \times k \) principal submatrices of \( X \), which leads to the following relaxation:

\[
\begin{align*}
\text{maximize} \quad & \langle C, X \rangle \\
\text{subject to} \quad & \langle A_i, X \rangle = b_i, \quad i = 1, \ldots, m, \\
& k \times k \text{ principal submatrices of } X \in S^+_k.
\end{align*}
\]

(7.3)

Note that the PSD cone \( S^+_n \) is replaced with a relaxed cone that is defined using \( (k \times k) \)-sized PSD constraints, and (7.3) can be solved more efficiently when \( k \ll n \). For example, \( k = 1 \) yields a linear programming (LP) approximation and \( k = 2 \) produces a second-order cone programming (SOCP) approximation of the original SDP [6].

In this section, we consider a scheme to approximate \( S^+_n \) by enforcing \( k \times k \) PSD constraints on particular subspaces. To be precise, we choose a fixed set of \( k \)-dimensional subspaces in \( \mathbb{R}^n \) and define a cone of \( n \times n \) symmetric matrices that are PSD when restricted to these subspaces. The cone associated with (7.3) is an example of this construction that is obtained by imposing PSD constraints on the \( \binom{n}{k} \) subspaces of \( k \)-sparse vectors in \( \mathbb{R}^n \), and will be referred to as the sparse \( k \)-PSD approximation of \( S^+_n \).

In Section 7.3.1, we formalize the definition of the \( k \)-PSD approximation and prove a lower bound on the number of \( k \times k \) PSD constraints required. We show that when \( k \) is much smaller than \( n \), it is necessary to impose PSD constraints on at least exponentially many subspaces to produce a cone that approximates \( S^+_n \) well. In Section 7.3.2, we consider a concrete example of the sparse \( k \)-PSD approximation and discuss the hardness of approximating \( S^+_n \). In Section 7.3.3, we revisit the example in more detail with a tailored analysis.

\subsection*{7.3.1 A Lower Bound for \( k \)-PSD Approximations of \( S^+_n \)}

We recall the definition of the \( k \)-PSD approximation of \( S^+_n \) from Definition 7.1.1.

\textbf{Definition 7.3.1} \((k \text{-PSD approximation of } S^+_n; \text{ restatement of Definition 7.1.1})\). Let \( \mathcal{V} = \{V_1, \ldots, V_N\} \) be a set of \( k \)-dimensional subspaces of \( \mathbb{R}^n \). The \( k \)-PSD approximation of \( S^+_n \)
Theorem 7.3.2. Let the base of the dual cone of \( k \) whose columns form a basis of \( S \). Remark

Note that the upper bound in Theorem 7.3.2 holds regardless of the subspaces. Recall from Remark 2.4.11 that

Our first main theorem in the chapter provides an upper bound on the Gaussian width of \( S^n \) in \( n, k, \epsilon \) are positive integers and \( \epsilon > 0 \). If \( S^n \) is a dual-average \( \epsilon \)-approximation of \( S^n \), then \( |\epsilon| \leq \exp(\varphi(n, k, \epsilon)) \) where

\[
\varphi(n, k, \epsilon) = \left[ \frac{1}{1 + \epsilon} \frac{w_G(B_H(S^n))}{\sqrt{2n}} - \sqrt{\frac{k}{n}} \right]^2.
\]

Remark 7.3.5. Recall from Remark 2.4.11 that \( \lim_{n \to \infty} w_G(B_H(S^n))/\sqrt{2n} = 1 \). With \( k = \)
\[ \lfloor \delta n \rfloor \text{ for } 0 < \delta < 1, \]
\[
\lim_{n \to \infty} \varphi(n, \lfloor \delta n \rfloor, \epsilon) = \left[ \frac{1}{1 + \epsilon} - \sqrt{\delta} \right]^2. 
\]
That is, when \( n \) is sufficiently large, \(|V| \geq \exp(n[1/(1 + \epsilon) - \sqrt{\delta}]^2)\) is necessary for the cone \( S_{+}^{n,k}(\mathcal{V}) \) to be a dual-average \( \epsilon \)-approximation of \( S_{+}^{n} \).

As discussed in Remark 7.3.3, our lower bound in Corollary 7.3.4 can be excessively conservative due to the union bound. In fact, we do not know whether our lower bound is tight. Thus, it is possible that even if \( N \geq \exp(n \cdot \varphi(n, k, \epsilon)) \), there does not exist any \( \mathcal{V} \) such that \(|\mathcal{V}| = N\) and \( S_{+}^{n,k}(\mathcal{V}) \) is a dual-average \( \epsilon \)-approximation of \( S_{+}^{n} \).

\section{Example: the Sparse \( k \)-PSD Approximation}

In this section, we consider the sparse \( k \)-PSD approximation, which is a concrete example of the \( k \)-PSD approximation of \( S_{+}^{n} \) (Definition 7.3.1) discussed in the previous section.

**Definition 7.3.6** (Sparse \( k \)-PSD approximation of \( S_{+}^{n} \)). Given positive integers \( n \) and \( 1 \leq k \leq n \), the sparse \( k \)-PSD approximation of \( S_{+}^{n} \) is the set

\[
S_{+}^{n,k} := \{ X \in S_{+}^{n} : X_{I} \succeq 0, \forall I \subset [n] \text{ with } |I| \leq k \}. 
\]

We observe that the sparse \( k \)-PSD approximation is an instance of the \( k \)-PSD approximation \( S_{+}^{n,k}(\mathcal{V}) \) such that \( \mathcal{V} = \{ V_{I} : I \in [n] \text{ with } |I| = k \} \) where \( V_{I} = \{ v \in \mathbb{R}^{n} : v_{i} = 0, \forall i \notin I \} \).

Note that \(|\mathcal{V}| = \binom{n}{k}\).

In this section, we examine the implications of Corollary 7.3.4 for the sparse \( k \)-PSD approximation of \( S_{+}^{n} \). Later in Section 7.3.3, we provide a more refined analysis that is tailored to \( S_{+}^{n,k} \), based on properties that are specific to \( S_{+}^{n,k} \). It turns out that we can derive stronger hardness results from the tailored approach.

**A Weak Bound Using Corollary 7.3.4**  First of all, we inspect what the lower bound obtained in Section 7.3.1 implies for the sparse \( k \)-PSD approximation of \( S_{+}^{n} \). According to the contrapositive of Corollary 7.3.4, when \( n \) and \( \epsilon > 0 \) are fixed, \( S_{+}^{n,k} \) cannot be a dual-average \( \epsilon \)-approximation of \( S_{+}^{n} \) if \( k \) satisfies the following inequality:

\[
\binom{n}{k} < \exp(n \cdot \left[ \frac{1}{1 + \epsilon} \frac{\omega_{G}(B_{H}(S_{+}^{n}))}{\sqrt{2n}} - \sqrt{\frac{k}{n}} \right]^2). \tag{7.4}
\]

Assume \( k = \delta n \) for some \( 0 < \delta < 1 \) and \( n \) tends to infinity. By Stirling’s approximation,

\[
\log \binom{n}{k} = (1 + o_{n}(1)) H_{2} \left( \frac{k}{n} \right) n,
\]
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where $H_2(p) = -p \log p - (1-p) \log(1-p)$ is the binary entropy function defined for $p \in [0,1]$. With this asymptotic approximation and the observation that $w_G (B_H (S^n_+)) / \sqrt{2n} \leq 1$, we take logarithm of both sides of (7.4) to obtain the inequality (in the limit $n \rightarrow \infty$),

$$
H_2(\delta) < \left( \frac{1}{1+\epsilon} - \sqrt{\delta} \right)^2.
$$

(7.5)

Given $\epsilon \geq 0$, let $g_\epsilon(\delta) := \left( \frac{1}{1+\epsilon} - \sqrt{\delta} \right)^2 - H_2(\delta)$. Note that $g_\epsilon$ is strictly convex on the interval $\delta \in [0,1]$ and $g_\epsilon(0) > 0$. Moreover, if $\epsilon > 0$, then $g_\epsilon(1/(1+\epsilon)^2) < 0$. By the intermediate value theorem, there exists a unique $0 < \delta^*(\epsilon) < 1/(1+\epsilon)^2$ such that $g_\epsilon(\delta^*(\epsilon)) = 0$ and $g_\epsilon(\delta) > 0$ for all $0 \leq \delta < \delta^*(\epsilon)$. Thus, if $k/n < \delta^*(\epsilon)$, then $S^{n,k}_+$ cannot be a dual-average $\epsilon$-approximation of $S^n_+$. The expressions on both sides of Eq. (7.5) are illustrated in Figure 7.4a for a few values of $\epsilon$; the plot of $\delta^*(\epsilon)$ vs $\epsilon$ is depicted in Figure 7.4b.

Figure 7.4: Hardness of the sparse $k$-PSD approximations implied by Corollary 7.3.4.

Recall that $\epsilon^*_{\text{dual-avg}}(P, S) := \inf \{ \epsilon > 0 : S \text{ is a dual-average } \epsilon \text{ approximation of } P \}$, which indicates the ‘best possible’ (i.e., the smallest) $\epsilon > 0$ for which $S$ is a dual-average $\epsilon$-approximation of $P$. For fixed $n$ and $k$, the preceding discussion leads to a lower bound on $\epsilon^*_{\text{dual-avg}}(S^n_+, S^{n,k}_+)$ as

$$
\epsilon^*_{\text{dual-avg}}(S^n_+, S^{n,k}_+) \geq \sup \left\{ \epsilon > 0 : H_2\left( \frac{k}{n} \right) < \left( \frac{1}{1+\epsilon} - \sqrt{\frac{k}{n}} \right)^2 \right\} =: \xi(k/n).
$$

(7.6)

On the one hand, we can already see from the above discussion that for any fixed $\epsilon > 0$, $S^{n,k}_+$ with $k = o_n(n)$ cannot be an $\epsilon$-approximation of $S^n_+$ (in the dual-average sense). That
is, $k$ must scale linearly with respect to $n$ for $S_{+}^{n,k}$ to be a good approximation of $S_{+}^{n}$. On the other hand, the lower bound on $k$ from the discussion above, i.e., $k/n \geq \delta^*(\epsilon)$, becomes uninformative once $k$ increases beyond a certain threshold because $\delta^*(\epsilon) < \delta^*(0) \approx 0.137$ for all $\epsilon > 0$. In other words, if $k/n > \delta^*(0)$, then we can only get a trivial lower bound $\epsilon^*_{\text{dual-avg}}(S_{+}^{n}, S_{+}^{n,k}) > -\infty$, and do not know whether $S_{+}^{n,k}$ approximates $S_{+}^{n}$ well or not.

We remark that this is possibly due to the conservative nature of inequality (7.4), which is inherited from Corollary 7.3.4. Recall that the cardinality lower bound from Corollary 7.3.4 is oblivious to the configuration of the subspaces inherited from Corollary 7.3.4. Recall that the cardinality lower bound from Corollary 7.3.4 could be redundant. Thus, the general lower bound from Corollary 7.3.4 can be excessively conservative to apply to the sparse $k$-PSD approximation of $S_{+}^{n}$.

Indeed, we can acquire a tighter lower bound for $\epsilon^*_{\text{dual-avg}}(S_{+}^{n}, S_{+}^{n,k})$ by using the knowledge about the subspaces of $S_{+}^{n,k}$. This is the topic that will be discussed in Section 7.3.3.

### 7.3.3 Tailored Analysis for the Sparse $k$-PSD Approximation

In this section, we derive lower bounds on $\epsilon^*(S_{+}^{n}, S_{+}^{n,k})$ and $\epsilon^*_{\text{dual-avg}}(S_{+}^{n}, S_{+}^{n,k})$ with an analysis that exploits specific properties of $S_{+}^{n,k}$. More precisely, we construct a matrix on the boundary of $B_{H}(S_{+}^{n,k})$ to argue a lower bound on $\epsilon^*(S_{+}^{n}, S_{+}^{n,k})$, and characterize $\epsilon^*_{\text{dual-avg}}(S_{+}^{n}, S_{+}^{n,k})$ by observing that the Gaussian width of $B_{H}^{*}(S_{+}^{n,k})$ is the expectation of the largest $k$-sparse eigenvalue of a standard Gaussian random matrix. The resulting lower bounds imply stronger hardness results for approximating $S_{+}^{n}$ with $S_{+}^{n,k}$ than those discussed in Section 7.3.2.

**Hardness of $\epsilon$-approximation** First of all, we discuss how hard it is to approximate $S_{+}^{n}$ with $S_{+}^{n,k}$ in the $\epsilon$-approximation sense (see Definition 7.2.1) when $k$ is small. For that purpose, we consider a specific matrix on the line segment connecting $\frac{1}{n}1_{n}1_{n}^{T}$ and $\frac{1}{n}I_{n}$ where $1_{n} \in \mathbb{R}^{n \times 1}$ denotes the $n \times 1$ column matrix with all entries equal to 1. Specifically, we construct a matrix $M \in B_{H}(S_{+}^{n,k})$ that is far away from $B_{H}(S_{+}^{n})$, and prove a lower bound for $\epsilon > 0$ as a necessary condition for $M \in (1 + \epsilon) \cdot B_{H}(S_{+}^{n})$.

**Theorem 7.3.7.** If $S_{+}^{n,k}$ is an $\epsilon$-approximation of $S_{+}^{n}$, then $k > \frac{n-1}{1+\epsilon}$.

**Proof.** Let $P_1(n) := 1_{n}1_{n}^{T}/n$ and $P_2(n) := I_{n} - P_1(n)$. Note that $P_1(n)$ and $P_2(n)$ are projection matrices. For $a, b \in \mathbb{R}$, we define

$$G(a, b; n) := aP_1(n) + bP_2(n).$$

It is easy to verify that the eigenvalues of $G(a, b; n)$ are $a$ with multiplicity 1, and $b$ with multiplicity $n - 1$. 


Next, recall from Definition 7.3.6 that \( G(a, b; n) \in S^{n,k}_+ \) if and only if \( G(a, b; n)[k] \geq 0 \). Observe that \( G(a, b; n)[k] = \frac{ka + (n - k)b}{n} P_1(k) + b P_2(k) \geq 0 \) if and only if \( ka + (n - k)b \geq 0 \) and \( b \geq 0 \). Letting \( a = \frac{k - n}{n(k - 1)} \) and \( b = \frac{k}{n(k - 1)} \), we observe that (1) \( G(a, b; n) \in S^{n,k}_+ \) because \( ka + (n - k)b = 0 \) and \( b \geq 0 \); and (2) \( G(a, b; n) \in H \) because \( \text{Tr} G(a, b; n) = a + b(n - 1) = 1 \).

Next, we can also verify that \( G(a, b; n) - \frac{1}{n} I_n \in (1 + \epsilon) \cdot B_H (S^n_+ \ast) \) if and only if \( \epsilon \geq \frac{n - k}{k - 1} \). It is because \( G(a, b; n) - \frac{1}{n} I_n = G(a + \frac{\epsilon}{n} b + \frac{\epsilon}{n} n) \in S^n_+ \) if and only if \( a + \frac{\epsilon}{n} \geq 0 \). Rewriting \( \epsilon \geq \frac{n - k}{k - 1} \) as a condition for \( k \) in terms of \( \epsilon \), we obtain \( k \geq \frac{n - 1}{1 + \epsilon} + 1 \). ■

Alternatively, when \( k \) is fixed, Theorem 7.3.7 implies that

\[
\epsilon^*(S^n_+, S^{n,k}_+) \geq \frac{n - k}{k - 1} 
= \frac{1 - k/n}{k/n} =: \zeta(k/n).
\]

**Hardness of dual average \( \epsilon \)-approximation**

Next, we re-examine how well \( S^{n,k}_+ \) can approximate \( S^n_+ \) in the dual-average sense (Definition 7.2.6) to find a better lower bound on \( \epsilon_{\text{dual-avg}}^*(S^n_+, S^{n,k}_+) \). We use the duality between \( S^{n,k}_+ \) and its dual cone, \( (S^{n,k}_+)^* = \text{cone} \{ vv^T : v \in \mathbb{R}^n \} \), which is the cone of matrices that have factor width at most \( k \) [22].

Observe that \( S^n_+ \cap H = \{ X \in S^n_+ : \text{Tr}(X) = 1 \} = \text{conv} \{ vv^T : x \in \mathbb{R}^n, \| v \|_2 = 1 \} \). For any \( G \in S^n_+ \), \( \max_{X \in S^n_+ \cap H}(G, X) = \lambda_1(G) \) and thus, \( w_G(S^n_+ \cap H) \) is equal to the expectation of the largest eigenvalue of a random matrix that has the standard Gaussian distribution in \( S^n_+ \) (Definition 2.4.2). Likewise, \( (S^{n,k}_+)^* \cap H = \text{conv} \{ vv^T : x \in \mathbb{R}^n, \| v \|_2 = 1, \| v \|_0 \leq k \} \), and \( \max_{X \in (S^{n,k}_+)^* \cap H}(G, X) \) is the largest \( k \)-sparse eigenvalue of \( G \). Based on these observations, we show an asymptotic upper bound on the ratio \( w_G(B^*_H(S^{n,k}_+)) / w_G(B^*_H(S^n_+)) \) in Theorem 7.3.8 that subsequently leads to a tighter lower bound on \( \epsilon_{\text{dual-avg}}^*(S^n_+, S^{n,k}_+) \) in (7.10).

**Theorem 7.3.8.** Fix \( 0 < \delta < 1 \) and let \( k = \lfloor \delta n \rfloor \). Then

\[
\lim_{n \to \infty} \frac{w_G(B^*_H(S^{n,k}_+))}{w_G(B^*_H(S^n_+))} \leq \left( \int_0^\delta Q_{\chi^2}(1 - s)ds \right)^{1/2},
\]

where \( Q_{\chi^2} \) denotes the quantile function\(^2\) of the \( \chi^2 \)-distribution with one degree of freedom. Moreover,

\[
\int_0^\delta Q_{\chi^2}(1 - s)ds = \delta + \sqrt{\frac{2}{\pi}} \Phi^{-1} \left( 1 - \frac{\delta}{2} \right) \exp \left( -\frac{1}{2} \left[ \Phi^{-1} \left( 1 - \frac{\delta}{2} \right) \right]^2 \right)
\]

where \( \Phi(x) \) is the cumulative distribution function of the standard normal distribution.

\(^2\)That is, \( Q_{\chi^2}(s) := \inf \{ x \in \mathbb{R} : F_{\chi^2}(x) \geq s \} \) for \( 0 < s \leq 1 \) where \( F_{\chi^2} \) be the cumulative distribution function of the \( \chi^2 \)-distribution with one degree of freedom.
asymptotic limit \( n \to \infty \):

\[
\epsilon_{\text{dual-avg}}^* (S^n_+, S^{n,k}_+) \geq \left( \int_0^\delta Q \chi^2 (1 - s) ds \right)^{-1/2} - 1 =: \psi(k/n). \tag{7.10}
\]

See Figure 7.1 (left) in Section 7.1 to compare the three lower bounds, \( \xi \) (Corollary 7.3.4 and (7.6)), \( \zeta \) (Theorem 7.3.7 and (7.7)), and \( \psi \) (Theorem 7.3.8 and (7.10)). We make two remarks: one on the advantage of tailored analysis for \( S^{n,k}_+ \); and the other on comparing the rate of convergence for \( \zeta \) vs \( \psi \).

- (Generic vs tailored) The lower bound \( \psi \) gives a sharper lower bound than \( \xi \). In particular, \( \psi(\delta) > 0 \) for all \( 0 < \delta < 1 \) and \( \psi \) gracefully converges to 0 as \( k/n \to 1 \), whereas \( \xi(\delta) = 0 \) for all \( \delta \geq \delta^*(0) \).

- (\( \epsilon \)-approx. vs dual-avg. \( \epsilon \)-approx.) We can see from the expression in (7.9) that \( \psi(1 - \delta) = \Theta(\delta^3) \) as \( \delta \to 0 \). This sharply contrasts with \( \varphi(1 - \delta) = \Theta(\delta) \). That is, \( S^{n,k}_+ \) gets harder to approximate \( S^n_+ \) in both senses as \( k \) diminishes from \( n \), but at a much slower rate in the dual-average sense.

**Hardness of average \( \epsilon \)-approximation** As a matter of fact, we can derive the following corollary from Theorem 7.3.8 by applying Urysohn’s inequality (Lemma 2.3.5), thereby obtaining an asymptotic lower bound on \( \epsilon_{\text{avg}}^* (S^n_+, S^{n,k}_+) \) (see Definition 7.2.2).

**Corollary 7.3.9.** Fix \( 0 < \delta < 1 \) and let \( k = \lfloor \delta n \rfloor \). Then

\[
\lim_{n \to \infty} \frac{w_G(B_H(S^{n,k}_+))}{w_G(B_H(S^n_+))} \geq \frac{1}{4} \left( \int_0^\delta Q \chi^2 (1 - s) ds \right)^{-1/2}.
\]

Corollary 7.3.9 implies that \( \epsilon_{\text{avg}}^* (S^n_+, S^{n,k}_+) \geq \frac{1}{4} \left( \int_0^\delta Q \chi^2 (1 - s) ds \right)^{-1/2} - 1 \). Note that this lower bound is more conservative than the lower bound in (7.10), due to the additional multiplier 1/4 that arises from the use of Urysohn’s inequality. It might be possible to derive a better lower bound for \( \epsilon_{\text{avg}}^* (S^n_+, S^{n,k}_+) \), which is beyond the scope of this thesis.

**Proof of Corollary 7.3.9.** By Lemma 2.3.1, we observe that \( B_H(S^{n,k}_+) = -\frac{1}{n} B^*_H(S^{n,k}_+) \). It follows from Lemma 2.3.5 that \( w(B_H(S^{n,k}_+)) \geq \frac{1}{n \cdot w_G(B^*_H(S^{n,k}_+))} \).
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where $d = \left(\frac{n+1}{2}\right) - 1$ is the dimension of $H$. Since $\kappa_d^2 \geq d - \frac{1}{2}$, we obtain for any $0 < \delta < 1$,

$$\lim_{n \to \infty} \frac{w_G(B_H(S_{n,k}^+))}{\sqrt{2n}} \geq \lim_{n \to \infty} \frac{\sqrt{2n}}{w_G(B_H(S_{n,k}^+))} \frac{1}{2n^2} \left\{ \left(\frac{n+1}{2}\right) - \frac{3}{2} \right\} = \frac{1}{4f(\delta)}.$$

**7.4 Approximate Extended Formulations of $S_n^+$**

Now we further extend our discussion beyond the $k$-PSD approximation. Specifically, we consider an arbitrary approximation of $S_n^+$ through the lens of extended formulations. This defines a much broader class of approximations as we are allowed to introduce as many new variables as we want in the description of an approximating set. However, we show that even in this case, at least superpolynomially many $k \times k$ PSD constraints are required to approximate $S_n^+$ when $k \ll n$.

In Section 7.4.1, we present two main theorems of this chapter about the extension complexity lower bounds that hold for any $\epsilon$-approximation of $B_H(S_n^+)$. Their proofs are deferred until Section 7.6.4 and Section 7.6.5, respectively. In Section 7.4.2, we discuss that these theorems imply the hardness of approximating a large-scale PSD cone in a stronger sense than the results from Section 7.3 as they apply to any constructions of approximating cones.

**7.4.1 Theorem Statements**

Recall that $B_H(S_n^+) := S_n^+ \cap H - \frac{1}{2}I_n$. In this section, we present two main theorems on the $S_k^+$-extension complexity lower bounds that hold for any approximating set of $B_H(S_n^+)$. These theorems imply the hardness of approximating $B_H(S_n^+)$ with a small number of $k \times k$ PSD constraints.

Our first theorem is about an $S_k^+$-extension complexity lower bound that holds for any $\epsilon$-approximation of $B_H(S_n^+)$. 

**Theorem 7.4.1.** There exists a constant $C > 0$ such that if $S$ is an $\epsilon$-approximation of $B_H(S_n^+)$, then

$$xc_{S_k^+}(S) \geq \exp\left(C \cdot \min\left\{ \frac{n}{1 + \epsilon}, \frac{1}{1 + \epsilon} \cdot \frac{n}{k} \right\} \right).$$

Theorem 7.4.1 suggests that at least $\Omega_n(\exp(\sqrt{n}))$ copies of $S_k^+$ are required to approximate $S_n^+$ when $k = O_n(\sqrt{n})$. When $k = \Omega_n(\sqrt{n})$, this extension complexity lower bound gracefully decreases to 1 as $k$ increases to $n$. We remark that Theorem 7.4.1 holds for arbitrary $k$, and thus, extends the result of Fawzi [56, Theorem 1] beyond the special case of $k = 1$. A more formal version of Theorem 7.4.1 and its proof can be found in Section 7.6.4.
Next, we consider the $S_k^t$-extension complexity of an average $\epsilon$-approximation of $B_H \left( S_n^t \right)$.

**Theorem 7.4.2.** There exists a constant $C > 0$ such that if $S$ is an average $\epsilon$-approximation of $B_H \left( S_n^t \right)$, then

$$\text{xc}_{S_k^t}(S) \geq \exp \left( C \cdot \min \left\{ \left( \frac{n}{(1+\epsilon)^2} \right)^{1/3}, \frac{1}{1+\epsilon} \sqrt{\frac{n}{k}} \right\} \right).$$

Theorem 7.4.2 is a stronger result than Theorem 7.4.1 in the sense that it provides an extension complexity lower bound for a broader range of sets that approximate $B_H \left( S_n^t \right)$. Again, this result subsumes [56, Theorem 2] as a special case for $k = 1$. Specifically, Theorem 7.4.2 states that even if we relax the notion of approximation, we still need at least exponentially many number of $k \times k$ PSD constraints to approximate $S_n^t$ when $k$ is small, more precisely, when $k$ is smaller than $\frac{1}{(1+\epsilon)^2} \frac{n}{\log^2 n}$. A more formal version of Theorem 7.4.2 and its proof can be found in Section 7.6.5.

Lastly, we mention that we do not know whether the extension complexity lower bounds in Theorem 7.4.1 and Theorem 7.4.2 are tight. For example, when $k = 1$, the lower bound from Theorem 7.4.1 reads as $\exp(C\sqrt{n})$, whereas the current best construction has size $\exp(cn)$. We are curious if it could be possible to close this gap between the upper and the lower bounds, either by proving a stronger exponential complexity lower bound or by inventing a clever construction scheme with smaller size, and leave it as an interesting open problem.

### 7.4.2 Implication: Hardness of Approximating the PSD Cone

Theorem 7.4.1 and Theorem 7.4.2 imply that any convex set that well approximates $B_H \left( S_n^t \right)$ must have $S_k^t$-extension complexity at least superpolynomially large in $n$ for all $k$ much smaller than $n$. Thus, we conclude that it is impossible to approximate $B_H \left( S_n^t \right)$ using only polynomially many $k \times k$ PSD constraints, for any constructions of the approximating set. In contrast, the results discussed in Section 7.3 only apply to the specific construction scheme of the $k$-PSD approximations.

It is noteworthy that the extension complexity lower bounds have a strong implication about the hardness of approximating $S_n^t$ with $k \times k$ PSD constraints. Because they apply to any constructions of the approximating set, the lower bounds completely refute the possibility of globally approximating the large PSD cone $S_n^t$ with a few, small-sized $k \times k$ PSD constraints.

Nevertheless, the extension complexity lower bounds do not rule out the possibility of approximating $S_n^t$ locally. For example, one may still be able to approximate the feasible set of the original SDP in the direction of the objective $C$, e.g. by exploiting the problem data, cf. (7.1). Therefore, the results from this section seem to suggest that local and/or problem-data-adaptive techniques are essential to approximate SDPs.
7.5 Discussion

Here we make a few comments on the results in this chapter and some related work.

- Blekherman et al. [21] also investigated the question of how well $S^{n,k}_+$ approximates $S^n_+$. They use the quantity $\text{dist}_F(S^{n,k}_+, S^n_+) := \sup_{X \in S^{n,k}_+, \|X\|_F = 1} \inf_{Y \in S^n_+} \|X - Y\|_F$ to measure the quality of approximation, and thus, their result has a connection with our result on $\epsilon$-approximation. In this thesis, we extend the scope of the question in two directions: first, we consider the ‘average’ distance with the notion of average $\epsilon$-approximation as well as the maximal distance; second, our result (Theorem 7.3.2) applies to not only $S^{n,k}_+$, but also $S^{n,k}_+(\mathcal{V})$ with an arbitrary collection of $k$-dimensional subspaces $\mathcal{V}$.

- Fawzi [56] showed that any polytope that well approximates $B_H(S^n_+)$ must have LP extension complexity at least exponentially large in $n$. Our Theorems 7.4.1 and 7.4.2 generalize their results beyond the special case of $k = 1$. We refine and adapt the ideas from [56] to prove a lower bound for arbitrary $k$. Specifically, we devise a different way of decomposing the component functions of the $S^k_+$-factorization of the slack matrix into their sharp and flat parts, which allows us to apply Fawzi’s argument even when $k > 1$. In addition, we compare the variance of two representations of the slack matrix instead of their tail probabilities to obtain a nontrivial $S^k_+$-extension complexity lower bound even when $k = \Omega(n(\sqrt{n})$. See the proof of Theorem 7.4.1 in Section 7.6.4 for details.

- Here we compare our Theorem 7.4.1 with a back-of-the-envelope calculation based on known results about the LP extension complexity of $B_H(S^n_+)$. Assume that there is a set $S$ such that $x \in S^n_+(S) = N$ and $S$ is an $\epsilon$-approximation of $B_H(S^n_+)$. On the one hand, each of the $N$ cones of $k \times k$ PSD matrices can be approximated by $\exp(ck)$ facets of linear inequalities, where $c > 0$ is an absolute constant; see Aubrun and Szarek [11, Proposition 10]. Thus, the LP extension complexity of $S$ is at most $N \exp(ck)$. On the other hand, the LP extension complexity of $S$ is at least $\exp(c' \sqrt{n})$; see Fawzi [56, Theorem 1]. Therefore, we get $N \geq \exp(c' \sqrt{n} - ck)$. This lower bound becomes trivial when $k = \Omega(n(\sqrt{n})$. In contrast, the lower bound from Theorem 7.4.1 remains superpolynomial as long as $k = o_n(n/\log n)$.

- We also remark some works that studied lower bounds on the semidefinite extension complexity of polytopes associated with NP-Hard combinatorial problems. Fawzi and Parrilo [57] showed that the $S^k_+$-extension complexity of the correlation polytope, COR$(n) := \text{conv}\{vv^T : v \in \{0,1\}^n\}$, is exponentially large in $n$ for any fixed constant $k$. Their proof relies on a combinatorial argument that counts possible sparsity patterns of certain matrices with small PSD rank. Lee, Raghavendra, and Steurer [89] proved a stronger lower
bound on the semidefinite extension complexity of the correlation polytope, based on the notion of low-degree sum-of-squares proof. While these works consider a similar problem to ours, the object of study is different; in this work, we are interested in the approximate semidefinite extension complexity of the spectrahedron $B_H(S_n^+)$. 

Let $D_k = (S_{+}^{n,k})^* \cap H$. In our analysis, $w_G(D_k)$ turns out to be the expectation of the largest $k$-sparse eigenvalue of the Gaussian Orthogonal Ensemble (GOE) (divided by $\sqrt{2}$). In this work, we only provide an asymptotic upper bound for $w_G(D_k)$ using Slepian’s lemma (Lemma 2.4.9), however, it might be possible to prove a lower bound for $w_G(D_k)$ with tools from random matrix theory.

We do not know whether our lower bounds in Theorems 7.4.1 and 7.4.2 are tight. We remark that our proof techniques only utilize partial information from the slack matrix, i.e., up to the second moment of the marginal distribution with respect to $x$. It may be possible to achieve a stronger lower bound by exploiting the full information, e.g., higher-order information or the moments of the joint distribution with respect to $(x, y)$.

In this work, we consider the question of approximating $S_n^+ \cap H$ and show that at least superpolynomially many $k \times k$ PSD constraints are needed when $k \ll n$. However, if one is allowed to exploit the problem data (namely, $C, (A_i, b_i)_{i=1}^m$), it could be still possible to construct a good approximation $F'$ of the feasible set $F = \{X \in S_n^+: \langle A_i, X \rangle = b_i\}$ with a smaller number of $S_n^+$ so that the optimality gap $\sup_{X \in F'} \langle C, X \rangle - \sup_{X \in F} \langle C, X \rangle$ is small, as empirically evidenced in [6].

7.6 Proofs

7.6.1 Proof of Theorem 7.3.2

Proof. First of all, due to the translation invariance of the Gaussian width, we have

$$w_G(B_H^*\left(S_{+}^{n,k}(\mathcal{V})\right)) = w_G\left(S_{+}^{n,k}(\mathcal{V})^* \cap H - \frac{1}{n}I_n\right) = w_G\left(S_{+}^{n,k}(\mathcal{V})^* \cap H\right).$$

Next, we let $U_i \in \mathbb{R}^{n \times k}$ be a matrix whose columns form an orthonormal basis of $V_i$ for each $V_i \in \mathcal{V}$. We observe that $S_{+}^{n,k}(\mathcal{V})^* = \text{cl cone}\left(\bigcup_{i=1}^{|\mathcal{V}|} \{U_i ZU_i^T : Z \in S_k\}\right)$ because $(S_{+}^{k})^* = S_k^+$ and $(C_1 \cap C_2)^* = \text{cl cone}(C_1^* \cup C_2^*)$, cf. the paragraph on duality in Section 2.3. Thus, it follows that $S_{+}^{n,k}(\mathcal{V})^* \cap H = \text{conv}\left(\bigcup_{i=1}^{|\mathcal{V}|} \{U_i v v_i^T U_i^T : v \in S^{k-1}\}\right)$. Note that
\( \langle G, U_i v v^T U_i^T \rangle = \langle U_i^T G U_i, v v^T \rangle \), and therefore,

\[
\begin{align*}
\omega_G \left( S_{n,k}^n (\mathcal{V})^* \cap H \right) &= \mathbb{E}_G \left[ \sup_{i \in [N]} \langle U_i^T G U_i, v v^T \rangle \right] = \mathbb{E}_G \left[ \sup_{i \in [N]} \lambda_1 (U_i^T G U_i) \right] \\
&\leq \sup_{i \in [N]} \mathbb{E}_G [\lambda_1 (U_i^T G U_i)] + \mathbb{E}_G \left[ \sup_{i \in [N]} \left( \lambda_1 (U_i^T G U_i) - \mathbb{E}_G [\lambda_1 (U_i^T G U_i)] \right) \right].
\end{align*}
\]

Note that for every \( i \in [N] \), the random matrix \( U_i^T G U_i \in S^k \) has the standard Gaussian distribution in \( S^k \). By Lemma 2.4.10, \( \mathbb{E}_G [\lambda_1 (U_i^T G U_i)] \leq \sqrt{2k} \). Moreover, the function \( G \mapsto \lambda_1 (U_i^T G U_i) \) is 1-Lipschitz, and therefore, the random variable \( \lambda_1 (U_i^T G U_i) - \mathbb{E}_G [\lambda_1 (U_i^T G U_i)] \) is sub-Gaussian with sub-Gaussian parameter 1 by Lemma 2.4.12. Lemma 2.4.21 implies that

\[
\mathbb{E}_G \left[ \sup_{i \in [N]} \left( \lambda_1 (U_i^T G U_i) - \mathbb{E}_G [\lambda_1 (U_i^T G U_i)] \right) \right] \leq \sqrt{2 \log N}.
\]

\[\blacksquare\]

### 7.6.2 Proof of Corollary 7.3.4

**Proof.** Suppose that \( S_{n,k}^n (\mathcal{V})^* \) is a dual-average \( \epsilon \)-approximation of \( S_{n,k}^n \). Then, by definition of the dual-average approximation (see Definitions 7.2.6 and 7.2.9),

\[
\omega_G \left( B_H \left( S_{n,k}^n (\mathcal{V})^* \right) \right) \geq \frac{1}{1 + \epsilon} \omega_G \left( B_H \left( S_{n,k}^n \right) \right). \tag{7.11}
\]

By Lemma 2.3.1, we have \( B_H \left( S_{n,k}^n (\mathcal{V})^* \right) = -n B^*_H \left( S_{n,k}^n (\mathcal{V})^* \right) \) and \( B_H \left( S_{n,k}^n (\mathcal{V})^* \right) = -n B_H \left( S_{n,k}^n \right) = -n B^*_H \left( S_{n,k}^n \right) \) because \( S_{n,k}^n \) is self-dual. Thus, Theorem 7.3.2, combined with the inequality (7.11), implies

\[
\frac{1}{1 + \epsilon} \omega_G \left( B_H \left( S_{n,k}^n \right) \right) \leq \omega_G \left( B_H \left( S_{n,k}^n (\mathcal{V})^* \right) \right) \leq \sqrt{2k + \sqrt{2 \log |\mathcal{V}|}}.
\]

Note that this inequality holds if and only if

\[
\sqrt{\log |\mathcal{V}|} \geq \frac{1}{\sqrt{2(1 + \epsilon)}} \omega_G \left( B_H \left( S_{n,k}^n \right) \right) - \sqrt{k},
\]

which is again equivalent to

\[
|\mathcal{V}| \geq \exp \left[ \frac{\omega_G \left( B_H \left( S_{n,k}^n \right) \right)}{\sqrt{2(1 + \epsilon)}} - \sqrt{k} \right] = \exp \left( n \cdot \varphi(n, k, \epsilon) \right).
\]

\[\blacksquare\]
7.6.3 Proof of Theorem 7.3.8

Proof. Fix $k \in \{0, 1, \ldots, n\}$. Let $T = \{u \in \mathbb{R}^n : \|u\|_2 \leq 1, \|u\|_0 \leq k\}$ and observe that

$$w_G(B_H^*(S_+^{n,k})) = w_G((S_+^{n,k})^* \cap H) = E_G \left[ \sup_{u \in T} \langle G, uu^T \rangle \right].$$

We consider a Gaussian process $(X_u)_{u \in T}$ such that $X_u = u^T Gu + \gamma$ with $G$ being standard Gaussian in $S_n$ and $\gamma \sim N(0,1)$ independent of $G$. It is easy to verify that

$$E_G \left[ \sup_{u \in T} \langle G, uu^T \rangle \right] = E_{G,\gamma} \left[ \sup_{u \in T} \{ u^T Gu + \gamma \} \right] = E_{G,\gamma} \left[ \sup_{u \in T} X_u \right].$$

Next, we introduce an instrumental Gaussian process $(Y_u)_{u \in T}$ such that $Y_u = g^T u$ with $g \sim N(0,2I_n)$. It is easy to check that for all $u, v \in T$, (1) $EX_u = EY_u = 0$; (2) $EX_u^2 = EX_u^2 = 2$; and (3) $EX_uX_v - EY_uY_v = (1 - u^Tv)^2 \geq 0$. Now we can apply Slepian’s lemma (Lemma 2.4.9) to obtain $E_{G,\gamma} \left[ \sup_{u \in T} X_u \right] \leq E_{g \sim \mathcal{N}(0,2I_n)} \left[ \sup_{u \in T} Y_u \right]$. Then it follows that

$$w_G(B_H^*(S_+^{n,k})) = E_{G,\gamma} \left[ \sup_{u \in T} X_u \right] \leq E_{g \sim \mathcal{N}(0,2I_n)} \left[ \sup_{u \in T} Y_u \right] = E_{g \sim \mathcal{N}(0,2I_n)} \sup_{\|u\|_2 \leq 1, \|u\|_0 \leq k} g^T u.$$

Therefore,

$$\frac{1}{\sqrt{2n}} w_G(B_H^*(S_+^{n,k})) \leq E_{g \sim \mathcal{N}(0,2I_n)} \left[ \frac{\|g\|_2}{\sqrt{2n}} \sup_{u \in \mathbb{R}^n, \|u\|_2 \leq 1, \|u\|_0 \leq k} \frac{g^T u}{\|g\|_2} \right].$$

Note that when $g \sim \mathcal{N}(0,2I_n)$, $\frac{\|g\|_2}{\sqrt{2n}} \to 1$ in probability as $n \to \infty$. To compute the expectation on the right-hand side, it suffices to identify the limit of $\sup_{u \in \mathbb{R}^n, \|u\|_2 \leq 1, \|u\|_0 \leq k} \frac{g^T u}{\|g\|_2} \to \chi^2(2k)$ (in probability).

Given $x \in \mathbb{R}^n$, we let $(x_i^2)^\downarrow$ denote the $i$-th largest element in the set $\{x_1^2, x_2^2, \ldots, x_n^2\}$. Observe that

$$\sup_{u \in \mathbb{R}^n, \|u\|_2 \leq 1, \|u\|_0 \leq k} \frac{g^T u}{\|g\|_2} = \frac{1}{\|g\|_2} \left( \sum_{i=1}^{k} (g_i^2)^\downarrow \right)^{1/2}$$

and that $(g_1^2)^\downarrow \geq (g_2^2)^\downarrow \geq \cdots \geq (g_n^2)^\downarrow$ are $\chi^2$ order statistics of degree 1, multiplied by a factor of 2. It is well known from literature on extreme order statistics (e.g., [109, Theorem 2.7]) that for any fixed $0 < \delta < 1$,

$$\frac{1}{\|g\|_2^2} \sum_{i=1}^{\lfloor \delta n \rfloor} (g_i^2)^\downarrow \to \int_0^\delta Q_{\chi^2}(1-s)ds \quad \text{in probability as } n \to \infty.$$
Combining these observations and the well-known fact that $\lim_{n \to \infty} \frac{w_G(B_H^n(S^n_\epsilon))}{\sqrt{2n}} = 1$, cf. Remark 7.2.10, we obtain the desired inequality:

$$\lim_{n \to \infty} \frac{w_G(B_H^*(S^n_\epsilon))}{w_G(B_H^n(S^n_\epsilon))} = \lim_{n \to \infty} \frac{\sqrt{2n}}{\lim_{n \to \infty} \frac{w_G(B_H^*(S^n_\epsilon))}{\sqrt{2n}}} \leq \left( \int_0^\delta Q_{\chi^2}(1-s)ds \right)^{1/2}.$$

We conclude the proof by computing the integral in the upper bound. An explicit formula for the integral is well known; see [109, Remark 2.8], for example.

$$\int_0^\delta Q_{\chi^2}(1-s)ds = 2 \int_0^\infty \Phi^{-1}(1 - \delta^2) s^2 \Phi'(s) ds = \Phi\left(1 \right) - \frac{\delta}{\Phi\left(1 \right)} \left(1 - \frac{\delta^2}{2}\right) \exp\left(-\frac{1}{2} \left[\Phi^{-1}\left(1 - \frac{\delta^2}{2}\right)\right]^2\right).$$

\[\blacksquare\]

### 7.6.4 Proof of Theorem 7.4.1

Let $c = \max\left\{\sqrt{c_1/2 \log 3}, \sqrt{2c_2}\right\}$ denote an absolute constant where $c_1, c_2 > 0$ are the constants that appear in Lemma 2.4.20 (MGF of sub-Gaussian chaos of order 2, also known as Hanson-Wright inequality). We state a full version of Theorem 7.4.1 as follows.

**Theorem 7.6.1.** If $S$ is an $\epsilon$-approximation of $B_H \left(S^n_\epsilon\right)$, then for all positive integer $1 \leq k \leq n$,

$$\log xc_{S^n_\epsilon}(S) \geq -\frac{\alpha + \beta}{2} + \sqrt{\left(\frac{\alpha - \beta}{2}\right)^2 + \gamma}$$

where

$$\alpha = 2k \log 3, \quad \beta = \log \left(\frac{n^3}{8 \cdot c \log 3}\right), \quad \gamma = \frac{1}{2e \cdot c \left(1 + \epsilon\right)}.$$

Now we discuss how Theorem 7.4.1 can be derived from Theorem 7.6.1. Suppose that $n$ is sufficiently large, tending to infinity.

- When $k = o_n(\sqrt{\frac{n}{1+\epsilon}})$, we observe that $\gamma \gg \max\{\alpha^2, \beta^2\}$, and therefore, $-\frac{\alpha + \beta}{2} + \left\{\left(\frac{\alpha - \beta}{2}\right)^2 + \gamma\right\}^{1/2} \approx \sqrt{\gamma}$.

- When $k = \omega_n(\sqrt{\frac{n}{\log n}})$, $\alpha \gg \max\{\beta, \sqrt{\gamma}\}$. Thus, $\left\{\left(\frac{\alpha - \beta}{2}\right)^2 + \gamma\right\}^{1/2} \approx \frac{\alpha}{2} \left(1 + \frac{4\gamma}{\alpha^2}\right)^{1/2} \approx \frac{\alpha}{2} \left(1 + \frac{2\gamma}{\alpha^2}\right)$. As a result, $-\frac{\alpha + \beta}{2} + \left\{\left(\frac{\alpha - \beta}{2}\right)^2 + \gamma\right\}^{1/2} \approx \frac{\gamma}{\alpha}.$

In the rest of this section, we prove Theorem 7.6.1. Our proof is based on similar arguments to those found in the proof of Fawzi [56, Theorem 1], but with appropriate adaptations. Indeed, our results can be seen as an extension of Fawzi’s beyond the special case with
$k = 1$, which is made possible by introducing different notions of normalization, (7.16), and decomposition of $S^k_+$-factors into sharp and flat components, (7.17).

**Proof of Theorem 7.6.1.** We begin this proof with a rough sketch of the main ideas used in the proof. First, we consider the generalized slack matrix $s$ of the pair $(B_H (S^n_+) , (1+\epsilon)B_H (S^n_+) )$ restricted to the hypercube $H_n$. In light of the generalized Yannakakis theorem (Lemma 6.2.2), the $S^k_+$-extension complexity of $S$ is bounded from below by the $S^k_+$-rank of the slack matrix $s$, cf. (6.4). Thus, it suffices to prove a lower bound for rank$_{S^k_+}(s)$.

To this end, we express the slack matrix $s$ in two different ways: one obtained from the definition of the slack operator using the knowledge about the extreme points of $B_H (S^n_+)$, and the other obtained by assuming that $s$ admits a $S^k_+$-factorization having $N$ factors. Interpreting the extreme points of $B_H (S^n_+)$ and $(1 + \epsilon)B_H (S^n_+)$ as formal variables, $x$ and $y$, we may view the two expressions of the slack matrix as bivariate polynomials. Next, we ‘smooth out’ the two expressions with respect to one variable, $x$, by taking projection onto the harmonic subspace of degree 2; and then take expectation with respect to the other variable, $y$. Comparing the two resulting expressions, we derive a lower bound on the number of factors $N$, which implies a lower bound on the $S^k_+$-extension complexity of $S$.

**Step 1. Slack Matrix and $S^k_+$-Factorization** We consider the (generalized) slack operator associated to the pair $(B_H (S^n_+) , (1 + \epsilon)B_H (S^n_+) )$. Let $\mathbb{S}^{n-1} = \{ x \in \mathbb{R}^n : ||x||_2 = 1 \}$. Observe that the extreme points of $B_H (S^n_+)$ and $(1 + \epsilon)B_H (S^n_+)$ are $\tilde{x}\tilde{y}^T - \frac{1}{n}I_n$ for $\tilde{x} \in \mathbb{S}^{n-1}$, and that $((1 + \epsilon)B_H (S^n_+))^{\circ} = -\frac{n}{1 + \epsilon}B_H (S^n_+)$. Thus, we are led to study the following infinite matrix:

$$(\tilde{x}, \tilde{y}) \in \mathbb{S}^{n-1} \times \mathbb{S}^{n-1} \mapsto 1 - \left( \tilde{x}\tilde{x}^T - \frac{1}{n}I_n, -\frac{n}{1 + \epsilon} \left( \tilde{y}\tilde{y}^T - \frac{1}{n}I_n \right) \right) = \frac{n}{1 + \epsilon} (\tilde{x}\tilde{y})^2 + \frac{\epsilon}{1 + \epsilon}.$$

We consider the PSD rank ($S^k_+$-rank) of the finite submatrix restricted to $\tilde{x}, \tilde{y} \in \{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \}^n \subset \mathbb{S}^{n-1}$. Specifically, we consider the following matrix $s$ defined on the $n$-dimensional hypercube, with a proper reparametrization ($x = \sqrt{n}\tilde{x}$ and $y = \sqrt{n}\tilde{y}$):

$$s : (x, y) \in \{-1, 1\}^n \times \{-1, 1\}^n \mapsto \frac{1}{1 + \epsilon} \left( \frac{1}{n} (x^Ty)^2 + \epsilon \right).$$

Assuming that we can write the matrix (7.12) as a sum of $N$ trace inner products of $S^k_+$ factors, we have

$$\frac{1}{1 + \epsilon} \left( \frac{1}{n} (x^Ty)^2 + \epsilon \right) = s(x, y) = \sum_{i=1}^{N} \langle f_i(x), g_i(y) \rangle, \quad \forall x, y \in H_n$$

where $f_i, g_i : H_n \rightarrow S^k_+$ are some matrix-valued functions on $H_n$. 152
In this proof, we use the two expressions of \( s(x, y) \) in (7.13) to derive a lower bound on \( N \). First, we fix \( y \in H_n \) and ‘smooth out’ the expressions on both sides of (7.13) with respect to \( x \) by taking projection onto the space of harmonic polynomials of degree 2. Then we plug \( x = y \) and consider the expectation of the smoothed functions with respect to \( y \in H_n \).

More precisely, for each fixed \( y \in H_n \), we let \( q_y(x) = (x^T y)^2 - n \). Also, let \( \mu \) denote the uniform probability measure on \( H_n \). The inner product of any two functions \( f, g : H_n \to \mathbb{R} \) is defined as \( \langle f, g \rangle_\mu = \mathbb{E}_{x \sim \mu} [f(x)g(x)] \). We observe that \( \langle f(x), q_y(x) \rangle_\mu = 2 \text{proj}_2 f(y) \).

Taking the inner product of both sides of (7.13) with \( q_y(x) \), we obtain

\[
\mathbb{E}_{x \sim \mu} \left[ \frac{1}{(1 + \epsilon)n} q_y(x)^2 + q_y(x) \right] = \sum_{i=1}^{N} \langle \mathbb{E}_{x \sim \mu} [q_y(x)f_i(x)], g_i(y) \rangle.
\]

Subsequently, we get the following equation by taking expectation over \( y \sim \mu \):

\[
\mathbb{E}_{y \sim \mu} \mathbb{E}_{x \sim \mu} \left[ \frac{1}{(1 + \epsilon)n} q_y(x)^2 + q_y(x) \right] = \mathbb{E}_{y \sim \mu} \sum_{i=1}^{N} \langle \mathbb{E}_{x \sim \mu} [q_y(x)f_i(x)], g_i(y) \rangle.
\]

The rest of the proof is organized as follows. In Step 2, we compute the expectation on the left-hand side exactly. In Step 3, we derive an upper bound on the expectation on the right-hand side as a function of \( N \). In the end, we obtain the desired lower bound on \( N \) in Step 4 by comparing these two quantities.

**Step 2. The Left-hand Side of (7.14).** We evaluate the left-hand side of (7.14) based on the following observations:

\[
\mathbb{E}_{x \sim \mu} [(x^T y)^2] = \mathbb{E}_{x \sim \mu} \left[ \left( \sum_{i=1}^{n} x_i y_i \right)^2 \right] = \sum_{i,j=1}^{n} y_i y_j \mathbb{E}_{x \sim \mu} [x_i x_j] = \sum_{i=1}^{n} \mathbb{E}_{x \sim \mu} [x_i^2] = n,
\]

\[
\mathbb{E}_{x \sim \mu} [(x^T y)^4] = \mathbb{E}_{x \sim \mu} \left[ \left( \sum_{i=1}^{n} x_i y_i \right)^4 \right] = \sum_{i=1}^{n} \mathbb{E}_{x \sim \mu} [x_i^4] + 3 \sum_{j \neq i}^{n} \mathbb{E}_{x \sim \mu} [x_i^2] \cdot \mathbb{E}_{x \sim \mu} [x_j^2] = n + 3n(n - 1).
\]

Therefore, \( \mathbb{E}_{x \sim \mu} [q_y(x)] = \mathbb{E}_{x \sim \mu} [(x^T y)^2 - n] = 0 \) and \( \mathbb{E}_{x \sim \mu} [q_y(x)^2] = \mathbb{E}_{x \sim \mu} [(x^T y)^4 - 2n(x^T y)^2 + n^2] = 2n(n - 1) \). It follows that for any \( y \in H_n \),

\[
\mathbb{E}_{x \sim \mu} \left[ \frac{1}{(1 + \epsilon)n} q_y(x)^2 + q_y(x) \right] = \frac{2}{1 + \epsilon} (n - 1). \tag{7.15}
\]
This does not depend on $y$, and therefore, $LHS$ in (7.14) $= \frac{2}{1+\epsilon}(n-1)$.

**Step 3. An Upper Bound for the Right-hand Side of (7.14).** Now, we prove an upper bound on the right-hand side of (7.14), which has the form of an increasing function of $N$. This step is the most technical part of the proof, and is composed of four mini-steps.

First of all, we claim that we may assume without loss of generality that the factor functions $f_i, g_i$ satisfy

$$\|E_{x \sim \mu}[f_i(x)]\|_{op} = 1, \quad \forall i \in [N] \quad \text{and} \quad \sum_{i=1}^{N} \text{Tr}(g_i(y)) = 1, \quad \forall y \in H_n. \quad (7.16)$$

Next, in Step 3-B, we decompose each $f_i$ into its sharp component $f_i^\sharp$ and flat component $f_i^\flat$ with a fixed threshold $\Lambda \geq \epsilon$ whose value will be determined later in Step 4 of the proof; see (7.17). Then, we observe that $RHS = 2[E_y \sum_{i=1}^{N} \text{proj}_2 f_i^\sharp(y)g_i(y) + E_y \sum_{i=1}^{N} \text{proj}_2 f_i^\flat(y)g_i(y)]$ due to linearity of expectation. Lastly, we prove upper bounds for the two terms separately in Step 3-C and Step 3-D.

The key idea is that for all $i \in [N]$, $f_i^\flat$ is supported only on a set of small measure due to the normalization, and $\|\text{proj}_2(v^T f_i^\flat v)\|_2 \leq \epsilon \log \Lambda$ for all $v \in S^{k-1}$ due to hypercontractivity (Lemma 6.2.4).

**Step 3-A: Normalization of Factor Functions $f_i, g_i$** We claim that if $s(x, y)$ admits a $(S^k)^N$-factorization, then we may assume (7.16) without loss of generality. More precisely, we show it is possible to normalize arbitrary factor functions $\{(\tilde{f}_i, \tilde{g}_i)\}_{i=1}^{N}$ to $\{(f_i, g_i)\}_{i=1}^{N}$ so that the conditions in (7.16) are satisfied.

Suppose that $s(x, y)$, defined in (7.12), admits a factorization $\{(\tilde{f}_i, \tilde{g}_i)\}_{i=1}^{N}$ such that $\tilde{f}_i, \tilde{g}_i : H_n \to S^k_+$ and $s(x, y) = \sum_{i=1}^{N} \langle \tilde{f}_i(x), \tilde{g}_i(y) \rangle$ for all $x, y \in H_n$. For each $i \in [N]$, we can see that $E_x[\tilde{f}_i(x)] \in S^k_+$ and therefore, we may define $W_i = E_x[\tilde{f}_i(x)]^{1/2}$ to be the principal square root of $E_x[\tilde{f}_i(x)]$. Let $W_i^\dagger$ denote the Moore-Penrose pseudoinverse of $W_i$.

Now for each $i \in [N]$, we let $f_i(x) = W_i^\dagger \tilde{f}_i(x)W_i^\dagger$ and $g_i(y) = W_i \tilde{g}_i(y)W_i$. It is easy to verify that $\langle f_i(x), g_i(y) \rangle = \text{Tr}(W_i^\dagger \tilde{f}_i(x)W_i^\dagger W_i \tilde{g}_i(y)W_i) = \text{Tr}(\tilde{f}_i(x) \tilde{g}_i(y)) = \langle \tilde{f}_i(x), \tilde{g}_i(y) \rangle$ for all $x, y \in H_n$. Therefore, $\{(f_i, g_i)\}_{i=1}^{N}$ also constitutes a valid $S^k_+$-factorization of $s(x, y)$.

It remains to check if $\{(f_i, g_i)\}_{i=1}^{N}$ satisfies (7.16). First, we can easily observe that $E_{x \sim \mu}[f_i(x)] = W_i^\dagger E_{x \sim \mu}[\tilde{f}_i(x)]W_i^\dagger = W_i^\dagger W_i^2 W_i^\dagger = \Pi_{\mathcal{R}(W_i)}$, where $\mathcal{R}(W_i)$ is the range of $W_i$ and $\Pi_{\mathcal{R}(W_i)}$ is the projection matrix onto $\mathcal{R}(W_i)$. Thus, $\|E_{x \sim \mu}[f_i(x)]\|_{op} = \|\Pi_{\mathcal{R}(W_i)}\|_{op} = 1$. Next, we revisit (7.13), fix any $y \in H_n$, and take expectation with respect to $x \sim \mu$. On the left-hand side, we obtain $E_{x \sim \mu}\left[\frac{1}{1+\epsilon}\left(\frac{1}{n}(x^Ty)^2+\epsilon\right)\right] =$
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1 because \( E_{x \sim \mu} [(x^T y)^2] = n \) (see Step 2). On the right-hand side, we have

\[
E_{x \sim \mu} \sum_{i=1}^{N} \langle f_i(x), g_i(y) \rangle = \sum_{i=1}^{N} (E_{x \sim \mu}[f_i(x)], g_i(y)) = \sum_{i=1}^{N} \left< \Pi_{\mathcal{W}_i}, g_i(y) \right> = \sum_{i=1}^{N} \text{Tr} g_i(y)
\]

because \( \Pi_{\mathcal{W}_i} g_i(y) = g_i(y) \) for all \( y \in H_n \), by definition of \( g_i \). Therefore, \( \sum_{i=1}^{N} \text{Tr} g_i(y) = 1 \) for all \( y \in H_n \).

**Step 3-B: Decomposition of \( f_i \)** We decompose each \( f_i \) into its ‘sharp’ (spiky) component \( f_i^\sharp \) and the ‘flat’ component \( f_i^\flat \) using a fixed threshold \( \Lambda \) whose value will be determined later in Step 4 of the proof. To be specific, for each \( i \in [N] \), we define the component functions \( f_i^\sharp, f_i^\flat : H_n \rightarrow S_n^k \) as follows. Given \( x \in H_n \), let \( f_i(x) = \sum_{a=1}^{k} \lambda_a u_a u_a^T \) be the eigendecomposition of \( f_i(x) \). Then we let

\[
f_i^\sharp(x) = \sum_{a=1}^{k} \lambda_a 1_{\{\lambda_a > \Lambda\}} u_a u_a^T, \quad \text{and} \quad f_i^\flat(x) = \sum_{a=1}^{k} \lambda_a 1_{\{\lambda_a \leq \Lambda\}} u_a u_a^T. \tag{7.17}
\]

Observe that \( f_i = f_i^\sharp + f_i^\flat \) and \( \langle f_i^\sharp(x), f_i^\flat(x) \rangle = \text{Tr}(f_i^\sharp(x)f_i^\flat(x)) = 0 \) for all \( x \in H_n \). From now on, we may refer to \( f_i^\sharp \) \( (f_i^\flat, \text{resp.}) \) as the sharp component \( (\text{flat component, resp.}) \) of \( f_i \).

By linearity of expectation, we can decompose the expression on the right-hand side of (7.14) as follows:

\[
\text{RHS in (7.14)} = E_{y \sim \mu} \sum_{i=1}^{N} \left< E_{x \sim \mu}[q_i(x) f_i^\sharp(x)], g_i(y) \right> + E_{y \sim \mu} \sum_{i=1}^{N} \left< E_{x \sim \mu}[q_i(x) f_i^\flat(x)], g_i(y) \right>.
\]

**Step 3-C. Upper Bound on the Contribution of Sharp Components** in (7.18) In this paragraph, we argue that the first term on the right hand side of (7.18) is bounded from above by \( N \frac{k}{\Lambda} n^3 \). Our argument is based on the following three observations.

- Let \( \text{supp } f_i^\sharp = \{ x \in H_n : f_i^\sharp(x) \neq 0 \} \). Then \( |\text{supp } f_i^\sharp| < \frac{k}{\Lambda} 2^n \) for all \( i \in [N] \). It is because (i) \( \text{Tr} \ E_{x \sim \mu}[f_i^\sharp(x)] \leq \text{Tr} \ E_{x \sim \mu}[f_i(x)] \leq k \| E_{x \sim \mu}[f_i(x)] \|_{op} = k \), cf. (7.16); (ii) \( \text{Tr} \ E_{x \sim \mu}[f_i^\sharp(x)] = \frac{1}{2^n} \sum_{x \in H_n} \text{Tr} f_i^\sharp(x) \); and (iii) \( \text{Tr} f_i^\sharp(x) > \Lambda \) for all \( x \in \text{supp } f_i^\sharp \) by definition of \( f_i^\sharp \).

- For each \( i \in [N] \), \( \langle f_i^\sharp(x), g_i(y) \rangle \leq n \) for all \( x, y \in H_n \). This follows from Eq. (7.13) because

\[
\langle f_i^\sharp(x), g_i(y) \rangle \leq \sum_{i=1}^{N} \langle f_i(x), g_i(y) \rangle = \frac{1}{1 + \epsilon} \left( \frac{1}{n} (x^T y)^2 + \epsilon \right) \leq \frac{1}{1 + \epsilon} (n + \epsilon) \leq n.
\]
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• Lastly, $|q_y(x)| \leq n(n - 1)$ for all $x, y \in H_n$ because $q_y(x) = (x^T y)^2 - n \leq n(n - 1)$ and $q_y(x) \geq -n$.

Combining the three observations above, we can see that for any $y \in H_n$,

$$
\sum_{i=1}^{N} \langle E_{x \sim \mu} [q_y(x) f_i^2(x)], g_i(y) \rangle = \sum_{i=1}^{N} E_{x \sim \mu} \left[ q_y(x) \left\langle f_i^2(x), g_i(y) \right\rangle \right]
$$

$$
= \sum_{i=1}^{N} \sum_{x \in \text{supp} \ f_i^2} \frac{1}{2^n} q_y(x) \left\langle f_i^2(x), g_i(y) \right\rangle
$$

$$
\leq \sum_{i=1}^{N} \frac{|\text{supp} \ f_i^2|}{2^n} \left( \max_{x, y \in H_n} |q_y(x)| \right) \left( \max_{x, y \in H_n} \left\langle f_i^2(x), g_i(y) \right\rangle \right)
$$

$$
\leq \frac{k}{\Lambda} n^2 (n - 1) N.
$$

Taking expectation with respect to $y \sim \mu$, we obtain

$$
E_{y \sim \mu} \sum_{i=1}^{N} \langle E_{x \sim \mu} [q_y(x) f_i^2(x)], g_i(y) \rangle \leq \frac{k}{\Lambda} n^2 (n - 1) N \leq \frac{k}{\Lambda} n^3 N.
$$  \hspace{1cm} (7.19)

**Step 3-D. Upper Bound on the Contribution of Flat Components in (7.18)** Next, we prove an upper bound for the second term on the right hand side of (7.18). Our proof is based on the concentration of the degree-2 harmonic components of bounded functions and the usual $\epsilon$-net argument.

First, we reduce the matrix-valued function $f_i^2$’s to the supremum of multiple scalar-valued functions indexed over a finite set. Given $\epsilon_{\text{net}} > 0$, let $\mathcal{K}$ be an $\epsilon_{\text{net}}$-net of $\mathbb{S}^{k-1}$ with the smallest possible cardinality. Note that $|\mathcal{K}| \leq \left( 1 + \frac{2}{\epsilon_{\text{net}}} \right)^k$ by the well-known upper bound on the $\epsilon_{\text{net}}$-covering number of $\mathbb{S}^{k-1}$; see Lemma 2.2.6. Then

$$
E_{y \sim \mu} \left[ \sum_{i=1}^{N} \langle E_{x \sim \mu} [q_y(x) f_i^p(x)], g_i(y) \rangle \right] \quad (a)
$$

$$
\leq E_{y \sim \mu} \left[ \sum_{i=1}^{N} \left\| E_{x \sim \mu} [q_y(x) f_i^p(x)] \right\|_{\text{op}} \text{Tr} \ g_i(y) \right]
$$

$$
\leq E_{y \sim \mu} \left[ \max_{i \in [N]} \left\| E_{x \sim \mu} [q_y(x) f_i^p(x)] \right\|_{\text{op}} \right] \quad (b)
$$

$$
\leq \frac{1}{1 - 2\epsilon_{\text{net}}} E_{y \sim \mu} \left[ \max_{i \in [N]} \left\| E_{x \sim \mu} [q_y(x) f_i^p(x)] \right\| \right] \quad (c)
$$

$$
= \frac{1}{1 - 2\epsilon_{\text{net}}} \left[ \max_{i \in [N]} \left\| E_{x \sim \mu} [q_y(x) v^T f_i^p(x) v] \right\| \right].
$$

In the above lines, (a) follows from Cauchy-Schwarz inequality; (b) is due to the normalization
\[\sum_{i=1}^{N} \text{Tr} \; g_i(y) \equiv 1; \text{ and } (c) \text{ is obtained by the } \epsilon\text{-net argument, i.e., if } \mathcal{K} \text{ is an } \epsilon\text{-net of } \mathbb{R}^{k-1}, \text{ then for any } M \in \mathcal{S}_+^k, \|M\|_{op} \leq \frac{1}{1-2\epsilon_{net}} \sup_{v \in \mathcal{K}} v^TMv. \text{ Now it remains to evaluate the expectation in the last line.} \]

Recall that \(E_{x \sim \mu} [q_y(x)v^Tf_i^2(x)v] = \langle q_y(x), v^Tf_i^2(x)v \rangle_{\mu} = 2\text{proj}_2(v^Tf_i^2v)(y)\). We observe that for each \((i, v) \in [N] \times \mathcal{K}\), the derived random variable \(\text{proj}_2(v^Tf_i^2v)(y)\) is sub-exponential with parameters \((c_1\|\text{proj}_2(v^Tf_i^2v)\|_2^2/2, c_2\|\text{proj}_2(v^Tf_i^2v)\|_2/\sqrt{2})\), due to Lemma 6.2.5. Here, \(c_1, c_2 > 0\) are the same absolute constants that appear in Lemma 2.4.20.

Next, we find a common upper bound on \(\|\text{proj}_2(v^Tf_i^2v)\|_2\) that holds for all \((i, v)\). Note that for all \((i, v)\), \(E_{y \in \mu} [v^Tf_i^2(y)v] \leq E_{y \in \mu} \|f_i^2(y)\|_{op} \leq E_{y \in \mu} \|f_i(y)\|_{op} = 1\) due to the normalization in (7.16), and \(0 \leq v^Tf_i^2v \leq \Lambda\) by definition of \(f_i^2\). Thus, we can apply Lemma 6.2.4 to get \(\|\text{proj}_2(v^Tf_i^2v)\|_2 \leq \epsilon \log \Lambda\) for all \((i, v)\), provided that we will choose the threshold \(\Lambda \geq \epsilon\).

Now we can use a result on the expected maximum of \(|\mathcal{K}|\) sub-exponential random variables (Lemma 2.4.21) to obtain

\[E_{y \sim \mu} \left[ \max_{i \in [N]} E_{x \sim \mu} [q_y(x)v^Tf_i^2(x)v] \right] = 2 \cdot E_{y \sim \mu} \left[ \max_{v \in \mathcal{K}} \text{proj}_2(v^Tf_i^2v)(y) \right] \leq 2 \cdot \frac{\epsilon \log \Lambda}{\sqrt{2}} \max \left\{ \sqrt{2c_1 \log (|\mathcal{K}|)}, \sqrt{2c_2 \log (|\mathcal{K}|)} \right\} \leq 2\epsilon \log \Lambda \cdot \max \left\{ \sqrt{c_1 \log (|\mathcal{K}|)}, \sqrt{2c_2 \log (|\mathcal{K}|)} \right\}. \]

Collecting the pieces in this step, we obtain the following upper bound:

\[E_{y \sim \mu} \sum_{i=1}^{N} \left\langle E_{x \in H_n} [q_y(x)f_i^2(x)], g_i(y) \right\rangle \leq \frac{2\epsilon \log \Lambda}{1 - 2\epsilon_{net}} \max \left\{ \sqrt{c_1 \log \left( N \left( 1 + \frac{2}{\epsilon_{net}} \right)^k \right)}, \sqrt{2c_2 \log \left( N \left( 1 + \frac{2}{\epsilon_{net}} \right)^k \right)} \right\}. \] (7.20)

**Step 4. Concluding the Proof** Lastly, we revisit Eq. (7.14) to conclude the proof. Recall that we obtained the value of the left-hand side in Step 2, cf. (7.15), and derived an upper bound for the right-hand side in Step 3, cf. (7.18), (7.19), and (7.20). Putting these together, we have the following inequality that holds for any choice of parameters \(\epsilon_{net}, \Lambda\) such that \(0 < \epsilon_{net} < \frac{1}{2}\) and \(\Lambda \geq \epsilon\):

\[\frac{2}{1 + \epsilon} (n-1) \leq \frac{k}{\Lambda} n^3 N + \frac{2\epsilon \log \Lambda}{1 - 2\epsilon_{net}} \max \left\{ \sqrt{c_1 \log \left( N \left( 1 + \frac{2}{\epsilon_{net}} \right)^k \right)}, \sqrt{2c_2 \log \left( N \left( 1 + \frac{2}{\epsilon_{net}} \right)^k \right)} \right\}\] (7.21)

We choose \(\epsilon_{net} = 1/4\) for simplicity because optimizing \(\epsilon_{net}\) does not make much difference.
Observe that $\log(9^kN) \geq 2\log 3$ for all $k, N \geq 1$. Thus, $\sqrt{c_1} \log(9^kN) \leq \sqrt{c_1}/2 \log 3 \log(9^kN)$ for all $k, N \geq 1$. Therefore, $\max \{\sqrt{c_1} \log(9^kN), \sqrt{2c_2} \log(9^kN)\} \leq c \log(9^kN)$ where $c = \max\{\sqrt{c_1}/2 \log 3, \sqrt{2c_2}\}$.

Then, we select $\Lambda$ that minimizes the right-hand side of (7.21). It is easy to see that the upper bound is minimized (w.r.t. $\Lambda$) at $\Lambda^* = \frac{kn^3N}{4ec \log(9^kN)}$. Noticing that $\Lambda^* \leq \frac{kn^3N}{4ec \log(9^kN)}$ (because $N \geq 1$), we get the following quadratic inequality in $\log N$ as a necessary condition for (7.21):

$$2 + \epsilon (n - 1) \leq 4e \cdot c \log(9^kN) (1 + \log \Lambda^*) \leq 4e \cdot c [\log N + 2k \log 3] \left[ \log N + \log \left(\frac{n^3}{8 \cdot c \log 3}\right) \right].$$ (7.22)

Letting $z = \log N \geq 0$, we note that (7.22) is a quadratic inequality of the form $(z + \alpha)(z + \beta) \geq \gamma$ where

$$\alpha = 2k \log 3, \quad \beta = \log \left(\frac{n^3}{8 \cdot c \log 3}\right), \quad \gamma = \frac{1}{2e} \cdot \frac{n - 1}{c \log (1 + \epsilon)}.$$

We want to solve this quadratic inequality with an implicit constraint $z \geq 0$ because $N \geq 1$. Observe that its discriminant $D = (\alpha - \beta)^2 + 4\gamma > 0$, regardless of $n, k, \epsilon$. Therefore, the set of solutions is given as $\{z \in \mathbb{R} : (z + \alpha)(z + \beta) \geq \gamma, z \geq 0\} = \{z \in \mathbb{R} : z \geq \left[\frac{-(\alpha + \beta) + \sqrt{D}}{2}\right]_+\}$ where $[x]_+ = \max\{x, 0\}$.

\section{7.6.5 Proof of Theorem 7.4.2}

The following is a formal version of Theorem 7.4.2, which will be proved later in this section.

**Theorem 7.6.2.** If $S$ is an average $\epsilon$-approximation of $B_H \left\{S^\dagger\right\}$, then for all positive integer $1 \leq k \leq n$,

$$\log xc_{S^\dagger}(S) \geq \left\{ (\alpha + \sqrt{\alpha^2 + \beta^3})^{1/3} + (\alpha - \sqrt{\alpha^2 + \beta^3})^{1/3} \right\}^2 - 2k \log 3$$

where

$$\alpha = \frac{\sqrt{n}}{22000e(1 + \epsilon)} \quad \text{and} \quad \beta = \frac{1}{3} \left\{ \log \left( \frac{16(1 + \epsilon)k^{1/2}n^{3/2}}{5\sqrt{2} \log 3} \right) - 2k \log 3 \right\}.$$

Now we discuss how Theorem 7.4.2 can be derived from Theorem 7.6.2. For notational brevity in our derivation, we let $T_+ = (\alpha + \sqrt{\alpha^2 + \beta^3})^{1/3}$ and $T_- = (\alpha - \sqrt{\alpha^2 + \beta^3})^{1/3}$. Suppose that $n$ is sufficiently large, tending to infinity.
• When \( k = o_n \left( \left( \frac{n}{(1+\epsilon)^2} \right)^{1/3} \right) \), we can see that \( \alpha^2 \gg |\beta|^3 \) and thus, \( \sqrt{\alpha^2 + |\beta|^3} \approx \alpha \). Therefore, \( T_+ + T_- \approx (2\alpha)^{1/3} \), and in the end, \( (T_+ + T_-)^2 - 2k \log 3 \approx (2\alpha)^2/3 \approx C \cdot \frac{n^{1/3}}{(1+\epsilon)^2/3} \) for some constant \( C \).

• When \( k = \omega_n \left( \left( \frac{n}{(1+\epsilon)^2} \right)^{1/3} \right) \), note that \( \beta < 0 \) and \( \alpha^2 \ll |\beta|^3 \). Let \( \gamma := \sqrt{\alpha^2 + |\beta|^3} \). We observe that \( \gamma \approx |\beta|^{3/2} \), and thus, \( |\gamma| \approx |\beta|^{3/2} \gg \alpha \). Then, we can see that \( T_+ = (\alpha + \gamma)^{1/3} \approx \gamma^{1/3}(1 + \frac{\alpha}{\gamma}) \), and likewise, \( T_- \approx \gamma^{1/3}(1 + \frac{\alpha}{\gamma}) \) where \( \gamma \) is the complex conjugate of \( \gamma \). Then it follows that

\[
T_+ + T_- \approx \gamma^{1/3} + \gamma^{1/3} + \frac{\alpha}{3} \left( \frac{1}{\gamma^{2/3}} + \frac{1}{\gamma^{2/3}} \right) \approx |\gamma|^{1/3} (e^{i\pi/6} + e^{-i\pi/6}) + \frac{\alpha}{3|\gamma|^{2/3}} (e^{-i\pi/6} + e^{i\pi/6})
\]

Therefore, \( (T_+ + T_-)^2 \approx 3|\gamma|^{2/3}(1 + \frac{2\alpha}{3\sqrt{3}|\gamma|}) = 3|\gamma|^{2/3} + \frac{2\alpha}{\sqrt{3}|\gamma|^{1/3}} \). Lastly, noticing that \( |\gamma|^{2/3} \approx |\beta| \approx \frac{2}{3}k \log 3 \), we can conclude that \( (T_+ + T_-)^2 - 2k \log 3 \approx C \cdot \frac{1}{1+\epsilon} \sqrt{\frac{k}{3}} \) for some constant \( C \).

**Proof of Theorem 7.6.2.** We follow a similar strategy to that of Theorem 7.6.1 with some modifications. Here, we assume \( S \) is \( \epsilon \)-approximation of \( B_H \left( S^n_+ \right) \) only in the average sense, and thus, \( S \) can be arbitrarily shaped and \( S \subseteq (1+\epsilon)B_H \left( S^n_+ \right) \) is not necessarily true. Instead, we define a set \( Q \) – to be precise, we let \( Q = 10(1+\epsilon)\sqrt{\pi}G^0_S \) for \( G_S \) to be defined in (7.23) – that contains \( S \) in an adaptive manner. Then we consider the generalized slack matrix of the pair \( (B_H \left( S^n_+ \right), Q) \). We express the slack matrix in two equivalent ways: one is obtained from the knowledge about the extreme points of \( B_H \left( S^n_+ \right) \), and the other is obtained by assuming the existence of a \( S_+^k \)-factorization having \( N \) factors. Interpreting the extreme points of \( B_H \left( S^n_+ \right) \) and \( Q^n \) as formal variables, \( x \) and \( G \), we may view the two expressions of the slack matrix as bivariate polynomials. As already done in the proof of Theorem 7.6.1, we ‘smooth out’ the two expressions with respect to one variable, \( x \); and then take expectation with respect to the other variable, \( G \). Comparing the two resulting expressions, we derive a lower bound on the number of factors \( N \), which implies a lower bound on the \( S_+^k \)-extension complexity of \( S \).

**Step 1. Gaussian Surrogate for \( S^0 \) and the Associated Slack Matrix** Let \( S^0_n \) denote the set of \( n \times n \) symmetric matrices with trace zero, endowed with the trace inner product. Let \( N_0 \) denote the standard Gaussian distribution associated to \( S^0_n \), i.e., \( G_0 \sim N_0 \) if \( G_0 = G - \frac{T_n}{n} I_n \) where \( G \) has the standard Gaussian distribution in \( S_n \). Then we define a set

\[
\mathbb{G}_S = \left\{ G \in S^0_n : |\langle G, X \rangle| \leq 5\sqrt{2}w_G(S), \forall X \in S \right\}.
\] (7.23)
The number $5\sqrt{2}$ is chosen for the convenience of our analysis, and has no special meaning. Observe that $w_G(S) \leq (1 + \epsilon) \cdot w_G(B_H(S^n_+)) \leq (1 + \epsilon)\sqrt{2n}$, cf. Remark 7.2.10.

Then, we can see that

$$-10(1 + \epsilon)\sqrt{n} \leq \langle G, X \rangle \leq 10(1 + \epsilon)\sqrt{n}, \quad \forall (X, G) \in S \times G_S.$$ 

This implies that $\frac{1}{10(1 + \epsilon)\sqrt{n}} G_S \subseteq S^c$, or equivalently, $S \subseteq 10(1 + \epsilon)\sqrt{n} G_S$. 

Now we consider the slack operator associated to the pair $(B_H(S^n_+) , 10(1 + \epsilon)\sqrt{n} G_S)$, treating $\frac{1}{10(1 + \epsilon)\sqrt{n}} G_S$ as a surrogate for $S^c$. Specifically, we are led to study the following infinite matrix:

$$(\tilde{x}, G) \in S^{n-1} \times G_S \mapsto 1 - \left( \tilde{x}\tilde{x}^T \frac{1}{\sqrt{n}} I_n \right) = 1 - \frac{1}{10(1 + \epsilon)\sqrt{n}} \tilde{x}^T G\tilde{x}.$$ 

We consider the PSD rank ($S^k_+$-rank) of the submatrix restricted to $\tilde{x} \in \left\{\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right\}^n \subseteq S^{n-1}$, with a proper reparametrization ($x = \sqrt{n} \tilde{x}$), namely,

$$s : (x, G) \in H_n \times G_S \mapsto 1 - \frac{1}{10(1 + \epsilon)\sqrt{n}} x^T Gx.$$ 

Assuming that we can write the matrix (7.24) as a sum of $N$ trace inner products of $S^k_+$ factors, we have

$$1 - \frac{1}{10(1 + \epsilon)\sqrt{n}} x^T Gx = s(x, G) = \sum_{i=1}^N \langle f_i(x), g_i(G) \rangle, \quad \forall (x, G) \in H_n \times G_S$$ 

where $f_i : H_n \to S^k_+$ and $g_i : G_S \to S^k_+$ are some matrix-valued functions.

Again, we ‘smooth out’ the two expressions of $s(x, G)$ in (7.25) and compare them to derive a lower bound for $N$. To be precise, for each fixed $G \in G_S$, we let $q_G(x) = -x^T Gx$.

Recall that we let $\mu$ denote the uniform probability measure on $H_n$, and observe that for any function $f : H_n \to \mathbb{R}$, the inner product, $\langle f, q_G(x) \rangle_{\mu} = \mathbb{E}_{x \sim \mu}[f(x)q_G(x)]$ is a centered Gaussian random variable.

Taking the inner product of both sides of (7.25) with $q_G(x)$, we get

$$\mathbb{E}_{x \sim \mu} \left[q_G(x) + \frac{1}{10(1 + \epsilon)\sqrt{n}} q_G(x)^2\right] = \sum_{i=1}^N \langle \mathbb{E}_{x \sim \mu}[q_G(x) : f_i(x)], g_i(G) \rangle.$$ 

Letting $\mathbb{E}_{G \sim \mathcal{N}(0 | G_S) \left[ \cdot \right]}$ denote the conditional expectation with respect to $G \sim \mathcal{N}(0$ given
\( G \in \mathcal{G}_S \), we can see that

\[
\frac{1}{10(1 + \epsilon)n^{1/3}} \cdot E_{G \sim \mathcal{N}_0 | \mathcal{G}_S} E_{x \sim \mu} \left[ q_G(x)^2 \right] = E_{G \sim \mathcal{N}_0 | \mathcal{G}_S} \sum_{i=1}^{N} \left( E_{x \sim \mu} \left[ q_G(x) \cdot f_i(x) \right], g_i(G) \right).
\]

The rest of the proof is organized as follows. In Step 2, we prove a lower bound for the expectation on the left-hand side. In Step 3, we derive an upper bound on the expectation on the right-hand side as a function of \( N \). In the end, we obtain the desired lower bound on \( N \) in Step 4 by comparing these bounds.

**Step 2. A Lower Bound for the Left-hand side of (7.26).** We additionally define a set

\[ \mathcal{G}_{1/2} = \left\{ G \in \mathcal{S}_0^n : E_{x \sim \mu} \left[ q_G(x)^2 \right] \geq \frac{1}{5} n(n-1) \right\}. \]

The constant 1/5 is chosen for the convenience of analysis, and has no special meaning. By the law of total probability, we can see that

\[ E_{G \sim \mathcal{N}_0 | \mathcal{G}_S} E_{x \sim \mu} \left[ q_G(x)^2 \right] \geq E_{G \sim \mathcal{N}_0 | \mathcal{G}_S \cap \mathcal{G}_{1/2}} E_{x \sim \mu} \left[ q_G(x)^2 \right] \cdot \Pr[G \in \mathcal{G}_S \cap \mathcal{G}_{1/2} | G \in \mathcal{G}_S]. \]

Note that \( E_{G \sim \mathcal{N}_0 | \mathcal{G}_S \cap \mathcal{G}_{1/2}} E_{x \sim \mu} \left[ q_G(x)^2 \right] \geq \frac{1}{5} n(n-1) \) by definition of \( \mathcal{G}_{1/2} \). Thus, it suffices to find a lower bound for the conditional probability, \( \Pr[G \in \mathcal{G}_S | G \in \mathcal{G}_S] \).

It is easy to see that

\[ \Pr[G \in \mathcal{G}_S \cap \mathcal{G}_{1/2} | G \in \mathcal{G}_S] = \frac{\Pr[G \in \mathcal{G}_S \cap \mathcal{G}_{1/2}]}{\Pr[G \in \mathcal{G}_S]} \geq \frac{\Pr[G \in \mathcal{G}_S] - \Pr[G \notin \mathcal{G}_{1/2}]}{\Pr[G \in \mathcal{G}_S]} . \]

Observe that \( \Pr[G \in \mathcal{G}_S] \geq 1 - \exp \left( -\frac{\left( 5\sqrt{2} - 1 \right)^2}{4 \pi} \right) > 0.893 \) by Lemma 2.4.13. Now it remains to show an upper bound for \( \Pr[G \notin \mathcal{G}_{1/2}] \).

We use standard concentration results for the chi-square distribution. Note that if \( G \sim \mathcal{N}_0 \), then \( q_G(x) = -\text{Tr} \ G - 2 \sum_{i<j} G_{ij} x_i x_j = -2 \sum_{i<j} G_{ij} x_i x_j \), and therefore, \( E_{x \sim \mu} \left[ q_G(x)^2 \right] = 4 \sum_{i<j} G_{ij}^2 \). Thus, we have \( E_{G \sim \mathcal{N}_0} E_{x \sim \mu} \left[ q_G(x)^2 \right] = 4 \left( \frac{n}{2} \right)^2 = n(n-1) \). Using an exponential inequality for chi-square distribution (e.g., \([87, \text{Lemma 1}]\)), we obtain \( \Pr[G \notin \mathcal{G}_{1/2}] \leq \exp \left( -\frac{2}{25} n(n-1) \right) \leq 0.8522 \) for all \( n \geq 1 \).

All in all, we obtain

\[
\text{LHS in (7.26)} \geq \frac{1}{10(1 + \epsilon)n^{1/3}} \cdot \frac{1}{5} n(n-1) \cdot \frac{\Pr[G \in \mathcal{G}_S] - \Pr[G \notin \mathcal{G}_{1/2}]}{\Pr[G \in \mathcal{G}_S]} \geq \frac{\sqrt{n}}{2200(1 + \epsilon)} \tag{7.27}
\]

because \( \frac{0.893 - 0.8522}{0.893} \geq 1/22 \) and \( n-1 \geq n/2 \) for all \( n \geq 1 \).
Step 3. An Upper Bound for the Right-hand side of (7.26). Next, we prove an upper bound on the right-hand side of (7.26), which is a function of $N$. Note that for the same reason as discussed in Step 3-A of the proof of Theorem 7.6.1, we may assume without loss of generality that the factor functions $f_i, g_i$ satisfy

$$\|E_{x \sim \mu}[f_i(x)]\|_{op} = 1, \quad \forall i \in [N] \quad \text{and} \quad \sum_{i=1}^{n} \text{Tr}(g_i(G)) = 1, \quad \forall G \in \mathbb{G}_S. \quad (7.28)$$

For each $i \in [N]$, we define the component functions $f_i^\# : H_n \to S_k^+$ in the same way as in (7.17), using a fixed threshold $\Lambda$ whose value will be determined later in this proof, cf. Step 3-B of the proof of Theorem 7.6.1.

By linearity of expectation, we can decompose the expression on the right-hand side of (7.26) as

$$\text{RHS in } (7.26) = E_{G \sim \mathcal{N}(0)} \sum_{i=1}^{N} \left( E_{x \sim \mu}[q_G(x)f_i^\#(x)], g_i(G) \right)$$

$$+ E_{G \sim \mathcal{N}(0)} \sum_{i=1}^{N} \left( E_{x \sim \mu}[q_G(x)f_i^\#(x)], g_i(G) \right). \quad (7.29)$$

In the two sub-steps below, we prove upper bounds for the two terms on the right hand side separately.

Step 3-A. Upper Bound on the Contribution of Sharp Components in (7.29) Here we argue that the first term on the right hand side of (7.29) is bounded from above by $\frac{16(1+\epsilon)}{\Lambda}kn\sqrt{n}N$. Our argument is based on the following three observations.

- Let $\text{supp } f_i^\# = \{ x \in H_n : f_i^\#(x) \neq 0 \}$. Then $|\text{supp } f_i^\#| < \frac{k}{\Lambda} 2^n$ for all $i \in [N]$, cf. Step 3-C of the proof of Theorem 7.6.1.

- Observe that $\langle f_i^\#(x), g_i(G) \rangle \leq \langle f_i(x), g_i(G) \rangle \leq s(x, G) \leq 2$ for all $i \in [N]$ and for all $(x, G) \in H_n \times \mathbb{G}_S$.

- $q_G(x) = -x^T G x = 8(1+\epsilon)n\sqrt{n}(s(x, G) - 1) \leq 8(1+\epsilon)n\sqrt{n}$ for all $(x, G) \in H_n \times \mathbb{G}_S$.

Combining these observations, we can see that for every $G \in \mathbb{G}_S$,

$$\sum_{i=1}^{N} \left( E_{x \sim \mu}[q_G(x)f_i^\#(x)], g_i(G) \right) = \sum_{i=1}^{N} \left( E_{x \sim \mu}[q_G(x)f_i^\#(x)], g_i(G) \right) \leq \frac{16(1+\epsilon)}{\Lambda}kn\sqrt{n}N.$$
This upper bound is independent of \( G \), and thus, we get
\[
\mathbb{E}_{G \sim \mathcal{N}_0[G_S]} \sum_{i=1}^{N} \left\langle \mathbb{E}_{x \sim \mu}[q_G(x) \cdot f_i^2(x)], g_i(G) \right\rangle \leq \frac{16(1 + \epsilon)}{A} \kappa n \sqrt{n} N. \\
(7.30)
\]

**Step 3-B. Upper Bound on the Contribution of Flat Components in (7.29)** Here we prove an upper bound for the second term in (7.29). We observe that for every \( G \in \mathcal{G}_S \),
\[
\sum_{i=1}^{N} \left\langle \mathbb{E}_{x \sim \mu}[q_G(x) \cdot f_i^2(x)], g_i(G) \right\rangle \leq \sum_{i=1}^{N} \left\| \mathbb{E}_{x \sim \mu}[q_G(x) \cdot f_i^2(x)] \right\|_\text{op} \quad \text{Tr} \ g_i(G) \\
\leq \max_{i \in [N]} \left\| \mathbb{E}_{x \sim \mu}[q_G(x) \cdot f_i^2(x)] \right\|_\text{op}
\]
due to Cauchy-Schwarz inequality and the normalization assumption (7.28) that \( \sum_{i=1}^{N} \text{Tr} \ g_i(G) = 1, \ \forall G \in \mathcal{G}_S \).

Given \( \epsilon_{\text{net}} > 0 \), let \( \mathcal{N} \) be an \( \epsilon_{\text{net}} \)-net of \( \mathbb{S}^{k-1} \) with the smallest possible cardinality. It follows from the standard \( \epsilon \)-net argument that for each \( i \in [N] \),
\[
\left\| \mathbb{E}_{x \sim \mu}[q_G(x) \cdot f_i^2(x)] \right\|_\text{op} = \sup_{v \in \mathbb{S}^{k-1}} v^T \mathbb{E}_{x \sim \mu}[q_G(x) \cdot f_i^2(x)] v \leq \frac{1}{1 - 2\epsilon_{\text{net}}} \max_{v \in \mathcal{N}} \mathbb{E}_{x \sim \mu}[q_G(x) \cdot v^T f_i^2(x) v].
\]

Next, we observe that if \( G \sim \mathcal{N}_0 \), then for every function \( f : \mathcal{H}_n \to \mathbb{R} \), the derived random variable \( \left\langle f, q_G(x) \right\rangle_\mu \) is a centered Gaussian random variable with variance
\[
\mathbb{E}_{G \sim \mathcal{N}_0} \left[ \left\langle f, q_G(x) \right\rangle_\mu \right]^2 = \mathbb{E}_{G \sim \mathcal{N}_0} \left[ \mathbb{E}_{x \sim \mu} \left[ f(x) \cdot x^T G x \right]^2 \right] \\
= \mathbb{E}_{G \sim \mathcal{N}_0} \left[ \mathbb{E}_{x \sim \mu} \left[ f(x) \cdot \left( \text{Tr} \ G + 2 \sum_{i<j} G_{ij} x_i x_j \right) \right]^2 \right] \\
= 4 \sum_{i<j} \mathbb{E}_{G \sim \mathcal{N}_0}[G_{ij}^2] \cdot \mathbb{E}_{x \sim \mu}[f(x)x_i x_j]^2 = 2 \sum_{i<j} \langle f(x), x_i x_j \rangle_\mu^2 \\
= 2 \| \text{proj}_2 f \|_2^2.
\]

Then we use Lemma 2.4.21 to obtain the following inequalities:
\[
\mathbb{E}_{G \sim \mathcal{N}_0[G_S]} \sum_{i=1}^{N} \left\langle \mathbb{E}_{x \sim \mu}[q_G(x) \cdot f_i^2(x)], g_i(G) \right\rangle \\
\leq \frac{1}{\text{Pr}[G \in \mathcal{G}_S]} \mathbb{E}_{G \sim \mathcal{N}_0} \sum_{i=1}^{N} \left\langle \mathbb{E}_{x \sim \mu}[q_G(x) \cdot f_i^2(x)], g_i(G) \right\rangle
\]
163
We want to solve the cubic inequality with an implicit constraint \( \Lambda \) bound is minimized (w.r.t. \( \epsilon_{\text{net}} \)). Next, we find \( \alpha \) such that

\[
\max_{\epsilon \in \mathbb{R}} \left[ q_G(x) v^T f_i^2(x) v \right]
\]

together, we obtain the following inequality that holds for any choice of parameters \( \epsilon_{\text{net}} \), \( \Lambda \geq \epsilon \). Lastly, it is well known that \( \epsilon \geq \left( 1 + \frac{2}{\epsilon_{\text{net}}} \right)^k \); e.g. see Lemma 2.2.6. In conclusion, we obtain

\[
E_{G \sim \mathcal{A}_0[G_S]} \sum_{i=1}^{N} \left( E_{x \sim \mu} q_G(x) f_i (x), g_i (G) \right) \leq \frac{5e \log \Lambda}{2(1 - 2\epsilon_{\text{net}})} \sqrt{\log \left( N + \frac{2}{\epsilon_{\text{net}}} \right)}.
\]

**Step 4. Concluding the Proof** Lastly, we revisit Eq. (7.26) to conclude the proof. Recall that we obtained a lower bound for the left-hand side in Step 2, cf. (7.27), and derived an upper bound for the right-hand side in Step 3, cf. (7.29), (7.30), and (7.31). Putting these together, we obtain the following inequality that holds for any choice of parameters \( \epsilon_{\text{net}}, \Lambda \) such that \( 0 < \epsilon_{\text{net}} < \frac{1}{2} \) and \( \Lambda \geq \epsilon \):

\[
\frac{1}{2200(1 + \epsilon)} \sqrt{n} \leq \frac{16(1 + \epsilon)}{\Lambda} kn \sqrt{n} N + \frac{5e \log \Lambda}{2(1 - 2\epsilon_{\text{net}})} \sqrt{\log \left( N + \frac{2}{\epsilon_{\text{net}}} \right)}.
\]

We choose \( \epsilon_{\text{net}} = 1/4 \) for simplicity because optimizing \( \epsilon_{\text{net}} \) does not make much difference. Next, we find \( \Lambda \) that minimizes the right-hand side of (7.32). It is easy to see that the upper bound is minimized (w.r.t. \( \Lambda \)) at \( \Lambda^* = \frac{16(1 + \epsilon)kn \sqrt{n} N}{5e \log \left( 9^k N \right)} \). As a result, we get the following inequality from (7.32) by choosing \( \Lambda = \Lambda^* \) and noticing \( N \geq 1 \):

\[
\frac{1}{11000e(1 + \epsilon)} \sqrt{n} \leq \sqrt{\log \left( 9^k N \right)} \cdot \log \left( \frac{16(1 + \epsilon)kn \sqrt{n} N}{5 \sqrt{\log \left( 9^k N \right)}} \right)
\]

\[
\leq \sqrt{\log \left( 9^k N \right)} \cdot \left[ \log N + \log \left( \frac{16(1 + \epsilon)kn \sqrt{n}}{5 \sqrt{\log \left( 9^k \right)}} \right) \right].
\]

Letting \( z = \sqrt{\log \left( 9^k N \right)} \), we can see that (7.33) is a cubic inequality of the form \( z^3 + 3\beta z \geq 2\alpha \) where

\[
\alpha = \frac{\sqrt{n}}{22000e(1 + \epsilon)} \quad \text{and} \quad \beta = \frac{1}{3} \log \left( \frac{16(1 + \epsilon)kn \sqrt{n}}{5 \cdot 9^k \sqrt{\log \left( 9^k \right)}} \right).
\]

We want to solve the cubic inequality with an implicit constraint \( z > 0 \) because \( \log \left( 9^k N \right) > 0 \) for all \( k, N \geq 1 \).
Note that \( \alpha > 0 \) for all \( \epsilon > 0 \), \( n \geq 1 \). Observe that the cubic equation \( z^3 + 3\beta z - 2\alpha = 0 \) always has a unique positive real root when \( \alpha > 0 \), regardless of the value of \( \beta \). Letting \( z_* \) denote the positive real root, we can see that \( \{ z \in \mathbb{R} : z^3 + 3\beta z \geq 2\alpha, \ z > 0 \} = \{ z \in \mathbb{R} : z \geq z_* \} \). Indeed, we can explicitly write \( z_* \) as \( z_* = (\alpha + \sqrt{\alpha^2 + \beta^2})^{1/3} + (\alpha - \sqrt{\alpha^2 + \beta^2})^{1/3} \), due to the general cubic formula, commonly referred to as Cardano’s formula. See Appendix 7.7.2 for more details.

Consequently, we obtain the following lower bound for \( N \) by solving (7.22):

\[
\log N \geq \left\{ \left( \frac{\alpha + \sqrt{\alpha^2 + \beta^2}}{1} \right)^{1/3} + \left( \frac{\alpha - \sqrt{\alpha^2 + \beta^2}}{1} \right)^{1/3} \right\} - 2k \log 3
\]

because \( \sqrt{\log(9^k N)} \geq z_* \) if and only if \( \log N \geq z_*^2 - 2k \log 3 \).

\[\square\]

### 7.7 Appendix to the Chapter

#### 7.7.1 More on Example 7.2.8 (Ball, Needle, and Pancake)

Let \( B_2^d := \{ x \in \mathbb{R}^d : \| x \|_2 \leq 1 \} \) denote the \( d \)-dimensional unit \( \ell_2 \)-ball, and let \( B = B_2^d \). Fix \( 0 < \delta < 1 \), and let \( N = \text{conv}\{ B_2^d(0,1) \cup \{ \pm \frac{1}{\delta} e_1 \} \} \) be the ‘needle’ where \( e_1 = (1,0,\ldots,0) \in \mathbb{R}^d \). Lastly, we define the ‘pancake’ \( P = \{ x \in B : -\delta \leq x_1 \leq \delta \} \) where \( x_1 \) is the first coordinate of \( x \in \mathbb{R}^d \). Observe that \( N \) and \( P \) are the polars of each other, and \( B \) is the polar of itself.

First of all, \( w_G(B) = |g||g\|_2 = \kappa_d \) and it is known that \( \sqrt{d - \frac{1}{2}} \leq \kappa_d \leq \sqrt{d - \frac{d}{(2d + 1)}} \), cf. the paragraph below Definition 2.3.4. Next, we can see that \( w_G(N) \geq \frac{1}{\delta} \sqrt{\frac{2}{\pi}} \) because \( \{ \pm \frac{1}{\delta} e_1 \} \subseteq N \) and thus, \( w_G(N) \geq w_G(\{ \pm \frac{1}{\delta} e_1 \}) = \frac{1}{\delta} \text{E}_{g \sim N(0,1)}|g| = \frac{1}{\delta} \sqrt{\frac{2}{\pi}} \). Lastly, observe that \( w_G(P) \geq \kappa_{d-1} \geq \sqrt{d - \frac{3}{2}} \) because \( \{ 0 \} \times B_2^{d-1}(0,1) \subseteq P \) and \( w_G(P) \geq w_G(\{ 0 \} \times B_2^{d-1}(0,1)) = w_G(B_2^{d-1}(0,1)) = \kappa_{d-1} \).

It follows that \( B \) is an \( \epsilon \)-approximation of \( P \) in the average sense for \( \epsilon = \kappa_d/\kappa_{d-1} - 1 \leq 3/(2d - 3) \). Nevertheless, \( B \) is not an \( \epsilon' \)-approximation of \( P \) in the dual-average sense unless \( \epsilon' \geq \frac{1}{\delta} \sqrt{\frac{2}{\pi}}/\kappa_d - 1 \geq \frac{2}{\delta \sqrt{(2d - 1)}} - 1 \), which can be made arbitrarily large by choosing small \( \delta \). For example, if we choose \( \delta \leq 1/\sqrt{\pi(2d - 1)} \), then \( \epsilon^*_{\text{dual-avg}}(P,S) \geq 0 \) whereas \( \epsilon^*_{\text{avg}}(P,S) \leq 3/(2d - 3) \) regardless of \( \delta \).

#### 7.7.2 Solving the Cubic Inequality \( z^3 + \alpha z \geq \beta \) with \( \beta > 0 \)

Consider a cubic equation of the form \( z^3 + \alpha z - \beta = 0 \), which is commonly referred to as a depressed cubic. Note that when \( \beta > 0 \), this cubic equation always has a positive real root. The other two roots can be either negative real roots (when \( D \leq 0 \)), or a pair of complex conjugate roots (when \( D > 0 \)), depending on the sign of its discriminant, \( D = (\alpha/3)^3 + (\beta/2)^2 \).
Indeed, we can find the roots with a generic cubic formula, known as Cardano’s formula. Let \( i = \sqrt{-1} \) denote the imaginary unit, \( \omega = \frac{-1+\sqrt{3}i}{2} \) be a primitive 3rd of unity, and

\[
T_+ = \sqrt[3]{\frac{\beta}{2}} + \sqrt[3]{\left(\frac{\beta}{2}\right)^2 + \left(\frac{\alpha}{3}\right)^3} \quad \text{and} \quad T_- = \sqrt[3]{\frac{\beta}{2}} - \sqrt[3]{\left(\frac{\beta}{2}\right)^2 + \left(\frac{\alpha}{3}\right)^3}.
\]  

(7.34)

**Case 1:** \( D > 0 \). When \( D > 0 \), the cubic equation \( z^3 + \alpha z - \beta = 0 \) with \( \beta > 0 \) has only one real root, \( z^* = T_+ + T_- \), which turns out to be positive. Thus, the set of real solutions for the cubic inequality \( z^3 + \alpha z \geq \beta \) is \( \{ z \in \mathbb{R} : z \geq T_+ + T_- \} \).

**Case 2:** \( D \leq 0 \). There are three real roots for the cubic equation \( z^3 + \alpha z - \beta = 0 \), which can be written as

\[
z_1 = T_+ + T_-, \quad z_2 = \omega T_+ + \omega^2 T_- \quad \text{and} \quad z_3 = \omega^2 T_+ + \omega T_-.
\]

One of these three real roots is positive, and the other two are negative.

Note that (7.34) now involves complex roots, and the choice of branches might affect the order of the roots, \( z_1, z_2, z_3 \), however, the choice will not change the values of the roots. To avoid any ambiguity in our description, we choose the principal branch so that \( \text{Arg} \left( \sqrt[m]{z} \right) \in \left( -\frac{\pi}{m}, \frac{\pi}{m} \right] \) for any complex number \( z \) and any positive integer \( m \).

Observe that \( T_+ = \sqrt[3]{\beta/2 + \sqrt{D}i} \) and \( \text{Arg} \left( T_+ \right) \in [0, \pi/3) \). Similarly, we can see that \( \text{Arg} \left( T_- \right) \in (-\pi/3, 0] \). It follows that \( T_+ + T_- \) is a positive real number, and thus, the largest real root. Thus, the set of real solutions for the cubic inequality \( z^3 + \alpha z \geq \beta \) is \( \{ z \in \mathbb{R} : z \geq T_+ + T_- \} \).
Part IV

Conclusions
Chapter 8

Concluding Remarks

To conclude the thesis, we briefly summarize our main contributions, and outline some directions for future research.

8.1 Summary of the Thesis

Part II of the Thesis  In Part II of the thesis, we explore the idea of imputing missing values in data using low-rank matrix completion techniques for the purpose of predictive modeling. In Chapter 3, after briefly reviewing existing matrix completion techniques and their error analysis in the literature, we establish novel error guarantees for the singular value thresholding algorithm. In Chapters 4 and 5, we consider two concrete problem setups – supervised learning and reinforcement learning – and argue the utility of data imputation for predictive modeling, based on the error guarantees for matrix completion. To be specific, in Chapter 4, we study the errors-in-variables regression problem and prove an upper bound for the bias in prediction that arises from having the missing data in covariates imputed by matrix completion. In Chapter 5, we show that one can provably reduce the sample complexity in $Q$-learning algorithms by exploring only a small subset of state-action pairs and extrapolating the gathered information, e.g. by utilizing the low-rank structure in the $Q^*$-function.

Part III of the Thesis  In Part III of the thesis, we investigate the approximability of the cone of positive semidefinite (PSD) matrices by a few, smaller-sized PSD constraints. As discussed in Chapter 6, we are motivated to study this question by the scalability issue of semidefinite programming. In Chapter 7, we prove lower bounds on the number of $k \times k$ PSD constraints required to approximate the $n \times n$ PSD cone. In particular, our extension complexity lower bounds do not rely on any specific construction; they apply to all sets that approximate $S^n_+$. As a result, these lower bounds refute the possibility of globally approximating the large PSD cone $S^n_+$ with a few, small-sized $k \times k$ PSD constraints. Nevertheless, it may still be possible to locally approximate the feasible set of the original SDP, e.g. by exploiting the problem data such as the objective and the constraints. Indeed, our results in this thesis suggest that local and/or problem-adaptive techniques are essential to approximate SDPs.
8.2 Future Directions

8.2.1 Handling Missing Data

Beyond Low-rank Matrix Completion In this thesis, we attempted to address the challenge of missing data by ‘guessing’ what the missing values would be if they were available. For that purpose, we utilize matrix completion techniques to impute the missing values in the data by exploiting the low-rank structure inherent in the data matrix. While the rank is a natural notion of ‘simplicity’ for matrix-formatted data, this notion crucially relies on certain linearity assumptions; thus, there may be more appropriate notions of the simplicity, depending on the specific problem settings and the types of data. For example, if the data vectors are contained in a low-dimensional manifold rather than in a low-dimensional subspace, the rank of the data matrix can be much larger than the intrinsic dimensionality of the data. Moreover, matrices may not be the best format to represent some types of data; a certain type of data may be better represented by graphs, or higher-order tensors, etc. Therefore, it would be an interesting question to identify the counterpart notions of the rank for data beyond matrices, and to develop algorithmic tools for imputing the missing values in data of such types.

Parametric vs Non-parametric Modeling Assumptions While we impose a modeling assumption that the data matrix has low rank, our approaches to handle the missing data are basically non-parametric as we do not assume any parametric models. In contrast, the likelihood-based approaches to errors-in-variables regression (reviewed in Section 4.2.1) make parametric assumptions to handle the missing/noisy data. When correct assumptions are made, parametric approaches lead to more accurate estimates, requiring a less amount of data. However, when the modeling assumptions are incorrect, non-parametric approaches are usually less vulnerable to the mismatch between the model and the reality. Thus, it would be an interesting research direction to investigate if we can achieve the best of both worlds, i.e., the efficiency of parametric modeling and the flexibility of the non-parametric modeling.

Overcoming Missing Data without Imputation A more fundamental question of interest would be to ask if we can overcome the missing data problem without imputing the missing values. In this thesis, we focus on data imputation to see if we can continue to use standard statistical techniques. However, at the core of our analysis is the robust recovery of certain statistical quantities\(^1\) that contain sufficient information for the task of interest – e.g., the column space of \(X\) in the errors-in-variables regression (Chapter 4), and \(\max_{a \in A} Q^*(s, a)\) in the Q-learning (Chapter 5) – and data imputation is just one option to estimate the quantities. Thus, it is of interest to ask if we can directly compute the “sufficient statistics,” avoiding the computation and storage overheads incurred by imputing the missing values in data.

\(^1\)They play a role similar to that of sufficient statistics in parameter estimation.
8.2.2 Approximating SDP for Enhanced Scalability

Sharper Characterization of the $S_k^+$-Extension Complexity to Approximate $B_H(S_n^+)$ In Chapter 7, we presented an $S_k^+$-extension complexity lower bound (Theorem 7.4.1) that holds for any set that approximates $B_H(S_n^+)$. Nevertheless, we do not know whether this lower bound is tight, or can be further improved. For example, for $k = 1$, our lower bound implies that $\Omega_n(\exp(\sqrt{n}))$ number of linear constraints (i.e., $k \times k$ PSD constraints with $k = 1$) are required to approximate $B_H(S_n^+)$, whereas the best construction known in the literature so far has size of $O_n(\exp(n))$. We leave it as an open question to resolve this discrepancy, either by proving a stronger exponential complexity lower bound or by inventing a construction scheme with smaller size.

We conjecture that the ‘plateau’ observed in our lower bound (Theorem 7.4.1) at the level of $\exp(\sqrt{n})$ for all $k = O_n(\sqrt{n})$ (see Figure 7.1b) is an artifact of our analysis. We are presently working to refine our proof techniques in hopes of achieving an improved lower bound. Specifically, we conjecture that if $S$ is an $\varepsilon$-approximation of $B_H(S_n^+)$, then $S$ must have extension complexity bounded from below as

$$\text{xe}_{S_k^+}(S) \geq \exp \left( C \cdot \frac{1}{1+\varepsilon} \frac{n}{k} \right).$$

Local, Adaptive Approximation Methods for Scalable SDP In this thesis, we argue that it is hard to globally approximate the large PSD cone $S_n^+$ with a few, small-sized $k \times k$ PSD constraints. However, if one is allowed to exploit the problem data (namely, $C, (A_i, b_i)_{i=1}^m$), it could be still possible to construct a good approximation $F'$ of the original feasible set $F = \{X \in S_n^+ : (A_i, X) = b_i\}$ by using a much smaller number of $k \times k$ PSD constraints so that the optimality gap $\sup_{X \in F'} \langle C, X \rangle - \sup_{X \in F} \langle C, X \rangle$ is small. For instance, Ahmadi et al. [7, 5] proposed iterative procedures to improve DSOS/SDSOS approximations to an SDP, based on the ideas of re-centering and column generation. Despite their promising empirical performance, there are no theoretical guarantees available for such procedures yet, to the best of our knowledge. Thus, it is of interest to develop a practical framework to approximate a given large-scale SDP with provable guarantees for the computational gain as well as the approximation accuracy.


