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Abstract

As robots are increasingly being utilized to perform automated tasks, effective meth-
ods for transferring task specifications to robots have become imperative. However,
existing techniques for training robots to perform tasks often depend on rote mimicry
of human demonstrations and do not generalize well to new tasks or contexts. In
addition, learning an end-to-end policy for performing a sequence of operations for a
high-level goal remains a challenge. Transferring sequential task specifications is a dif-
ficult objective, as it requires extensive human intervention to establish the structure
of the task including the constraints, objects of interest, and control parameters.

In this thesis, we present an imitation learning framework for sequential manip-
ulation tasks that enables humans to easily communicate abstract high-level task
goals to the robot without explicit programming or robotics expertise. We introduce
natural language input to the system to facilitate the learning of task specifications.
During training, a human teacher provides demonstrations and a verbal description
of the task being performed. The training process then learns a mapping from the
multi-modal inputs to the low-level control policies. During execution, the high-level
task instruction input is parsed into a list of sub-tasks that the robot has learned to
perform.

The presented framework is evaluated in a simulated table-top scenario of a robotic
arm performing sorting and kitting tasks from natural language commands. The
approach developed in this thesis achieved an overall task completion rate of 91.16%
on 600 novel task scenes, with a sub-task execution success rate of 96.44% on 1,712
individual “pick” and “place” tasks.

Thesis Supervisor: Julie A. Shah
Title: Associate Professor of Aeronautics and Astronautics

Thesis Supervisor: Nadia Figueroa
Title: Postdoctoral Associate
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Chapter 1

Introduction

1.1 Motivation

As robots are increasingly being utilized in factory settings to perform automated

tasks, effective methods for communicating task specifications to robots have become

imperative. The most direct approach for achieving this is to manually program the

robot to execute the desired behavior. This is a very time-consuming process, as

it requires considerable effort and expertise to design, code, and test every step of

the task. Moreover, as the task environment becomes more complex and variegated,

explicitly programming the exact actions for each task quickly becomes impractical.

A widely accepted alternative is to use imitation learning (IL) [36] or learning

from demonstration (LfD) [26, 8, 5], techniques that train the robot to mimic human

behavior for a given task. The model observes demonstrations from a human teacher

and is trained to perform the task by learning a mapping 𝜋 : 𝒳 → 𝒴 between input

observations 𝒳 ∈ R𝑀 and output actions 𝒴 ∈ R𝑁 . The mapping function 𝜋 is often

referred to as the policy, which is learned from a training set of input-output (𝒳 ,𝒴)

pairs. The actions are formulated as motor signals that the robot must execute –

normally desired positions, velocities, or torques, depending on the robot. The input

observations may be in the form of:

• Perceptual inputs such as a raw image of the task scene 𝜋 : (𝒳 = 𝐼) → 𝒴 ,

15



where 𝐼 ∈ R𝑃×𝑄×3 with 𝑃,𝑄 ∈ N denoting the size of the image.

• Processed image features or locations of the task objects 𝜋 : (𝒳 = 𝐹 ) → 𝒴 ,

where 𝐹 ∈ R𝑅×𝐾 with 𝑅,𝐾 ∈ N denoting the feature dimensionality and

number of objects.

• The robot states 𝜋 : (𝒳 = 𝑟) → 𝒴 , where 𝑟 ∈ R𝑁 is the robot state which may

or may not have the same dimensionality as the action space. For simplicity,

in this work we assume that they are the same; i.e. 𝑟,𝒴 ∈ R𝑁 where 𝑁 is the

number of degrees-of-freedom of the robot.

An overview of the different observation modalities is provided in [38]. Regardless of

the observation modalities, IL approaches provide a more natural and intuitive way

to describe tasks to the agent. It is much easier for the human teacher to demonstrate

a task physically or kinesthetically (by moving the robot) than to articulate it in a

highly specific language that only the robot and the programmer can understand.

Using the imitation learning framework, robots have been able to learn control

policies for specific, singular goal-oriented tasks including pick/grasp, pour, and place

with relative ease [39]. However, teaching robots to perform multiple atomic opera-

tions in sequence, guided by a desired metric or high-level task goal, is still an open

challenge within the end-to-end imitation learning framework. This is difficult to

achieve since it requires heavy guidance from a human expert to manually specify the

set of rules, constraints, objects of interest, and control parameters for the high-level

task in order to ultimately execute the low-level control primitives. Thus, imitation

learning only partially addresses the issue of tedious programming when it comes to

learning complex sequential tasks. Most existing works that tackle the sequential

task learning problem forgo this extensive level of human input required for low-level

control and instead focus on learning only the high-level task specifications (i.e., high-

level goal and sequence of actions or sub-tasks) [44, 18]. These approaches rely on

pre-defined or pre-learned control policies to define the low-level behavior and do not

provide a human-understandable communication interface to define or adapt the de-

sired task specifications other than by providing another demonstration. This, again,
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becomes cumbersome for the user. Further, since imitation learning schemes learn

from a specific set of training data, it is often difficult to generalize well to tasks that

the robot has not been trained on. If the robot is simply imitating human behavior

without a shared conceptual understanding of the task, it cannot perform tasks that

are more abstract in nature and involve reasoning about the task environment.

Recent efforts to address the aforementioned limitations of imitation learning have

benefited from introducing another form of input: language [46, 42]. In addition to

demonstrating the task, the human also provides a natural-language task description

or command, which introduces context about the properties of the task objects and

the environment. Hence, the learned mapping function becomes 𝜋 : (𝒳 = [𝐼, 𝑣]) → 𝒴 ,

where 𝐼 ∈ R𝑃×𝑄×3 indicates a raw image of the scene and 𝑣 is an unstructured natural

language command. With the help of this additional language element, the model

is able to develop a more comprehensive understanding of the underlying structure

of the world that cannot be attained simply from demonstrations, which allows it to

generalize better to new environments. The shared conceptual language also serves

to facilitate communication between the robot and human.

With the addition of language, the robot is able to interpret the task environment

in a more semantically meaningful manner grounded in real-world concepts. But the

rigidity of the communication language limits the complexities of the tasks that can

be performed. For example, in existing works with table-top object manipulation

scenarios [46, 33, 6], the robot must be given explicit instructions regarding which

action to perform and objects to manipulate (e.g. “grab the red cup,” “place the cup

into the yellow bin”, etc.), rather than being able to deduce the task from a more

abstract or natural command (e.g. “put all the red and blue objects in the yellow

bin”). To enable a more intuitive transferral of abstract tasks, the robot should be able

to parse the complex task command into a series of simpler sub-tasks that achieves

the final goal. Endowing robots with such capabilities, by leveraging perception and

language, is the main focus of this thesis.
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1.2 Language-Conditioned Imitation Learning

We expand upon a state-of-the-art language-conditioned imitation learning approach

[46] that learns to perform single, discretized manipulation tasks such as pick and

pour from a goal-oriented natural language instruction (e.g., “pick up the blue cup”).

While we maintain the general structure of the learned policy 𝜋 : (𝒳 = [𝐼, 𝑣]) → 𝒴 ,

our contribution extends it with the ability to decompose abstract instructions (e.g.,

“place all the blue cups in the red bin”) into elemental operations that the model jointly

learns to perform. We accomplish this by introducing a high-level semantic model

that parses the abstract task command into a sequence of goal-oriented commands.

Figure 1-1: A simplified architecture of the proposed language-conditioned imitation
learning framework.

Our framework builds upon the semantic-to-control dual model structure proposed

by [46] and takes inspiration from the architecture proposed in [42] for conditional

driving from natural language instructions. The proposed architecture is composed

of four main modules: high-level semantic command parser, language-conditioned

attention network, sub-task sequencer, and low-level control model. The semantic

command parser assesses the different linguistic components of the natural language

input instruction and generates a sequence of simpler sub-task commands. Each sub-

task command focuses on a single elemental action to be taken by the robot. The

attention network combines the reduced commands and the image of the task scene to

generate a task embedding for each sub-task. The task embeddings are then executed

in order by the sub-task sequencer via an automatically generated FSM, which calls

on the lower-level control model to generate the action controls required to achieve
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each sub-task. An overview of the proposed architecture is illustrated in Figure 1-1.

A more granular depiction and description of all components in the architecture is

detailed in Section 3.2. Using our framework, the robot is able to handle commands

it previously could not understand and exhibits improved performance compared to

[46] due to the introduction of semantic linguistic structure.

1.3 Therbligs: Elemental Motions for Workplace Tasks

In a pick-and-place setup, the tasks that we expect the robot to perform are compa-

rable to the basic object manipulation motions used by human workers in factories.

Thus, in this work, we define the atomic units of actions of our robot in the context

of therblig motions: 18 elemental motion elements that make up a set of fundamental

motions required for a worker to perform a manual operation or task [3]. Therbligs,

as depicted in Figure 1-2, are frequently used in the study of motion economy in the

workplace. A workplace task is analyzed by recording each of the therblig units for

a process, and the results are used for the optimization of manual labor by eliminat-

ing unneeded movements. We assume that the instruction coming from the human

will contain implicit requirements to perform a combination of these motions. As a

proof-of-concept implementation, we focus on only a subset of the therbligs which

constitute the “pick” and “place” tasks.

1. Pick = Search + Find + Transport Empty + Grasp

2. Place = Search + Find + Transport Loaded + Position + Release Load

19



Figure 1-2: The 18 workplace elemental motions (therbligs) and the standard symbols
used to describe them. Illustration obtained from [16].

1.4 Experimental Validation and Results

We establish our framework in a table-top environment with a seven-degree-of-freedom

robotic arm anchored to a flat workspace. The robot is instructed in natural language

commands to arrange objects from a cluttered formation into distinct bins. We use

pre-trained weights from [46] to map the generated task embeddings to the attention

network and the low-level control model. The performance of the proposed imitation

learning architecture was evaluated on two industry use cases: sorting and kitting,

depicted in Figure 1-3. In sorting, the robot is instructed to place all objects matching

the given description in a bin. Some examples of sorting natural language commands

include:

• “Put all the cups in the bin.”

• “Put all the red cups in the red bin.”

In kitting, the robot is given a pick-and-place task involving a list of objects
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described in the instruction, and expected to arrange those objects into a bin.

• “Put two blue cups in the yellow bin.”

• “Put one red cup and one blue cup in the green bin.”

Figure 1-3: An illustration of the sorting and kitting task scenarios used in evaluation.

Both experimental scenarios were run in a simulated table-top environment using

the CoppeliaSim simulator [43, 23]. Figure 1-4 depicts the simulation environment and

the different objects used. The proposed framework was evaluated on 600 unseen task

scenarios and achieved an overall task completion rate of 91.16%. 1,712 individual

“pick” and “place” tasks were performed, with a sub-task execution success rate of

96.44%. The evaluation methodology and results are discussed in further detail in

Chapter 4.
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Figure 1-4: A bird’s-eye view of the simulation environment and the available objects.
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Chapter 2

Related Work

The key challenge that we tackle in this work is creating task representations that

integrate perception and language to control a robot with natural language com-

mands. This chapter presents an overview of previous literature and key concepts

that are related to this framework of language-conditioned imitation learning. Sec-

tion 2.1 presents a brief introduction to representation learning techniques in domains

with structured inputs such as ours. Section 2.2 introduces the concept of grounding

and reviews prior work in robotics that utilizes grounding to improve performance.

A special emphasis is placed on reviewing existing works on task-oriented language

grounding in Section 2.3.

2.1 Representation Learning

An agent needs to have a solid understanding of its environment in order to make in-

telligent and sound decisions. Building and maintaining representations of the input

data, or representation learning, is therefore an important and widely studied prob-

lem in artificial intelligence [7]. Representation learning is often employed in a variety

of problem setups to yield an interpretable representation of the data and the output.

[15] introduces Information Maximizing Generative Adversarial Networks (InfoGAN),

an unsupervised representation learning algorithm that learns interpretable and dis-

entangled representations from unlabeled image datasets. The algorithm is able to
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identify distinct writing styles from the MNIST dataset and visual concepts such as

hair styles from the CelebA face dataset. Similarly, [2] learns interpretable data repre-

sentations from image datasets using both generative and discriminative models, and

shows that the enhanced interpretability improves the generalizability of the models.

In the imitation learning domain, some effort has been made to go beyond surface-

level mimicry and instead learn meaningful representations about the task environ-

ment. [35] implements a general functional gradient boosting approach to imitation

learning in relational domains. Given a set of traces from the human teacher, the sys-

tem learns a policy in the form of a set of relational regression trees that additively

approximate the functional gradients. The algorithm is applied to four relational do-

mains and is shown to perform better than comparable propositional models. In [28],

the agent is given input-output image examples and learns the task goal without any

explicit instructions. Concepts are derived as programs that will produce the correct

output image when executed with the given input image. Using this architecture,

most concepts are learned correctly with just a few examples and generalize well to

markedly different images depicting the same concepts.

2.2 Grounding

While representation learning is most often discussed in the context of deep learn-

ing algorithms [15, 2], in which the intermediate representation does not necessarily

have semantic significance, it can also be applied to domains with clear underlying

structures to achieve grounding. In the context of our work, we define grounding as

creating connections between abstract expressions and real-world referents such as

object color, size, location, and arrangement. [51] provides a detailed survey of the

grounding problem and introduces a general framework for evaluating the quality of

a grounded representation.

Compositionality is a useful tool for building and evaluating a grounded repre-

sentation when inputs exhibit some structure (i.e. geometric, spatial, and relational

features). A number of works utilize this concept to learn compositional image rep-
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resentations and construct an image-to-concept mapping. [48] introduces a simple

regularization technique that allows the learned representation to be decomposable

into parts, using attribute annotations to disentangle the feature space of a network

into subspaces corresponding to the attributes. The Tree Reconstruction Error (TRE)

algorithm [4] is one evaluation method for assessing compositional structure in rep-

resentation learning problems where the structure of the observations is understood.

Several works focus on grounding concepts through human-robot interaction.

Lemaignan et al. envisions a natural dialogue between a human and a robot helper

[29]. When the human asks for help in vague terms such as “Give me that,” the

robot should be able to understand both the verbal and non-verbal context: under-

stand the semantics of the sentence, correctly interpret the request in the spatial

context of the speaker, and transform this into an appropriate response. To ad-

dress the language processing component, they implement a semantic parser that

extracts the grammatical structure from the input sentence and translates it into an

RDF statement that can be used to build upon an existing knowledge base. This

work demonstrates that extracting and representing symbolic knowledge from the

real world can improve the robot’s ability to perform high-level tasks. However, it

ultimately addresses human-robot interactions of a more social nature, focusing on

identifying and handling different types of utterances in natural dialogue such as

declarative statements and questions. [11] presents a more task-oriented scenario of

a robot that learns to perform everyday tasks from human demonstration. The robot

has no prior knowledge of high-level concepts, and learns them solely from observing

demonstrations by a human teacher. For instance, with enough demonstrations of

moving all markers to the left side of the table, the robot is able to ground visual and

spatial concepts such as “markers” and “left side of the table” and can perform the

same task with a different configuration. While this work shows the generalizability of

grounded concepts in the task goal learning problem, it does not utilize any linguistic

input to guide the grounding process, which is the point of interest in this thesis.
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2.3 Task-Oriented Language Grounding

Language grounding is a well-studied problem across many fields that involve task

learning. In computer vision, many works explore the use of natural language in-

structions to automate image annotation [53], generation [52, 40], and manipulation

[10, 45, 30]. Zhang et al. learn visual representations of medical images from the

paired annotations [53]. Since medical image understanding often requires represen-

tations of visual features that are much more fine-grained than those required for

identifying objects in natural images, an emphasis is placed on the image encod-

ing mechanism and making efficient use of the small medical image dataset. [52]

proposes an attentional generative adversarial network (AttnGAN) for generating a

detailed image based on the text description. The description is encoded using a

bi-directional LSTM unit to generate a global sentence vector, which is used to gen-

erate a low-resolution image in the first stage. In the following stages, each image

sub-region is further refined using a word-context vector produced by an attention

layer. This architecture effectively yields a higher-resolution image with more details

at each stage. [40] proposes a similar architecture for the image generation, but leaves

the specific text encoder up to choice. [30] presents a model for manipulating specific

visual attributes of a given image based on a text description of the desired attributes.

The text is encoded using a pre-trained RNN text encoder designed in [34], and the

text-image affine combination module combines the encoded text and image features

to select text-relevant regions that need to be modified. [45] utilizes LSTM to encode

the text instruction that specifies how the given image should be manipulated. Simi-

larly to the language encoding mechanism proposed in this paper, [45] utilizes Global

Vectors for Word Representation (GloVe) [37] to map the input image edit request

to vectors. While impressive results are presented using the text-image inputs, these

works focus primarily on GAN-driven image generation and manipulation rather than

the text embedding process itself.

More relevant to the human-robot interactive component of our scenario is the

language-guided navigation task, in which a mobile agent is provided with natural
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language directions and a view of the task scene. The agent learns to transform the

instruction into a navigation plan that can be executed to reach the desired desti-

nation. Considerable work has been done on this area [12, 24, 47, 13, 17, 42], with

varying approaches for formulating the task. [12] develops a gated attention mecha-

nism for mapping the language to the visual attributes. The proposed model consists

of a convolutional network to process the input image, a Gated Recurrent Unit (GRU)

network to process the instruction, and a multi-modal fusion unit that combines the

two representations. The fusion unit concatenates the embedded language and image

features and applies a fully connected linear layer with a sigmoid activation to pro-

duce the attention vector. This output vector is used by the policy learning module

to estimate the policy function. In [24], the task is modeled as a Markov Decision

Process (MDP), where each action yields a corresponding reward to the agent. The

text instruction is passed through an LSTM network to obtain a continuous vector

representation, and the output vector is reshaped into a kernel to perform a convo-

lution operation on the 2D image embedding and produce a language-conditioned

state representation. [47] dynamically instantiates a probabilistic graphical model

for the natural language command. The input command is decomposed into Spatial

Description Clauses [25], and a “Generalized Grounding Graph” is constructed ac-

cording to the command’s hierarchical and compositional linguistic structure inferred

from the SDCs. [17] and [42] take a step further towards generalizability and include

a higher-level master policy that proposes subgoals to be executed by specialized

sub-policies. [13] utilizes both the natural language input and repeated observations

of human demonstrations to accomplish the navigation task. The agent first infers

a navigation plan for the instruction based on the observed actions. Using this as

supervision, it then learns a semantic parser that can map novel instructions into

executable navigation plans. Because these works aim to translate navigational in-

structions to the robot, they mainly focus on grounding navigational verbs like “go”

and “follow” and inferring the relative spatial attributes of the objects in the scene

such as “the westernmost rock.”

A number of approaches have been proposed for employing natural language to
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guide task learning in a table-top pick-and-place setup. [20] proposes a probabilistic

model to ground abstract concepts in natural language instructions. They formu-

late the grounding problem as estimating the likely set of groundings for an input

instruction. The model incorporates notions of cardinality (“one”, “two”) and ordi-

nality (“first”, “second”), as well as spatial references (“nearest”, “farthest”). Given

an instruction such as “pick up the second block from the row of blocks,” the model

identifies the keywords and reduces the search space of abstract concepts by pruning

away the unlikely portions. The architecture of [1] is motivated by the fact that hu-

mans exhibit selective attention when performing tasks: when observing a scene with

a particular task in mind, the features of the scene that are relevant to the task are

given more attention, while others are de-emphasized or even ignored. Thus, their

proposed vision system learns to pay attention to only the relevant regions of each

frame regarding the task at hand. [33] presents a model that takes into account the

variations in natural language, and ambiguities in grounding them to robotic instruc-

tions with appropriate environment context and task constraints. The environment

and task context is encoded into an energy function over a conditional random field,

and the language input is reduced to a more formal structure based on clausal de-

composition. [21] more explicitly limits the form of the input instruction as <target

relations referent>, and extracts the relevant object information from the correspond-

ing parts of the input. This approach to achieving the language embedding is similar

to that of the semantic command parser proposed in this paper. Taking advantage of

the linguistic structure inherent in natural language can facilitate the decomposition

of the input instruction and generation of sub-tasks.
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Chapter 3

Approach

In this chapter, we describe the various components our framework that enable the

robot to derive elemental sub-tasks from an abstract natural language command,

and execute them in sequence to accomplish the final task goal. A schematic of the

framework is shown in Figure 3-2.

3.1 Modifications to Prior Work

Our framework is presented as an extension to [46], which implements a language-

conditioned imitation learning model that controls a robotic arm to perform pick-

and-pour tasks in a table-top setup. See Figure 3-1 for a detailed illustration of their

architecture. The model receives a top-down image of the workspace of the robot,

as well as a natural language command involving either a “pick” or “pour” action.

The input features are pre-processed and passed into the model’s attention network,

and a mapping between the input features and the task embedding is learned in the

trainable weights of the attention network. The task embedding is then converted

to dynamic movement primitive (DMP) parameters [22] for the robot control via a

second set of trained weights, and the trajectory is executed until the task is complete.

The raw image of the task scene and natural language instructions, paired with the

task’s corresponding DMP trajectories, are provided to the model at training time.

The training process generates the mappings from the image and instruction inputs to
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the task embedding, and from the task embedding to the motion primitive parameter

output. These correlations are encoded in the learned weights in the semantic and

control models.

While [46] successfully translates high-level natural-language instructions to low-

level actions, it is only capable of performing a specific “pick” or “pour” operation for

each instruction. Commands it can handle reliably are limited to the format “pick

up the 𝑋 cup” and “pour it into the 𝑌 dish.” Compound commands that combine

these two operations, such as “pick up the blue cup and pour it into the yellow dish,”

will fail, even though these two types of commands are semantically identical and

should result in the same behavior from the robot. It follows that the model also

cannot handle commands involving multiple objects in the scene, such as “pour all

cups into the dish.” Our contribution expands the model’s scope to be able to handle

compound and multi-object commands.

The original model implements a control policy that generates a single goal-

oriented motion primitive that achieves an elemental action (“pick” or “pour”). In our

approach, the policy maps the input 𝒳 = [𝐼, 𝑣] to an automatically generated state

machine of motion primitives that sequences individual elemental actions to achieve

the final goal. Hence, our architecture produces an end-to-end language-conditioned

high-level control policy of the following form:

1. 𝜋 : (𝒳 = [𝐼, 𝑣]) → (𝒴 = 𝑅) for the “open-loop” case, where 𝑅 = [𝑟0, .., 𝑟𝑡] is the

full trajectory of the robot joint configurations that achieves the high-level goal

when executed in sequence.

2. 𝜋 : (𝒳 = [𝐼, 𝑣, 𝑟𝑡]) → (𝒴 = 𝑟𝑡+1) for the “closed-loop” case, where the param-

eters of the motion primitive are recomputed at each time step to account for

execution noise.

We assume the latter approach in the subsequent sections.
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Figure 3-1: Model architecture implemented in [46] for the imitation learning of single
target-oriented robot manipulation tasks from goal-specific instructions.

Figure 3-2: Model architecture proposed in this work for the imitation learning of
sequential robot manipulation tasks from high-level abstract instructions.
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3.2 Architecture Overview

The proposed language-conditioned imitation learning framework, illustrated in de-

tail in Figure 3-2, is composed of the image and language pre-processing units as

well as four major modules: the high-level semantic command parser, the language-

conditioned attention network, the sub-task sequencer, and the low-level control

model. First, the raw scene image 𝐼 is encoded by the image pre-processor to produce

a list of candidate objects 𝐹 . The semantic command parser receives the high-level

natural language instruction 𝑣 and the parsed task scene information 𝐹 to generate

a list of atomic sub-task commands {𝑣1...𝑣𝑘} described in natural language. Each

sub-task command is encoded by the language pre-processor to produce the corre-

sponding sentence embeddings {𝑠1...𝑠𝑘}. The language-conditioned attention network

combines the two encoded input modes 𝐹, 𝑠 to produce an intermediate representa-

tion for each sub-task: {𝑎1...𝑎𝑘}. The sub-task sequencer determines the order of the

sub-tasks to be performed and the target object for each sub-task, and instantiates

a state machine based on the resulting list of sub-task embeddings {𝑒1...𝑒𝑘}. Finally,

the low-level control model is called to generate the control parameters for each of

sub-task 𝑒𝑖.

3.2.1 Image Pre-processing

The image pre-processing stage is analogous to the first therblig motion, “Search.”

The object detection module identifies all candidate objects in the scene, which are

later used perform the subsequent “Find” operation. The module receives a top-down

image of the task scene 𝐼 ∈ R569×320×3. A pre-trained object detection network, Faster

R-CNN [41], is applied to 𝐼 to generate a set of candidate objects in the scene:

𝐹 = {[𝑓 𝑜
𝑐 , 𝑓

𝑏
𝑐 ]}𝑐=1:𝐶 (3.1)

where each of the 𝐶 detected objects is represented by a feature vector, comprised of

the detected object class 𝑓 𝑜
𝑐 and the bounding box of the object 𝑓 𝑏

𝑐 ∈ R4. The FRCNN
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model used for the image processing was pre-trained from ResNet-101 on the COCO

dataset. Figure 3-3 shows a visualization of the candidate objects identified by the

detection module in a scene with three bins and two cups, with their respective

internal object indices and bounding boxes.

Figure 3-3: Visualization of the result of candidate object detection. The integer on
the top left of each region indicates the detection model’s internal object index, and
the score on the top right shows the detection confidence. The bounding boxes are
color-coded for convenience.

3.2.2 High-Level Semantic Command Parser

The semantic command parser serves two functions: check that the input command is

well-formulated (i.e. follows the expected grammar and syntax rules), and decompose

the command into a series of instructions for atomic sub-tasks. The initial command

is split into individual words and tagged using the part-of-speech (POS) tagging

convention. POS tagging identifies each word as a grammatical category such as

noun or verb. Table 3.1 shows a comprehensive list of the tags used in this work, as

well as their definitions and examples.

POS tagging is a nontrivial task, with extensive work being done in the NLP

domain to develop accurate and efficient techniques for identifying parts of speech
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[27, 32, 49]. However, as this is not the main focus of our work and our natural

language input is relatively simple and well-defined, we use the python nltk library

[9] to tag the instruction and assume that POS tagging is done correctly.

POS Tag Definition Example
VB verb (base form) place
NN singular noun cup
NNS plural noun cups
DT determiner the
PDT pre-determiner all in “all the cups”
JJ adjective red
IN preposition in
RP particle up in “pick up”
PRP personal pronoun it
CC coordinating conjunction and
CD cardinal digit two

Table 3.1: A complete list of part-of-speech tags used in this work.

The standardized POS tags allow for a pattern-matching approach to segment the

input sentence. Using these tags, we define three patterns of sentence segments at the

highest level: command phrase V, objects O, and location L. These are conceptually

analogous to the linguistic units: verb phrase, noun phrase, and prepositional phrase,

respectively. We use the regex syntax to describe these patterns below.

1. Command phrase V: VB RP?

2. Objects O: (DT JJ? NN | PDT DT? JJ? NNS | CD JJ? (NN | NNS) | PRP)

3. Location L: IN DT JJ? NN

A command phrase V simply consists of a verb and optionally a particle associated

with the verb. The objects O can be specified in a few different patterns, from the

simplest form it to a phrase describing the number of objects and a reference to the

type of object such as two green cups or all the red cups. The location L specifies the

task goal location for performing the “place” operation.

We define a “valid” manipulation command as one that matches the following

syntax pattern:
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VO ( ( ( CC O ) * | ( CC VO ) ) ? L ) ? (3.2)

For instance, the simplest command structure V O contains only the command

phrase and the target object. More complex commands may contain multiple com-

mand phrases or target objects. Figures 3-4 through 3-7 show sample commands

following the four major patterns of increasing complexity and their semantic trees.

The rule is specific for our table-top pick-and-place scenario, but the parser can use

any set of pre-defined grammar rules and thus can be adapted to any environment

that uses semi-structured natural language input.

Once the input command is determined to be valid, the parser generates the nat-

ural language sub-task instructions. Based on the action in the command phrase and

the available objects in the task scene, a series of “pick” or “place” commands is gener-

ated that accomplishes the initial goal when executed in sequence. Figure 3-8 shows

two examples of the task scene and instruction input pairs and the corresponding

sub-task instructions generated by the parser.

Figure 3-4: The semantic tree for a command with the structure V O.

Figure 3-5: The semantic tree for a command with the structure V O L.
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Figure 3-6: The semantic tree for a command with the structure V O CC V O L.

Figure 3-7: The semantic tree for a command with the structure V O CC O L.

Figure 3-8: Atomic sub-task commands generated by the semantic parser based on
the detected task objects and the high-level instruction.
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3.2.3 Language Pre-Processing

The language pre-processing stage captures the information represented in the natural

language command. The sub-task instructions generated by the semantic command

parser are tokenized using the GloVe vector representation for words [37]. Each word

in the sub-task instruction 𝑣𝑖 is mapped to a row index of 𝐺 ∈ R30000×50, consisting of

30,000 most frequently used English words represented as GloVe word embeddings.

The tokenized sentence is then converted into a fixed-size matrix 𝑉 ∈ R15×50 that

encodes up to 15 words, where each row is a 50-dimensional word embedding. Finally,

a GRU layer is applied to 𝑉 to produce a sentence embedding, 𝑠𝑖 ∈ R32.

3.2.4 Language-Conditioned Attention Network

The attention network combines the sub-task sentence embedding 𝑠𝑖 and the image

embedding 𝐹 to identify the target object referred to by the command.

𝑎𝑖 = 𝑤𝑇
𝑎 𝑓𝑎([𝑓𝑐, 𝑠𝑖]) = {[𝑎𝑐𝑖 ]}𝑐=1:𝐶 (3.3)

For each of the 𝐶 candidate objects in 𝐹 , a likelihood 𝑎𝑖 is calculated by concatenat-

ing the sentence embedding 𝑠𝑖 with the object’s feature vector 𝑓𝑐 and applying the

attention network 𝑓𝑎 : R37 → R64. The result is multiplied with a trainable weight

𝑤𝑎 ∈ R64 to be converted into a scalar. The attention network 𝑓𝑎 is defined as follows:

𝑓𝑎(𝑥) = tanh(𝑊𝑥 + 𝑏) ⊙ 𝜎(𝑊 ′𝑥 + 𝑏′) (3.4)

where 𝑊,𝑊 ′ and 𝑏, 𝑏′ are trainable weights and biases, respectively.

3.2.5 Sub-Task Sequencer

The sub-task sequencer contains two components: the task object selector Π(·) and

the high-level policy generator. The task object selector first applies a sigmoid func-

tion to the likelihoods produced by the attention network: 𝑎 = 𝜎([𝑎1𝑖 ...𝑎
𝐶
𝑖 ]). The

sigmoid function serves to polarize the likelihoods so that the object with the highest
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Figure 3-9: A detailed diagram of the language-conditioned attention network.

likelihood is accentuated. In the case where there are multiple objects in the task

scene that meets the object description, all such objects will have a likelihood close

to 1. The selector identifies all the objects that match the description given by the

sub-task command and chooses a target object Π(𝑎). Thus, the selector effectively

performs the second therblig operation, “Find”. As a simple proof-of-concept imple-

mentation, we use an algorithm that randomly selects the task object. However, more

complex task object selectors can be used here in place of the random selector. Such

possible extensions will be discussed later in this section.

A sub-task embedding 𝑒𝑖 ∈ R32 is computed by multiplying Π(𝑎) with the image

features 𝐹 , concatenating it with the sentence embedding 𝑠𝑖, and applying ReLU,

with trainable weight 𝑊 and bias 𝑏.

𝑒𝑖 = ReLU(𝑊 [𝐹 · Π(𝑎), 𝑠𝑖] + 𝑏) (3.5)

The high-level policy generator Φ then determines the order of the sub-tasks to be

performed in sequence. A finite state machine (FSM) is constructed with the ordered

list of sub-task embeddings {𝑒1...𝑒𝑘}. Each state in the FSM represents the sub-

task embedding to be passed to the low-level control model. At each time step,

after the control sequence for the current sub-task embedding is executed, the phase

value returned by the low-level control model is used to determine if the sub-task
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Figure 3-10: A finite state machine generated for the 𝑘 sub-tasks {𝑒1...𝑒𝑘} in Φ.

is complete. If the finish condition is met, Φ is called to move onto the next sub-

task embedding to execute. This process repeats until all the sub-tasks have been

completed.

3.2.6 Control Model

We directly adopt the control model used in [46], which was in turn inspired by the

approach in [22]. The control model maps the sub-task embedding 𝑒𝑖 and the current

robot state 𝑟𝑡 to control signals for the next time step, and produces a trajectory of

dynamic motor primitive (DMP) parameters for the robot’s seven joints (see Figure 3-

11). The trajectory can be executed in an open-loop fashion, but to better account

for the non-deterministic nature of control tasks such as physical perturbations and

execution noise, the trajectory is recalculated at each time step.

To keep track of the robot’s current and previous movements, the robot state 𝑟𝑡

at each time step is encoded by a GRU cell that is initialized with the robot’s start

configuration 𝑟0. This produces the latent robot state ℎ𝑟 ∈ R7. The motor primitive is

learned in the trainable weights 𝑤 ∈ R𝐵×7, where 𝐵 is the number of kernels for each

DOF of the robot. The estimated current progress to achieving the goal is reflected

in the phase variable 0 ≤ 𝜑 ≤ 1, where 0 indicates that the control sequence has not

yet started and 1 indicates that the execution is complete. The phase progression for

each time step is specified by ∆𝜑. Based on the sub-task embedding 𝑒𝑖 and the robot

state ℎ𝑟, the model generates a full set of motor primitive parameters for the current

time step:

(𝑤𝑡, 𝜑𝑡,∆𝜑) = (𝑓𝑤([ℎ𝑡, 𝑒𝑖]), 𝑓𝜑([ℎ𝑡, 𝑒𝑖]), 𝑓Δ(𝑒𝑖)) (3.6)

where 𝑓𝑤 : R39 → R𝐵×7, 𝑓𝜑 : R39 → R1, and 𝑓Δ : R32 → R1 are multilayer per-
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Figure 3-11: Details of the control model, which generates the robot control signals.
This figure was taken from [46].

ceptrons. The motor primitive (𝑤𝑡, 𝜑𝑡,∆𝜑) is evaluated at each phase 𝜑𝑡 + ∆𝜑 to

generate the next control signals 𝑟𝑡+1 to be executed. We define a sparse linear map

𝐻𝜑𝑡 ∈ R7×(𝐵×7) that contains the basis function vectors for each DOF. The control

signal generator 𝑓𝐵 performs a simple multiplication operation on 𝐻𝜑𝑡+Δ𝜑
to generate

the next control signal:

𝑟𝑡+1 = 𝑓𝐵(𝜑𝑡 + ∆𝜑, 𝑤𝑡) = 𝐻𝜑𝑡+Δ𝜑
𝑤𝑇

𝑡 (3.7)

The output of the control model accomplishes the final series of therblig motions:

“Transport Empty + Grasp” for the pick operation, and “Transport Loaded + Position

+ Release Load” for the place operation.
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Chapter 4

Evaluation

In this chapter, we evaluate the performance of our language-conditioned sequential

task learning framework in an end-to-end fashion. Two evaluation types were per-

formed: sorting and kitting. The sorting task involves arranging all objects with

a common feature into a designated location on the table. The kitting task com-

piles a collection of objects as specified in the task instruction. Section 4.1 describes

the training and data collection processes and the evaluation metrics. Section 4.2

presents the overall test results and performance details of the different components

of the pipeline. Section 4.3 presents a discussion of the results and examines potential

improvements to the framework.

4.1 Methods

4.1.1 Training

The proposed framework was implemented using the pre-trained weights provided

by [46] for mapping the embedded language instruction to the attention and control

features. The control model was trained to perform pick-and-pour tasks, which we

have modified to perform pick-and-place operations instead. As such, no re-training

of the model was necessary for the evaluation.

The original model was trained using five auxiliary losses to optimize the learning
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process. The attention network was trained using ℒ𝑎 = −
∑︀𝑐

𝑖 𝑥𝑖 log(𝑦𝑖), defined as the

cross-entropy loss for a multi-class classification problem over 𝑐 classes. The training

label was a one-hot vector created in the image pre-processing stage and indicated the

object being referred to by the task description. The control model was trained using

the combined mean-squared-error losses of four parameters: phase estimation ℒ𝜑 =

MSE(𝜑𝑡, 𝜑
*
𝑡 ), phase progression ℒΔ = MSE(∆𝜑,∆

*
𝜑), weights ℒ𝑤 = MSE(𝑊𝑡,𝑊𝑡+1),

and trajectory ℒ𝑡 = MSE(𝑅,𝑅*). The expected phase estimation and progression

𝜑*
𝑡 ,∆

*
𝜑 were inferred from the number of steps in the given demonstration. For the

trajectory loss, the generated trajectory 𝑅 = [𝑟𝜑=0...𝑟𝜑=1] was compared against the

trajectory of the demonstration 𝑅*. A weighted sum of the five losses was used as

the overall loss: ℒ = 𝛼𝑎ℒ𝑎 + 𝛼𝜑ℒ𝜑 + 𝛼ΔℒΔ + 𝛼𝑤ℒ𝑤 + 𝛼𝑡ℒ𝑡. Values 𝛼𝑎 = 1, 𝛼𝜑 =

1, 𝛼Δ = 14, 𝛼𝑤 = 50, 𝛼𝑡 = 5 were empirically chosen as the hyper-parameters for ℒ,

and the model training was supervised by minimizing ℒ with an Adam optimizer

using a learning rate of 0.0001. More details on the training process can be found in

[46].

4.1.2 Test Data Collection

We tested our framework in a simulated table-top environment with a fixed 7-DOF

robot arm. To emulate realistic pick-and-place task scenarios, we devised the task

types for the evaluation based on two factory use cases: sorting and kitting. 600

distinct task scenes were generated for the evaluation: 300 for the sorting task and 300

for kitting. The attention network was not trained on these scenes, so the performance

of the attention network in the testing phase is a direct reflection of the network’s

generalizability. Each scene contained at most six objects from the available objects

introduced in Figure 1-4, with at least one and up to four graspable cups with two

color variations and at least one and up to three bins of distinct colors for the cups

to be placed in. The positions and orientations of the objects were randomized, with

a positional constraint to prevent any collisions.

High-level task commands for the sorting and kitting scenarios were automatically

generated using the sentence templates: “put all the 𝑋 cups in the 𝑍 bin” for the
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sorting task and “put 𝑛𝑋 𝑋 cups (and 𝑛𝑌 𝑌 cups) in the 𝑍 bin” for the kitting

task, where 𝑋, 𝑌, 𝑍 are optional color identifiers for the task objects and 𝑛𝑋 , 𝑛𝑌 are

cardinal values specifying the number of task objects. The task command generation

was guided by the available objects in the scene and the valid operations that can be

performed on them. For instance, the kitting instruction “put two blue cups in the

bin” cannot be executed correctly if there is only one blue cup in the scene, as is the

sorting instruction “put all the red cups in the bin” in a scene without any red cups.

The final instruction for the test scene was randomly drawn from all the valid forms

of commands generated in this manner.

Figures 4-1 and 4-2 showcase some examples of the randomly generated task scenes

and commands for the sorting and kitting task types. Figure 4-3 catalogs sample task

execution sequences performed by the robot for the two task types.

Figure 4-1: Examples of four randomly generated sorting task scenes and their cor-
responding task commands, roughly in the order of increasing task complexity.

4.1.3 Performance Metrics

The overall task completion rates were measured in each test scene, as well as more

fine-grained metrics for evaluating each major module of the proposed framework. In
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Figure 4-2: Examples of four randomly generated kitting task scenes and their cor-
responding task commands, roughly in the order of increasing task complexity.

particular, we measured the performances of the object detection module, attention

network, and low-level control for the atomic sub-tasks.

We used the simulation input parameters used in generating the task scene to de-

fine ground truths for evaluating the object detection and attention network modules.

This was represented as a zero-padded and sorted 1× 6 array containing the internal

object IDs. In a scene with two red cups (ID: 21 ) and a yellow bin (ID: 16 ), for

instance, the detection ground truth for the objects in the scene is: [0,0,0,16,21,21].

The labels for evaluating the attention network were derived from the current scene

image at the beginning of each sub-task and filtered to include only the objects iden-

tified by the keyword in the sub-task command. For a sub-task instruction “pick up

the red cup” in the example scene, the attention ground truth would be [21,21] for

the two red cups in the scene. The following command, “place it in the yellow dish”,

would indicate only the yellow dish in the scene: [16]. These ground truth labels were

compared with the masked output of the attention network. A filtering threshold of

95% was used to determine whether the attention score was high enough relative to

the entire output array of the attention network.
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Figure 4-3: Sample task execution sequences for sorting (left) and kitting (right) tasks,
with the original task command and the current sub-task command being performed.
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The “pick” operation was defined by the robot’s gripper state, which ranges from

0 (open/released) to 1 (closed/gripped). If the correct object was inside the robot’s

gripper when it was closed, this was counted as a successful “pick” operation. A

“place” operation was considered successful if the gripper position was directly above

the target bin at the time of release. This was decided in part to prevent the unpre-

dictability of the simulation environment from affecting the measured task execution

accuracy. The bins used for the training and testing in the simulation were quite

small, which often led to cups being released in the correct location but falling out

of the bin or rolling away after placement with the slightest perturbations in the en-

vironment. Evaluating the gripper location at the time of the “place” task execution

was sufficient to assess the model’s accuracy for performing the task correctly.

4.2 Results

Table 4.1 summarizes the overall performance of the proposed approach and the

success rates of each major component of the framework. A total of 547 tasks out

of the 600 novel task scenes were correctly executed to completion (91.2%). The

model achieved an object detection accuracy of 99.7% on 3,600 total task objects,

attention accuracy of 81.1% on 1,990 target objects, and sub-task execution success

rate of 96.4% for 1,712 individual “pick” and “place” sub-tasks. In the remainder of

this section, we evaluate the performance of each of these modules in more detail.

4.2.1 Sub-Task Generation

The semantic parser produces the sub-task instructions based on the linguistic struc-

ture of the high-level task command and the objects in the task scene as detected by

the image pre-processor. To generate the correct amount of sub-tasks for the sorting

command “put all the 𝑋 objects in the bin”, the parser identified all the possible

targets from the objects in the scene and adjusted the number of actions accordingly.

The command “put all the blue cups in the bin” in a task scene with two blue cups

would generate two distinct “pick” tasks for the blue cup, while the same command
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Model Performance Summary
Sorting Kitting Overall

Sub-Task Generation 1.000 1.000 1.000
Object Detection 0.996 0.998 0.997
Attention 0.761 0.859 0.811
Pick 0.963 0.953 0.958
Place 0.972 0.970 0.971
Pick + Place 0.935 0.934 0.935
Final Task Completion 0.910 0.913 0.912

Table 4.1: Model performance summary of the proposed language-conditioned se-
quential task learning framework.

in a scene with one blue cup would result in only one “pick” task.

No explicit performance evaluation was performed on the sub-task generation, as

the semantic parser strictly follows the grammar and task generation rules defined

by the user. The grammar rules utilized in this framework is described in detail in

Section 3.2.2.

4.2.2 Object Detection

The pre-trained FRCNN model was used for the object detection as discussed in 3.2.1.

We briefly describe its performance here.

The detection accuracy on the input task scene image at the beginning of each sim-

ulation environment was used as the performance metric. As shown in the confusion

matrix in Figure 4-4, all objects were detected and very few were mis-classified. Al-

most all classification failures resulted from the detection module identifying the same

object twice, which was caused by the variation in the simulation’s lighting source

and perspective distortions from the top-down camera. Figure 4-5 shows an example

task scene in which a false positive in the detection module affects the subsequent

generation and execution of the sub-tasks.

A more consequential type of failure occurred during the execution runtime. The

top-down view of the task scene was often obstructed by the robot arm or the task

objects during execution, which interfered with the detection of the occluded object
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Figure 4-4: A confusion matrix for the object detection module. The module classified
the 3,600 task objects with 99.7% accuracy, with very few classification failures.
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Figure 4-5: A sorting task with a false positive produced in the object detection stage.
The red cup on the right is detected twice by the detection module, for a total of
three perceived red cups in the scene. The parser generates three pick-place sub-task
pairs based on this information, which ultimately leads to the robot attempting three
pick tasks in total.

(Figure 4-6). The effect of this failure manifests in the result of the attention network,

which is discussed in the next section. Because our model architecture was designed

to build on previous components, a failure in an earlier module would cascade down

the pipeline and ultimately affect the final task performance.

4.2.3 Attention

Some bin detection errors occurred in the detection module due to occlusion, which

affected the performance of the attention network. In the initial implementation of

our model, the embedding for the next sub-task would be generated at the end of the

previous sub-task using the detected objects from the current scene. Occasionally, the

position of the robot arm at the end of a “pick” task would obstruct the view of the

target bin for the following “place” operation. In the same vein, objects placed in the

bin during the previous sub-task could also interfere with the bin detection, affecting

the execution accuracy of the subsequent “place” sub-tasks. This was more likely to

occur when there were several objects in the target bin, or the object was of a different

color than the bin. If the model could not identify the correct bin in the scene, it

would default to a different, incorrect bin, or fail entirely if no other bin was in the

scene (Figure 4-6). The first issue was addressed before evaluation by performing the

object detection at the beginning of each “pick” task, when the robot arm is centered
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Figure 4-6: Two examples of bin detection failures caused by occlusion. In the first
scene, the robot arm at the end of the previous sub-task obscures the target bin.
In the second scene, the red cup placed during the previous sub-task interferes with
the detection of the bin. Since no target bin is identified, the model performs the
subsequent place operation on a different bin with the incorrect color.
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and can be expected not to occlude any objects in the task scene. Addressing the

second case is left for future work. The detection failures caused by the second issue

largely explain the notably lower attention accuracy for the bins during the “place”

operation compared to the “pick” operation, as shown in the side-by-side comparison

of the two attention accuracies in Figure 4-8.

The attention network’s performance was also affected by the specificity of the task

command. Generic commands such as “put the cup in the bin” in a task scene with

several cups would result in multiple correct target objects. The attention network

did produce high scores for all such objects, but the threshold of 0.95 used in the

evaluation was quite stringent and sometimes resulted in objects with high attention

scores getting filtered out. In particular, we note that in task scenes with generic

“pick” commands and both red and blue cups present, the attention network always

assigned a slightly higher score for the blue cup than the red. This anomaly accounts

for the low attention rate on red cups for generic commands, which is displayed in

Figure 4-9.

Another reason for the attention network’s lower accuracy is that the weights

were trained on environments and commands that were less varied in the number

of duplicate objects and more specific in instruction. A way to mitigate this is by

augmenting the dataset of the previous model with our dataset and re-training the

entire model. Alternatively, a more interesting solution would be to update an existing

model to detect new commands and scenarios, as done in [14]. This is left for future

work.

4.2.4 Task Execution

Table 4.2 summarizes the results of the execution performance on individual “pick”

and “place” sub-tasks across all test scenes. A total of 856 pick-and-place sub-task

pairs were executed, with an average of 2.85 sub-tasks per scene. 820 out of 856

pick tasks (95.8%) were correctly executed, while 831 out of 856 place tasks (97.1%)

were correctly performed. The cumulative success rate (pick + place) describes the

percentage of cases in which the cup was correctly picked up and then placed into the
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Figure 4-7: A confusion matrix for the attention network module. The module iden-
tified the 1,990 target objects with 81.1% accuracy.

Figure 4-8: Attention network accuracy for 1,148 pick and 842 place target objects.
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Figure 4-9: Attention network accuracy for 261 generic and 1,451 specific task com-
mands.

correct bin. The pick-place sub-task pairs were executed successfully in 93.5% of all

cases.

We further calculated the final task completion rates of the sorting and kitting

scenarios (Table 4.3). The completion rate was measured based on whether the high-

level task goal was successfully achieved, i.e. whether all sub-tasks were correctly

performed. For a sorting task with the command “put all the 𝑋 objects in the bin”,

we calculate the intermediate pick completion rate 𝑛𝑝𝑖𝑐𝑘/𝑛𝑋 , where 𝑛𝑝𝑖𝑐𝑘 indicates the

number of objects correctly identified and picked up and 𝑛𝑋 denotes the total number

of pick operations to be performed. In the sorting scenario, 𝑛𝑋 is the total number

of objects in the scene with the feature 𝑋. The place completion rate is calculated

as 𝑛𝑝𝑙𝑎𝑐𝑒/𝑛𝑋 , where 𝑛𝑝𝑙𝑎𝑐𝑒 indicates the number of correct place operations performed

on the target bin. Since the pick-place operations occur in pairs, the correct sub-task

count is identical for both the pick and place completion rates. Similarly, for a kitting

task with the command “put 𝑛𝑋 𝑋 objects and 𝑛𝑌 𝑌 objects in the bin”, the pick

completion rate was calculated as 𝑛𝑝𝑖𝑐𝑘/(𝑛𝑋 +𝑛𝑌 ), based on the 𝑛𝑋 +𝑛𝑌 pick tasks as

specified by the command, and the place completion rate was 𝑛𝑝𝑙𝑎𝑐𝑒/(𝑛𝑋 + 𝑛𝑌 ). The

final task completion rate calculates the ratio of the objects with correct execution of

both sub-tasks, 𝑛𝑝𝑖𝑐𝑘+𝑝𝑙𝑎𝑐𝑒, over the total.
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Sub-Task Execution Summary
Sorting Kitting Overall

Pick 413/429 (0.963) 407/427 (0.953) 820/856 (0.958)
Place 417/429 (0.972) 414/427 (0.970) 831/856 (0.971)
Pick + Place 401/429 (0.935) 399/427 (0.934) 800/856 (0.935)

Table 4.2: Sub-task execution success rates for pick and place tasks.

Task Completion Summary
Sorting Kitting Overall

Pick Sub-Task Completion Rate 285/300 (0.950) 282/300 (0.940) 567/600 (0.945)
Place Sub-Task Completion Rate 288/300 (0.960) 288/300 (0.960) 576/600 (0.960)
Task Completion Rate 273/300 (0.910) 274/300 (0.913) 547/600 (0.912)

Table 4.3: Task completion rates for the sorting and kitting task scenarios.

Because the model had been trained to perform “pour” tasks and was modified

to perform “place” for the evaluation setup, it occasionally exhibited erratic or non-

deterministic behaviors when executing the place task. A common calibration issue

was regarding the release positions of the cups and the small size of the bins used

to hold them. Slightest execution noises in the simulation had the potential to cause

the placed cup to fall out of the bin or knock out the existing cups in the bin. As

this is not a direct reflection of the model’s performance but rather an unfortunate

artifact of the simulation environment, we designed the accuracy measurement to be

based on the position of the robot gripper at the time of release, instead of whether

the placed cup stayed within the bin at task completion. In future iterations of this

framework, the simulation environment can be adjusted to be able to better handle

multiple place operations within the same bin.

Figure 4-10: Examples of correctly executed place tasks.
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Figure 4-11: Examples of place task inaccuracies during execution. These tasks were
considered to be successful if the gripper was directly above the bin at release time.

4.3 Discussion and Limitations

We evaluated the model’s execution of two types of high-level pick-and-place tasks

based on realistic use scenarios. Each module of the pipeline achieved high accuracy,

and an overall task execution accuracy of 91.16% was achieved. While the proposed

framework is shown to effectively communicate abstract sequential tasks to the robot

in an end-to-end manner in a simulated environment, more improvements could be

made to address some of its current limitations and facilitate the adaptation of this

approach in real-life task scenarios.

4.3.1 Parser

The semantic command parser implemented in this work uses pre-defined grammar

rules to parse the command into sub-tasks. As such, it cannot parse malformed or

incomplete commands, which is common in natural language. The instruction parsing

could instead be learned from a large number of unstructured verbal commands using

an LTL formula [50, 31] to better handle noisy natural language inputs.

4.3.2 Detection

For simplicity, we constrained the features of the task objects in the testing environ-

ment to visual (color) and cardinal (count). However, the pre-trained object detection

module is capable of identifying a greater variety of colors and numbers, as well as a

number of different shapes and sizes. The model can be further expanded to handle

spatial and relational features (e.g. leftmost cup, largest bin) [6].
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4.3.3 Task Sequencing

If several possible target objects were present in the task scene, the model picked the

one with the highest detection confidence to execute the task. This was an arbitrary

metric we chose for the implementation and could be further constrained to perform

the desired behavior for more specific task goals, such as picking the closest object.

Similarly, the order of the sub-tasks to be performed was implicitly inferred from the

input command: given the command “put the red cup and the blue cup in the dish”,

the robot would first position the red cup, followed by the blue cup. This sub-task

order selection process can also be further optimized for a particular metric, such as

performing the task with minimum traveling distance or choosing the largest target

object to position first for a “stacking” task. The task sequencing problem can be

formulated as an MDP, or the constraints for the task goal could be learned directly

from human demonstrations.

4.3.4 Grasping

In this work, object grasping was simplified to an open-or-close operation along the

one-dimensional gripper state. In realistic scenarios, however, the task scene may con-

tain objects of different shapes, sizes, and orientations, which would require inferring

the correct grasping technique based on the target object’s features.

4.3.5 Motion Primitive

Sometimes the robot exhibited erratic behavior when the initial joint configuration

and target object were not similar to any combination seen in the training data.

One way to alleviate erratic behaviors with initial/final condition discrepancies in

joint-space is to learn the motion primitive in task-space (Cartesian coordinates) and

rely on inverse kinematics solvers to move the robot’s end-effector to the desired

task-space locations. This could also improve the accuracy of the task-embedding →

control parameters mapping, as Cartesian coordinates are more interpretable than

joint angles. Also, recall that the control model generates parameters for a time-
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dependent DMP. If these are noisy, they may cause erratic behavior and make the

robot move abruptly from one location to another or even exhibit unwanted cyclical

motions. To address this issue, one could use a motion primitive that is solely state-

dependent: 𝑟𝑡+1 = 𝑓𝐵(𝑟𝑡+1, 𝜃𝐵), where 𝜃𝐵 are model parameters independent of time

[19]. This would allow the robot to be robust to abrupt changes in the scene without

needing to re-calculate phase variables or entire trajectories.
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Chapter 5

Conclusion

Transferring task specifications to a robot is a difficult endeavor that often involves

considerable supervision from human experts. In order for robots to be introduced

to and operate efficiently in manufacturing environments, the task transfer process

must be easily accessible for humans and robots alike. This requires an intuitive and

robust mechanism for the human instructor to explain a task to the robot and have

the instruction be correctly interpreted.

In this thesis, we designed and evaluated an end-to-end language-conditioned im-

itation learning framework for transferring sequential task instructions to the robot.

The task specifications were provided in the form of image and natural language

inputs, which were ultimately translated into low-level control parameters that the

robot can execute in sequence. The natural language component precludes the need

for an extensive knowledge of programming or robotics and enables the instructor to

provide task instructions with relative ease. This approach was conceptually inspired

by the therblig elemental motions, an analysis metric used in the study of motion

economy in the (human) workplace.

The framework was implemented in part using pre-trained weights from a language-

conditioned imitation learning framework designed to perform a single pick-and-pour

task [46]. The evaluation of the framework was performed on task environments

unseen during the training stage and produced comparable results to the original

framework. This suggests that the proposed approach can be successfully adapted
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to accommodate unseen task environments in order to perform more complex tasks

than the ones achieved by the original model.

As discussed in Section 4.3, further adjustments can be made in the framework to

improve its accuracy and generalizability to novel task environments. The instruction

parsing could be learned from unstructured verbal commands to better handle noisy

natural language inputs. The object detection module could be expanded so that the

task scene can contain objects of different shapes, sizes, and orientations. This adap-

tation would also motivate the need to infer more complex grasping techniques based

on the target object’s physical features. Finally, the sub-task sequencing problem can

be optimized for a particular metric, such as achieving minimum traveling distance

or performing a “stacking” task ordered by the object size.
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