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Abstract

Ionic liquid ion sources are a promising technology that can be used for many ap-
plications from space propulsion to focused ion beam microetching. The variety of
ionic liquids that can be synthesized enables the selection of desired beam properties
for optimizing propulsion and focused ion beam performance. Ionic liquid ion sources
produce ion beams by extracting single ions and metastable solvated ion clusters from
the surface of the ionic liquid and accelerating them using an electric field generated
by applying a voltage between a sharp tip and a plate with an aperture. The sol-
vated ion clusters often fragment in the electric field region, reducing the specific
impulse and efficiency for propulsion applications and increasing the beam spot size
for focused ion beam applications by broadening the energy distribution of the beam.

Fragmentation behavior has previously been characterized in the region with no
electric field. However, fragmentation under the effect of an electric field has not
been investigated as experimental results are difficult to interpret for regions with
electric fields. The goal of this work is to use various types of numerical methods to
characterize fragmentation under the effect of an electric field. Molecular dynamics
simulations are performed of various ionic liquid clusters under different conditions
to determine the rate of fragmentation. These simulation results are also used to
determine the different fragmentation pathways taken by each type of cluster, and
the size of the different clusters as a result of energy content and electric field strength.
Various physics-based models are compared to the molecular dynamics results with
the goal of deriving a new model that accounts for the effect of the electric field on
fragmentation. Approximate Bayesian computational methods are employed to infer
the temperature of different ionic liquid cluster types and the percentage of the beam
composed of each species by comparing simulated retarding potential analysis curves
to experimental ones. Finally, the results of multi-scale N-body simulations are post-
processed and compared to experimental data. Results show remarkable agreement
between N-body simulations using the fragmentation rates determined by molecular
dynamics and experimental data.
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Chapter 1

Introduction

1.1 Motivation

Small satellites such as Cubesats, provide a low complexity, low cost way to test new
technologies in space. Cubesats have applications for many missions including Earth
observation, science and technology demonstration, and even deep space exploration.
The relative low complexity enables rapid prototyping and testing of new space tech-
nologies. The relative low cost offers opportunities for more people to be involved in
space exploration, including university teams and small companies. The low cost also
facilitates rapid technology development due to the lower economic risk.

Most of the electronics for satellites including communication, power, and attitude
control subsystems have been successfully miniaturized, facilitating a recent growth
in small satellite development. However, propulsion systems are often not included on
small satellites [3]. The development of electric propulsion (EP) systems that fit the
small satellite form factor further expands the opportunities available to such satellites
by facilitating precise attitude control for imaging and larger delta-V missions for
deep space exploration [4, 5, 6, 7|. However, most of the EP systems used for larger
satellites including hall effect thrusters and ion engines can not be scaled down to the
size required by Cubesats and other small satellites while preserving high performance.
One of the emerging electric propulsion technologies to address this problem is ionic

liquid ion source (ILIS) electrospray propulsion.
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Figure 1-1: Diagram of electrospray emitter geometry. Image created by Catherine
Miller.

ILIS electrospray produces thrust by accelerating ions from an ionic liquid pro-
pellant using an electric field [8]. Ionic liquids are salts that are liquid at room tem-
perature and have negligible vapor pressure, making them particularly well suited
to space applications as they require no complex containment system [9, 10, 11]. A
voltage is applied between a sharp tip covered in propellant and an extractor grid
with a hole in it. The resulting electric field extracts pure ions and ion clusters from
the surface of the ionic liquid and accelerates them, producing thrust. Typical elec-
trospray emitter systems for use on small satellites consist of arrays of hundreds of
sharp tips [4, 8, 12]. These arrays are made out of a porous material which is wetted
with the propellant. Figure 1-1 shows a diagram of one such electrospray emitter
system. Electrospray technology is also applicable to other fields including use in
chemical processes, superconductors, and focused ion beam (FIB) applications such
as micromachining, imaging, and material deposition [13, 14, 15, 16, 17].

Whiile electrospray propulsion systems have flown successfully on technology demon-
stration missions, further characterization of emission behavior is necessary to under-

stand lifetime limiting mechanisms for the propulsion system as well as interactions
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of the ion beam with the satellite. Characterization of electrospray ion beams is also
necessary to improve beam behavior for FIB applications. In particular, the process
of fragmentation has significant impacts on propulsion thrust and specific impulse,
hardware degradation, and FIB spot size [18, 17, 15, 13]. During emission, both single
ions and clusters composed of a single ion plus a neutral ion pair are extracted from
the liquid surface and accelerated by the electric field. Fragmentation is a process in
which the ion clusters break up, usually into a single ion and a number of neutral ion
clusters. If the fragmentation process occurs during the acceleration of the cluster
the resulting ion exits the extractor grid at a different velocity than the clusters that
did not fragment. Emission of ions and clusters with different velocities reduces the
efficiency and specific impulse of the propulsion system [19, 20, 21|. Neutral ion clus-
ter impingement on the extractor grid is believed to lead to liquid accumulation and
eventual electrical shorts. Energy spread in the beam makes it more difficult to focus
the beam for FIB applications [17, 15, 16, 13]|. Characterization of the fragmentation
process is needed to understand its effects on hardware lifetime as well as propulsion
and FIB system performance.

Previous experimental work to determine fragmentation behavior for electrospray
emission has successfully determined the fragmentation rates of different ionic liquids
when there is no electric field present [2, 18]. This was done using retarding potential
analysis (RPA) curves, which show the energy distribution of the ion beam and thus
the fragmentation behavior. However, the fragmentation behavior in an electric field is
difficult to characterize with RPA curves as the data from fragmentation of multiple
cluster sizes appear in the same region of the graph and are difficult to interpret.
Additionally, current models for cluster fragmentation in regions with electric fields

have not been successful in predicting experimental behavior.

1.2 Research Objectives

The goal of this work is to characterize the behavior of ionic liquid clusters in regions

with applied electric fields. There are three main areas in which this effort will be
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focused

1. Determination of cluster fragmentation rates for clusters with temperatures
between 300 K and 2500 K under the influence of electric fields between 5 x 105
V/m and 1 x 101 V/m.

2. Derivation of a physics-based model for fragmentation rates under different

conditions and comparison of this model to simulation data.

3. Determination of internal energy and fragmentation rates of clusters from ex-

perimental data.

These goals are achieved with a combination of molecular dynamics (MD) simu-
lations and approximate Bayesian computation (ABC). MD simulations are used to
determine fragmentation rates of clusters of different ionic liquids and different sizes
under different energy and electric field conditions. These results are also analyzed
for trends in fragmentation behavior including geometry during fragmentation. The
MD results from fragmentation are used to derive a physics-based approximation of
the behavior of the clusters during fragmentation which is then used to calculate
fragmentation rates for different conditions. ABC is used with the MD results and
previously collected experimental data to determine the internal energy distribution

and beam mass composition of electrospray emitters for various emission conditions.
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Chapter 2

Background and Literature Review

2.1 Electrospray Emission

2.1.1 Ionic Liquid Properties

Ionic liquids are salts that are liquid at room temperature. They are composed of a
wide variety of organic or inorganic cations (A+) and anions (B-). Poor coordination
of the anions and cations in the salt lead to low melting temperatures usually ranging
between 0°C and 100°C [22]. The forces between the ions in the liquid are Coulombic,
which results in negligible vapor pressure under vacuum conditions [9]. This makes
ionic liquids good candidates for use in space as they do not require complex, heavy
containment systems or dangerous pressurized conditions [10, 11]. Many ionic lig-
uids also have high conductivity and low viscosity, which makes them suitable for
electrospray applications [9, 10, 11]. Ionic liquids are also currently being studied for
applications in energy storage, chemical processes, and superconductors |23, 24, 25|.

This work focuses on three ionic liquids, EMI-BF 4, EMI-Im, and EMI-FAP. Figure
2-1 shows the molecular structure of the cation EMI and the various anions, BF4,
Im, and FAP included in this work. Table 2.1 and table 2.2 show the properties of
the ionic liquids that are used in this work [2]. The dielectric constant for the ionic

liquids listed here is likely approximately 12 F/m [26].
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Figure 2-1: Molecular structure of ionic liquid ions.

Table 2.1: Common ionic liquids 2]

Cation Anion
Name Formula | Mass | Atoms | Formula Mass | Atoms
EMI — BF, | C¢NoHy; | 111.2 | 19 BF, 86.8 |5
EMI —1Im CﬁNQHll 111.2 | 19 (CQNSQ)4F6 280 15
EMI — FAP | C¢NoHyp | 111.2 | 19 (CoF5)sPFy | 445 25
BMI —1 CsNoH5 | 139.2 | 25 I 1269 | 1

2.1.2 Ion Emission Principles

Electrospray emission occurs when an electric field is applied to an ionic liquid, evap-
orating single ions and ion clusters from the surface. Figure 2-2 shows the geometry
of a single electrospray emitter. This single emitter consists of a tungsten needle
coated with ionic liquid. A voltage is applied between the distal electrode holding
the ionic liquid and a plate with an aperture called the extractor grid. The radius
of curvature of the tip is usually between 5 and 10 pm, which increases the electric
field at the tip. When electric fields are applied to conductive liquids such as ionic
liquids a Taylor cone forms [27|. Figure 2-3 shows the formation of a Taylor cone for
a capillary emitter geometry.

The Taylor cone shape occurs when the traction from the applied electric field
balances the force of the surface tension. This balance is given in Equation 2.1

1 gl

5eOEQ =7 (2.1)
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Figure 2-2: Geometry of a tungsten single electrospray emitter. Image created by

Catherine Miller.
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Figure 2-3: Taylor cone for a capillary electrospray source. Image created by Cather-
ine Miller.
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Table 2.2: Liquid properties of common ionic liquids [2]

Name Conductivity | Viscosity Surface  Ten-
(Si/m) (mPa s) sion (mN/m)

EMI—-BF, |13 27.5 52.0

EMI —1Im 0.88 34 34.9

EMI — FAP | 0.57 74.5 35.3

BMI -1 0.25(50°C") 500(50°C") 54.7

where ¢ is the permittivity of free space, E is the magnitude of the electric field,
v is the surface tension of the ionic liquid, and R, is the radius of curvature of the

ionic liquid surface. When this balance holds the electric field is given by Equation

- | 2~cot(Or)
€r

where 01 is the half angle of the cone and r is the distance from the tip of the

2.2

(2.2)

cone. Solving Laplace’s equation gives the cone half angle as 49.3° [27]|. The electric
field is highest at the tip of the cone. Theoretically there is a singularity at the tip
of the cone where the radius of curvature is 0 and the electric field is infinite. In
practice, this singularity cannot exist because ions take time to relax to the surface
of a finite conductivity liquid. When the conductivity of a liquid is finite as it is in
the case of ionic liquids, electrospray emission can occur in three different modes, the
cone-jet mode, the mixed ion-droplet mode, and the pure ionic mode, also known
as the pure ionic regime (PIR) [1, 28]|. See Reference [2| for a literature review on
the development of each mode. In the cone-jet mode back pressure is applied to a
capillary filled with ionic liquid or electrolytic solvent [1|. At the tip of the Taylor
cone a jet forms, which breaks into droplets. The mixed ion-droplet regime occurs
when the conductivity and surface tension of the liquid are high and the flow rate
is low [1]. This results in the emission of single ions and ion cluster in addition to
droplets [1]. The pure ionic mode occurs when the electric field strength is larger,

resulting in a force great enough to evaporate single ions and ion clusters directly
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from the surface of the liquid [28]. The PIR is achievable from capillary emitters
as well as externally wetted single emitters and more recently, porous emitters with
some of the common ionic liquids discussed previously [8, 28, 29, 30]. See References
[2, 31] for a review of some of the common ionic liquids that successfully emit in the

pure ionic mode.

In the pure ionic mode there is a characteristic distance from the tip of the emitter,
r*, where the charges are not relaxed [28]. The force balance at the surface is then
given by

1

2

1 gl
B2 — §€r€0Ei2n = 27“7* (2.3)

where F, is the electric field outside the liquid surface, €, is the relative permit-
tivity of the ionic liquid, and E;, is the electric field inside the ionic liquid. We can
then solve for the critical distance from the tip at which the charges are no longer

relaxed as

R
r* = )
b2 e, — 1

(2.4)

This gives the approximate area of the meniscus where emission occurs. Emis-
sion from this region is modeled as an activated process similar to other modes of

evaporation [28]. The current density for purely thermal emission is given by

okT

j= - exp(—iAG) (2.5)

kT

where j is the current density, o is the surface charge density of the liquid, £ is
Boltzmann’s constant, T is the temperature, h is Planck’s constant, and AG is the
solvation energy of the ion or ion cluster in the liquid. The effect of the electric field
on the rate of emission is taken into account via the Schottky model, also known
as the image point model [18, 32]. The Schottky model will be described further in
section 2.2.2. Inclusion of the Schottky model for field enhanced ion emission yields

Equation 2.6 for the current density
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okT 1 e3b,

J= el (A0 -

) (2.6)

4meq
The critical electric field at which emission begins can be found by setting Equation

2.7 equal to zero and is given by

4eq

E, AG? (2.7)

=
Assuming the liquid at the tip is a hemisphere the total emitted current can be
estimated from the characteristic emission area and the conductivity of the liquid.

This is given in Equation 2.8

I 32TK~? e,
@E3 e —1

(2.8)

The voltage required for emission can be calculating by solving Laplace’s equation
using prolate spheroidal coordinates [33]. This is given by Equation 2.9
’}/RC 4d

In(—
€0 n(RC

‘/start = ) (29)

where R, is the radius of curvature of the emitter and d is the distance between

the tip and the extractor grid.

2.1.3 Emitted Species

Electrospray sources operating in the pure ionic regime produce primarily singly
charged ions and singly charged ion clusters [28, 31, 34]. Single ions such as A"
and B~ are referred to as monomers. Clusters consist of a single ion with addi-
tional neutral ion pairs. The general cluster composition is given by (ATB~), A" or
(A*B7), B~ where n denotes the number of neutral ion pairs in the cluster. Dimers
are ion clusters with one neutral pair such as (A+B-)A+ or (A+B-)B-. Larger clus-
ters such as trimers, quadmers, and pentamers follow the same convention with n
values of 2, 3, and 4 respectively. Figure 2-4 shows an example of the monomers and

dimers for the positive and negative mode for EMI-BF,.
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Figure 2-4: Monomers and dimers for EMI-BF,. Image created by Catherine Miller.

Electrospray sources operating in the PIR emit mostly monomers and dimers with
beam trimer fractions less than 10% [34]. This work focuses on the behavior of dimers
and trimers of various ionic liquids. The proportion of the ion beam composed of each
cluster size depends on the firing conditions. Previous work has shown that emitter
geometry, firing voltage, emitted current, and ionic liquid temperature all have effects
on the beam mass composition |2, 35]. Emission of species of different masses affects
the performance of electrospray propulsion systems as well as electrospray focused

ion beam technology [14, 16, 19, 2|.

2.1.4 Ion Acceleration Dynamics

This section details the dynamics of emitted ions and ion clusters and how they are
affected by fragmentation. Equations 2.10 through 2.26 are taken from Reference [2].

Emitted ions have an initial velocity vy. After emission the ions are accelerated in
the electric field between the emission site and the extractor grid. This acceleration
increases the velocity and thus the kinetic energy of the ions. The total energy of the

emitted ion is then given by the sum of the potential energy from the potential field
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and the kinetic energy from the velocity of the ion

1
E = q¢po + imvg (2.10)

where ¢ is the total charge of the ion, ¢ is the potential of the ion source, vy is
the initial velocity of the ion, and m is the mass of the ion. After emission at some
point x downstream from the emission site, the potential is given by ¢(x) and the

energy of the ion is given by

Blz) = go(z) + ;mv(x)Q (2.11)

where v(z) is the velocity of the ion at the point x. The total energy of the ion
is conserved as the force from the electric field is conservative. Thus we can equate

Equation 2.15 and Equation 2.11 to get

o+ i = g(x) + S’ (212)

Solving for the velocity of the ion at point x yields

v(z) = \/vg | 2l = 9(2)) (2.13)

m

The velocity of the ion when it reaches the end of the potential field is given by
evaluating Equation 2.13 at the potential ¢(I) = 0 where [ is the distance to reach
the end of the potential field

= 2.14

vy Yot (2.14)
The kinetic energy of the ion is given by
1 1

K(z) = sm(v(a))? = Smod +a(en — o(x) (2.15)

Evaluating Equation 2.15 at ¢(l) = 0 gives the kinetic energy of the ion when it
reaches the end of the potential field
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Ky = sm(v(@))” = Smed + aéy (2.16)

The equations above hold for any emitted ions that do not fragment. These are
called the monoenergetic ions as they all attain the same final kinetic energy which is

equal to the source potential energy in the case where the initial velocity is negligible.

Dimer Fragmentation

Now consider a dimer that fragments into a monomer during emission. The mass of
the dimer is given by mg and the mass of the monomer is given by m,,.,. Suppose
the dimer fragments at some point x downstream from the emission site. This means
that when it fragments the dimer has been accelerated over a potential drop given by
b0 — ¢a; Wwhere ¢g4; is the potential at which the dimer fragmented. Thus the velocity

of the dimer when it fragments is given by

Vgi = \/vg | 24(00 = das) (2.17)

mg;

When fragmentation occurs the solvation energy of the cluster is assumed to be
much smaller than the kinetic energy of the ion which means the products of frag-
mentation continue in the same direction with the same velocity as the dimer before
fragmentation. The energy of the monomer is then given by the sum of the potential

and kinetic energies as

1
E(l’) = q¢dz + immonvgi (218)

which can be simplified to

1 mmon
E(x) = qbai + 5Mmonts + ¢ (¢0 — das) (2.19)
md;

The energy of the monomer at any given point on its path is given by

E(z) = qp(x) + ;mmmvfm (2.20)
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This quantity is conserved. Setting Equation 2.19 and Equation 2.20 equal to

each other we can see that

T (G — ) = 4B(E) + g (221)

1
q¢di + 7mmonvg + q —
2 mgy;
This yields the velocity of the monomer as a function of the distance from the

emission site

Frmon = \/Ug + 24 (i — ¢(x)) + 2 (b0 — Gai) (2.22)

Mmon ma;
Evaluating this result at the exit potential ¢(z) = 0 gives the velocity of the ion
when it reaches the end of the potential field.

2q 2q
mon,f — 2 i i — 4 2.23
Umon, f \/Uo+ mmon¢d + mdi(¢0 ai) (2.23)
The kinetic energy of the monomer is given by
]. 2 mmon
KEmon = §mmon/00 + Q(¢dz - ¢(l’)) + q My (¢0 - ¢dz) (224>

Evaluating this at the exit potential ¢(x) = 0 gives the kinetic energy of the ion
when it reaches the end of the potential field.

mmo

1
KEmon,f = *mmonv(Q) + q¢dz + q (¢U - gbdz) (225)

2 md;
In the limiting case where the dimer fragments in the field free region the fragmen-
tation potential ¢4 = 0 which yields the following kinetic energy when the monomer

reaches the current collector

1 Momon
KEman,FF = *mmonvg) +q ¢0 (226)
2 My;

Trimer Fragmentation

Now consider a trimer that fragments into a dimer and then again into a monomer

after emission. The mass of the trimer is given by my,;, the mass of the dimer is given
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by mg;, and the mass of the monomer is given by my,.,. Suppose the trimer first
fragments into a dimer at a potential ¢y.;. After this fragmentation the dimer has
been accelerated by a potential ¢y — ¢,;. The velocity of the dimer at breakup is the
same as the velocity of the trimer after being accelerated over this potential, which

is given by

Vg = \/U% + 24(90 = durs) (2.27)

Mygrq

The energy of the dimer is then given by the sum of the potential and kinetic

energies as

1
E(r)g = qpuwi + §mdiU§i (2.28)

which can be simplified to

1 md;
E(x)si = qpui + fmdivg +q d

5 o (b0 — Deri) (2.29)

The energy of the dimer at any given point on its path is given by
1 2
E(x)ai = qp(x) + gmaivai(x) (2.30)

The total energy is conserved. Setting Equation 2.38 and Equation 2.39 equal to

each other we can see that

qOri + §mdw(2) + Q#(¢o - ¢m) = Q¢(37) + imdivdi(m)Q (2-31)
tri

This yields the velocity of the dimer as a function of the distance from the emission

site

2q

Myrg

Vg = \/U(Z) + nij(@ri —¢(x)) + (G0 — uri) (2.32)

Assuming that the dimer reaches the detector without fragmenting we can evaluate

this result at the exit potential ¢(x) = 0 giving the velocity of the dimer when it
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reaches the end of the potential field.

2q 2q
'Udi,f,unfrag = \/U% + mid'(btm. + ﬁ((ﬁo - thm') (233)

The kinetic energy of the unfragmented dimer is then given by

1 qmyg;
KEdi,unfrag(x) = *mdivg + Q(¢t7"i - ¢($)) +

: Ty~ b)) (234)

Evaluating this at the exit potential ¢(x) = 0 gives the kinetic energy of the

unfragmented dimer when it reaches the end of the potential field.

qmy;

tre

1
KEdi,f,unfrag(x) - Emdiv(z) + Q¢t'ri + (¢0 - (btri) (235>

Now suppose that the resulting dimer fragments into a monomer at a potential
¢g4i- The resulting monomer has been accelerated across an additional potential given

by ¢ — ¢g; resulting in a velocity given by

Umon = \/v% + ﬂij(@ri — ¢ai) + qu (o — Peri) (2.36)

tri
The energy of the monomer is then given by the sum of the potential and kinetic

energies as

1
E('x)mon = q(bdl + immonvfnon (237>

which can be simplified to

1 Mmon Mimon
E<$)mon = q(bdz + §mmonv(2] + qmidz((btm - ¢dz) + Myri ((b(] - ¢tri) (238>

The energy of the monomer at any given point on its path is given by

1

E<x>mwl = C](b(x) + irnmonvmon(x)2 (239)

Total energy is conserved. Setting Equation 2.38 and Equation 2.39 equal to each
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other we can see that

m

(¢tri_¢di)+mmon (¢0_¢tri) - qqs(x>+lmmonvmon(x>2 (240)

1
q¢di += mmonvg +q o
Mi Mgy 2

2

This yields the velocity of the monomer as a function of the distance from the

emission site

Umon = \/U(% + Tij(¢t'ri - ¢dz) + ’ITQLq (¢0 - ¢tri) + 2q (¢d2 - QS(J;)) (241>

tre mon

Evaluating this result at the exit potential ¢(x) = 0 gives the velocity of the ion
when it reaches the end of the potential field.

2q 2q 2q
Unmon,f = \/U(Z) + mid(ﬁbtri — ai) + F(% — Otri) + ——ui (2.42)

tre mon

The kinetic energy of the monomer is given by

1 mon mon
KEmon(:E) == §mmonvg + qmmi(qﬁtm - ¢dz) + C]m (¢0 - ¢t7‘i) + Q<¢dz - ¢($)) (243)

di Myrg

Evaluating this at the exit potential ¢(x) = 0 gives the kinetic energy of the ion
when it reaches the end of the potential field.

1 Mmon Mmon
KEmon,f = §mmon’U§ + q m (¢tm’ - ¢dz) + q (¢0 - ¢tri) + q¢dz (244)

di Mygrq

The limiting cases of the final kinetic energies for different fragmentation potentials

will be investigated in section 2.3.1.
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2.2 Ion Cluster Fragmentation

This section describes the current models for ionic liquid cluster fragmentation in-
cluding physics-based rate models as well as some experimental evidence for these
models. For a full review of fragmentation experimental methods and previous work

see Reference [2].

2.2.1 Arrhenius Rate Model

Ionic liquid cluster fragmentation in a region with no electric field is considered an

activated process, which can be modelled using an Arrhenius rate law given by

E, 1
K = Ae:z:p(—k—T) = (2.45)

where A is a constant rate coefficient, F, is the activation energy, k is Boltzmann’s
constant, T is the internal temperature of the cluster, and 7 is the mean lifetime of
the cluster [18]. This rate equation relates the rate at which clusters fragment to
the energy required for the process to occur, E,, and the characteristic energy of the
cluster, kT. The temperature of the cluster takes into account all energy in the cluster
including rotational and vibrational degrees of freedom as well as the potential energy
from the Coulombic interactions of the molecules. The rate coefficients and activation
energies for some ionic liquids including EMI-Im and EMI-FAP have recently been

determined experimentally using differential mobility analysis |2, 36].

Given that cluster fragmentation is assumed to be a constant rate process, the

probability of a cluster fragmenting in a given time period is given by

p=(1-e"") (2.46)

where 60t is the time period and 7 is the mean lifetime of the cluster [32].
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Figure 2-5: Geometry assumed by the image point model. Image created by Catherine
Miller.

2.2.2 Schottky Electric Field Model

In the case where fragmentation is occurring in a region with an electric field the
force of the electric field on the molecules in the cluster will affect the fragmentation
rate. Previous work has used the Schottky model to modify the Arrhenius rate law
to account the for the effect of the electric field [18, 32]. This Schottky model is the
same model that is used to determine the rate of field assisted evaporation of ions
from the liquid meniscus to find the current emitted from electrospray under different
conditions. The effect of the electric field on fragmentation is to reduce the effective

energy barrier of the process by some energy E.. This is shown in Equation 2.47

Ea_Ee

1
) = (2.47)

K = Aexp( -

The reduction in the fragmentation energy barrier, E,, is given by the image point
model [18, 37]. This model assumes that the ion escaping from the cluster is a single
ion being removed from a flat, perfectly conducting liquid surface [1]. The geometry
of this model is shown in Figure 2-5. There are two forces on the escaping ion, the

force of the mirror charge left in the liquid surface, and the force of the electric field.

These forces are given by Equations 2.48 and 2.49 respectively.

F,=—-" 2.48
T ey (22)2 (2.48)
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Fp =qE (2.49)

where q is the charge of the ion and its image, x is the distance of the ion from the
liquid surface, and E is the strength of the electric field. The total force on the ion
is the sum of these two forces. The work required to remove the ion from the surface
is then given by the integration of these forces between x and oo where the electric

field and the force of the mirror charge are assumed to be 0

2

2
r —q / q
W:—/ Y | yEdd =qE
0o 4meg(22')? Tohdr=qhr 167egx

(2.50)

At some point zyy, . the force of the electric field will balance the force of the
image charge. The total work to move the charge to this point is the minimum of the

work function, which is given by

¢F
4dmeq

Wmin =

(2.51)

To escape the flat surface of liquid the ion need only be moved to the x location.
After reaching x the force of the electric field is greater than the force of the image
charge and the escaping ion will be accelerated away from the liquid surface. The
minimum amount of work to remove the ion to this point x is the reduction of the
activation energy needed for fragmentation, E.. This is shown in Figure 2-6. This
can be incorporated into the Arrhenius rate model as given in Equation 2.47

¢GF 1

1
K = Aexp(—ﬁ(E(z — 47TEO)) = (2.52)

Previous work has shown that electrohydrodynamic models that use the Schottky
model to predict emitted current from electrospray conditions such as voltage, geom-
etry, surface tension, and conductivity yield results on the same order of magnitude
as experimental results from similar conditions [38|. Additionally, it has been used
to predict fragmentation rates in the acceleration region where the electric field is

relatively low and nearly constant |2, 18]. Miller reported the results of applying the
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Figure 2-6: Minimum work reduction of activation energy 1]

Schottky model with a computational model of the Laplacian electric field to deter-
mine the rates of fragmentation in the acceleration region for various ionic liquid