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Abstract

This paper introduces a novel control theory and system design optimization to reduce
the Levelized Cost of Water (LCOW) and maximize the reliability of Photovoltaic
Electrodialysis Reversal (PV-EDR) groundwater desalination systems. This work
aims to exploit the relationship between water production and Specific Energy Con-
sumption (SEC) for time-variant PV-EDR systems and to introduce a control system
that optimizes the energy management strategy with a goal of maximizing water pro-
duction as well as operates efficiently with respect to energy utilization. The novel
control theory introduced in this paper consists of a machine learning algorithm used
to predict the future solar irradiance, a model predictive controller to use this pre-
diction to plan the best utilization of energy between the desalination system and
energy storage, and a lower level controller that determines the optimal flow rate
and voltage of the EDR system based on the power available for desalination. Fur-
thermore, this paper aims to use this control theory to build a design tool that can
determine optimal PV-EDR system configurations based on geographical constraints.
The system design optimization is then tested for a case study of a rural village in
India. As compared to previous works, this control theory reduces the LCOW by 7%,
or $0.15/m3, while meeting the target water production every day. Moreover, this
study demonstrates the flexibility of this design tool as well as the impact of the de-
sign assumptions through a sensitivity analysis. This study determines how to design
and control PV-EDR systems to minimize cost and maximize reliability, improving
the commercial viability of using PV-EDR systems as a primary water desalination
solution.

Thesis Supervisor: Amos G. Winter V
Title: Associate Professor
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Chapter 1

Introduction

Salinity in groundwater is increasing around the world [15, 30, 47]. Groundwater

serves as the primary drinking supply for over 2.5 billion people, or over 30% of the

Earth’s population [45]. Over-exploitation of groundwater resources has increased

the salinity of this drinking water, requiring desalination solutions [47]. According

to the World Health Organization, drinkable groundwater has Total Dissolved Solids

(TDS) less than 500 ppm [44]. Typical groundwater salinities can range from 350

- 3200 ppm, and therefore can require desalination to bring the salinity to within

recommended drinking water ranges [43, 36]. The most widely adopted desalination

solution is Reverse Osmosis (RO) [22]. RO is a mature desalination technology which

is manufactured at scale. Due to the ubiquity of RO technology, it is inexpensive to

implement, especially in terms of capital cost.

Energy is the single largest operating expense in desalination systems [22]. At

typical groundwater salinities (i.e., below 2000 ppm), RO requires twice as much

energy to produce the same amount of water as some alternative technologies, like

Electrodialysis Reversal (EDR). Moreover, EDR can operate at higher recovery ratios

than some RO systems, especially at the scales most applicable for community water

solutions (i.e. < 10 m
3) [49]. Small scale RO systems can have recoveries ranging

from 30-60%, while small scale EDR systems consistently operate at 80-90% recoveries

[49]. As a consequence, RO requires significantly more brine disposal, increasing the

operation cost of RO as compared to EDR. Although more energetically and water
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efficient, EDR is a more expensive technology in terms of capital cost. But, the cost

gap between RO and EDR is reduced significantly when the costs are accounted for

over the lifetime of the desalination system.

Alternative technologies, like Electrodialysis Reversal (EDR), are less mature and

more expensive to implement, thus less popular for water desalination systems. How-

ever, the work in Wright and Winter V [49] has demonstrated that for low groundwa-

ter salinities (i.e., below 2000 ppm), EDR is 50% more energy efficient than RO. RO

requires twice as much energy to produce the same amount of water as EDR, thus

doubling the cost of energy. Energy is the single largest operating expense in desali-

nation systems [22]. Moreover, EDR can operate at higher recovery ratios than some

RO systems, especially at the scales most applicable for community water solutions

(i.e. < 10 m
3) [49]. Indeed, small scale RO systems can have recoveries ranging from

30-60%, while small scale EDR systems consistently operate at 80-90% recoveries [49].

As a consequence, RO requires significantly more brine disposal, which increases the

operation cost with respect to EDR [48]. Although RO is more favorable in terms of

capital cost, the cost gap between RO and EDR is reduced significantly when costs

are accounted over the lifetime of the desalination system.

Photovoltaics, or PV, are a viable energy source for desalination systems because

there is overlap between locations with increasing groundwater salinity and photo-

voltaic energy potential [17]. Moreover, in regions where grid power is non-existent

or unreliable, renewable energy sources, like PV, could become the primary power

source. As EDR requires less energy than RO, a smaller area of PV is needed for

powering EDR desalination systems compared to RO. Thus, the capital cost for the

power system in PV-EDR is significantly less than the power system for PV-RO.

When determining the viability of desalination technologies, a system designer is

considering both the lifetime cost of the system, accounted for as a combination of

capital cost and operating costs, as well as the reliability of the system, or the ability

of the system to supply people with water as they need it. In places where grid power

is unreliable, PV-EDR is one promising solution to providing low-cost groundwater

desalination to areas with rising groundwater salinity. However, high reliability and
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competitive global costs are critical to making PV-EDR a successful technology for

becoming the primary technology supplying drinking water to these areas [25].

PV-EDR systems have been examined since the second half of the 1980s through

successful field pilots [16, 34]. These pioneering works designed PV-EDR systems for

continuous operations without energy buffers. Improvements in the system design

have been achieved when Gonzalez [28] combined the concept of water production in

batches with an energy storage. That work was also the first to note the importance of

decoupling power generation and consumption, which greatly increased the flexibility

of the system. Based on those insights, the work in Bain et al. [19] proved through

a pilot study that energy and water storage are key to meeting a high reliability

target, defined as producing all the water demanded by the end users every day. The

authors remarked that low-irradiance periods, especially when occurring for multiple

days in a row, can only be overcome with proper energy and water storage. However,

the size, and therefore cost, of energy and water storage buffers affect the commercial

viability of PV-EDR systems. As these buffers can be expensive, PV-EDR has usually

struggled to be cost-competitive with on-grid RO.

Beyond the introduction of energy storage to increase the robustness of PV-EDR

systems, there have also been advancements in the control of PV-EDR systems to

reduce cost. The work in Shah et al. [46] introduced a novel control strategy to vary

the voltage applied to the EDR stack in order to maximize desalination rate. This

innovation led to a significant increase in the amount of water desalinated for the

same EDR stack, thus lowering the system cost per cubic meter of water produced.

To further reduce energy storage costs, the work in LeHenaff [37] introduced a con-

trol theory specifically tailored for PV-EDR systems that adapts the system power

consumption to match the solar power currently available. To accomplish this result,

the control algorithm optimizes both the system flow rate and voltage to ensure the

most optimal use of available power to achieve the maximum desalination rate. The

work also demonstrated that this control algorithm allows to optimally size the sys-

tem components, resulting in a significant reduction of the energy and water buffers

size, as compared to state of the art PV-EDR systems.
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Furthermore, results presented in LeHenaff [37] demonstrated that by directly

coupling power generation with water production, it is possible to operate the system

without the need of an energy storage unit. However, the work also determined that

the SEC increased with the water production rate. Therefore, despite producing large

volumes of water, operating the system at high power would result in less efficient

operations. As a consequence, direct-drive systems would be subject to inefficient

operations during the hours with highest solar irradiance, which are crucial to produce

the daily water demand. These inefficiencies may cause the system to be oversized,

and a more optimal balance between storing power and using power could maximize

reliability at lowest cost.

Engineering a novel control architecture to adapt water production and optimize

storage use could enable the design of optimal PV-ED systems to maximize system

reliability at lowest cost. Specifically, the designed system must achieve a competitive

cost to be commercially viable, inclusive not only of capital costs but also operating

and maintenance costs, and replacement costs over the plant lifetime. This paper

investigates how to build a control strategy that could be optimal and flexible to

any design conditions, including the geography of where the system is used. This

objective poses an additional challenge: To implement an optimal control strategy,

prediction capabilities of future system states are needed [35]. In off-grid applications,

this requirement means estimating future power availability to optimally manage

water production and control the system energy flows. To this end, the present

study explores how to use machine learning techniques to perform this prediction

with minimal uncertainty, leveraging historic weather data to reduce sensing and

computing costs.

To achieve an optimal PV-EDR control theory and system design, this paper

also introduces a novel workflow for PV-EDR system design and optimization, which

is depicted pictorially in Figure 1-1. In a traditional workflow, the control system

development is decoupled from the system design optimization, which could lead to

conservative results. Instead, this workflow aims to exploit the machine performance

by a continuous joint improvement of the control system and the system design based
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on the performance of the system. If successful, this novel workflow would maximize

control system performance and, in turn, lead the system design to price parity with

respect to commercially available systems currently used in similar applications.

System 
Design 

Optimization

Manual 
Calibration

Performance 
Evaluation

Control 
System 
Design

(a) Traditional system workflow

System Design 
Optimization

Control 
System 
Design

Performance 
Evaluation

(b) Novel system workflow

Figure 1-1: Traditional system workflow (a) versus proposed one (b). In a tradi-
tional workflow, system performance affects the combination of the control system
and system design. Following what we propose, the performance of the system can
be directly leveraged to improve the control system, which then influences the system
design optimization.
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Chapter 2

Background

To improve the control strategy of an EDR system, it is critical to understand the op-

eration of EDR systems. Moreover, we need to understand the state of the art control

theory for EDR technologies in order to leverage any opportunities for improvement.

2.1 General Electrodialysis Reversal System Descrip-

tion

ED is a membrane-based desalination technology. An ED unit, referred to as an ED

stack, consists of pairs of electrodes and pairs of ion exchange membranes. Cation

Exchange Membranes (CEM) are able to pass cations across the membrane, and

Anion Exchange Membranes (AEM) are able to pass anions across the membrane.

By arranging the membranes in pairs, alternating CEMs and AEMs, and applying a

voltage to the electrodes to induce ion movement, ions can move across membranes

based on their charge. This ion movement creates channels of brine, where many

ions are concentrated, and diluate where there are relatively few ions. ED Reversal

(EDR) operates under the same principles as ED, but the polarity of the electrodes

is reversed, which reverses the brine and diluate channels. This reversal can reduce

scale formation within the ED stack [29].

To fully exploit the potential of EDR technology in community-scale systems,
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Figure 2-1: [When a voltage is applied to an ED stack with alternating Ion Exchange
Membranes, ions, depending on charge, can move across either the CEM or AEM,
but are trapped by the other membrane.

Wright and Winter V [49] demonstrated that there is an advantage to batch mode

operation of EDR systems over conventional continuous operation. In batch mode

operation, water flows are recirculated between the stack channels and the tanks un-

til the diluate tank concentration reaches a predetermined value. Figure 2-2 shos

the schematic of the batch system configuration, including the tanks needed for re-

circulation. Batch mode significantly decreases the electrode and membrane area

needed for water production because water circulates through the same membranes

multiple times, as compared to continuous EDR where the water passes through

the system only once. Therefore, due to the reduction of electrode and membrane

area, the LCOW for an EDR system with the batch mode is less than the LCOW of a
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continuous-operated EDR system. Moreover, by operating the system in batch mode,

the voltage applied to the system can be tuned to desalinate the water precisely to the

target salinity throughout the batch process [46]. At the beginning of the batch, the

voltage applied can be higher to desalinate water more rapidly. As the conductivity

in the diluate stream decreases throughout the batch, the voltage applied is lowered.

By contrast, in continuous mode, the voltage applied is constant. This technique of

voltage tuning for systems operated in batch mode minimizes the energy required to

produce water.

CONTROL
PANEL

M

DILUATE
TANK

CONCENTRATE
TANK

M

STORAGE
TANK

BATTERYSOLAR PANEL

ELECTRODIALYSIS
REVERSAL STACK

POWER/CONTROL LINES
PROCESS LINES

M MOTOR

Figure 2-2: A schematic of the PV-EDR system with all of its components.

PV-EDR is the combination of EDR systems with photovoltaic panels (PV) as

the power source of the system. A system utilizing PV-EDR technology consists of

• an array of solar panels;

• a battery pack, for any application requiring energy storage;

• two tanks, one for the diluate and one for brine;

• two pumps, one for each of the diluate and concentrate streams;

• storage tank for holding diluate after a batch is completed;

• and an EDR stack.

The system diagram with the power/control lines and the hydraulic process lines is

shown in Figure 2-2.
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2.2 Time-Variant Control Theory of EDR systems

The coupling of PV with EDR systems poses a challenge because power generated

from PV varies throughout the day while EDR systems traditionally require a con-

stant power supply. In order to manage the mismatch between the PV power supply

and the EDR system power demand, energy storage is needed. To cut energy stor-

age costs, LeHenaff [37] investigated the direct use of all the solar irradiance power

available at any given time, adapting ED operations to be time variant. To max-

imize desalination rate, the proposed strategy introduced a method for controlling

flow rate and voltage based on the instantaneous solar power. LeHenaff [37] focused

on designing direct drive systems, in which the system can operate with no energy

storage units. In order to achieve 99% reliability, an energy unit was added to the

system retroactively. Without this energy unit, the system would not be 99% reli-

able. Despite the effectiveness of this approach, this strategy may be suboptimal as

the energy storage system is not optimally used through the system operation. The

present work builds on LeHenaff’s 2019 optimal voltage and flow rate selection to im-

prove system level operations and explicitly account for the energy storage, aiming to

optimally allocate power between the energy storage and the EDR stack to maximize

efficiency and minimize cost.

He et al. [32] discussed a mathematical framework for determining the optimal

flow rate and voltage that can maximize the desalination rate for the power avail-

able. Starting from the complete electrochemical model discussed in Wright et al.

[50], the proposed ED model solves, in closed form, the optimal flow rate and voltage

accounting for the hydraulic dynamics (i.e., mass transfer and pressure drop) and

power consumption of each components of the ED system. Specifically, the desali-

nation rate can be expressed in terms of the rate of change of the concentration of

the diluate and concentrate tanks (shown in Figure 2-2) and channels through the

computation of the mass balance. For each tank, the mass balance leads to:

dC�,t

dt
=

q�

��,t

�
C

b

�,o
� C

b

�,i

�
, � = {c, d}, (2.1)
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where C�,t is the concentration for the diluate (i.e., � = d) and concentrate (i.e.,

� = c) tank respectively; ��,t is the volume of each tank; q� represents the flow rate

for each channel; and C
b

�
is the bulk concentration of each channel, evaluated at the

inlet (Cb

�,i
) and the outlet (Cb

�,o
) of the stack, respectively.

For the channels within the ED stack, the mass balance equations are discretized

into 5 cells (denoted with ◆̄), as discussed in [50]. Discretization allows the conduc-

tivity to change across the stack length, which more closely matches the physical

behavior of the ED stack, which is not physically segmented. By denoting with ◆

the i-th discretization cell, the bulk concentrations for the diluate and concentrate

channels are given by:
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where N is the number of cell pairs; I◆ is the applied current to the discretization

segment; z is the ion charge number; � is the current leakage factor; F is Faraday’s

Constant; A◆ is the area of the discretization segment; D
AEM and D

CEM are the

diffusion coefficients of the solute in the AEMs and CEMs; lAEM and l
CEM are the

thickness of the AEM and CEMs; and C
AEM

c,◆
, C

AEM

d,◆
, C

CEM

c,◆
and C

CEM

d,◆
are the

concentrations of the diluate and concentrate streams at the interface with adjacent

CEMs and AEMs. This differential equation is used in the ED system model to

determine the change in concentration expected for one pass through the ED stack.
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When extrapolated to the entire batch, solving this differential equation can determine

how long each batch would be for a given system and current. More details on how

to calculate those concentrations can be found in Wright et al. 2018 [50].

Starting from the diluate concentration, it is possible to calculate the flow rate and

current that maximizes the desalination rate for an ED system. The applied current is

constrained by the limiting current density, which is defined as the maximum current

density beyond which water molecules will disassociate at the electrode surface, and

result in dangerous hydrogen gas formation. The limiting current density can be

estimated by setting the concentration at either the AEM or CEM to zero, given by:

i
+,�
lim,◆

=
C

b

d,◆
zF

⌧AEM,CEM � ⌧+,�
, ◆ = 1, . . . , ◆̄, (2.3)

where ⌧
AEM,CEM is the transport number of the counterion in the AEM or CEM

membrane; ⌧+,� is the transport number of the cations or anions in the bulk solution;

and  is the boundary-layer mass transfer coefficient, which scales with
p
Q [50]. In

practice, we introduce a safety factor r (set to 0.7 [42]) on the applied current density

to avoid operating the system at the limiting current density. Therefore, for each

discretization cell, the applied current density is computed as:

i◆ = rilim,◆, ◆ = 1, . . . , ◆̄. (2.4)

The voltage of the EDR stack is applied based on the adjusted maximum current

density and the modeled channel resistances,

VED = Vel +N
�
V
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where subscripts d and c represent the diluate and concentration channels, repsec-

tively. b denotes the bulk flow. Vel is the electrode potential difference, whereas V CEM

◆

and V
AEM

◆
are the potentials across CEMs and AEMs repsectively. The resistances

26



R
b

d,◆
, Rb

c,◆
, RBL

◆
, RAEM

◆
, and R

CEM

◆
are related to the bulk flows, the boundary layers

of the channels, and the membranes, respectively. The resistances used are calculated

using the same equations presented in Wright et al. 2018 [50].

To calculate the total current applied to the stack, we sum up the current density

for each discretized segment,

IED = �A

✓
WL

◆̄

◆ ◆̄X

◆=1

i◆, (2.6)

where W and L are the width and length of the flow channel, ◆̄ is the number of

discretized segments, and �A is the open-area porosity of the channel spacer. Thus,

the total EDR power is calculated,

PED = VEDIED. (2.7)

The pumping power is also dependent on the flow rate, q,

Ppump = 2q�p, (2.8)

where �p is the pressure drop through the stack. The pressure drop is estimated

using the Darcy-Weisbach equation:

�p =
⇢aqfLu

2
v

4h
, (2.9)

where ⇢aq is the density of the aqueous solution, f is the Darcy friction factor, h is

the channel height, uv is the void channel flow velocity.

This system is also constrained in terms of power, where the total power needed

by the system must be equal to the power available,

PED + Ppump = PTotal (2.10)

Combining these principles, it is possible to run an optimization routine to select
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the optimal q and V to maximize desalination rate subject to constraints on ilim

and p. Figure 2-3 shows the optimization routine for how the optimal q and V are

determined through an iterative model to match the power available with the power

draw from the ED system [32]. Figure ?? shows the experimental results from this

control strategy from a pilot scale field test performed in 2019 [37].

Figure 2-3: Flow Chart of the Model-Based Controller for Time-Variant ED Operation
[32]

28



Figure 2-4: Experimental results from two daily tests on a full-scale flexible operation
PV-EDR pilot system in New Mexico: time-variant and constant operation were run
on 03/17/2019 and 03/11/2019, respectively. Raw power profiles are extrapolated to
a complete and common full day. The difference between generated and consumed
power over time is analyzed to derive the integrated flow into batteries, the minimum
battery capacity required by a real installation to produce the desired water demand
and the corresponding state of charge [37].

2.2.1 Batch Startup Control

Despite the demonstrated effectiveness of the optimal flow rate and voltage control

method, experimental evidence showed that the model used for controlling the system

was underperforming at the batch startup, causing a large power overshoot at the

beginning of each batch, as shown in Figure ?? [37]. To compensate for this overshoot

and avoid system failure, power storage is required, which would, in turn, increase

capital costs.

This power overshoot is the result of the underlying system dynamics changing

rapidly at the start of the batch. The voltage applied creates a transient within the

stack conductivity, with a characteristic time shorter than the control time step. Fur-

thermore, the conductivity probes are located beyond the outlet of the stack, within

piping, creating a time delay between the conductivity transient and measurement.

These conductivity measurements are used to estimate the stack current, IED, char-

acterizing the ED system through the full system model as validated in He et al. 2020

[31].
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To avoid the power overshoot and subsequent system design consequences, a re-

finement of the model for controlling the flow rate and voltage has been introduced.

Specifically, an investigation of the EDR dynamics demonstrated that 1) the dy-

namic behavior at the system startup is significantly different than at steady-state,

and 2) voltage and flow rate have different transients that could be better exploited

for minimizing the power overshoot. Therefore, stack current, which was previously

estimated using conductivity measurements that were affected by both voltage and

flow rate dynamics, is now estimated using the Ohm’s law, decoupling the fast electric

dynamics from the slower hydraulic one. Furthermore, the short time characteristic

of the electric dynamics allows the stack resistance to be modeled through a quasi-

static approximation, and thus we can estimate the stack current using only its past

estimates and voltage measurements. Stack Current was previously estimated using

Equation ?? with the measured conductivity,

Iapprox =
Qd(C

b

d,1 � Cd,◆̄)⇣F

N�
(2.11)

but is now estimated using Ohm’s law, using the applied Voltage, V , and assuming

the resistance of the stack does not change between steps.

The comparison between the batch startup power using the two methodologies

for current estimation are shown in Figure 2-5. As shown, the current estimation

strategy based on conductivity measurements would experience a peak power draw

of over 5 kW, taking roughly 13 seconds to settle to the final value of 1 kW. The

proposed method has no power overshoot at startup, in fact, underestimating power

consumption for the roughly 13 seconds of settling time. The two settling times are

comparable between the two strategies, but by eliminating the power overshoot at

the beginning of the batch, we can eliminate the need for expensive energy storage.

2.3 Water Production Curve Generation

With the elimination of the batch startup power overshoot, the system can now

be assumed to operate in steady state for water production throughout the entire
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Figure 2-5: Simulated results of the previous versus proposed current estimation
strategy simulated power consumption at the batch startup. The conductivity strat-
egy estimated current through conductivity measurements, resulting in a large power
overshoot especially at the beginning of the batch. The Ohm’s Law strategy estimates
current by determining the stack resistance through the previous current and voltage
measurements, and assumes the stack resistance does not change between time steps.
In both of these batches, we are simulating the time-variant control strategy using a
fixed power input of 1 kW as opposed to solar power.

batch. Therefore, we can accurately simulate a fixed-volume batch of water produced

for any amount of input power for any chosen system design using the previously

described robust EDR system model [50]. By simulating batches with a range of

input powers, it is possible to determine the difference in batch times associated with

these batches simulated at different powers, and use this difference in time to calculate

corresponding water production rates (expressed in m
3
/h) and the associated SEC

(kWh/m
3). An example of this curve is shown in Figure 2-6. By generating the

SEC versus Water Production curve for any given EDR stack, insights regarding the
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relationship between the SEC and water production become clear. In the first section

of the curve, where the slope exceeds 1, more energy is used efficiently to increase

water production. Where the slope flattens, significantly more energy is used for

minor increases in water production rate. Furthermore, this curve shows insights on

why energy storage could be useful to include in PV-EDR systems. With energy

storage, the system could operate at a more efficient point on the Water Production

Curve versus SEC, regardless of the power available. If there is excess energy, this

could be stored for use later to operate either at night or during lower solar power

periods. This operation strategy would maximize the water production for the total

daily solar energy available as opposed to just maximizing desalination based on the

instantaneous solar power available.
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Figure 2-6: Simulated results of the water production rate versus SEC for a specific
system design. The more water is produced, the lower the system efficiency. The
red mark depicts the optimal operating point, which would be used to design and
operate the system in traditional design theory. The system design used to generate
this water production curve is a Suez V-20 ED stack with 100 cell pairs and a batch
volume of 0.417 m

3.
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Chapter 3

Control System Design

By leveraging the previous work in PV-EDR control theory described in Section 2,

this section introduces an energy management controller. This controller utilizes the

water production curve and weather forecasting to determine the optimal control

action to reliably optimize water production that could, as discussed later, reduce

costs.

3.1 Design Requirements of Control Theory

As described in Section 2, there is a need for a control strategy that can optimally

determine the best utilization of solar power with the goal of reliably meeting the

water demand every day at the lowest cost. Therefore, building off previous work,

the focus of this additional module is to anticipate energy availability and plan water

production accordingly. Moreover, the proposed control strategy needs to meet the

following design requirements:

(1) Flexible – The control strategy should be functional on any PV-EDR system

in any geography. Additionally, the control strategy must be flexible to any

system configuration, minimizing need for tuning and calibration.

(2) Low-cost implementation – The control strategy must not have high capital cost

due to expensive computing or sensing resources. The entire control architecture
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should be executable on low-cost devices (e.g. a Raspberry Pi or Arduino),

ensuring this strategy is applicable for emerging markets.

(3) Optimal – Control strategy should optimally determine the best energy man-

agement strategy between energy storage and energy use for desalination at any

given time step, regardless of the technology used to store energy.

(4) Predictive – To be optimal, the energy management strategy requires foreknowl-

edge of future available energy. The control algorithm should be able to antic-

ipate energy availability at least a full day ahead, as this is the time frame of

water production and consumption expectations.

We introduce a schematic of the novel control strategy in Figure 3-1. The high-

level control system optimizes the energy flows of the system. To this end, a machine

learning algorithm predicts future solar irradiance that is used to estimate the avail-

able solar power in the future. This module is the only part of the control system

dependent on the geography, decoupling the remaining control strategy from where

the system is used. Then, the power set for producing water is used as a reference

for the low-level control system, which is based on the theory discussed in Section

2. The optimal flow rate and voltage that maximizes the desalination rate subject

to the power set by the high-level controller are estimated. Finally, an event super-

visor manages the machine operations for batch water production. In subsequent

subsections, each piece of the control system is explained in detail and validated.

3.2 Power Forecasting Component of Control Strat-

egy

Predictive capabilities are necessary to inform the energy management algorithm to

find an optimal strategy [35]. Specifically, in this application the control system needs

an estimate of the available future solar irradiance to mathematically determine the

optimal power split between instant utilization and storage for future use.
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Figure 3-1: Flow chart of the controller’s functions. Top (in green): High-level energy
management system with the weather forecast predicted using machine learning and
the predictive controller. Middle (orange): Low-level control system based on [37] and
modifications discussed in Section 2 . Bottom (blue): Machine operations, controlled
by a discrete time event supervisor.

Fortunately, solar irradiance prediction is a well studied problem in the machine

learning community. Indeed, there exists several data-driven algorithms to predict
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weather data, differing in terms of sensors used, temporal resolution, and prediction

horizon reviewed in Mellit et al. 2020 [40]. For successful implementation of any data-

driven algorithm, high-resolution time-series weather data are needed. Therefore,

access to appropriate weather datasets is a constraint for both the algorithm choice

and implementation. The only publicly available weather data set for the geography

examined in this study has an hourly temporal resolution. For this reason, it was

possible to leverage only algorithms that could make hourly predictions. Based on

the aforementioned design requirements, Mellit et al.’s algorithm, which is a Multi-

Layer Perceptron Artificial Neural Network, proved to be the most suited prediction

algorithm thanks to its high prediction performance and minimal sensing layout [39].

The algorithm is indeed capable of predicting hourly solar irradiance over a 24-hour

prediction horizon using only a temperature and a pyranometer, enabling inexpensive

predictions with an easy-to-install system setup.

As in any machine learning algorithm, historic data are used to train an algorithm

to make future decisions autonomously. To this end, two phases are key for the algo-

rithm success: learning and testing. During the former, data are leveraged to fit the

algorithm in order to minimize the algorithm’s prediction error, leaving the designer

only the task to tune some calibration parameters (also known as hyperparameters)

that can help improving the fit. This procedure can be automatically performed us-

ing K-fold cross-validation, a technique used to minimize the time and effort spent in

manual calibration1.

Once the learning phase is completed, testing is then performed to assess the

performance of the algorithm against a set of data not used for learning. Testing

results are evaluated through the coefficient of determination (R2) and the Root Mean

Squared Error (RMSE) between the predicted and measured data. The coefficient

of determination indicates the proportion of the variance that is correctly predicted

with the prediction algorithm, and is computed as [41]

R
2
= 1�

P
n

i=1 (yi � ŷi)
2

P
n

i=1 (yi � ȳ)
2 , (3.1)

1
In this application, K-fold cross-validation was used with K = 5.
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in which n is the number of samples, yi is i-th sample, ŷi is the predicted value of the

i-th sample, and ȳ is the mean value of all the samples. Instead, RMSE is a statistical

measure of the average prediction error and is calculated as

RMSE =

vuut 1

n

nX

i=1

(yi � ŷi)
2
. (3.2)

It is worth noting that the RMSE was also selected as loss function during the learning

phase, as its squared nature weights outliers heavily, which is crucial for a successful

training in sporadic low-irradiance events (i.e., cloudy or rainy days) and are critical

for the control strategy.

Both phases would require as much data as possible to better train the algorithm

or test its performance, but a trade off is necessary. In this application, 75% of the

data are used to train the algorithm and 25% are employed to test it’s performance,

following standard practice [26].

The algorithm was trained and tested against weather data from Medchal, India,

using 20 years of data obtained through the free database built by Gelaro et al.

2017. Testing results showed an R
2 value of 0.914, indicating a successful training.

In Mellit and Pavan 2010, the authors reported a coefficient of determination of 0.94

when tested against Italian weather, slightly higher than what was achieved for the

Indian one. This drop in performance could be due to India’s narrower temperature

and irradiance swings; improvements could be possible using more training data.

The RMSE is instead analyzed based on the prediction hour, evaluating how

accuracy changes further into future. As shown in Figure 3-2, the RMSE increases

significantly every additional hour into the future, reaching a peak of 96 W/m
2 for

the 15-th hour. Then, the error improves towards the end of the prediction window,

likely due to the periodic nature of solar irradiance on a 24-hour scale.
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Figure 3-2: RMSE at different prediction hours. The solar irradiance prediction
algorithm RMSE steadily increases as the prediction is further in the future. At hour
15, the RMSE is at a maximum. Accuracy improves towards the end of the prediction
horizon, owing to the fact that irradiance is periodic on a 24-hour time scale.

3.3 High-level Optimal Energy Management Super-

visor

A predictive controller was designed to optimize the energy flows of the systems

using a control strategy known as Model Predictive Control (MPC) [23, 38]. MPC is

a model-based control systems that, at every new measurement, numerically solves an

optimization problem based on the current state of the system and a prediction of its

future response, aiming to minimize a cost function. This operation is continuously

repeated to mitigate modeling uncertainty and disturbances acting on the system,

or to better react in case of unexpected events (e.g., a system is temporarily turned

off for maintenance). MPC is also a powerful control algorithm because it explicitly

accounts for constraints of the system during the optimization, a feature particularly

40



important to account for actuator saturation or in applications with limited resources.

MPC is comprised of two main components: the nonlinear optimization problem

and the numerical solver. In this application, the optimization problem is defined as

follows

min
Pc,Pd,PED

J = ↵
�
SoC� SoC(T )

�
| {z }
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with SoC(0) = 50% and ⌫(0) = 0% as initial condition.

The cost function in Eq. (3.3) is composed of two different terms: Jb, which

expresses a cost related to the battery state of charge (SoC), and J⌫ , which accounts

for the final product tank level (⌫). In this formulation, the controller aims to find

the optimal selection of the power for the ED system (PED), for charging (Pc) and

discharging (Pd) the battery in order to have the battery and the product tank full at
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the end of the prediction horizon T , securing water production in case of subsequent

low-irradiance days. Weights on the battery state of charge (↵) and on the tank level

(�) account for the battery aging cost and the daily cost of the plant, which make

them dependent on the system design. Therefore, the controller is always aware of

the actual cost of operating the system, and its optimal selection of the energy flows

aims to find the least costly use of the system.

The optimization space is limited by a set of constraints, grouped in four main

categories: constraints on the system dynamics, as listed in (3.4a); constraints on the

power allocation, (3.4b); constraints on the state variables, (3.4c); and constraints on

the control variables, (3.4d). The system dynamics equations account for the battery

charging and discharging dynamics, and the water production. The battery state of

charge dynamics is formulated as

˙SoC(t) =
1

Qb

(Pc(t) + Pd(t)) , (3.5)

in which Qb is the battery size. Instead, the dynamics of the water produced is

modeled with a sigmoid � and a fourth-order polynomial �, as in
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j
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�

, (3.6)

in which ⌫t is the nominal tank volume. The fourth order polynomial � is used to

fit the water production curve obtained for each configuration of the ED system, in

which the curve is generated as discussed in Section 2.3; whereas the sigmoid � is used

to virtually turn off the stack when the power allocated for producing water is below

a given threshold P
⇤
ED

. Figure 3-3 shows the result of this modeling approach based

on a water production curve taken as example. Thanks to this modeling strategy, the

controller becomes aware of when the system needs to be turned off and how much

water is produced when powered for any given power PED.

The equality and inequality constraints listed in (3.4b) are key to selecting the
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Figure 3-3: Water production rate versus ED system power. Starting from a water
production curve, function � (in gray) is fitted to have a the fourth-order polynomial
function that relates power and product water. A sigmoid function � (dashed) is then
added to inform the controller that the system would be virtually powered off below
a minimum power, denoted with P

⇤
ED

.

charging and discharging power based on the difference between what produced by

the PV panels (Psol) and what used by the ED system for producing water, accounting

for battery inefficiencies correctly (⌘b). Specifically, the inequality equation prescribes

the battery to be charged only when there is unused solar irradiance power, up to

what available discounted by the battery losses. Therefore, the optimal controller

may decide not charge the battery even if some solar power is available and remains

unused (e.g., the battery cannot be recharged when it is already full). Contrarily,

the equality equation forces the battery to be discharged whenever the PV panels are

producing less power than needed, exactly by what necessary.

The set of inequalities in (3.4c) and (3.4d) constrain the states and control vari-

ables within physical or technological limits. All the parameters used to defined these
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constraints and, more broadly, in this optimal control problem formulation are listed

in Table 3.1.

Parameter Symbol Value Unit
State of charge cost ↵ 0.075 $

Tank level cost � 5.059 $

Min ED system power P
⇤
ED

0.45 kW

Sigmoid gradient a 20 �
Min state of charge SoC 0 %

Max state of charge SoC 100 %

Min tank level ⌫ 0 %

Max tank level ⌫ 100 %

Min charging power P
c

0 kW

Max charging power P c 4 kW

Min discharging power P
d

-4 kW

Max discharging power P d 0 kW

Min ED system power P
ED

0 kW

Max ED system power PED 4.5 kW

Prediction horizon T 24 h

Sampling time Ts 12 min

Table 3.1: Parameters used in the optimization to define the cost function and the
constraints. Any parameter not listed here depends on the system configuration,
which is discussed in the case study section.

The second major component of an MPC is the numerical solver. To reduce the

implementation costs, the entire nonlinear MPC has been designed and implemented

in MATLAB Simulink using: 1) CasADi, an efficient, open-source tool for algorith-

mic differentiation [18]; and 2) GRAMPC, a nonlinear MPC framework based on an

augmented Lagrangian formulation, which makes it suitable for efficient implemen-

tation on embedded hardware [24]. As a result, the implementation is numerically

efficient, reducing the computational burden and enabling the use of an inexpensive,

low-resource device such as a Raspberry Pi.

The MPC has been validated for this problem formulation in simulation. The

goal of the validation process was to analyze how the system accommodates weather

changes, proving the robustness of the control system. Figure 3-4 shows an overview of

the controller response during a sequence of low- and high-irradiance days. The con-

troller successfully meets the water demand each day, maximizing the water stored in
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the tank (i.e., available to use), while limiting the use of the battery to minimize bat-

tery aging. As shown, in both high- and low-irradiance days, the controller manages

the use of the battery to cope with weather variations. Specifically, in low-irradiance

days, the available solar energy is combined with what is stored in the battery to

produce enough water to meet the target water production. In high-irradiance days,

the abundance of solar power is distributed between the ED system and the battery.

Through the analysis of the time series in Figure 3-4, simulation results prove that

the MPC manages the system efficiency and wisely. The system operates at a lower

power than the total solar power available to operate at a lower SEC, producing wa-

ter more efficiently over longer hours instead of operating the system inefficiently to

increase water production and refill the tank more quickly.

3.4 Low-Level Voltage and Flow Rate Control

The combination of the solar irradiance prediction and the MPC optimize the use

of the power for water production subject to the system design. Once the power

allocated towards water production is determined, the low-level controller optimizes

the voltage and flow rate according to the time-variant strategy described in Section 2,

shown in Figure 2-3, and experimentally validated by [37]. This control strategy uses

the power allocated by the high-level controller for finding the most optimal voltage

and flow rate for the system to maximize the desalination rate. Maximizing the

desalination rate maximizes the clean water production of the system. This control

strategy will dynamically adjust the voltage every second, and the flow rate every

three seconds, matching the speed of the empirically determined system dynamics.

3.5 Plant Level Operations

The last part of our control strategy manages plant level operations to produce wa-

ter in batches. This piece of the control strategy executes a sequence of actions to

automatically (1) fill the concentrate and diluate tanks with feed water, (2) move
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Figure 3-4: An overview of the response of the controller in a series of low- and high-
irradiance days. Top plot: power use for ED system and battery pack, demonstrating
that the controller optimally allocates power to produce water efficiently and minimize
battery aging. In either day, the controller tries to operate at its most efficient
regime (1 kW), reducing ED system power during the afternoon when the tank gets
more and more filled. Middle plot: amount of water stored in the tank, reaching
maximum capacity before water is consumed at night. Bottom plot: the analysis
of SOC demonstrates that the energy management maintains the SOC in a narrow
range, minimizing battery aging.

the desalinated diluate tank to a product storage tank, (3) and move the contents

of the concentrate tank to an evaporation pond or other brine management. All of

these operations are controlled by event interrupts through a series of system sensors,

including tank level indicators, conductivity probes, and assorted valves. Whenever

necessary, this instrumentation can interrupt the higher level controllers to stop water

production and perform the key plant actions to switch between batches.
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Chapter 4

PV-EDR System Design and

Optimization

In Section 3 we have described a control strategy that includes an optimization to

determine the best split of power between storage and desalination at every time

step. In this section, we demonstrate how the control strategy can be used to design

a PV-EDR system using our parametric theory of ED operations. Although this sec-

tion looks at one specific design case, the methodology is applicable to any PV-EDR

system, and could be used to design systems of different scales and applications. In

contrast to the optimization executed by the MPC, which is focused on allocating

power over time, the optimization introduced in this section is used to determine op-

timal system parameters. The system parameters (i.e. the solar panel area, battery

size, number of cell pairs, batch size, and storage tank size) are selected through a

simulation-based optimization with the objective of minimizing the overall system

lifetime cost. Specifically, a year-long simulation is performed to assess the perfor-

mance and cost of the controlled system over a year for any chosen system design.

For each simulation, the expected cost and daily water demand are calculated and

used to estimate the cost of the system over the entire lifetime. The architecture

of the system design optimization and how it interfaces with the controller is shown

graphically in Figure 4-1.
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System design optimization finds 
design d to minimize Jd

MPC finds control action 
u to minimize J

d

System

uJ

Jd

Figure 4-1: System design and MPC optimization loops. In the middle block, for a
specific design configuration, the MPC finds the most optimal control action based on
the response of the system (bottom block), computed through the objective function
J as described in Section 3. In the top block, the system design optimization block
tries to find the most optimal design that reduces cost, estimated simulating the
controlled system over a year.

4.1 System Optimization Overview

The system optimization aims to determine the lowest cost system with a high relia-

bility for a specific design case, assuming to control the system with the control theory

described in Section 3. The system design optimization consists of four steps (Figure

4-2): (1) Define the optimization assumptions, which include the location, starting

and ending salinity, water consumption profile, and operator schedule; (2) model the

expected response of the system based on the system design, including the desali-

nation performance, energy consumption, energy and water buffer utilization, and
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water production; (3) perform a year-long simulation and calculate the performance

metrics, which in this case are LCOW and reliability; (4) iterate until converged,

which in this case is when the cost function does not change significantly between

iterations. During step (1), the designer is actively involved in defining the initial

conditions and system parameters. Instead, the optimization routine automatically

performs steps (2)-(4).

Central for the success of the optimization is the definition of the cost function. In

this application, we formulated the cost function for the system design optimization

as the weighted sum of the LCOW and the difference between the simulated reliability

R% and its target value R̄%, as in

Jd = LCOW+ ⇢ ·max(0, R̄% �R%), (4.1)

in which the maximum function is added for not rewarding reliability values higher

than the desired one. Additionally, LCOW is defined as:

LCOW =
P +

P
L

k=1
OM

1+ikP
L

k=1 W (k)
, (4.2)

in which P is the plant capital cost; L is the system lifetime; i is the interest rate; OM

is the annual operation and maintenance cost W (k) is the amount of water produced

at a specific year k, which can be obtained integrating � as in (3.6) for a whole year.

Moreover, reliability is defined as the percentage of time of a year in which production

is met, which can be mathematically formulated as:

R% =
100

Ty

Z
Ty

0

max (0, ⌫(t)� ⌫d(t))

⌫(t)� ⌫d(t)
dt, (4.3)

where Ty represents the time duration of a year, whereas ⌫(t) is the tank level and

⌫d(t) is the water demand at time t.

This reliability formulation is particularly suited for a time variant system. The re-

liability of the system is determined by whether or not the water demand at that time

instant can be met. This formulation is then applicable to any water consumption

49



Choose Optimization 
Assumptions

• Location
• Groundwater Salinity
• Product Target Salinity
• Daily Product Volume
• Water Consumption Profile
• Operator Working Schedule

Preprocessing
• Choose system design variables
• Generate Water Production Curve 

based on the system design variables

System Simulation

Performance Evaluation
• Calculate LCOW
• Calculate Reliability

Jd

Ending Condition

Optimal Design 
Variables

Figure 4-2: Flow chart of the system design optimization. The optimization assump-
tions are chosen and remain constant for the entire process. Then, design variables
are changed, a water production curve is generated, and a year-long simulation is
performed using the control theory described in Section 3. Based on the response of
the system, costs and reliability are calculated and used to update the design vari-
ables. The optimization is repeated until the ending condition is met. When the
optimization converges, the routine is terminated and the optimal design variables
are outputted.
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profile, where different volumes of water are demanded at different times throughout

the day.

It is worth remarking on the role of the external penalty, ⇢, used as the relative

weighting between the importance of reliability and cost. This parameter is an empir-

ically chosen and in this application is equal to 10. As a rule of thumb, the parameter

can be tuned based on the designer experience or assuming a virtual cost that would

be paid for any percentage of reliability not met (e.g. cost of ordering a truck of

water, people discontent). However, if not meeting the water demand is of secondary

importance, ⇢ should be reduced to enable finding systems at lower cost, as opposed

to more reliable ones.

Lastly, the ending condition for the optimization algorithm checks when the cost

function has converged, or when the objective function changes less than a small value

chosen by the designer. Once converged, the output of the system optimization is the

set of design variables for the optimal system.

The optimization algorithm used for this study is the pattern search method in the

MATLAB 2020a Global Optimization Package. Pattern search uses an approximate

gradient method to find an optimum for the cost function, searching for the best

overall direction for the individual design variables [14].

4.2 Case Study - PV-EDR System for Rural Indian

Village

To demonstrate this control theory in a real-world case study, we investigated and

optimized a village-scale water system for Medchal, India. This location requires

desalination of groundwater prior to human consumption due to the high salinity. As

a point of comparison, typical drinking water salinities range from 100-500 ppm [44].

Traditionally, desalination in this area is primarily performed through on-grid RO

systems. However, the work discussed in Wright and Winter V [49] showed that rural

Indian communities are well suited for the implementation of PV-EDR technology due
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to the wide availability of solar power and relatively low groundwater salinity. Design

requirements for an Indian community have previously been determined by Wright

and Winter V [49], and the key requirements for the present study are summarized

in Table 4.1.

Design Requirement Value Unit
Feed Water Salinity 1200 uS/cm
Daily Water Volume 6 m

3

Plant Lifetime 10 years
System Recovery 70 %

Average Solar 15 %Power Efficiency
Maximum Pumping 60 %Efficiency

Power Supply Efficiency 92 %
Operator Working 8 h/daySchedule

Target System 100 %Reliability
Water Consumption Step at -Profile end of the day

Table 4.1: Design requirements for a PV-EDR System Optimization for a rural com-
munity in Medchal, India

An important assumption made is on the operator work hours. Specifically, it is

assumed to have on site a full-time operator who works for 8 hours each day. As the

system can only be operable when an operator is present, the system only operates

for the same 8 hour period each day. For this reason, it was assumed that this 8 hour

window corresponds with highest irradiance hours of a day, regardless of the normal

working day in Medchal.

It was also assumed that water is consumed all at once, at night. Although this

may not accurately reflect the actual water consumption profile, the step consumption

represents a conservative design case, where water storage is needed for all the water

produced during the day. In absence of knowledge of the typical water consumption

profile of Medchal, this assumption is a necessarily conservative choice.
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4.3 Optimization Parameters

The system optimization requirds the selection of several parameters, including: the

free system design variables, the MPC time step, and the ending condition.

The design variables for this system optimization were: the solar panel size, the

battery size, the number of cell pairs, the batch size, and the storage tank size.

Most of the design variables are related to the storage of both water and power to

maximize the system reliability. It would be possible to add additional flexibility to

the design optimization by optimizing the ED stack size, or adding further capability

to increase number of hydraulic or electrical stages of the ED system. However, for

this case study, this additional flexibility is not necessary because the target daily

water production is small enough to be easily achieved with a single Suez V-20 stack,

the stack chosen in this investigation [1].

The time between MPC updates was empirically chosen to be 12 minutes for this

application, trading off computational complexity with solution accuracy. As solar

irradiance data for the target location are available only on a a hourly time scale, solar

power was assumed constant for the entire hour. Therefore, updating the MPC more

frequently and increasing the solution granularity do not change the performance of

the controller significantly.

The optimization was terminated when the cost function varied between iterations

by less than 0.001. This represents a very small change in either reliability (as this is

scaled by ⇢) or a small change in the LCOW.

4.4 Cost Inputs for System Optimization

Accurate cost information is necessary for a meaningful system design optimization.

Cost can be dependent on geography, especially for common electrical components and

shipping costs, making it critical to determine cost information that is both accurate

and relevant. In this case study, we primarily obtained cost information from a

database of wholesale costs provided to us through an Indian partner, Tata Projects,
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to determine geographically relevant cost information for the fixed components of the

EDR system [12]. These costs have been further validated by previous EDR pilots

in India [31]. However, where bulk pricing from Tata Projects was not available for

fixed components, we obtained prices for comparable equipment from manufacturers

in the US. These costs are not wholesale. More details on the fixed cost components

can be found in Appendix A.

To determine cost estimates for each of the design variables, we obtained multiple

quotes for different sizes of each design variable component from several suppliers.

Using the results of previous system PV-EDR optimizations, we estimated the rel-

evant range of sizes for each design variable of this case study, and received quotes

for components throughout the relevant range, ensuring the cost estimates are ap-

propriate extrapolations for this system size [19]. To ensure numerical continuity in

the design space, we used a linear fit function to determine a linear equation relating

size of the component to cost. This technique enables the algorithm to search over

a continuous design space because the determined design variable cost functions are

continuous. More details on the fitting process and results can be found in Appendix

A.

In addition to the fixed components and the design variables, there are components

dependent on the size of design variables and the simulated system operation. For

instance, the pumps, the associated pumping hardware, and the Direct Current (DC)

power supply are all sized and costed after the year-long simulation. This approach

gives the controller the freedom to determine the optimal power utilization regardless

of the hardware limitations. Then, upon completion of the year-long simulation, the

maximum pumping power and electrode power are used to determine the respective

component sizes and cost. Linear fit functions were used to estimate the cost of the

dependent system components, and are derived through the same process as the cost

relationship functions for the independent design variables. Further details on the

quotes of these components and their fit are provided in Appendix A.

There are also operational and maintenance costs of the PV-EDR system included

in the LCOW calculation, including costs that are geographically specific as well. Op-
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erational costs account for labor. In Medchal, the cost for operator time is $0.37/hour

[37]. PV-EDR maintenance costs have been previously determined for Medchal, India,

and are summarized in Appendix A [37]. Replacement costs for system components

are determined from the manufacturer’s lifetime expectation of each component and

are only included if the component lifetime is expected to be less than the plant’s

one. Instead, replacement expectancy for the battery is estimated by computing the

battery cycling experienced during the simulated year of operation and projecting it

over the entire plant lifetime. The battery is therefore considered to be replaced only

if the total estimated cycling is greater than the rated number of cycles. More details

on the replacement cost for the battery and other hardware components can be found

in the Appendix A.

The LCOW of an on-grid RO system is used as a point of comparison for the PV-

EDR systems in this analysis. To determine the LCOW for an on-grid RO system,

cost information for commercially available RO systems is needed. The authors of

[37] previously determined the cost of an RO system that is currently available for

sale and serving the Medchal, India desalination market. Moreover, the work in [37]

included cost estimates of operation, maintenance, and component replacement. The

same cost information are used in this study, as summarized in Appendix A.

4.5 Sensitivity Study

Sensitivity studies were performed to demonstrate the flexibility of this design tool

as well as explore the optimal design’s sensitivity to the design requirements and

assumptions from Table 4.1. This sensitivity study demonstrates the flexibility of

the design tool through varying several design assumptions. Varying these design

assumptions does not change the control theory (from Section 2 or the methodology of

the system optimizations. Moreover, the optimal results from the varied assumptions

indicate the sensitivity to those design requirements.

A constraint of the geography of interest is the operator working schedule. Water

systems can be seen as employment opportunities for village members, and thus an
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operator would always be present when the system is operational [12]. Moreover,

village members are less accustomed to remote monitoring of equipment in rural

India, and thus would not be comfortable leaving equipment running without an

operator present [12]. Therefore, it is crucial to evaluate the sensitivity of this design

requirement to understand how the operator working schedule impacts the system

design and, as a consequence, the LCOW. Starting from the traditional 8-hour work

day, we also investigated a 12-hour work day with two operators shifting every 6

hours, and the growing practice of remote monitoring. In the latter case, an operator

intervention is required only in case of failures and for routine maintenance. This

allows a company to split one operator across many systems. From now on, we shall

refer to this practice as flexible operation strategy.

Another key part of the validation of this design tool is to quantify the sensitivity

of the optimal design to the solar irradiance prediction algorithm. Holding the rest of

the design requirements constant, we run a system optimization with the known solar

irradiance and predicted solar irradiance and compare the results. In both cases, the

known and predicted solar irradiance data for the next 24 hours is supplied to the

MPC. The known solar irradiance is the measured hourly solar irradiance for one year.

The predicted solar irradiance data changes each hour as the prediction improves, and

the MPC then changes its behavior based on the updated weather prediction. This

comparison serves to validate how predicting weather data affects the design and

whether the performance of the algorithm chosen increased costs significantly.

An additional assumption made in the optimization initialization regards the con-

sumption profile of the water produced. In this sensitivity analysis, we also assume

that water is consumed as a Gaussian function during the day because it seems fea-

sible for an off-grid community to consume water during daylight hours. However,

the authors of [37] assumed water is consumed all at once at night, as a step func-

tion at the very end of the day. We compare the two water consumption profiles to

determine the importance of this assumption, and the cost or reliability implications

of misunderstanding this assumption.
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Chapter 5

Design Case Study Results

In this section, we examine the results of the case study defined in Section 4. We

compare the results from this system optimization to the state of the art PV-EDR

system designs previously determined in LeHenaff 2019. Then, we introduce the

results from the sensitivity analysis. Specifically, we examine the way the operator

working hours, the water consumption profile, and the prediction of solar irradiance

effect the optimal result.

5.1 System Design Optimization Results

First, we aim to determine whether there are significant cost savings with the novel

controls strategy, quantifying the benefit of the presented design method. As a point

of comparison, LeHenaff [37] demonstrated an optimal direct drive system design that

achieves a LCOW of $2.06/m3, with a reported reliability over 99%. To understand

whether the control system and design methodology proposed in this paper improves

upon prior work, we analyze the results in Figure 5-1a, which shows the most optimal

LCOW for different reliability values in the explored design space. The lowest cost

system that achieves 100% reliability has an LCOW of 1.91 $/m3. This reduction

in LCOW from prior work translates to savings of over $3200 over the lifetime of

the plant. Moreover, Figure 5-1a demonstrates that there are many designs that

have 100% reliability, but those designs could be significantly more expensive than
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the optimal design achieved with our parametric optimization. Indeed, some designs

range over nearly $0.35 of LCOW, which equates to over $7,500 over the lifetime of

the plant. Therefore, a system level optimization is key to ensure finding the system

configuration at lowest cost.

Another notable result from Figure 5-1a is the small difference in LCOW between

the 100% reliable system and less reliable systems. For instance, the difference be-

tween the 100% reliable system and the 98% reliable system is $0.06 per m
3. This

result reinforces that there is not significant financial benefit to designing a system

that has a reliability lower than 100%. Therefore, targeting 100% reliability for system

designs remained the objective of the optimization for this case study.

An overview of the design variables for the optimal systems at three different

reliabilities is shown in Figure 5-1b. Notably, all three system designs are very similar:

they have nearly identical batch sizes, whereas minor differences are found for all the

other variables, which are generally smaller than than the 100% reliable design. The

design variables which changed most substantially to achieve 100% reliability are

the battery size and the storage tank size. The significant increase in additional

storage capacity is necessary to overcome multiple days of low irradiance. The design

variables that varied the least are the pump size and the number of cell pairs. The

system converges on similar results for the cell pairs and the pump size regardless of

the reliability, indicating that these are cost-optimal and do not impact reliability as

significantly as the design variables related to water and energy storage.

5.2 Sensitivity of Operator Cost

To understand the impact of the assumption around the operator working day, we

performed additional optimizations comparing the optimal designs for the operator

working a 12-hour day, an 8-hour day, and the flexible operation strategy. All other

assumptions for these additional optimizations match the design requirements in Ta-

ble 4.1, and target reliability R̄% is set to 100%. For the optimal system design in each

case, we analyzed the LCOW composition (Figure 5-2). Unsurprisingly, the primary
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(a) Optimization’s Pareto front.

(b) Design variables for systems 100, 99.1, and 98.0% reliable.

Figure 5-1: Analysis of the optimization results. a) LCOW versus Reliability plot for
optimization results above 97% reliability. LCOW ranges within $0.06 for the top 3%
reliable systems. b) Diagram of the design variables for different reliability values. As
shown, design configurations differ mainly in terms of storage, both tank and battery,
and cell pairs.
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difference in LCOW across the three PV-EDR design cases were the operator cost.

Although the LCOW without the operator cost is comparable for the three PV-

EDR design cases, there are some differences in the optimal design variables. For

instance, the 8-hour operator design has larger solar panels than the 12-hour or flexible

operator design, as the system must capture all the usable energy in a shorter period

of time. Thus, a larger solar panel area is necessary to meet the daily water production

in fewer operation hours. Furthermore, the ED stack for the flexible operator design

has fewer cell pairs (70) than the 12-hour or 8-hour operator designs (79), as the

flexible operator system can operate over a longer period of time. For this reason, the

ED stack can be smaller and energy can be stored in the battery during the day and

use it at night, achieving the same volume of water produced as the time-constrained

systems with more membrane area.

Additionally, the flexible operator design has the smallest storage tank of the three

designs (9 m
3), with the 12-hour operator and 8-hour operator designs having storage

tanks 33% larger. The smaller storage tank in the optimal design indicates that the

flexible operator design can more easily reach the target volume each day, while the

other design cases need a larger storage tank to achieve 100% reliability.

Finally, the pump size for the flexible operator design is smaller (0.45 kW) than

the 8-hour and 12-hour designs (0.54 kW and 0.48 kW respectively). This smaller

pump can again be explained by the ability of the flexible system to reshape more

power than the other two time-constrained system designs. Therefore, the pump can

be smaller due to the ability of the system to run more batches at a lower power

consumption over a longer period of time. Contrarily, the 12- and 8-hour designs

need progressively larger pumps to deal with the constraint on operation time. The

battery size and batch size changed little in the different optimal results, indicating

that these vary less with the constraint on operator time.

Figure 5-2 also compares these three optimal designs to the market leader in

small scale desalination systems, on-grid RO [49]. As shown, the fixed cost is the

most dominant for the RO system. The fixed cost is the combination of controls,

hardware, and brine management needed for both the PV-EDR systems and the RO

60



systems. Brine management is included explicitly as a cost even though brine is not

necessarily treated properly in all geographies, including in India. However, due to

the impact improper brine management can have on the salinity of the groundwater,

it is increasingly apparent that the need for desalination includes the need to properly

treat and dispose of brine. Particularly significant are brine management costs, as

RO systems have a significantly lower recovery than ED – 40% for RO as compared

to the 70% assumed for PV-EDR [49]. Another major difference between the PV-

EDR system LCOWs and the RO LCOW is the recurring energy cost for RO systems.

This is an operating expense for RO systems that is not needed for a PV-powered

desalination system.

This analysis also demonstrates that this system design optimization method

achieves a PV-EDR system comparable in lifetime cost to the market leading tech-

nology. The optimized PV-EDR system with an operator for 8 hours each day is

at price parity with the same sized RO system. Furthermore, if the design context

allows for a more flexible operator approach, the optimal system design would have

a significantly reduced LCOW as compared to standard practices.

5.2.1 Known versus Predicted Weather Design Results

To test the effectiveness of the weather prediction algorithm and its impact on the

system design, the optimization was performed using both the known weather and

the predicted weather to directly compare the differences in optimal outcomes. For

this optimization, the operator schedule awasdjusted to the flexible operation because

the flexible operation schedule is most susceptible to weather variation, as the system

has to decouple power generation and consumption entirely. For this reason, a flexible

operator schedule enables the system to operate longer hours if necessary with respect

to a manually operated system, in which the system is operated the same 8 or 12 hours

every day. The results from this analysis determine the efficacy of using the chosen

Machine Learning algorithm (from Section 3.2) in the PV-EDR design process.

The LCOW for the predicted weather is $1.4992/m3, $0.036/m3 more than its

counterpart obtained with known weather, which increases costs by only $790 over
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Figure 5-2: LCOW of optimal system designs for different operator conditions com-
pared to on-grid RO systems, the market leader. The optimized PV-EDR system is
at price parity with the on-grid RO system with the same operator constraint. A
PV-EDR system with a flexible operator strategy has a significantly lower LCOW.

the entire lifetime of the system. To better contextualize this difference, Figure 5-3

shows the comparison of the design variables for the optimal design for the predicted

and known weather. When weather is predicted, the optimal design has smaller solar

panels, a larger storage tank, and more cell pairs than the known weather optimal

design. These differences are likely due to the overestimated future power with respect

to using real data. By predicting more solar irradiance than actually available, the

predicted weather design has smaller solar panels. Moreover, excess storage capacity is

needed to compensate the inaccurate prediction. Additionally, if the system predicts

it will get more power, the system optimization selected a larger number of cell pairs

such that the system operates more efficiently at the average operating power.

To assess the significance of these design differences, we estimated a reliability of

99.7% over a year-long simulation using the system design based on predicted weather

with the known weather data set. Although the system design using predicted weather
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does not perform perfectly on the known weather, the reliability of any built system

will not likely be 100% due to dynamics not captured by the system model used for

this optimization. Therefore, it can be considered acceptable losing less than 0.3% of

reliability in this design study due to inaccurate weather prediction.

Figure 5-3: Diagram showing the differences in design variables between the known
weather and predict weather optimal results.

5.3 Results Related to Water Consumption Profiles

In previous studies, the water consumption profile was modeled with a step function

at midnight, where the daily water demand is removed from the storage tank all at

once [37]. However, this assumption is unlikely to represent how water is consumed

adequately.

For this analysis, we used a flexible operator scheme to fully exploit the per-

formance of the controlled system with no temporal constraints. The results of this

analysis for the two optimally designed systems and their LCOWs are shown in Figure
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5-4.

As illustrated in Figure 5-4a, the LCOW of the optimal system designs obtained

using the different water consumption profiles are very close (difference of $0.0065).

Not surprisingly, the LCOW estimated using the Gaussian profile is slightly less than

its counterpart for the step profile: Due to the large amount of water consumed

instantaneously, the design for the step profile requires a larger storage tank that can

hold more product water (Figure 5-4b). Conversely, in the continuous (Gaussian)

consumption case, water is continuously removed from the storage tank, resulting

in a smaller product tank that can store only the water needed during the hours in

which the system is powered off.

Moreover, the two optimal systems differ significantly in the number of cell pairs,

with the fewer pairs required for the step consumption case (70) than the Gaussian

one (112). To explain this difference, it is paramount to consider how the energy

management system operates: In fact, the controller aims to have the tank full at

the end of the prediction horizon. Therefore, when water is continuously consumed,

the controller tries to match production rate to the consumption one. Contrarily, in

the case of the step consumption, the controller does not try to match a consumption

rate because it happens all at once. Thus, production is stretched out over a longer

period of time, requiring a significantly smaller stack.

Another way to understand the importance of knowing the water consumption

pattern is to use a system designed for one water consumption pattern and simulate

another water consumption pattern with that design, and determine the reliability.

If the optimal system design for the Gaussian water consumption is used in a context

where the step water consumption profile is actually executed, the system reliability

(assuming reliability on a daily time scale) is zero. The tank cannot store the total

quantity of water needed each day as it is only 5 cubic meters. Therefore, the system

only ever produces 5 cubic meters of water to fill the tank. Alternatively, if the optimal

design with an assumed step water consumption is operated in a context where the

water consumption profile is Gaussian, the reliability of the system is 99.9% reliable.

The step water consumption design is more robust to the Gaussian water consumption

64



(a) LCOW for different water consumption profiles.

(b) Design variables for different water consumption profiles.

Figure 5-4: Comparison of the system design for a step and a Gaussian water con-
sumption profile. The analysis of LCOW (a) shows minimal differences ($0.0065),
meaning that LCOW is not sensitive with respect to the different consumption dy-
namics. However, the consumption profiles influence the system design (b), requiring
a larger storage tank for a step profile, whereas a larger number of cell pairs is nec-
essary when water is consumed continuously.
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profile.

These system design differences highlight the importance of understanding the

local context when performing system optimizations. By knowing the water con-

sumption profile, in either case, we can find a system with a nearly equal LCOW and

high reliability. When this information is not available, designers would have to make

an assumption about the water consumption profile. As these results indicate, differ-

ent assumptions lead to major design differences, which could reflect in a suboptimal

system design in case the assumption is inaccurate.

66



Chapter 6

Discussion

This study set out to determine how to best design and control a low-cost, high-

reliability PV-EDR system. Using the prior work from [37], we sought to utilize the

insight that using more energy increases the SEC of water production, and there-

fore there is a more efficient method of operation through minimal energy buffers

to maintain a higher reliability than with a direct-drive system as well as minimize

buffer costs. In order to operate at a lower SEC, it is paramount that the system

has some foreknowledge of the power available over the course of the day to plan

power utilization. A hierarchical control algorithm was designed, combining together

several modules. A machine learning algorithm was employed to inform the system’s

power budget for utilization between the system’s competing interests: charging the

battery and filling up the tank. Then, an energy management control strategy uses

optimal control theory to make decisions based on both the power predicted and the

current state of the plant, aiming to achieve a desired objective: having the battery

and the tank full at the end of the predicted horizon.

Leveraging this novel control theory, we optimized the system architecture, simu-

lating system operations over a year to calculate the reliability and system cost. The

system optimization converges on the lowest-cost, highest-reliability system design,

subject to the inputs including geography and cost data. The optimal system design

for the case study in rural India using this control theory has an LCOW reduction of

$0.15 with 100% reliability as compared to the optimal system design of [37].
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This control strategy is applicable beyond optimally designing and controlling

PV-EDR systems. The control strategy demonstrated in this paper can handle time-

varying power inputs, and make the most optimal use of power over time to achieve

predetermined goals. For instance, if power was varying in cost throughout the day

in a predetermined way, this strategy could be modified to minimize power cost

for the system as a whole subject to the grid power costing schedule. Indeed, an

optimal, time-variant control strategy can not only help optimize power utilization

from variable power loads but also improve performance of systems powered with

renewable energy or variable-cost power sources. This tool can be particularly helpful

in alleviating the concern of adequate reliability for using renewable energy as a

primary energy source. This concern is amplified when the power is used for basic

human needs like water production.

Moreover, the design tool using this novel controls system for PV-EDR systems

can be generalized for any design case. Although we have only demonstrated this

tool for one particular case study, the power of this design tool is within the inherent

and proven flexibility to work with different geographies, water salinities, daily water

production rates, water consumption profiles, operator working norms, system size

scales, opening potentially new research directions. Moreover, all design requirements

listed in the 4.1 are inputs to this design tool, and could be modified for another design

case.

Through the sensitivity analysis performed, it is clear how critical it is to under-

stand each design requirement for determining the optimal system design. In the

case of water consumption profiles, the system design optimization tool was able to

find systems for both the step water consumption profile and the continuous water

consumption profile that were comparable in LCOW. However, the system designs

were significantly different. Therefore, knowing the water consumption patterns is

an important input for using this system optimization tool to find a cost optimal

system design. Additionally, the operator cost is the single largest recurring cost of

the system. Understanding this cost for the design case, and any limitations in terms

of hours that operator is allowed to work, is critical for determining the LCOW of
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the system. In other cases, this operator cost will be even more critical to understand

and account for in any system design as India has relatively low labor costs compared

to other geographies like the United States or European Union Nations.

This work demonstrates that the choice of the control system, and the assumptions

made in how that system will operate, affects the system design and performance.

This MPC control strategy has changed the optimal system design as compared to

previous studies performed with similar design requirements. In Bain et al. [19] where

a rules-based control strategy was implemented on a direct-drive system, the optimal

system design had oversized solar panels to account for uncertainty. However, this

control strategy does not oversize solar panels due to having the foreknowledge of the

upcoming solar irradiance, using the battery storage to compensate for the prediction

uncertainty. Moreover, the choices of water consumption profile and operator cost

have implications on the LCOW and system design. We have demonstrated these

differences through the sensitivity analysis.

This work also highlights the importance of the definition of reliability. In this case

study, reliability corresponds to meeting the water demand at every time instant. His-

torically, increasing reliability meant producing more water; in truth, it should mean

producing water at the right moment, or when water is needed. Indeed, the optimal

designs obtained using this design tool produce less water than LeHenaff, but achieve

a higher reliability. This efficient production helps to reduce brine management costs

further as compared to previous works.

This design tool can be modified to change the objective to maximize water pro-

duction or minimize SEC, depending on the interest of the system designer. Moreover,

the control system objective could even change during the plant lifetime, subject to

the same system design. Defining the objective for the control system is a designer’s

choice, and can have significant effects on the system’s design and operation.

These results show the promise of PV-EDR technology, achieving price parity with

RO. However, there are further cost savings that could be anticipated, especially as

renewable energy becomes more affordable. In Bloomberg New Energy Finance: New

Market Outlook, it is anticipated that solar panel prices will reduce by 34% by 2030
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[33]. This trend would result in a $0.07/m3 decrease in LCOW for our optimal solution

from section 5.1. From similar market reports, battery costs are anticipated to drop

by 50% by 2023, especially due to the prevalence of Electrical Vehicles increasing

the research and development of more cost effective batteries. An aggressive cut on

battery costs would reduce the LCOW of the optimal design by $0.07/m3 [33]. As

investments in improving the affordability of renewable energy continue, it is likely

that PV-EDR could become the clearly more cost-effective option compared to on-grid

RO.

6.1 Limitations of This Work

As pointed out in Section 5.2.1, access to more precise solar irradiance data may

improve the performance of the control system and reduce cost. With only hourly

weather data precision, we cannot use many more sophisticated solar irradiance pre-

diction algorithms to improve our weather prediction accuracy. Moreover, using data

predicted or collected with large step sizes may also reduce the performance of the

system as it is impossible to optimally estimate the power actually available within

the step size. As a consequence, updating the energy management more frequently

than what currently done (i.e., 12 minutes) would not provide any benefit without a

finer prediction.

This work is highly sensitive to cost analysis. Due to the market for stock ma-

terials and components, bulk pricing is typically very favorable for companies that

can leverage scale economies. The cost reported in Appendix A for RO represents

a system that is produced in the thousands of units, and thus the company is able

to obtain favorable bulk pricing for all components. However, the costs summarized

in Appendix A are not all wholesale prices and do not necessarily reflect the cost of

producing a PV-EDR system at scale. Therefore, we could be overestimating costs for

some system components. However, the design method presented herein is applicable

to any variation in system variables.

We aim to experimentally validate this controller and system design optimization
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tool by building the optimal controller and the optimal system design for a chosen

geography, and test the system at that chosen geography. We further hope to explore

the effects of a varying water consumption profile through our experimental validation

to understand how robust the system design is to variable groundwater composition.

By validating this tool through a pilot-scale experimental setup, we can evaluate

any uncertainty in this design methodology. We hope to prove that this strategy is

optimal for designing PV-EDR systems.
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Chapter 7

Conclusions

In this paper, we introduced a novel control strategy that leveraged predictive capa-

bilities to optimally operate PV-EDR systems, trading off water production and SEC

in order to achieve a lower cost system through the minimization of system buffers.

To demonstrate the utility and value of this new control theory, we performed system

design optimizations using this control strategy. Through these system optimizations,

we demonstrated that PV-EDR systems sized using this theory represent a significant

decrease in LCOW at maximum reliability as compared to previous system designs.

Through a sensitivity study, we also demonstrated both the flexibility of this design

tool and the importance of design assumptions, as they greatly effect the system de-

sign and reliability. Furthermore, we compared an optimized PV-EDR system to the

market leader, on-grid RO, and show that the two systems are equal in LCOW over

their system lifetimes. We further elucidated the benefits of this controls strategy

beyond that of PV-EDR systems, as this is broadly a strategy for optimal energy

management for varying power loads.

This theory uses model-based approaches to lower the cost of renewable energy

desalination systems. As groundwater is continuing to grow more saline, especially

in areas where grid power is not reliable, low-cost, high-reliability renewable energy

desalination solutions are needed to meet the drinking water demand. The design

tool presented in this work enables designers to optimize system designs based on

providing low-cost, high-reliability PV-EDR systems. Furthermore, this design tool
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is generalizable to any design context, making it relevant to system designers of any

size, scale, or application.
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Appendix A

Detailed Cost Information for LCOW

Calculation

Table A.1 reports the detailed cost information for the fixed components used to

design a PV-ED system. These components include the hardware and controls needed

to run a PV-ED system in batch mode, and are not changing with the size of the

system. This is included as part of the capital cost in the calculation of the LCOW

for all design cases explored in this study.

Table A.2 contains the cost information for the operation costs for PV-EDR sys-

tems. This cost is calculated annually, and then discounted based on interest over

the course of the plant lifetime to estimate the operation cost of the plant over the

lifetime.

Instead, Table A.3 reports the lifetime of each component, which is used to calcu-

late the number of replacement parts for the designed system. It is worth to point out

that because the battery ages, among many factors, based on its actual use, which

is estimated in terms of cycles [20]. Thus, to estimate the number of replacements,

battery aging is computed over one year is projected for the entire lifetime of the

system, as in

# =
L

2Qb

Z
Ty

0

Pc(t) + Pd(t)dt, (A.1)

in which L is the lifetime of the system (expressed in years), whereas Pc and Pd are
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Component Quantity
Cost[$]

Ref.
Unit Total

Click PLC Controller 1 198 198 [2]
Click PLC Power Supply 1 41.50 41.50 [2]
Click PLC Analog Input I/O Block 11 95 1045 [2]
Click PLC Digital Input I/O Block 1 34.50 34.50 [2]
Click PLC Analog Output I/O Block 1 129 129 [2]
Raspberry Pi 1 35 35 [7]
Enclosure and Associated Hardware 1 775 775 [2]
Pressure Transmitter 6 75 451 [12]
Flow Transmitter 2 95.90 192 [12]
Conductivity Transmitter 4 42 168 [12]
Float Level Switch 6 5 30 [12]
Current Transducer 4 123 492 [2]
Voltage Transducer 4 186 744 [2]
Solar Pyranometer 1 249.99 249.99 [8]
Automated Valves 18 76 1368 [12]
Frame and Mounting 1 850 850 [12]
Cables and Wiring 1 550 550 [12]
Piping 1 200 200 [12]
Circuit Breakers 1 64.66 64.66 [12]
Acid Pump 1 77 77 [12]
Acid Tank 1 160 160 [5]
Brine Evaporation Pond1 2.57 m

3 1651 4245.42 [21]
Total – – 8548.07 –

Table A.1: Cost information for fixed system components.

the battery charging and discharging power respectively. Therefore, the LCOW does

not account for a predefined number of replacements of the battery, but it is subject

to an estimate based on the actual use.

Table A.4 shows the variable cost equations for both the independent design vari-

ables and the dependent design variables. The only dependent design variable not

shown is the DC power supply. The DC power supply cost is determined by the

maximum power applied to the stack over the simulation, following the cost model

reported in Table A.5.

Table A.6 lists all the capital costs for the RO system; whereas, the operation

costs of RO are the same as the PV-EDR system, as previously presented in Table

A.2. The maintenance schedule for RO equipment is summarized in Table A.7. The
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Operation Volume Unit Cost[$] Ref.

Water Cost 1
RR

0.14/m3 [12]

Acid Cost 1�RR

RR
0.03/m3 [12]

Evaporation
1�RR

RR
8.26/m3 [21]Pond

Maintenance

Filter Cost – 36.96/mo [12]

Operator Cost – 0.37/h [12]

Energy Cost – 0.168/h [12]

Table A.2: Cost information for operating costs for both PV-EDR systems and RO
systems. The recovery ratio used in this analysis is 0.7 for PV-EDR. The recovery
ratio used for RO systems is 0.4.

Component Lifetime Ref.

Pump 5 [years] [4]
ED Membranes 10 [years] [1]

Battery 6000 [cycles] [3]
Storage Tanks 25 [years] [5]
Solar Panels 10 [years] [9]

Fixed Hardware 10 [years] [2, 12, 8]

Table A.3: Components lifetime of an PV-EDR system.

LCOW for the RO system is calculated using the same LCOW equation 4.2. Since

RO is assumed on grid, the reliability of the RO system is assumed to be 100%.
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Power range

[kW]
Cost

[$]
< 0.75 1700

0.75 - 1.5 2030
1.5 - 2.4 2909
2.4 - 3.3 3809
3.3 - 5.2 4612

Table A.5: DC Power Supply cost analysis for different power ranges [6].

Component No.
Cost [$]

Ref.
Unit Total

RO Membrane 1 388.5 388.5 [12]
Pump 1 396.9 396.9 [12]
Hardware 1 571.91 571.91 [12]
Storage Tank 1 566.44 566.44 [5]
Controls 1 299.92 299.92 [12]
Evaporation Pond 9 m

3 1651 14859 [21]

Table A.6: RO system costs.

Component Lifetime [years] Ref.

Pump 5 [12]
RO Membranes 3 [12]
Storage Tanks 25 [5]
Fixed Hardware 10 [12]

Table A.7: Components lifetime of a RO system.
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