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Abstract 
The human genome, the genetic blueprint that every cell in our body follows, encodes 
approximately 20,000 genes. Through complex regulation of these genes, each cell is 
able to play the role it needs within our body. Synthetic biology, an emerging field in 
biology, seeks to expand on this blueprint and create cells with novel functions. The aim 
of this thesis is to provide methods that expands our ability to engineer and control 
multicellular systems by detecting and rewriting the cell state.  
We first develop a method that enables the creation of a synthetic cell state to control 
morphogenesis. Using inducible expression of recombinases, we show this approach can 
induce a cell to commit to one of two mutually exclusive cell states. By regulating the 
expression of recombinases, we are able to control the distribution of cell states within an 
initially monoclonal and homogenous population of cells. We use the induction of a 
synthetic cell state to control morphogenesis by cell state-specific expression of 
homotypic cadherins which controls the cell’s adhesive properties. This enables us to 
create a large number of different shapes and control morphogenesis.  
Secondly, we develop a library-based approach for cell state-specific gene regulation. 
We design a set of 6,107 Synthetic Promoters with Enhanced Cell-State Specificity 
(SPECS), and identify several SPECS with spatiotemporal specificity during the 
programmed differentiation of stem cells, as well as SPECS that are highly specific for 
breast cancer and glioblastoma stem-like cells.  
Thirdly, we develop a method that allows detection of endogenous gene expression 
without modifying the endogenous gene itself. We show that placing a regulatory RNA 
downstream of a terminator allows for expression of the regulatory RNA, and demonstrate 
this method for miRNAs and gRNAs.  
Together, this thesis develops methods to create synthetic cell states that can be used to 
control morphogenesis, and provides tools to detect endogenous cell states which can 
serve as inputs to control gene regulatory networks.    
  

Thesis Supervisor: Ron Weiss, PhD Title: Professor of Biological Engineering and 
Professor of Electrical Engineering and Computer Science, MIT  
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Chapter 1. Introduction and background 

1.1 Engineering cells for therapies 

Humans develop from a single fertilized egg into an organism comprised of trillions of 

cells. Each cell, derived from the same ancestor, develop to become part of a tissue and 

perform a highly specialized functions such as muscle cells that enable movement, 

immune cells which protect the body against foreign molecules and cells, red blood cells 

that transport oxygen throughout the body, and the vast number of different cells that 

make up our brain and provides us with higher cognitive function. This diverse set of 

cellular functions in the human body is enabled through cell type-specific regulation of our 

approximately 20,000 genes. The exact combination of active genes, their expression 

levels, protein and mRNA location, post-transcriptional and post-translational 

modifications etc., all play into defining the exact cell state which in turn defines a cell’s 

function.  

Interference, changes, or unintended signaling within the endogenous gene regulation 

can have significant consequences. Human viruses are able to rewire and repurpose our 

cellular machinery to replicate their viral genomes with lethal consequences as in the 

case of HIV. Unintended signaling as observed in autoimmune diseases can have similar 

drastic consequences: in type I diabetes, the immune system recognizes the insulin-

producing pancreatic β-cells and attacks them. The consequence is an inability to 

produce insulin and requires a lifetime of insulin therapy for survival. Cancer is an extreme 

example of dysregulation where accumulation of genomic damage within a cell can lead 

to uncontrolled cell divisions, tissue invasion by cancer cells, and avoidance of the body’s 

ability to repair, contain, or kill dysregulated cells that threaten the body.  

The observation that the cellular program is not static, but rather dynamic, and that Nature 

has already developed multiple tools to change it, implies that cells can be repurposed to 

our needs. Early human civilization had already adapted the natural processes of bacteria 
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and yeast for fermentation and baking, but with scientific advances, especially in the fields 

of genome engineering, systems biology, metabolic engineering, and developmental 

biology, we can now take a much more direct role in reprogramming and repurposing 

cells far beyond their current capabilities. This has enabled the repurposing of yeast to 

produce the precursor of the antimalarial drug artemisinin,1,2 using engineered T cells as 

highly effective cancer treatments,3,4 organoids as drug screening platforms,5,6 vaccine 

development,7,8 and regenerative medicine.9,10   

Synthetic biology, an emerging discipline that draws on inspiration from electrical 

engineering and computer science, aims to engineer cells beyond what they were initially 

capable of. While early efforts of synthetic biology aimed to demonstrate that the cell 

could be treated as a microscopic computer that could be reprogrammed,11,12 the field is 

now poised to expand on current advances in cell based therapies by increasing safety, 

efficacy, and reproducibility by optimizing the genetic program driving cell behavior.13,14  

 

1.2 Engineering organoids as human disease models 

Organoids are complex multicellular structures derived from stem cells that undergo 

differentiation and cell sorting in vitro to show an organ-like phenotype. This makes them 

attractive models for the study of human diseases, especially when there are no good 

animal models. One example is brain diseases where the brain from other primates, our 

closest relatives, show a significant difference in gene expression, tissue organization, 

and development compared to the human brain.15 By using protocols to differentiate stem 

cells into an organoid with a brain-like phenotype, organoids provide an alternative to 

animal models for studying brain diseases,16 including Alzheimer’s17–19 and 

schizophrenia,20 that might more closely mimic the disease as it manifests in humans. 

The diversity of cell types and structure of organoids make them significantly more 

realistic models of human diseases compared to simpler and more homogenous tissue 
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cultures. In addition, organoids offer to address certain shortcomings of animal models 

such as species-specific genetic differences, and differences in cell type composition and 

organization of the tissue. Importantly, by using patient-derived stem cells to develop the 

organoid, organoids can be used for personalized medicine.6  

Despite the benefits of using organoids as human disease models, there are challenges 

that limits their use. The self-organizing process that is the very foundation of organoid 

development might also be its greatest weakness. While organoids require few external 

cues, the deep reliance on intra-organoid cell-cell signaling, cell autonomous 

differentiation, and self-organization makes it extremely sensitive to any changes in cell 

state or the few external cues provided, and high organoid-to-organoid variability is a 

significant challenge.16,21 The effect of the cell state on organoid development is 

exemplified by the variability between organoids developed from different stem cell 

lines,22 and even protocols with high reproducibility can show this effect.23 Advances to 

more accurately reprogram and dedifferentiate somatic cells into induced pluripotent stem 

cells24 (iPSCs) might address some of these shortcomings and increase reproducibility 

between organoids by reducing cell state variability. Other challenges and limitations 

include development of the proper cell types, correct cell sorting, lack of vasculature, and 

challenges with cell maturation to create organoids that mimic adult tissue.25–27 

Carefully controlling gene expression when reprogramming somatic cells offer the 

potential to reduce cell state variability for the generation of more reproducible 

organoids.24 In a similar vein, genetic reprogramming might offer the same advantages 

by programming a specific cell state, behaviors or outcomes. This has been applied when 

the endogenous signaling pathway is not known. Not knowing the signaling pathway that 

led to Nkx2-1 and Pax8 co-expression, Antonica et al.28 used transient overexpression of 

Nkx2-1 and Pax8 to direct mouse embryonic stem cells into thyroid follicular cells that 

subsequently organized into thyroid follicles. Genetic reprogramming of a sub-population 

of cells has been applied to address the lack of vascularization in cortical organoids. By 

ectopically expressing ETV2 in a small population of cells within a developing cortical 

organoid, Cakir et al.29 was able to reprogram these cells into endothelial cells that would 
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organize to form vasculature within the organoid. However, the cells to be differentiated 

would have acquired different cell states and be randomly distributed throughout the 

organoid potentially increasing the variability of the experiment, and potentially leading to 

challenges in transdifferentiation.30 By factoring in the cell state and using carefully 

controlled gene expression, Saxena et al.31 was able to differentiate iPSCs into glucose-

sensitive insulin-secreting β-like cells. Together, these approaches highlight how ectopic 

gene expression can be used to program the formation of organoids or alter the 

subpopulations within them.  

While induced differentiation might ensure the generation of desired cell types, the 

resulting organoid still depends on self-organization and autologous cell sorting which 

can be a separate challenge.25,32 Genetic circuits have been developed that enables 

synthetic cell sorting. In a study by Toda et al.,33 they used the cell-cell signaling system 

synNotch to control expression of cadherins. This enabled them to control cell sorting 

behavior and artificially induce symmetry breaking. Tordoff et al.34 used a similar 

approach and showed that the differential expression of cadherins could be used to 

reproducibly form a large number of different shapes. Although this work was done in 

minimally adhesive cells which might not reflect cells within a developing organoid, it 

shows the potential that genetic circuits can be used to reliably control cell sorting through 

expression of adhesion-molecules, thereby enabling increased control over organoid 

development. By coupling the expression of specific adhesion-molecules to specific cell 

states and points in development, cell sorting can be made cell state-specific.  

 

1.3 Coupling endogenous and synthetic gene circuits 

Single-cell RNA seq has provided significant insights into different cell states and their 

regulation.35,36 This has significantly impacted developmental and organoid biology by 

providing a more detailed understanding of the gene regulatory networks (GRNs) that 

define and drive different cell states during differentiation, as well as benchmarking 
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organoids to developing or adult tissue to understand their differences and 

limitations.23,37–42 The increased understanding of endogenous cell states provides an 

opportunity to improve in vitro cell differentiation through better understanding of the 

central transcriptional pathways of cell differentiation and a more clearly defined end-

state. By mimicking the endogenous GRNs driving differentiation, it might be possible to 

build genetic circuits to compose a synthetic GRN, and reprogram cells with this to 

facilitate or induce a cell state transition. The most simple form of this is the 

overexpression of one or more transcription factors which has led to a large number of 

organoids.27–29,43–47 However, using more advanced synthetic GRNs to fine-tune the 

differentiation program to support and direct the cell through transitional cell states or to 

more accurately define the end-state, might lead to differentiated cells that more 

accurately mimic adult tissue.  

Synthetic GRNs have significant potential in supporting or directing organoid 

development. However, they are unlikely to act in isolation, and the activity of specific 

components within the synthetic GRN will likely depend on the exact cell state. For 

instance, maturation factors such as MafA in the case of β-cell maturation, benefit from 

being expressed once the cell has committed to the endocrine lineage within the 

pancreas.31 This necessitates methods to couple synthetic GRNs to endogenous GRNs. 

Several methods currently exist to use or provide outputs from endogenous GRNs that 

can serve as inputs into synthetic GRNs. These include endogenous promoters to recruit 

cell type-specific transcription factors;48 transcriptional fusions of guide RNAs49–51 to 

endogenous genes for CRISPR-based gene regulation;52,53 cell state-specific miRNAs or 

synthetic miRNAs fused to endogenous genes;54 and co-expressing proteins with 

endogenous genes.55,56 While these methods can be used either individually or in 

combination to detect specific cell states, they often involve manipulation of endogenous 

genes which risks disrupting the endogenous GRN, or they might fail to factor in certain 

types of regulation such as chromatin state or distal enhancers that play an important role 

in endogenous gene regulation. As our understanding of endogenous GRNs continue to 

expand, it becomes increasingly important to develop minimally invasive methods to read 

and respond to changes in the cell state.   
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1.4 Thesis overview 

The aim of this thesis is to develop methods to detect and manipulate cell states for 

engineering complex multicellular systems through controlled cell sorting.   

In Chapter 2, we develop a recombinase-based method to define a synthetic cell state of 

a monoclonal and homogenous cell population based on externally provided inputs. Each 

of the two cell states is defined by the expression of a unique, homotypic cadherin. By 

titrating the inputs, we control the ratio between the different cell states. Through 

homotypic cadherin expression, we are able to induce controlled cell sorting between the 

two different cell populations. We find that this method can create a wide array of different 

shapes and enables spatial organization of an initially homogenous, monoclonal cell 

population.  

In Chapter 3, we develop a method for cell-state specific gene expression through 

synthetic promoters. We build a library of synthetic promoters with enhanced cell state-

specificity (SPECS) from two databases of transcription factor binding motifs. We apply 

this library to a liver bud-like organoid and show that we can identify SPECS that show 

differences in spatiotemporal characteristics and expression strength, as well as SPECS 

for breast cancer and glioblastoma stem-like cells.  

In Chapter 4, we develop a second method to detect the cell state by expressing 

regulatory RNAs downstream of a terminator. We show that this method can be used to 

express both miRNA and gRNA without impacting upstream gene expression. By placing 

the regulatory RNA downstream of the gene, this method can couple the cell state to a 

synthetic gene regulatory network without requiring any changes to the gene itself. 

Current work is ongoing to apply this to directed stem cell differentiation.  

Combined, this thesis aims to develop principles for engineering complex multicellular 

populations. Using external inputs, we are able to separate a homogenous and 
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monoclonal cell population into two different cell states, and enable these cell states to 

sort into larger multicellular structures. We then develop two different approaches that 

can be used to detect the cell state and initiate a synthetic gene regulatory network. These 

methods have the potential to detect a specific cell state within a developing organoid 

and initiate a program for cell sorting or differentiation, thereby enabling engineering of 

complex multicellular structures.   
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Chapter 2. Engineered synthetic cell 
states for morphological control of cell 
aggregates 

This chapter is a collaboration with Dr. Jesse Tordoff and a continuation of previous 

work.34  

 

2.1 Summary of chapter 2 

Tissue is composed of different cells, and the function of the tissue is correlated to the 

different cell states within the tissue, their distribution, and their relative organization. As 

such, the ability to control and engineer cell states, their distribution, and their 

organization has important implications for tissue engineering. Despite this importance 

few tools exist to engineer multicellular systems. Here, we propose a recombinase-based 

method for controlling cell state and cell adhesiveness as a means to control 

morphogenesis. Using inducible recombinase expression, we are able to control the 

probability that a cell commits to one of two mutually exclusive cell states. We show that 

by titrating recombinase expression, we can control the distribution of cells in a given 

state. By coupling each cell state to the expression of a unique, homotypic cadherin, we 

enable cell sorting based on cadherin expression and create a set of distinct 

morphologies that depend on the adhesiveness of a cell, the total number of cells that 

express a specific cadherin, and the ratio between cells expressing different cadherins. 

Taken together, we provide a method to control the morphology of larger multicellular 

structures such as organoids, starting from a single monoclonal, and homogenous 

population of cells.  
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2.2 Introduction and aim 

Around 3 billion years ago, the first signs of multicellularity arose and since then, 

multicellular organisms are thought to have evolved independently at least 25 times.57 At 

the core of multicellularity is the ability to adhere, communicate, and coordinate. This has 

led to the evolution of tissues that are able to carry out specialized functions such as 

movement produced by the cooperation between neurons and muscles, protection from 

external factors by the skin, and cognitive functions enabled by our brains. While early 

morphology-based estimates suggested humans are comprised of approximately 200 

different cell types, advances in single-cell RNA sequencing using molecular features has 

shown that this number is significantly higher35 emphasizing the diverse functions and 

demand for cells to specialize required to sustain a larger multicellular organism.  

Multicellularity is at the very core of our human biology, yet the tools we have to engineer 

multicellularity is limited. Advances in cell differentiation and the development of 

organoids have shown that complex multicellular organization can be recreated in the 

lab.27,58,59 However, these approaches rely on the autonomous organization carried out 

by the cells, and is outside our direct control. While bioprinting and hydrogel scaffolds 

offer some control over organoid patterning,26,60 they are limited to the initial conditions of 

the experiment. 

In an effort to control cell state and organization dynamically, Matsuda et al.61 used 

transgenic Delta-Notch signaling to create a lateral inhibition system capable of 

spatially bifurcating into Delta-positive and Notch-active cell populations. Building on this 

work, Toda et al.33 used synthetic Notch signaling coupled with cadherin expression to 

create a lateral inhibition circuit capable of driving cell state bifurcation, ultimately leading 

to robust self-organization into multidomain structures. A limitation of Notch-based cell 

type bifurcations is that the cell type is dependent on the neighboring cells and subject to 

change as cells rearrange. The consequence is that larger structures in which one cell 
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becomes separate from another will not be stable. While this can be desirable in some 

scenarios, others require a permanent commitment to cell state; migrating or circulating 

cells such as immature immune cells are one example where the cell cannot rely on 

neighboring, healthy cells to define its cell state. To overcome this limitation, Tordoff et 

al.34,62 mixed different cell types with stable cadherin expression and showed that by 

varying four parameters, cadherin expression, adhesion timing, cell population ratio, and 

size, a diverse set of morphological structures could be produced. 

The aim of this chapter is to develop a method to controllably induce a synthetic cell state 

that can be used to drive cell sorting behavior as a function of cell adhesiveness, and the 

ratio between different cell states in order to drive precise development of morphological 

structures. The method is centered around a recombinase-based genetic switch 

regulating cell state and responding to external inputs. By controlling the external inputs, 

the divergence of cell states can be controlled. With this, we demonstrate the method can 

control cell-state bifurcations with distinct  behaviors from a monoclonal and homogenous 

population of cells. This enables synthetic symmetry breaking, a unique and critical event 

in development of multicellularity, and permanent commitment to distinct cell states that 

enables self-organization into distinct morphological structures.  

 

2.3 Stochastic recombinase expression for tissue imaging 
and lineage tracing 

Multicellular organisms have demonstrated it is possible to create diversity from a 

homogenous population of cells. While this divergence in cell states is a carefully 

orchestrated process in some cells, for others cell state commitment is based on 

chance.38 Common to both is the challenge to carefully and controllably decide exactly 

when and where any given cell commit to a particular state. In order to engineer biology, 

it is therefore critical to have methods to induce and stably maintain different cell states.  
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To create stable cell states, we apply a tool that has played an important role in genetic 

engineering: recombinases.63 Recombinases can be used to insert, reverse, or delete 

DNA sequences.64,65 This has led to a number of different applications including recording 

the cell state,66 and complex computational logic.67 A recent computational model by 

Appleton et al.68 provided a framework for designing larger multicellular structures starting 

from a single cell. Their framework uses recombinase-based counters and adhesion 

molecules to drive the formation of smaller multicellular aggregates for subsequent 

modular assembly.  

By using recombinases with orthogonal recombinase sites, and positioning the sites such 

that they are mutually exclusive, recombinases can be used to create genetic diversity in 

an otherwise monoclonal population. This strategy of mutually exclusive recombinase 

sites was applied in the “Brainbow” project to create cellular diversity which enabled single 

cell and lineage tracing by inducing recombinases to create a diverse set of heritable, 

fluorescent tags for each individual cell.69–72 While the “Brainbow” project relied on 

recombination to occur at approximately equal probability for each of the possible 

outcomes, Wang et al.73 developed a system to control the probability of recombination 

between two mutually exclusive pairs of recombinase sites by varying the distance 

between the sites. These efforts were focused on imaging or proof-of-concepts, and did 

not lead to any functional changes in cell behavior. Movahedi et al.74 expanded on this 

work by using recombinases to create functional mosaicism in a mouse model by 

expressing dominant negative G protein-coupled receptors in a fraction of cells that could 

then be compared to differentially marked control cells in the same organism. 

In this chapter, we expand on these recombinase-based approaches to create genetic 

diversity in a monoclonal and homogenous population of cells, and provide a set of 

recombinase-based circuits used to induce permanent and genetically encoded cell 

states. These cell states are mutually exclusive and irreversible, meaning that the cell can 

be in one state, and one state only, and that the other state(s) are not accessible once 

the initial cell state has changed. By regulating the expression of these recombinases 

using small molecule inducers, we are able to control the distribution of cell states. 
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2.4 Cadherins control cell sorting  

Cell sorting is the process in which cells can physically rearrange themselves to form 

clusters of distinct cell populations, and it is driven by differences in tissue surface tension 

between populations of cells.75 Tissue surface tension is in turn primarily determined by 

an interplay between cell-cell adhesion and cell cortex tension.76,77 While the cytoskeleton 

impacts cortex tension, cadherins and integrins play a large role in the cell’s adhesive 

properties. Here, we focus on cadherins as a driver of cell sorting.  

Cadherins are a superfamily of glycoproteins that are involved in homotypic cell-cell 

adhesion, and are essential for holding cells together and creating tissue boundaries 

during development.78,79 The homotypic propensity of cadherins and their ability to modify 

surface tension have previously been applied for synthetic morphogenesis, creating a 

vast array of structures including an inner sphere with an outer layer of cells,80 segmented 

and separate populations,79 and maze-like and intertwined populations.81 These 

structures are the results of autonomous cell sorting that occurs over the course of hours 

when cells are randomly mixed in 2D or 3D. More recently, Toda et al.33 showed that 

regulated cadherin expression can be used to induce symmetry breaking and mimic the 

type of cell-sorting that occurs during the early stages of gastrulation. In a systematic 

approach to understand the type of cell sorting that occurs, Tordoff et al.62 modeled the 

effect total cell number and the ratio between cells with different levels of adhesion 

strength had on cell sorting. They demonstrated how large populations of cells show 

incomplete sorting that form predictable and reproducible patterns that remain stable for 

multiple days. In follow up work, Tordoff et al.34 further explored the design principles and 

types of shapes that could be engineered by varying four parameters: the total number of 

cells, the ratio between different cell types, the type of cadherin expressed by each cell 

type, and the timing of adhesion.   
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To control cell sorting, we take advantage of the homotypic binding affinities of two 

different classic cadherins, E-cadherin (a type I cadherin encoded by Cdh1) and K-

cadherin (a type II cadherin encoded by Cdh6), previously shown to have no heterotypic 

binding affinity.79 By expressing them in Chinese hamster ovary (CHO) cells, cells known 

to have negligible native cadherin expression,82 we can separate the cell populations as 

a function of the type of cadherin the cell has been engineered to express.  

In this chapter, we combine the recombinase-based strategy for creating controllable 

genetic diversity in a monoclonal population of cells with the differential expression of 

cadherins to achieve functional diversity. Our method enables stable bifurcations in cell 

states, and we demonstrate how this can be used to drive the assembly of larger cell 

structures (Figure 2-1).   

  



 28 

 

Figure 2-1: Schema for assembling larger multicellular structures. Starting from a monoclonal, 
homogenous population of cells (blue), we induce a change in cell state (red or yellow). Each cell state is 
defined by the expression of a unique, homotypic  cadherin. By controlling the ratio between different cell 
states morphogenesis of larger multicellular structures can be controlled. 
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2.5 Circuit design 

The circuit is designed around mutually exclusive recombinase sites that enables 

recombinase-mediated DNA excision to change state. By using mutually exclusive 

recombinase sites, the circuit can flip state once, and only once, and the final state 

depends on which recombinase is the first to complete recombination (Figure 2-2A). This 

is done by orienting the recombinase sites such that recombination results in excision of 

the DNA sequence between the recombinase sites, thereby deleting the recombinase 

sites required for the competing recombinase. 

Recombination of the cell state circuits (Figure 2-2B) is facilitated by two serine 

recombinases, φC31 and Wβ, which have orthogonal attB and attP sites, works outside 

their original host,65 and for with which we had good experience in our lab. The 

transcription of these recombinases is regulated by an inducible promoter that responds 

to either abscisic acid (ABA) or doxycycline (Dox), controlling φC31 and Wβ, respectively. 

By regulating the concentration of each inducer, the transcription rate of a given 

recombinase is increased leading to a higher concentration of recombinase within the 

cell. This in turn increases the probability a recombinase will be bound to a pair of 

recombinase sites and catalyze a change in cell state. In this way, titrating inducers 

changes the probability of the cell switching to a specific state. Three different circuits for 

synthetic cell states are tested: XFP, Cadherins, and Cadherins-p27Kip1. For all circuits, 

the ground state or starting state, is characterized by the expression of EBFP. In addition 

to the ground state, each circuit has two mutually exclusive states defined by the 

expression of a different fluorescent protein, and the expression of a cadherin for the 

Cadherin and Cadherin-p27Kip1 circuit. One cell state of the Cadherin-p27Kip1 circuit has 

an additional component, co-expression of the cell cycle inhibitor p27Kip1.81 
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Figure 2-2: Schema for recombinase-based cell state control. (A) Recombinases bind their respective 
sites, attB and attP (triangles marked “B” and “P”; yellow = φC31, red = Wβ), and recombine them as shown 
(“L” indicates the recombined site), resulting in genomic rearrangement and an irreversible change in cell 
state, S. Here, the cell state is depicted as a change in color and adherence. Increasing the concentration 
of small molecule inducers increases transcription of the recombinase. An increased recombinase 
concentration increases the probability a recombinase is bound to its recombinase site with subsequent 
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recombination and a change in cell state. The right diagram illustrates the competition between 
recombinases and the resulting combination of cell states, as well as the low probability of recombination 
occurring at low levels of inducer. (B) Circuits used in this study. Cdh1 encodes E-cadherin, Cdh6 encodes 
K-cadherin. 
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2.6 Cell states can be controlled by titrating inducers 

We first tested if recombinases with mutually exclusive sites could be used to generate 

two distinct populations from a single monoclonal population at different ratios determined 

by the addition of small molecule inducers. Using a CHO-K1 cell line with a landing pad 

(LP) in the Rosa26 locus,83 we integrated the Recombinase and TF circuits by PiggyBac 

integration84 followed by zeocin and blasticidin selection. The XFP circuit was integrated 

in this cell line using the BxB1 integrase. Following integration of the XFP circuit, we 

applied puromycin selection and FACS to establish a monoclonal cell line.  

To test if the XFP circuit and inducible recombinase expression could be used to create 

distinct cell populations at controllable ratios, we added a combination of the small 

molecule inducers Dox and ABA to activate the Wβ and φC31 recombinase, respectively. 

After 72 hours of induction, we performed flow cytometry to quantify the distribution of 

cells states. Cell states were assigned by fitting a Gaussian Mixture Model to the 

fluorescent distributions (Figure 2-3) and considering cells with posterior probabilities for 

EBFP+, EYFPHigh or mKateHigh ≥0.5 to have remained in the EBFP state or committed to 

the EYFP or mKate state, respectively.  

Figure 2-4 shows the proportion of cells that have committed to the different cell states 

after 72 hours. The results show that the XFP circuit can be used to create distinct and 

mutually exclusive cell states at ratios that can be controlled by the concentration of Dox 

and ABA. At lower concentrations of Dox and ABA, we observe a large proportion of cells 

classified as being in the EBFP+ state. We hypothesize committing to a cell state is a 

probabilistic event that depends on the concentration of recombinase, the kinetics of the 

recombination event for the given recombinase, and the distance between the 

recombinase sites. At low concentrations of both inducers, transcription of both 

recombinases is weak and the corresponding protein concentrations are low resulting in 

recombination being a low-probability event, and the majority of cells remain in the EBFP+ 

state. As the concentration of either inducer increases, the probability of changing to any 

cell state increases, and a larger fraction of cells leave the ground state.  
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At low and intermediate inducer concentrations, we observe a gradual commitment to a 

cell state (Figure 2-4, Figure S2-1, and Figure S2-2) as evidenced by the population of 

cells in the transition between an EBFP+ state towards the EYFPHigh/EBFP- or 

mKateHigh/EBFP- state.  

While some cells are classified as EYFPLow or mKateLow, closer inspection of Figure 2-4 
reveals this is due to spectral bleed-through between EYFP and mKate. 

Since cell state changes are permanent and inherited from mother to daughter cells, the 

recombinases contained a C-terminal PEST-tag which targets the protein for rapid 

degradation via the Ub-proteasome pathway or the UB-independent pathway85 in an 

attempt to decrease background recombinase expression. Nevertheless, we still observe 

14.2% of cells committing to the mKateHigh state and 5.9% of cells committing to the 

EYFPHigh state in the absence of inducer. Considering the recombinases are integrated 

via PiggyBac, it is likely that multiple copies of the circuit was integrated. Combined with 

potential leakiness from the promoters driving the recombinases, this can explain the 

observed background pre-commitment to a cell state.  
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Figure 2-3: GMM to identify cell populations. Distribution of fluorescence as measured by (A) EBFP 
(Pacific Blue-A), (B) EYFP (FITC-A) and (C) mKate (PE-TxRed YG-A). A Gaussian Mixture Model was 
used to cluster the cells by fluorescence (colored lines), and cells were considered to belong to a given 
cluster if the prior for that cluster was ≥ 0.5. Vertical lines indicate the boundaries of that cluster and were 
calculated as the average between the highest value of the lower-intensity cluster and the smallest value 
of the higher-intensity cluster.  
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Figure 2-4: Distribution of cell states for the XFP circuit. Each quadrant in the subplots represent a 
unique cell state: EYFP-/mKate- (lower left), EYFPHigh/mKate- (lower right), EYFPHigh/mKateHigh (upper right), 
and EYFP-/mKateHigh (upper left). Quadrants are defined by the lower bound for the EYFPHigh (vertical) and 
the lower bound for the mKateHigh (horizontal) populations (refer Figure 2-3). The color shows the probability 
cells were EBFP+ as estimated by the GMM. Each subplot indicates a specific combination of ABA and Dox. 
The plot shows that the recombinase circuit can be used to control the distribution of cell states in the 
population. The high fraction of EBFP+ cells at low inducer concentrations indicates a change in cell state 
remained a low probability event. As a consequence, cells continue to change state throughout the 
experiment. The small fraction of cells that are negative for all three fluorophores indicates a low probability 
the circuit is either silenced or deleted. Induction of the φC31 recombinase (by ABA), might unintentionally 
lead to the mKate state, possibly by being able to recognize the Wβ recombinase sites. Note, the low 
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populations are not used to call cell state as it represents spectral bleed through as can be seen from the 
shift in the mKateHigh and EYFPHigh populations relative to the EBFP+ population in the lower left quadrant. 
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2.7 Cell state bifurcations generates different morphological 
structures 

Differential cadherin expression was previously used to generate a diverse set of 

morphological shapes.33,34 Rather than using the previous approaches that relies on a 

mix of populations, we sought to test if this was possible with a monoclonal and 

homogenous cell population which enables control of cell state at any point in time 

independent of the initial conditions for the experiment. As an additional layer of 

complexity, the time it takes for a cell to change state and achieve high cadherin 

expression might similarly play a role in cell sorting.33,34 

Using the polyclonal cell line with the TF and Recombinase circuits integrated, we 

integrated the Cadherin circuit in an identical way to the XFP circuit, and created multiple 

monoclonal cell lines. Figure 2-5 shows the result from three independent cell lines after 

72 hours of induction. We first observe that the inducer concentration required to initiate 

a change in cell state differs between cell lines, indicating the location and copy number 

of the TF and Recombinase circuit integration plays a role in the dynamics of the Cadherin 

circuit.    

Secondly, we notice two different types of sorting: E-cadherin+/EYFP+ cells pack very 

tightly in contrast to K-cadherin+/mKate+ cells which only observe loose packing that is 

still tighter than for uninduced cells (Figure S2-3). Expression of K-cadherin with a P2A-

mKate transcriptional fusion from the Rosa26 locus has previously been shown to 

facilitate tight packing of CHO cells.34 We therefore hypothesize that Wβ-mediated 

recombination changes the DNA sequence such that either transcription or translation is 

reduced. As the E-cadherin+/EYFP+ cells appears to have stronger cadherin expression 

and are expected to be more adhesive cells, we observe them form a tight sphere with 

K-cadherin+/mKate+ cells on the outside, as we expect for a mixed population of strongly 

and weakly adherent cells.62  
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Figure 2-5: Shapes formed by induction of the Cadherin circuit. E-cadherin (encoded by Cdh1, yellow) 
and K-cadherin (encoded by Cdh6, red) is activated by ABA and Dox, respectively. Inducer determines the 
fraction of the population that switches to a given state. Cells sort based on the expression of the cadherin 
they express, and a number of different shapes can be generated. Cells expressing E-cadherin (yellow) 
pack tightly, while cells expressing K-cadherin pack loosely indicating poor expression. See Figure S2-3 for 
brightfield images. c7, c8, and c16 refer to individual clones.  
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Cell cycle regulation and cell death play an important role in development and the cell 

sorting observed for different organs.86–88 We previously showed that p27Kip1 could be 

used to inhibit the cell cycle in CHO cells.34 To test the combined effect of cadherin-based 

cell sorting and cell cycle inhibition for one of the states, we co-express p27Kip1 with E-

cadherin by integrating the Cadherin-p27Kip1 circuit into the TF and Recombinase cell line 

as described for the other constructs tested. Figure 2-6 shows the CHO aggregates after 

72 hours of induction for three different cell lines. As opposed to the Cadherin circuit, we 

observe tighter packing of the K-cadherin+/mKate+ cells, while the E-cadherin+/EYFP+ 

cells continue to pack tightly. This enables sorting as would be expected for two different, 

strongly adherent populations expressing mutually exclusive homotypic cadherins.34,79 

Many of these shapes are reproducible across cell lines, albeit at different levels of 

inducer combinations likely due to the different location and copy number of the TF and 

Recombinase circuits. Thus, the ratio between the different cell populations might remain 

an important factor in cell sorting. For instance, when a majority of cells have committed 

to an E-cadherin+/EYFP+ cell state, we frequently observe smaller K-cadherin+/mKate+ 

protrusions. At larger ratios of K-cadherin+/mKate+ cells, we observe engulfment of the E-

cadherin+/EYFP+ cells, indicating that these might still be the most strongly adhering cells. 

Surprisingly, the Cadherin-p27Kip1 resulted in two populations of strongly adherent cells 

indicating potential differences in adhesive properties of E- and K-cadherin. While we 

initially showed p27Kip1 to inhibit the cell cycle,34 this was not observed for the Cadherin-

p27Kip1 cell line (data not shown), indicating that weak transcription or translation might 

still take place from the cell state controlled by Wβ recombination despite that the E-

cadherin+/EYFP+ cells continued to pack tightly.  
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Figure 2-6: Shapes formed by induction of the Cadherin-p27Kip1 circuit. E-cadherin-T2A-EYFP-P2A-
p27Kip1 (yellow) and K-cadherin-P2A-mKate (red) is activated by Dox and ABA, respectively. Inducer 
determines the fraction of the population that switches to a given state. Cells sort based on the expression 
of the cadherin they express, and a number of different shapes can be generated. Cadherin expression 
leads to tightly packed cells that form a variety of shapes depending on the ratio between the different cell 
states. See Figure S2-4 for brightfield images. c1, c2, and c3 refer to individual clones.  
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2.8 Discussion 

Here, we use recombinases to induce cells to commit to one of two mutually exclusive 

cell states. These cell states are defined by either E-cadherin or K-cadherin expression 

which enables us to control cell sorting in a multicellular population as a function of cell 

state and their ratios. This has potential implications for organoids, self-organized 

multicellular systems grown from stem cells. These multicellular systems are valuable 

tools to understand and treat human disease. By mimicking organs, from their 

development to their function, organoids provide insight into disease mechanisms and 

can serve as drug screening platforms. The structure of organoids rely on cell-

autonomous self-organization, and while this allows for complex tissue structures, it is 

extremely sensitive to external conditions and the state of the cell.21,89,90 By creating 

synthetic cell states that controls cell sorting, our approach offers a method to control cell 

sorting within multicellular structures. Importantly, by coupling recombinase expression 

to the cell state, our approach is compatible with cell state-specific cell sorting at any point 

in time. While advances in bioprinting and hydrogels have enabled a significant amount 

of control over cell sorting within organoids in vitro,26,60 these techniques are generally 

limited to setting up the initial conditions for patterning with few options to control cell 

sorting throughout organoid development.   

While cell-cell adhesion plays an important role in morphogenesis, other factors can be 

used to control cell sorting. Differential growth has been shown to drive morphogenesis 

in development, including intestinal vili development91 and gut tube formation.92 We 

previously showed that the cell-cycle inhibitor p27Kip1 could be used to inhibit CHO cell 

growth.34 While the weak expression of p27Kip1 was insufficient to significantly arrest the 

cell cycle, optimization of the recombination sites, mRNA stability, and translation might 

address this issue and allow us to further control morphogenesis by limiting cell 

proliferation. Taking cell cycle inhibition one step further, controlled neuronal cell death 

plays an important role in brain maturation,93 and our recombinase switch could be 

modified to enable this as an additional input to cell sorting. A third driver of cell sorting is 

cell motility which has previously been engineered through inducible expression of the 
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cytoskeleton adaptor protein CRK-II15, and with constitutively active mutants of the 

GTPases RhoA and Rac1.94 Cell motility might be particularly important when induced in 

larger cell aggregates if incomplete cell sorting is a concern.62  

In future work, additional modulators and combinations thereof will be explored to expand 

the tools available to engineer morphogenesis and create tightly controlled, and highly 

reproducible multicellular structures with the potential to address current limitations in cell 

sorting within organoids.  

 

2.9 Methods 

2.9.1 Plasmid construction 

Plasmids were constructed using a modified version of the hierarchical MoClo system.95 

Mouse Cdh1 and Cdh6 coding sequences were ordered from IDT without Type IIS 

restriction sites and inserted into L0 destination vectors. L1 expression vectors were 

assembled from L0s containing the different components for each transcriptional unit. L2 

vectors were assembled from L1 vectors by Golden Gate cloning using SapI, into either 

a modified PiggyBac backbone compatible with SapI-based Golden Gate, or the 

SmallBOB backbone similarly modified to work with SapI-based Golden Gate.  

 

2.9.2 Cell culture and transfections 

CHO-K1 cells with an integrated LP in the Rosa26 locus83 were maintained in Dulbecco’s 

modified Eagle’s medium F10 (DMEM/F-10) supplemented with 10% FBS. Cells with an 

integrated circuit were maintained with selection added to the media.  
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Cells were transfected with ViaFect (Promega) according to manufacturer’s instructions. 

The TF and Recombinase circuits were integrated using 150,000 cells in a reverse 

transfection in a 12-well plate with 1 µg plasmid expressing the PiggyBac integrase, and 

0.5 µg of each of the plasmids to be integrated. Selection (zeocin and blasticidin) started 

after 48 hours and continued for 7 days. The cell-state expressing plasmids were 

integrated into the TF- and Recombinase-expressing cell line in a similar manner but 

using a 24-well plate using 30,000 cells, and 250 ng each of the SmallBOB expression 

vector and circuit to be integrated. Selection (puromycin in addition to the other selection 

markers) was started after 24 hours. After 7 days, EBFP+/EYFP-/ mKate- cells were sorted 

to single cells using a BD FACS ARIA.  

 

2.9.3 Pattern formation assay 

To make 3D aggregates, a monoclonal cell line expressing the circuit to be tested was 

trypsinized. Cells were counted and diluted, and 100 cells were seeded in each well of a 

96-well ultra-low attachment round bottom plate. Media containing inducer and selection 

(to maintain the circuit) was added to each well and the cells were centrifuged at 300 x g 

for 5 min. to bring the cells to the bottom of the well. 

 

2.9.4 Microscopy and image analysis 

Aggregates were imaged in a Leica TCS SP5 II Confocal Laser Scanning Microscope in 

an incubation chamber at 37°C and 5% CO2. Each image represents a single Z slice 

through the aggregate at approximately the center, as estimated by where the edges of 

the aggregate were most sharply in focus. Image processing was done with FIJI as 

previously described.34 Briefly, the image analysis is built around the Particle Analyzer 

plugin96 for FIJI which is used to connect components on a binary image and group 
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adjacent pixels into clusters. These clusters are filtered by size, excluding anything 

smaller than 350 µm2, as this threshold is much smaller than the area of any single cell 

and helps exclude small-particle noise. The binary mask used for the Particle Analyzer 

plugin is created by thresholding the fluorescent images for each fluorescent channel. 

This process was automated using Jython.  

  



 47 

 
Figure S2-1: Distribution of EBFP and EYFP cell states for the XFP circuit. Each quadrant in the 
subplots represent a unique cell state: EBFP-/EYFP- (lower left), EBFP+/EYFP- (lower right), 
EBFP+/EYFPHigh (upper right), and EBFP-/EYFPHigh (upper left). Quadrants are defined by the lower bound 
for the EBFP+ (vertical) and the lower bound for the EYFPHigh (horizontal) populations (refer Figure 2-3). 
The color shows the probability cells were mKateHigh as estimated by the GMM. Each subplot indicates a 
specific combination of ABA and Dox. The number of cells in a transition from EBFP+ to EYFPHigh at 
intermediate concentrations of inducer indicates the switch in cell state continuously happens throughout 
the experiment, and a switch in cell state is more likely to happen at high concentration of inducer.  
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Figure S2-2: Distribution of EBFP and mKate cell states for the XFP circuit. Each quadrant in the 
subplots represent a unique cell state: Each quadrant in the subplots represent a unique cell state:  
EBFP-/mKate- (lower left), EBFP+/mKate- (lower right), EBFP+/mKateHigh (upper right), and  
EBFP-/mKateHigh (upper left). The quadrants are defined by the lower bound for the EBFP+ (vertical) and 
the lower bound for the mKateHigh (horizontal) populations (refer Figure 2-3). The color shows the probability 
cells were EYFPHigh as estimated by the GMM. Each subplot indicates a specific combination of ABA and 
Dox. The number of cells in a transition from EBFP+ to mKateHigh at intermediate concentrations of inducer 
indicates the switch in cell state continuously happens throughout the experiment, and a switch in cell state 
is more likely to happen at high concentration of inducer.  
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Figure S2-3: Brightfield images for the shapes formed by induction of the Cadherin circuit. E-
cadherin (encoded by Cdh1) and K-cadherin (encoded by Cdh6) is activated by ABA and Dox, respectively. 
Inducer determines the fraction of the population that switches to a given state. Cells expressing E-cadherin 
form tightly packed cells, while cells expressing K-cadherin form loosely packed cells indicating poor 
expression. c7, c8, and c16 refer to individual clones.  
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Figure S2-4: Brightfield images for the shapes formed by induction of the Cadherin-p27Kip1 circuit. 
E-cadherin-p27Kip1 and K-cadherin is activated by Dox and ABA, respectively. Inducer determines the 
fraction of the population that switches to a given state. Cadherin expression leads to tightly packed cells. 
c1, c2, and c3 refer to individual clones.  
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Chapter 3. Synthetic promoters for cell-
type specific transcriptional regulation 

This chapter is based off published work authored by me, Ming-Ru Wu, Lior Nissim, Doron 

Stupp, Erez Pery, Adina Binder-Nissim, Karen Weisinger, Sebastian R. Palacios, Melissa 

Humphrey, Zhizhuo Zhang, Eva Maria Novoa, Manolis Kellis, Ron Weiss, Samuel D. 

Rabkin, Yuval Tabach, and Timothy K. Lu.97 A detailed list of author contributions is 

provided in the paper. Briefly, in collaboration with S.R.P, I designed and conducted the 

experiment testing SPECS in the liver bud-like organoid, and I analyzed the data for that 

section of the paper.  

 

3.1 Summary of chapter 3 

Cell state-specific promoters constitute essential tools for basic research and 

biotechnology because they activate gene expression only under certain biological 

conditions. Synthetic Promoters with Enhanced Cell-State Specificity (SPECS) can be 

superior to native ones, but the design of such promoters is challenging and frequently 

requires gene regulation or transcriptome knowledge that is not readily available. Here, 

to overcome this challenge, we use a next-generation sequencing approach combined 

with machine learning to screen a synthetic promoter library with 6107 designs for high-

performance SPECS for potentially any cell state. We demonstrate the identification of 

multiple SPECS that exhibit distinct spatiotemporal activity during the programmed 

differentiation of induced pluripotent stem cells (iPSCs), as well as SPECS for breast 

cancer and glioblastoma stem-like cells. We anticipate that this approach could be used 

to create SPECS for gene therapies that are activated in specific cell states, as well as to 

study natural transcriptional regulatory networks. 
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3.2 Introduction and aim 

Promoters are key regulatory DNA elements located upstream of a gene coding region. 

In combination with other regulatory DNA elements, such as enhancers and silencers, 

and epigenetic modifications, promoters regulate the timing and levels of gene 

expression.98 In eukaryotes, promoter activity is trans-regulated by transcription factors 

(TFs). TFs recognize specific DNA sequences, bind them, and recruit general 

components of the transcriptional machinery necessary for transcription initiation. 

Therefore, promoter activity is regulated by the composition and activity of TFs in the cell. 

This regulation plays vital roles in many biological processes, whether in health or 

disease, such as cellular differentiation, organ development, and malignancy.99 Many 

promoters are selectively active in specific cell states, such as a particular phase of the 

cell cycle, certain tissues, or abnormal states such as cancer.100–102 These promoters can 

be utilized as simple and autonomous sensors to trigger the transcription of an output 

gene only under predetermined conditions. Such outputs include reporter genes for cell 

state diagnosis and effector genes that enable programmed cellular behavior, decision-

making, and actuation. For example, cell state-specific promoters have been used to 

selectively express transgenes in muscle cells, to specifically target cancer cells, and to 

visualize and isolate antigen-stimulated primary human T cells.103–106 Additionally, 

synthetic gene circuits have been designed to integrate the activity of multiple cell state-

specific promoters to precisely diagnose and treat disease such as cancer,107,108 

diabetes,109 and psoriasis.110 Thus, cell state-specific promoters constitute an essential 

building block for genetic engineering and enable a wide range of applications in basic 

biological research, biomedicine, synthetic biology, and biotechnology.111,112 Ideal cell 

state-specific promoters should exhibit high activation exclusively in the cellular condition 

of interest. Here we define the cell state specificity of a promoter as the ratio of its activity 

in the cell state of interest to its activity in the control cell state. For instance, we might 

tumorigenic cells to have one cell state versus the cell state of non-tumorigenic cells of 

the same lineage. Native promoters often exhibit modest cell state specificity. For 



 55 

example, many native cancer-specific promoters also show considerable activity levels in 

normal cells.113,114 This is likely due to native promoters typically containing a wide range 

of TF-binding sites (TF-BSs) that can be potentially bound and activated by numerous 

TFs belonging to multiple TF families.108 Because it is very unlikely that a wide range of 

TFs will be active only in a particular cell state, native promoters generally exhibit 

considerable basal activity in multiple cell states and therefore have lower cell state 

specificity. Synthetic promoters with enhanced cell-state specificity (SPECS) were 

previously developed as alternatives to native ones. A typical design consists of tandem 

repeats of TF-BSs for one or a few TFs that are active only in the cell state of interest, 

encoded upstream of a minimal promoter that contains essential transcription initiation 

elements.108,115–118 However, for these previous approaches, the promoters were 

generally built one by one by molecular cloning based on prior knowledge of gene 

regulation or the transcriptome of the cell state of interest, which is not always readily 

available. Additionally, even with suitable data at hand, this process often requires 

multiple design-build-test cycles to build adequate promoters.108,115 Synthetic promoter 

library screens have also been developed to identify strong promoters or to study 

transcriptional regulation,119–121 but these approaches were not specifically designed to 

identify SPECS. For example, most of these approaches utilized a library of random K-

mers as TF-BSs.119 However, most of these random K-mers are not functional TF-BSs 

and therefore library screening is more challenging, as it requires large-scale experiments 

to achieve sufficient coverage. Alternatively, in other studies, long 68bp K-mers, which 

are significantly larger than the average length of TF-BSs [≈10–13 bp122,123], were used. 

These long K-mers can be potentially bound by multiple different TFs,120,121 which could 

confound efforts to make promoters that are responsive only to specific TFs.120,121 Here 

we develop a high-throughput experimental and computational pipeline for efficient 

SPECS identification, which does not require any prior data of the cell state of interest. 

For this purpose, we design a library of synthetic promoters that corresponds to 6107 

eukaryotic TF-BSs reported in two databases.124,125 Each construct in the library 

comprises tandem repeats of a single TF-BS encoded upstream of an adenovirus minimal 

promoter to control the expression of mKate2 fluorescent protein. Our screening pipeline 

combines lentiviral library introduction, FACS cell sorting, next-generation sequencing, 
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and a machine-learning based computational analysis (Figure 3-1). We demonstrate the 

versatility of this approach by identifying a panel of SPECS in a variety of distinct 

biological settings, including: (i) SPECS that demonstrate spatial and temporal dynamics 

in an in vitro organoid differentiation model; (ii) SPECS that exhibit strong and specific 

activity in breast cancer cells vs. normal breast cells; and (iii) SPECS that distinguish 

differentiated bulk glioblastoma cells from glioblastoma stem-like cells derived from the 

same patient. The diversity of this library and the efficiency of our screening and 

computation pipeline enable efficient identification of SPECS for various biomedical 

applications. 

 

3.3 SPECS show distinct activities in an organoid model 

Organ differentiation requires tightly orchestrated spatiotemporal regulation of promoter 

activity.126,127 In vitro organ differentiation models can be generated by programmed 

differentiation of induced pluripotent stem cells (iPSCs), which generates organoids 

comprising multiple cell types.128,129 We therefore used one such model to examine 

whether screening our library of 6107 synthetic promoters (see Methods for details) could 

identify SPECS that distinguish between distinct normal cellular states.27 For this purpose, 

we first infected the organoid with our SPECS library, followed by FACS sorting of mKate2 

positive cells to enrich active promoters in the organoid culture, shotgun cloning of PCR-

amplified promoter fragments, and a noise filtering process. As a result, we identified four 

promoters with distinct spatial and temporal behaviors in the organoid (see Methods for 

detailed screening process). To characterize the spatiotemporal activity of each identified 

promoter during the organoid differentiation process, we infected an entire iPSC 

population with a construct in which mKate2 expression is regulated by a single promoter. 

We then induced differentiation and measured mKate2 fluorescence levels using time-

lapse confocal microscopy. Analysis of pixel intensities from microscope images showed 

that each identified promoter generated a distinct activity pattern during the organoid 

differentiation process (Figure 3-2). The promoter comprising RELA TF-BSs was strongly 
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and ubiquitously activated around day 11. The promoter comprising STAT disc5 TF-BSs 

was active only between days 3 and 7. The promoters comprising SPDEF and HIF1A TF-

BSs were each active in only a small fraction of the organoid and demonstrated distinct 

timing and strength of expression. These results show that SPECS with diverse activity 

patterns can be identified in vitro in a complex 3D multicellular structure by our library. 

Thus, our library can be utilized to generate SPECS that distinguish among normal cell 

states. 
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Figure 3-1: The experimental and computational pipeline for identifying cell state-specific 
promoters. (a) The experimental pipeline consisted of infecting cells with synthetic promoter libraries 
encoded on lentiviruses, FACS sorting of cells into subpopulations according to fluorescence intensity, 
next-generation sequencing (NGS), and computational analysis to identify the promoters enriched in each 
subpopulation. From top to bottom, the promoters in the library contained tandem repeats of a single 
transcription factor (TF) binding site (BS) (colored boxes). Cells of different cell states (e.g., normal vs. 
cancer) were infected with the pooled library and then sorted by FACS into bins based on fluorescence 
intensity. For each bin, NGS was performed to determine the abundance of each promoter in each bin. 
Finally, a machine-learning based prediction was used to determine the activity of each promoter and its 
cell state specificity (e.g., light blue indicates that the promoter is specific to cancer cells whereas light 
green indicates that the promoter is specific to normal cells). (b) The cells infected with the promoter library 
were FACS sorted into five subpopulations according to fluorescence intensity (negative, low, high, top 5–
10%, top 5%), followed by NGS and computational analysis to identify the promoters enriched in each 
subpopulation 
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Figure 3-2: Synthetic promoters exhibit distinct temporal and spatial behavior in organoid cultures 
derived from iPSCs. (a) The heat maps show distinct temporal and spatial activities of four promoters 
across the time course of differentiation. The X-axis denotes the days post Dox-induced differentiation. The 
Y-axis denotes the fluorescence intensity as the pixel value of an 8-bit image (fluorescence intensity is 
equally divided into 256 bins, 0 being the lowest, and 255 being the highest). Heat map colors show the 
relative frequencies of pixel fluorescence intensity distribution in each bin with a log pseudocount to account 
for absent bins [(1 + number of pixels in each fluorescence intensity bin/number of total pixels)]. The 
distributions show the difference in the timing and strength of promoter activation, and the fraction of the 
image containing fluorescent cells. The negative control sample consisted of cells infected with a non-
fluorescent protein; the positive control sample consisted of cells infected with a Ubiquitin C promoter 
expressing mKate2. (b) Representative fluorescence and bright field microscopy images show distinct 
temporal and spatial activities and differences in expression strength of the four promoters. The sub-regions 
exhibiting the strongest fluorescence signal for each promoter are shown. Left panel contains the bright 
field images (Days 4–19), middle panel contains the overlay images (Days 4–19), and right panel contains 
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the fluorescence images (Days 4–19). (c) The heat maps show the relative frequencies of pixel distribution 
in each fluorescence bin for the representative fluorescence microscopy images in (b). N = 3 biological 
replicates 
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3.4 The combined pipeline identifies cancer-specific SPECS 

Cancer-specific promoters constitute useful tools for basic biological research and 

biomedical applications.102 However, most cancer-specific promoters reported in the 

literature generally exhibit only modest tumor specificity and are hard to find.113,130 

Therefore, we next examined whether we could identify SPECS with enhanced tumor 

specificity using our platform. As a proof- of-concept, we aimed to identify SPECS that 

distinguish the breast cancer cell line MDA-MB-453 (as a breast cancer model) from the 

non-tumorigenic breast cell line MCF-10A (as a model of normal breast cells).131,132 To 

identify SPECS for MDA-MB-453, we infected the cells with our library, sorted the cells 

by FACS, and isolated the population consisting of the top 5% most fluorescent cells 

(Figure 3-1b, Top 5% population). We shotgun-cloned promoters extracted from DNA of 

the top 5% population and characterized their activity in both MDA-MB-453 and MCF-10A 

to identify SPECS that are exclusively active in MDA-MB-453. Of the 17 promoters that 

we isolated using this approach, 4 promoters had enhanced cancer specificity, showing 

64-, 137-, 406-, and 499-fold activation in MDA-MB-453 compared to MCF-10A (Figure 

S3-1). All other promoters were either inactive in both MDA-MB-453 and MCF-10A cell 

lines or had substantial activity in both cell lines, constituting false positives from the 

pipeline under these experimental conditions. Although this Top 5% approach enables 

identification of SPECS, it is relatively low-throughput and may not be sufficient for finding 

SPECS in more challenging scenarios. Thus, we developed a comprehensive high-

throughput SPECS screening pipeline to predict the activity of all the promoters in our 

library for each cell state. This pipeline was used to systematically and efficiently identify 

promoters with a range of absolute activity levels and activity patterns in these model cell 

lines (Figure 3-1 & Methods). In the first step, a library of synthetic promoters that regulate 

the fluorescent protein mKate2 was delivered into the cell lines of interest. Next, each cell 

line population was FACS sorted into five differential subpopulations according to 

promoter-activity levels, based on five distinct fluorescence intensity bins. Sorting the 

cells into multiple bins provided a more accurate description of promoter fluorescence 

distribution than just sorting into the fluorescence negative and positive bins (Figure 3-1b). 

We then calculated the counts of each promoter in each fluorescence bin by analyzing 
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data from next-generation sequencing (NGS). We then sought to compare the 

fluorescence measurements and counts for promoters identified in the Top 5% approach 

screening. We found that the promoter-count distribution across fluorescence bins 

approximated the actual promoter activity levels, measured by infecting an entire cell 

population with a single promoter regulating mKate2 (Figure S3-2). Therefore, we utilized 

these counts as inputs to machine learning regression models to achieve library-wide 

promoter activity predictions.  

We collected data to train the models by measuring fluorescence for single promoters 

from the library. Promoters were chosen based on an approximate measure of activity 

resembling weighted averages (see Methods for more details). We chose 64 promoters 

predicted to have a range of activity in MDA-MB-453 and MCF-10A cells based on this 

heuristic, which together with the 17 promoters measured in the Top 5% random shotgun 

cloning approach, constituted a total of 81 promoters used to train the machine learning 

algorithms. Fluorescence levels and counts from the 81 promoters were fed as inputs (a 

60–40% train-test split) to several machine learning regression algorithms (linear-

regression based models, tree-based models, and support vector machines) with several 

feature engineering steps performed. Features, based on the relationships observed in 

comparing counts to fluorescence as described above, included counts, sum of counts, 

ratios between the bins, etc. (Supplementary Text 1, Figure S3-3). A generalized linear 

model (GLM) with elastic net regularization (GLMNET) was chosen based on 

performance133 (Figure S3-5). This model was trained on the features as well as 

interaction terms to identify non-linear relationships (GLMNET-inter) (see Methods for 

more details). Based on this model, we picked additional 54 promoters with a wide 

dynamic range of predicted activity, including promoters with enhanced specificity to 

either cell state and promoters with various predicted fluorescence output levels as our 

validation set (Figure 3-3a). We then measured the fluorescence output levels generated 

by these promoters in both cell lines and found that the experimental data indeed 

validated the model. Of 12 predicted MDA-MB-453-specific promoters, 11 had over 10-

fold greater activity in MDA-MB-453 compared to their activity in MCF-10A, and 6 of these 

11 promoters exhibited more than 100-fold greater activity in MDA-MB-453 compared to 
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that in MCF-10A (Table S3-1). Overall, this model was highly predictive of promoter 

activity in both the held-out test set (R2 = 0.81) and the separate 54-promoter validation 

set (R2 = 0.77, Figure S3-4). A second model was trained using all 135 (81 + 54) 

promoters with similar performance on a held-out test set (R2 = 0.77, Figure 3-3b). This 

second model was used to predict the promoter activities of the entire library. Overall, we 

found dozens of promoters with MCF-10A specificity and hundreds with MDA-MB-453 

specificity (Figure 3-3c). Therefore, our experimentally validated promoters constitute 

only a small portion of the potential cell state-specific promoters in our library. Moreover, 

this approach enabled the identification of promoters with a wide dynamic range of activity 

(Figure 3-3a—promoters with light blue and orange color names). Moderately active 

promoters are essential for applications in which only temperate output levels are 

required, for example, to regulate an effector protein that is cytotoxic at high 

concentrations. These promoters can be chosen to be either cell state specific or not, 

based on the required experimental condition. Overall, while the Top 5% approach 

exhibited reasonable efficiency in this experimental setup, a combined library screen and 

machine-learning based computational approach provided efficient large-scale prediction 

of promoter activity in the cell lines of interest. We anticipate that this experimental-

computational pipeline will be useful for finding cell state-specific promoters in more 

challenging experimental setups, for example, when numerous cell types or similar cell 

lines are involved. 
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Figure 3-3: Machine-learning based prediction model can efficiently predict cell state specificity. (a) 
Validation guided by machine-trained algorithms. We selected 54 promoters predicted to be specific to 
either of the cell states of the cell lines MDA-MB-453 (a breast cancer cell line, MDA) or MCF-10A  (non-
tumorigenic breast cell line, 10A), or to have a range of fluorescence in either cell state (defined as four 
“classes” of promoters). Specific promoters showed up to ≈1000-fold difference in activity between cell 
states and exhibited activity as strong as that of a constitutive promoter (Ubiquitin C promoter) commonly 
used for gene expression (also used as the positive control, Pos. Control). The negative control sample 
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(Neg. Control) consisted of cells infected with a non-fluorescent protein. Names refer to the TF-BS in the 
promoter. All the promoters shown here are taken from the newly generated validation set, except for MAFK 
v1, which was identified by the Top 5% approach, and MAFG, which was taken from the training data. The 
dots represent the values of three biological replicates. (b) The machine-learning based prediction model 
achieved a Pearson R2 of 0.77 between the prediction and true fluorescence measured by FACS (log2 
scaled) on a held-out test set. (c) Inspecting the predicted fold difference of all promoters in the library 
showed that there were plenty of promoters specific to each cell state. The Top 5% approach identified cell 
state-specific promoters (in red) in a significant manner (p = 0.0016, Wilcoxon rank sum test, two-sided). 
Error bars represent S.E.M., N= 3 biological replicates. 
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3.5 SPECS identify glioblastoma stem-like cells  

We next applied our approach to identify promoters that specifically target cancer stem 

cells, which are generally resistant to radiation and chemotherapy.134 For this purpose, 

we used a clinically relevant patient-derived glioblastoma cell model.135 Glioblastoma 

stem-like cells (GSCs) were isolated from the dissociated tumor specimen of patient 

MGG4 by sphere culture in defined growth-factor supplemented media, while bulk 

differentiated MGG4 glioblastoma cells were isolated from the same tumor specimen by 

adherent culture in serum-containing media.136 In contrast to serum-cultured glioblastoma 

cells (ScGCs), GSCs are highly tumorigenic and epigenetically distinct, and also express 

different transcription factors.136–138 We introduced our SPECS library into both MGG4 

GSCs and ScGCs and utilized FACS sorting, NGS, and computational analysis to identify 

GSC-specific promoters. From the computational analysis, we noticed that the coverage 

of our library was low, probably due to cell death caused by the FACS sorting. The low 

library coverage reduced our ability to accurately predict promoter activity. Nevertheless, 

several of the most important features identified by our machine learning model (Figure 

S3-5) were still calculable. These features were chosen based on having the largest 

coefficients in the MDA-MB-453 vs. MCF-10A model, leading to the highest contribution 

to the previous model predictions. Thus, this subset of features was used to manually 

identify potential SPECS. These features included total counts over all bins and counts in 

the negative bin, as well as a determination of which bin had maximal counts (see 

Supplementary Text 2 for detailed information). Using these features, we identified 30 

candidate promoters potentially having distinct activity in the GSC vs. ScGC state of the 

MGG4 cells (Figure 3-4, upper panel). Among 15 promoters predicted to be ScGC-

specific, five promoters showed higher activity in ScGCs compared to GSCs, ranging from 

27-fold to 462-fold higher activity (Figure 3-4, lower panel). Among 15 promoters 

predicted to be GSC-specific, one promoter showed 100-fold higher activity in GSCs 

compared to ScGCs (Figure 3-4, lower panel). These promoters could be used for 

targeting glioblastoma cells that are resistant to traditional therapies in patients, as well 

as for basic biological studies of glioblastoma cancer stem cells. 
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Figure 3-4: Promoter activities in glioblastoma stem-like cells (GSCs) and serum-cultured 
glioblastoma cells (ScGCs). Thirty promoters predicted to be specific to either MGG4 ScGCs or GSCs 
were validated (defined as two “classes” of promoters). Among the 15 promoters predicted to be ScGC-
specific, five showed >10-fold higher activity in ScGCs compared to GSCs, ranging from 27-fold to 460-fold 
higher activity. Among the 15 promoters predicted to be GSC-specific, one showed 100-fold higher activity 
in GSCs compared to ScGCs. The upper panel depicts the median fluorescence intensity of each promoter. 
The blue bars denote the activity in MGG4 GSCs, and the yellow bars denote the activity in MGG4 ScGCs. 
The lower panel shows the log10 difference in activity between MGG4 ScGCs and GSCs for each promoter. 
The name on the X-axis denotes the TF-BS of each promoter. The dots represent the values of three 
biological replicates. Error bars represent S.E.M., N = 3 biological replicates. Source data are provided as 
a Source Data file 
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3.6 Discussion 

In this study, we present a high-throughput screening and computational pipeline for the 

systematic discovery of SPECS with superior cell-state specificity. This pipeline enabled 

the identification of SPECS for a variety of cell states, including SPECS with: (i) distinct 

spatiotemporal activity in an organoid differentiation model; (ii) specificity for either a 

breast cancer or a normal breast cell line; and (iii) discrimination of stem-like glioblastoma 

cells from their differentiated counterparts. Two major advantages of using a fluorescent 

protein as an output for the SPECS library compared to using non-fluorescent protein are 

that promoter activity can be measured at the single cell level and that cells can be 

separated into distinct populations by FACS sorting based on promoter activity. This 

approach can be used to study promoter activity in living cells, tissues, or even entire 

organisms (if they are transparent, e.g., C. elegans) and track their activity for prolonged 

periods of time. We developed a machine-learning based prediction model to predict the 

activity of all the promoters in our library in each individual cell state. This approach 

enabled us to identify promoters showing a wide range of desired activities as well as 

promoters exhibiting very high cell state specificity. Similar approaches have been taken 

in studying transcriptional regulation of unicellular organisms but usually require a large 

number of cells and many fluorescence bins to achieve accurate estimations of promoter 

activity.98,139 Our machine-learning based computational approach enabled us to use 

fewer fluorescence bins to achieve good accuracy in prediction, thereby facilitating 

screening while also allowing an accurate estimation of promoter activity in human cells. 

Several issues can be addressed to improve the pipeline. For example, the FACS sorting 

step can be cytotoxic to some cells, like primary GCSs, causing unwanted cell death; in 

this case, the pipeline requires large numbers of cells and yields low library coverage, 

hence making the computational prediction of promoter activity more challenging. In the 

future, gentler cell sorting methods and additional refinements of the prediction algorithms 

would improve the screening process. Furthermore, additional work is required to extend 

this approach to accommodate a wider range of cellular conditions. Our approach can 

efficiently screen for cells that can be cultured in vitro for a reasonable amount of time. 

However, further development is required to enable this screening approach to be used 
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for short-lived cell samples such as patient-derived tissues. In the future, this approach 

may be developed for high-throughput real-time analysis of TF activity, which is 

challenging to measure using current methods. Existing approaches such as RNA-seq or 

TF ChIP-Seq generally measure only TF expression levels or genome-wide binding 

profiles in dead cells or cell lysates. Our approach is essentially a massively parallel 

reporter assay for TFs following a thorough analysis of the exact TF that binds each 

synthetic promoter. Thus, this method can be used to isolate the regulatory effect of the 

binding of a single TF, while disregarding the regulatory effects of other transcriptional 

and post-transcriptional effectors. In summary, our high-throughput systematic approach 

efficiently identifies SPECS displaying up to a 1000-fold activity difference between cell 

states of interest and their counterparts. This approach can be used to find SPECS for a 

myriad of cell states and types. Our platform could be applied to the design of sensors for 

synthetic gene circuits, and could also be used for other applications in basic biological 

research, biotechnology, and biomedicine. 

 

3.7 Methods 

3.7.1 SPECS Library Construction 

For the construction of the SPECS library, all position weighted matrices (PWMs) from 

two databases, The ENCODE project124 and CIS-BP,125 were downloaded. These 

databases contain binding motifs derived from direct binding assays (SELEX, HT-SELEX, 

PBM, ChIP-Seq, etc.) from several organisms. In order to create a consensus sequence 

for each PWM, the maximum probability nucleotide from each position of the PWM was 

taken. The reverse complement sequence of each consensus sequence was also used. 

The list contains 6107 unique motifs (including the reverse complement), derived from 

1095 TFs (of which 665 are human) from 71 species. Each promoter consisted of parts 

shared by all promoters: plasmid backbone, global primers, and restriction sites. The 

variable parts were the TF-BS repeats. To create the variable part of the promoters, each 
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consensus TF-BS was repeated k times, where k is equal to 129 bp divided by the TF-

BS length +3 bp (spacer), rounded down to the nearest integer. Each promoter was also 

associated with a 17 bp unique random barcode for later retrieval using the barcode as a 

primer. All the oligonucleotides containing the tandem TF-BSs in the synthetic promoter 

library were synthesized as a set of ≈150 bp pooled oligonucleotides by array-based DNA 

synthesis from Twist Bioscience (San Francisco, CA). These oligonucleotides were 

further cloned into lentiviral vectors with conventional restriction enzyme cloning, 

upstream of an adenovirus minimal promoter to control the expression of mKate2 

fluorescent protein gene. 

 

3.7.2 Cell culture and cell lines 

MDA-MB-453, MCF-10A, and HEK-293T cells were obtained from the American Type 

Culture Collection, Rockville, MD (MDA-MB-453, Catalog #HTB-131; MCF-10A, Catalog 

#CRL-10317; HEK-293T, Catalog #CRL-3216). MDA-MB-453 and HEK-293T cells were 

cultured in DMEM (Life Technologies, Carlsbad, CA) supplemented with 10% fetal bovine 

serum (FBS; VWR, Radnor, PA; Catalog #95042–108), 1% Non-Essential Amino Acids 

(MEM/ NEAA; Hyclone; Catalog #16777–186), and 1% Pen/Strep (Life Technologies 

Catalog #15140–122) at 37 °C with 5% CO2. MCF-10A cells were cultured in MEGM 

BulletKit (Lonza, Walkersville, MD; Catalog #CC-3151 & CC-4136). All cell lines were 

banked directly after being purchased from vendors and used at low passage numbers. 

MGG4 GSCs136,137 were cultured in neurobasal media (Thermo Fisher Scientific; Catalog 

#21103049) supplemented with 3mM L-Glutamine (Corning, Corning, NY; Catalog #25–

005-CI), 1x B27 supplement (Thermo Fisher Scientific; Catalog #17504044), 0.5x N2 

supplement (Thermo Fisher Scientific; Catalog #17502048), 2 µg/mL heparin (Sigma; 

Catalog #H3149), 20 ng/mL recombinant human EGF (R&D systems, Minneapolis, MN; 

Catalog #236-EG-200), 20 ng/mL recombinant human FGF-2 (PeproTech, Rocky Hill, NJ; 

Catalog #100–18B), and 0.5x Penicillin/Streptomycin/Amphotericin B (Corning; Catalog 
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#30–004-CI). MGG4 ScGCs (also referred to as FCS cells or DGCs) were cultured in 

DMEM with 10% FBS. 

 

3.7.3 Virus production and cell line infection 

Lentiviruses containing the synthetic promoter library were produced in HEK-293T cells 

using co-transfection in a six-well plate format. In brief, 12 μl of FuGENE HD (Promega, 

Madison, WI) mixed with 100 μl of Opti-MEM medium (Thermo Fisher Scientific, Waltham, 

MA) was added to a mixture of 4 plasmids: 0.5 μg of pCMV-VSV-G vector, 0.5 μg of 

lentiviral packaging psPAX2 vector, 0.5 μg of lentiviral expression vector of the library, 

and 0.5 μg of lentiviral expression vector constitutively expressing ECFP. During 20 min 

incubation of FuGENE HD/DNA complexes at room temperature, HEK-293T suspension 

cells were prepared and diluted to 3.6 × 106 cells/ml in cell culture medium. 0.5 ml of 

diluted cells (1.8 × 106 cells) were added to each FuGENE HD/DNA complex tube, mixed 

well, and incubated for 5 min at room temperature before being added to a designated 

well in a six-well plate containing 1 ml cell culture medium, followed by incubation at 37 

°C with 5% CO2. The culture medium of transfected cells was replaced with 2.5 ml fresh 

culture medium 18 h post-transfection. Supernatant containing newly produced viruses 

was collected at 48-h post-transfection, and filtered through a 0.45 μm syringe filter (Pall 

Corporation, Ann Arbor, MI; Catalog #4614). For infecting target and control cells for 

primarily single copy vector integration, various dilutions of filtered viral supernatants were 

prepared to infect 5× 106 MDA-MB-453, MCF-10A, MGG4 GSC, and MGG4 ScGC cells 

in the presence of 8 μg/ml polybrene (Sigma) overnight. Five days after infection, the 

dilutions producing around or below 15% of cells expressing ECFP were selected for 

further expansion and sorting. 
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3.7.4 Lentiviral library introduction to cells of interest 

By infecting the cells with different titrations of viruses and selecting the titration that gave 

around 15% infectivity based on the percentage of ECFP positive cells (see the above 

virus production and cell line infection section for details), we expected the integration of 

a single copy of the promoter in most of the infected cells. To ensure the reproducibility 

of our screening results, we maintained >100-fold coverage of each library member 

throughout the screening pipeline. Infected cells were further expanded and FACS sorted 

into five subpopulations based on distinct levels of mKate2 activity (Figure 3-1b). 

 

3.7.5 Flow cytometry 

To characterize fluorescent protein expression, cells were resuspended with DMEM and 

analyzed by a LSRII Fortessa cytometer (BD Biosciences, San Jose, CA). Data analysis 

was performed by FlowJo software (TreeStar Inc, Ashland, OR). 

 

3.7.6 FACS sorting 

To further characterize fluorescent protein expression and sort cells into different bins of 

fluorescence intensity, cells were resuspended with FACS buffer (PBS +1% FBS) and 

sorted by an BD Aria cell sorter (BD Biosciences, San Jose, CA). For the first sorting, 

cells were sorted into fluorescence positive and negative bins. The sorted fluorescence 

positive cells were continuously cultured and expanded for the second sorting. For the 

second sorting, fluorescence positive cells were sorted into top 5%, top 5–10%, high, and 

low fluorescence bins. The high and low fluorescence bins were created by equally 

splitting the remaining 90% of fluorescence positive cells into two halves. 
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3.7.7 Next-generation sequencing 

For NGS library preparation, DNA from each sample was extracted and 250 ng of 

genomic DNA were used as template for PCR amplification with a global primer (Pi5) and 

a distinct primer (Pi7) for sample barcoding. Sequencing was performed at the MIT 

BioMicro Center facilities on an Illumina MiSeq machine to yield 150 bp single-end reads. 

Each lane was loaded with 12 samples to achieve approximately 1 × 106 reads per 

sample. 

 

3.7.8 Pre-processing of NGS data 

Fastq files were first inspected for quality control (QC) using FastQC 

(https://www.bioinformatics.babraham.ac.uk/projects/fastqc/) (version 0.11.5). Fastq files 

were then filtered and trimmed using fastx_clipper of the FASTX-Toolkit 

(http://hannonlab.cshl.edu/fastx_toolkit/) (version 0.0.14). Only reads containing the 3′ 

restriction site Asc1 created during the library construction were kept. The restriction site 

was trimmed leaving only the variable promoter sequence. FastQC was run again to 

inspect the quality after trimming. Trimmed fastq files were collapsed using 

fastx_collapser of the FASTX-Toolkit. The collapsed fasta file was used as an input for 

alignment in Bowtie2 with a very sensitive alignment mode and aligned against the library 

reference.140 The resulting SAM file was filtered for mapped reads using SAMtools,141 

and the reads were then quantified by summing the counts of each unique promoter using 

an in-house R script. The reads were normalized by dividing all reads in the sample by a 

size factor estimated by DESeq2.142 Correlation among technical and biological replicates 

for each of the NGS samples was calculated, with R2≈0.8 between technical replicates 

and R2 ≈ 0.3 between biological replicates. The promoters were then filtered, and only 

https://www.bioinformatics.babraham.ac.uk/projects/fastqc/
http://hannonlab.cshl.edu/fastx_toolkit/
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promoters with counts in at least two replicates (biological or technical) in both cell lines 

were retained, leaving 4872 promoters total. 

 

3.7.9 Fluorescence estimation 

To estimate the fluorescence for all promoters in each of the cell lines, a machine learning 

approach was used. First, fluorescence data were collected for training, based on 

measurements of whole populations infected with a single promoter from the library. 

Promoters for the training set were chosen based on an approximate measure of 

fluorescence denoted as the activity score. The activity score was used to find promoters 

representing a broad spectrum of fluorescence values in each cell line to be used as 

training data, as we hypothesized that using random promoters would lead to mostly non-

active promoters. This activity score (A) is a weighted-average-like heuristic, calculated 

by multiplying the mean fluorescence of each bin (as depicted in the gates) by the 

proportion of log2 transformed counts in each bin. It follows the Eq. (1.1) for some 

promoter labeled as i:  

 
𝐴𝐴𝑖𝑖 =

∑ 𝑦𝑦𝑏𝑏𝑛𝑛𝑖𝑖,𝑏𝑏𝑏𝑏

∑ 𝑛𝑛𝑖𝑖,𝑏𝑏𝑏𝑏
 (1.1) 

Where 𝑦𝑦𝑏𝑏 is the mean fluorescence in some bin b and 𝑛𝑛𝑖𝑖,𝑏𝑏 is the log2 normalized counts 

for that promoter for that bin. We identified 64 candidate promoters estimated to show a 

range of fluorescence activity in MDA-MB-453 and MCF-10A cells based on this activity 

score metric. Next, normalized counts, as well as fluorescence measurements for 81 

promoters (64 + 17 from random top 5% shotgun cloning approach) in MDA-MB-453 and 

MCF-10A cell lines, were obtained for generating a machine-learning based predictive 

model. Fluorescence measurements were processed using flowCore in R to calculate the 

median fluorescence for each promoter.143 The median fluorescence was log2 

transformed to serve as the target value. Training was performed using a 60/40 train/test 

split and taking a five-times 5-fold repeated cross-validation using the caret package in 



 76 

R.144 Normalized counts were log2 transformed and several features engineered based 

on the perceived counts-fluorescence relationship. Briefly, the number of counts per bin 

(and total) as well as relationships between bins were used as features. First degree 

interaction terms between features were included as well (Supplementary Text 1). We 

tested the performance of linear regression (lm), generalized linear model with elastic net 

regularization (GLMNET),133 random-forest regression and SVM regression with a linear, 

polynomial or radial kernel. RMSE and R-squared values were used to evaluate the 

models on fitting log2 median fluorescence on the training set, test set, and a separate 

biological validation. Performance was evaluated on cross-validation on the training set 

(Figure S3-5). A separate biological validation (54 promoters) was then incorporated into 

the data and the models trained for a second time using the same parameters. The 

updated models were evaluated on the new training and new test sets. The chosen model 

was GLMNET with interaction terms (GLMNET-inter) based on its performance on both 

data — with and without biological validation. The model trained on the data with the 

biological validation was then used to predict log2 median fluorescence for all the library 

promoters in both cell lines. For MGG4 GSCs and ScGCs, fluorescence was estimated 

manually based on a subset of the metrics, which were calculable under the low coverage 

condition (Supplementary Text 2). 

 

3.7.10 Differentiation and infection of liver organoids 

The SPECS library was introduced into a liver bud-like organoid derived from GATA6-

expressing iPSCs.27 Five days before the promoter library transduction, 2D organoids 

were prepared by seeding 2.5 × 104 GATA6-expressing iPSCs in each well a of matrigel-

coated, flat-bottom 24-well plate. iPSC differentiation was initiated by Doxycycline (Dox)-

induced (1 µg/mL) GATA6 expression in mTeSR1 media (STEMCELL Technologies 

Vancouver, Canada) for 5 days.27 On day 5, organoids were transduced with a 1:1 mixture 

of the SPECS library virus and an infection control UbCp-ECFP virus. The viral titer was 

serially diluted to ensure that <15% of the cells expressed the transduction marker. After 
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viral transduction, the media was switched to the non-pluripotency supporting media 

APEL2 (STEMCELL Technologies) for further organoid differentiation. Differentiation 

continued for a total of 16 days, after which organoids were dissociated to single cells 

with Accutase (STEMCELL Technologies) for FACS sorting of the mKate2 positive 

population by BD Aria FACS sorter (BD Biosciences). The genomic DNA was purified 

from the sorted mKate2 positive population, and the SPECS library region was amplified 

with standard PCR with 50 amplification cycles. The amplified promoters were cloned into 

a lentiviral vector backbone by standard restriction digestion cloning with enzymes AscI 

and SbfI. Colonies were randomly picked, and plasmid DNA was submitted for Sanger 

sequencing. Candidate promoters identified by Sanger sequencing were further validated 

for their spatial and temporal behavior in organoids. We discarded promoters with no 

detectable activity (false positives from the screening) or whose activity could not be 

replicated, which reduced the initial 37 promoters to a set of 4 with a distinct spatial and 

temporal behavior. We transduced undifferentiated GATA6-expressing iPSCs with 

lentivirus containing a single promoter driving mKate2 expression in biological triplicates. 

We seeded 3 × 105 GATA6-expressing iPSCs per well in a 12-well plate 2 days before 

lentiviral transduction. Cells were transduced with a 1:4 diluted viral supernatant with 2 

µg/mL polybrene. Two days after viral transduction, transduced cells were dissociated 

and seeded at 2.5 × 104 cells/well in a 24-well plate (day 0). The following day, we initiated 

organoid differentiation by Dox as described above. Cell condition and mKate2 

expression were tracked from day 0 to day 21 daily using a TCS SP5 II confocal 

microscope (Leica, Buffalo Grove, IL). Images were acquired as a tiled scan and 

automatically stitched together using the Leica Application Suite software. In-house 

Python and R scripts were used to apply a median filter to the red channel for noise 

reduction and image analysis. 
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3.7.11 Shotgun cloning promoter identification 

Promoter plasmids created by shotgun cloning were sequenced by Sanger sequencing, 

and the sequencing output was aligned using Bowtie2 (version 2.2.9) with a very sensitive 

local alignment mode against the library reference.140 An in-house script was used to 

identify mutated 
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3.8 Supplementary Information 

 

Figure S3-1: The activities of promoters identified by the Top 5% approach. Promoters identified by 
the Top 5% approach presented up to ≈500-fold activity difference between the breast cancer cell line MDA-
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MB-453 (MDA) and the normal breast cell line MCF-10A (10A). Some of these identified promoters were 
highly active and achieved median fluorescence intensities comparable to that seen with a constitutive 
Ubiquitin C promoter (Pos. Control). The negative control sample (Neg. Control) consisted of cells infected 
with a non-fluorescent protein. The dots represent the values of three biological replicates. Error bars 
represent S.E.M., N = 3 biological replicates. Source data are provided as a Source Data file. 
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Figure S3-2: Relationship between fluorescence and NGS read counts. (a) Comparison of the 
fluorescence distribution and NGS normalized counts of a promoter that contains the MAFK V1 TF-BS– 
(TGCTGAGTCAGCA) from the Top 5% shotgun cloning approach. This promoter exhibited very high 
activity in MDA-MB-453 cells and very low activity in MCF-10A cells. Dashed boxes represent the FACS 
gate for each bin. The numbers 1 and 2 denote data from 2 independent screening experiments. The letters 
A and B denote PCR technical replicates amplified from the promoter locus from genomic DNA for NGS. 
We observed that the fluorescence distribution of this promoter in MDA-MB-453 (red line) was comparable 
to that of the positive control UbC promoter (green line) and was much higher than that of the negative 
control sample (grey line). There were much higher counts in the positive bins than in the negative bin, with 
the highest counts being in the top 5% bin. (b) On the contrary, the fluorescence distribution of the same 
promoter in MCF-10A cells (blue line) was similar to that of the negative control sample (grey line) and 
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much lower than that of the positive control sample (green line). (c-e) When three promoters with 
decreasing fluorescence intensities in MDA-MB-453 cells were compared (from Figure S3-2c to S3-2d to 
S3-2e; red lines in these 3 panels), there was a trend of decreasing total counts and a more uniform 
distribution of counts. A shift of counts from positive fluorescence bins to lower fluorescence or negative 
bins was also observed. For all panels, the negative control sample (grey line) consisted of cells infected 
with a non-fluorescent protein, and the positive control sample (green line) consisted of cells infected with 
a Ubiquitin C promoter expressing mKate2. 

 

 

Figure S3-3: Machine-learning features. (a) In the model, the type of cell line is used as a categorical 
feature. As seen by the median, MDA-MB-453 cells had a greater fluorescence than MCF-10A cells; this 
difference contributed to model predictions. Each dot represents the fluorescence intensity of an 
experimentally tested promoter. (b) Maximal Bin (Max Bin), the bin having the most counts for a specific 
promoter, is another categorical feature. The negative and top 5% bins contained the most promoters 
tested, with the top 5% showing greater fluorescence by the median than the negative bin. All other bins 
contained much fewer promoters tested. Each dot represents the fluorescence intensity of an 
experimentally tested promoter. For (a) and (b), the boxes denote the lower quartile, the median, and the 
upper quartile. Whiskers denote the minimum and maximum up to 1.5x interquartile range. (c-f) Feature 
values are shown for continuous features (X-axis) plotted against log2 observed median fluorescence (Y-
axis) for all validated promoters. Each dot represents the data from a validated promoter. Features include: 
log2value of the normalized counts of promoters in the top 5% bin (c); count ratio of the promoters in the 
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top 5% bin to the negative bin (d); total normalized counts for the promoters from all the biological and 
technical replicates (e); and the “reverse” (16 (max) – log2counts) of the negative bin counts (f). These 
features show a monotonically increasing approximation for fluorescence, with counts in the negative bin 
showing an inverse relationship. A description of the axes is provided in each subplot, and the blue line is 
the loess regression with the grey area being the 95% confidence interval. Feature data were displayed for 
all experimentally tested promoters  
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Figure S3-4: Observed vs. predicted fluorescence for the 1st round of the machine learning 
predictions. Observed fluorescence data were compared with the fluorescence predicted by the GLMNET-
inter model from the 1st round of machine learning prediction. Training (left) and test (middle) sets achieved 
comparable R2 values, signaling that the model did not overfit the data. When the model was tested on the 
validation set (right), it performed less well for the midrange of fluorescence (≈28 – 212), especially in MCF-
10A cells. The X-axis denotes the observed log2 median fluorescence; the Y-axis denotes the predicted 
log2 median fluorescence (this GLMNET-inter model was trained with data from 81 promoters: 17 from the 
Top 5% approach and 64 selected from the activity score metrics). The validation set consisted of an 
additional 54 promoters selected from the prediction result from the machine learning algorithm (GLMNET-
inter = generalized linear model with elastic net regularization, using features and interaction terms between 
features). 
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Figure S3-5: Model performance and feature importance for the 2nd round of the machine learning 
predictions. (a) Models were compared based on RMSE and R-squared (R2). Most of the models 
performed similarly with an R2 of ≈0.75 and RMSE of ≈1.6-1.8 (with standard deviation of the data being 
3.4), except for LM and SVMLin, which did not perform quite as well. GLMNET-inter was the best model, 
having a slight margin of performance over the others. Data presented in the plot contains the distribution 
of summary function (RMSE or R2) for all resamples done for the model in the repeated CV when predicting 
the portion of the data which was left out. Model abbreviations: LM – linear regression; SVMLin – SVM with 
a linear kernel; GLMNET_no – generalized linear model with elastic net regularization (GLMNET) with no 
interaction terms; SVMRad – SVM with a radial kernel; SVMPoly – SVM with a polynomial kernel; RF – 
random forest regression; GLMNET_inter – GLMNET using features and interaction terms between the 
features; RMSE – root mean squared error, R2 – Pearson's correlation coefficient. Error bars represent 
95% CI. (b) Examining the coefficients of the features in the GLMNET-inter model, we identified as the 
most important features as: cell line (being MDA-MB-453), counts in high (“high”) and top 5% bins (“top5”), 
high to negative bin ratio (“high_neg_ratio”), top 5% to low ratio (“top5_low_ratio”), or top 10%-5% to low 
ratio (“top10-5_low_ratio”), and the inverse negative (“rev._neg”). 1A-2B represent biological and technical 
replicates with the numbers denoting the biological replicates and the alphabets denoting the technical 
replicates. 
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Table S3-1: Cell state-specific promoters derived from the validation set. Of the 54 promoters from 
the validation set, 12 were predicted to be MDA-MB-453 specific and 12 to be MCF-10A specific. Of the 12 
predicted to be MDA-MB- 453 specific, 11 were indeed specific (fold > 10X). For MCF-10A, 12/12 were 
specific. Predictions are derived from the GLMNET-inter trained on the 1st set (81 promoters) only. 
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Observed values are the average of median fluorescence in biological triplicates. Fold value is the activity 
fold-difference between the predicted cell state of interest / the other cell state. 
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3.8.1 Supplementary Text 1 - Features for machine learning 

Features were engineered according to the observed relationship between log2 

transformed counts and fluorescence. These Features included the numeric features – 

counts (in each bin and replicate), bin X to negative ratio (for each replicate), top 5-10% 

to low ratio (for each replicate), top 5% to low ratio (for each replicate), geometric mean 

of bin counts in replicates (for each bin), reverse negative counts (for each bin, using 16 

- neg. where 216 is above range measured for the FACS data), total replicate counts (for 

each bin) and total counts (in all replicates and bins). The categorical features included 

were cell line (MDA-MB453 or MCF-10A) and max. bin (negative, low, high, top 5-10%, 

top 5%) (Figure S3-3). Interaction terms between all features were also used in some of 

the models using R formula interface (as ‘*’). In the model chosen (GLMnet-inter) 

coefficients are regularized essentially performing feature selection by itself.133  

 

3.8.2 Supplementary Text 2 - Identifying GSC specific promoters 

Due to low coverage of the library in the MGG experiment, the machine learning model 

described above was not deployable. Some of the more important features (for feature 

importance see Figure S3-5), including total counts, counts in negative and the bin with 

most counts (i.e. most counts in negative bin) were still calculable. Thus, these features 

were used to rank the promoters and manually identify promising candidates ranking high 

on these metrics and showing reasonable coverage. 
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Chapter 4. Transcriptional regulating 
using novel post-PAS RNA  

This chapter is based on ongoing work authored by me, Fabio Callendo, and Elvira Vitu.  

 

4.1 Summary of chapter 4 

Cells can be engineered as therapies or as disease models by introducing synthetic gene 

regulatory networks (GRNs) that reprograms them to perform a desired function. 

However, this requires precise control of the timing, population, and location in which the 

synthetic GRN is active. Sensors to detect the current cell state can serve as an important 

regulatory input to a synthetic GRN, but is limited by the risk of perturbing the cell state it 

is meant to detect. Here, we propose a strategy, post-PAS RNAs, that enables detection 

of the cell state through the transcription of cell state-defining genes, by co-expression of 

a desired regulatory RNA such as a miRNA or gRNA. By placing a regulatory RNA 

downstream of the terminator of the target gene, the effect on upstream gene expression 

can be minimized, thereby decreasing the risk of unintended cell state perturbations. 

Post-PAS RNAs can serve as inputs to synthetic GRNs and expand on the functionality 

of the cell. In future work, we will apply the post-PAS RNAs to directed differentiation of 

distinct sub-populations within an organoid.  

 

4.2 Introduction and aim  

The Central Dogma of molecular biology explains the flow of genetic information: from 

DNA through RNA, and into proteins that in turn carry out the majority of functions within 
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cells. Gene regulatory networks (GRNs) are an essential part of that structure by 

regulating the flow of information and maintaining cellular identity and function.36,145 When 

this regulation is disrupted or overwritten, it can change the cell state or function of the 

cell. This provides an opportunity to engineer cells, and changing or disrupting 

endogenous GRNs has already been used to dedifferentiate human somatic cells into a 

pluripotent state,146 drive differentiation and cell development,27,31 and detect and destroy 

cancer.54,147 More complex synthetic GRNs that factors in the cell state can further expand 

on these developments. For instance, by carefully controlling when, where, and under 

what circumstances a genetic program is active, therapeutic modalities such as CAR-T 

cells can be made safer by ensuring they are only acting on cancerous tissue. Similarly, 

this can be used for directed differentiation and maturation of organoids, which might 

increase the reproducibility and quality of the developed organoid.31 

For a synthetic GRN to perform in a desired and predictable manner, it is critical that it 

takes into account the current cell state. That is, it is active in the right cell type and under 

the right conditions. This can be achieved by coupling the synthetic GRN to an 

endogenous GRN that is involved in a desired function, such as the expression of a 

transcription factor involved in differentiation, responses to external stress, or detection 

of pathogens or cancerous cells. Several methods exist which can facilitate this coupling 

between an endogenous GRN characterized by a cell-type specific response or state, 

and a synthetic GRN. Examples include protein fusions;55,56 recruiting cell type-specific 

transcription factors using endogenous48 or synthetic promoters (refer Chapter 3); co-

expression of gRNAs49–51 for CRISPR-based52 GRNs; and using endogenous and cell 

state-specific miRNA to repress synthetic GRNs.54 However, these methods are limited 

by several factors such as failing to account for certain types of transcriptional regulation 

including chromatin state and distal enhancers, affecting endogenous gene regulation by 

changing the 3’-UTR, or by changing the protein coding sequence. 

In this chapter, we present a method that can be used to couple endogenous and 

synthetic GRNs. The method allows regulatory RNAs to be co-expressed with a gene 

without modifying the primary transcript. This method is based on the observation that 
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RNA polymerase II (RNA Pol II), the RNA polymerase responsible for transcribing most 

protein coding genes in mammalian cells, does not dissociate immediately from the 

template strand after encountering the terminator.148,149 By placing a gRNA or miRNA 

downstream of the terminator (referred to as a post-PAS gRNA or miRNA) and flanking 

them by sequences that ensures their release from the flanking RNA, we can express 

both gRNAs and miRNAs conditioned on the expression of the upstream gene. Future 

research aims to use this approach to grow organoids with the differentiation of individual 

cells conditioned on the cell state. Expression of miRNAs and gRNAs conditioned on the 

expression of an endogenous gene can be used as an input to a synthetic GRN that 

drives cell differentiation. By using a post-PAS miRNA or gRNA, it is possible to rewire 

endogenous GRNs or couple them to synthetic GRNs while preserving the regulation of 

the input. For instance, by coupling a post-PAS gRNA or miRNA to Sox17, an endoderm 

marker,150 a synthetic GRN can be selectively expressed in endoderm lineages.   

 

4.3 Designing constructs for post-PAS RNA expression 

Most protein coding genes in mammalian cells are transcribed from promoters regulated 

by RNA polymerase II, and a terminator serves as a signal to end transcription.151 The 

mammalian terminator is characterized by the presence of an essential AAUAAA motif 

(or the close variants A[U/G]UAAA and UAUAAA; termed polyA signal or PAS) flanked 

by U rich upstream elements, G/U or U rich downstream elements, and a CA (or less 

frequently CG) dinucleotide cleavage signal (Figure 4-1).151 Identification of a PAS is 

essential to initiate termination and post-translational processing of the primary mRNA, 

including synthesis of a polyA tail by polyadenylation at the 3’-end of the nascent mRNA 

to confer stability and signal nuclear export. While most experiments focus on the fate of 

the mRNA, experiments have shown that the RNA downstream of the PAS is transcribed 

and can even fold into catalytically active RNA.152,153 This indicates there is a possibility 

that small non-coding RNA (ncRNA) can be placed and transcribed downstream of the 

PAS. However, two main barriers exist. First, it remains unclear if this RNA can be excised 
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as there is no cleavage signal, and secondly, the absence of a 5’ G-cap and a polyA tail 

would make the RNA subject to rapid degradation by RNases. The observation that 

ribozymes can be co-transcriptionally active and play a role in termination153 indicates 

that any ribozyme able to fold into its catalytically active structure might be able to release 

a ncRNA transcribed downstream of the PAS. While some ncRNAs such as intronic 

miRNAs are transcribed by RNA Pol II, they typically lack the 5’ G-cap and the polyA tail 

as a consequence of post-transcriptional processing. To stabilize these RNAs, they might 

instead depend on protein interactions to sterically hinder RNases from degrading them 

prematurely.154,155 Taken together, it might be possible to express ncRNAs downstream 

of a PAS if it is first released from the transcribed RNA, and secondly is able to interact 

with a protein or other RNA able to protect it from premature degradation.  

Here, we propose two strategies for transcribing post-PAS RNAs (Figure 4-2): first, we 

propose a system for expressing synthetic miRNAs which relies on splice sites for miRNA 

release.54 Secondly, we propose a system relying on self-cleaving ribozymes to excise a 

gRNA modeled after a method previously shown to work for gRNAs positioned in the 3’-

UTR.49 The first system is hypothesized to rely on splicing occurring after RNA pol II has 

committed to termination, and that the excised miRNA can be processed to the extent it 

will interact with its target mRNA. The second system relies on the ribozymes being able 

to fold into their catalytically active structures, and catalyze cleavage and excision of the 

gRNA. The gRNA must then be able to interact with dCas9-VPR. It is expected that the 

process of excising the post-PAS gRNA must be relatively fast, as the exonuclease Xrn2 

might be involved in degrading the uncapped transcript that arises after cleavage of the 

primary mRNA.148   
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Figure 4-1: The mammalian termination signal. The polyA signal (PAS), AAUAAA, is necessary to initiate 
termination. This sequence is flanked by a U rich upstream element (USE), a G/U or U rich downstream 
element (DSE), and a CA dinucleotide which is necessary for, and signals where the mRNA is cleaved.  
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Figure 4-2: Construct design to test post-PAS RNAs. (A) Transcription of EYFP is regulated by an 
abscisic acid (ABA) inducible promoter (PPhlF). An endogenous terminator (Hesx1, Meox1, Pyy, Sox17, or 
T [TBXT]), is PCR amplified from human genomic DNA and inserted downstream of EYFP (grey box). Each 
terminator spans ≈200 bp upstream of the annotated PAS and 3000 bp downstream of it. A single post-
PAS RNA cassette is inserted in each construct at approximately 100, 200, 300, 500, and 1000 bp from 
the PAS, or in the 3’-UTR (not shown). (B) The gRNA cassette contains three repeats of a gRNA (termed 
gRNA1) flanked by an upstream hammerhead ribozyme (HHR) and downstream HDV ribozyme (HDV), 
both self-cleaving ribozymes used to release the gRNA from the RNA transcript. The miRNA cassette uses 
a 5’ and 3’ splice site (5’-SS and 3’-SS, respectively) to excise the synthetic miRNA, miR-FF4. (C) An mKate 
reporter construct is used to detect the presence of post-PAS RNA. Post-PAS gRNA expression is 
measured by mKate activation. The gRNA1-dCas9-VPR inducible promoter (PgRNA1) is used to detect post-
PAS gRNA expression through mKate activation. Post-PAS miRNAs are detected by repression of 
constitutively transcribed mKate by binding of miR-FF4 to the four miR-FF4 target sites located in the 3’-
UTR of the mKate transcripts. (D) Each transfection contains a transfection marker (EBFP), and the ABA-
inducible split transcription factor (TFABA 1 and 2). The transfection marker is used to adjust flow cytometry 
data for transfection efficiency. TFABA1 and TFABA2 dimerize in the presence of ABA and translocate to the 
nucleus where they activate PPhlF. When testing post-PAS gRNAs only, dCas9-VPR is co-transfected.  
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4.3 miRNAs can be expressed downstream of a polyA signal  

In humans, most miRNA sequences are located within intronic regions where they are 

transcribed as the primary transcript of human miRNAs (pri-miRNAs) by RNA pol II.154 

Following transcription, the pri-miRNA is cleaved by the Microprocessor complex 

(consisting of Drosha and DiGeorge syndrome chromosomal region 8 [DGCR8]) into a 

short precursor miRNA (pre-miRNA) with a hairpin structure.154 This pre-miRNA is then 

transported into the cytoplasm where it undergoes another round of processing by Dicer 

to a 21-26 nucleotide miRNA that is composed of an antisense and sense strands. Either 

the sense or the antisense strand is then incorporated into the RNA-induced silencing 

complex (RISC). The mature-miRNA:RISC complex is capable of inducing RNA 

degradation or translational inhibition.154  

Two different methods have been established for expression of small interfering RNAs, 

such as miRNAs, in mammalian cells. One relies on expression of short hairpin RNA 

which mimics the stem-loop structure of pre-miRNAs, and are expressed from RNA pol 

III promoters.156 The second approach relies on placing a synthetic miRNA into the 

backbone of an endogenous miRNA.157,158 By flanking the miRNA with splice site, the 

miRNA can be expressed as part of an RNA Pol II transcribed gene. While this does not 

alter the sequence of the mRNA, splicing is inherently connected to transcription, and 

introduction of splice sites can have unintended effects on gene expression.159 Thus, 

current methods for miRNA expression might not be viable if coupled to endogenous 

genes whose regulation must be carefully preserved. By placing the miRNA downstream 

of the terminator, we hypothesize any effect the miRNA has on the upstream gene can 

be minimized while miRNA expression remains conditional on upstream gene expression.  

To rapidly test expression of miRNAs downstream of a terminator, we used the plasmid-

based system outlined in Figure 4-1. The test construct consists of EYFP expressed from 

an abscisic acid (ABA) inducible promoter (PPhlF), a terminator (including a large upstream 

and downstream region; Table 4-1), and a single synthetic miRNA flanked by splice sites 

(referred to as the miRNA cassette) placed downstream of the PAS. The post-PAS 
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miRNA construct being tested is co-transfected with a reporter plasmid that constitutively 

expresses mKate and contains 3’ binding sites for the post-PAS miRNA which targets the 

mRNA for degradation, two plasmids encoding a split transcription factor that dimerizes 

in the presence of ABA (the transcription factor has been modified to use VPR instead of 

VP16, courtesy of Dr. Allen Tseng),160 and a transfection marker with constitutive EBFP 

expression used to adjust for transfection efficiency.  

We tested if the post-PAS miRNA could be expressed conditioned on upstream gene 

expression. We chose to test five different terminators and varied the distance between 

the post-PAS miRNA and the PAS (Table 4-1). These five different terminators belong to 

genes that are specific to either endoderm or mesoderm lineages during development, 

and might be relevant for directed differentiation of early cell lineages during organoid 

development. Since the region both upstream and downstream of the PAS might affect 

termination, each terminator spans approximately 3200 bp starting 200 bp upstream of 

the PAS. miRNA expression was detected by repression of mKate which is constitutively 

expressed from the reporter plasmid. Figure 4-3 and Figure S4-1 shows an  

approximately 20-fold reduction in mKate expression correlated with the increased 

transcription of the upstream gene. While repression largely depends on the 

concentration of ABA, weak mKate repression occurs even in the uninduced state. This 

indicates the miRNA might drive its own expression, as this baseline repression is 

observed across multiple terminators and different positions within each one.  

Distance appears to have a small effect on mKate repression, which decreases as the 

distance to the PAS increases. However, the dynamic range of post-PAS miRNA 

repression remains relatively constant independent of the terminator and the distance 

(Figure S4-1). Considering that the RNA Pol II was found to accumulate approximately 1 

kb downstream of the PAS,148 it is likely that transcription continues unhindered in this 1 

kb window, and the distances tested are not large enough to cover the downstream region 

where a significant proportion of RNA Pol II transcription complexes completely abolish 

transcription and dissociates from the DNA.   
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Table 4-1: Terminators tested for post-PAS RNA expression and the position of the post-PAS 
RNA cassette.  

Terminator Genomic location  Distances tested 
(bp from 3’-end of PAS) 

Hesx1 3:57,226,068-57,229,463 124 
204 
321 
528 
1002 

Meox1 17:43,640,639-43,637,307 52 
106 
215 
520 
994 

Pyy 17:43,949,693-43,952,944 75 
200 
328 
507 
1362 

Sox17 8:54,460,646-54,463,905 104 
202 
301 
500 
1065 

TBXT (T) 6:166,154,618-
166,157,769 

62 
501 
1034 
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Figure 4-3: Post-PAS miRNA repression for different terminators. Different constructs testing either a 
post-PAS miRNA, a miRNA in the 3’-UTR, or no miRNA. miRNA expression was detected by repression of 
constitutively expressed mKate. The horizontal line indicates the median for the construct without a miRNA 
at the specified concentration of ABA. mKate repression is observed for all constructs but differs between 
terminators and position relative to the PAS. Note that repression is observed in the absence of ABA 
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indicating cryptic expression of the miRNA. mKate was normalized to the transfection marker, EBFP. 
Missing data indicates the sample was lost during preparation for flow cytometry.  

 

 

4.4 The effect on upstream gene expression can be 
minimized by removing a splice site 

We hypothesized that placing a miRNA downstream of the terminator would make EYFP 

expression independent of post-PAS miRNA expression. Calculating the ratio between 

EYFP expression from constructs with a miRNA to the EYFP expression of constructs 

without one, we observe that post-PAS miRNAs have an effect on upstream gene 

expression (Figure 4-4). The effect of a miRNA is dependent on the terminator and the 

position relative to the PAS. With the exception of the Hesx1 and Meox1 terminators, 

placing the miRNA in the 3’-UTR had a substantial effect on upstream gene expression. 

This effect was reduced as the miRNA was moved further downstream of the terminator. 

While most miRNAs had a negative effect on upstream gene expression, the Pyy 

terminator showed increased EYFP expression. However, it is worth noting that the Pyy 

construct without a miRNA had relatively low absolute EYFP expression (Figure S4-2).   

Splicing is tightly coupled to transcriptional elongation and termination,159,161,162 and 

although the miRNA is located downstream of the PAS, the presence of an intronic 

miRNA appears to affect upstream gene expression. Considering that miRNAs can be 

located within exons163,164 and that processing is thought to occur co-transcriptionally and 

before splicing,165 we hypothesized that the splice sites could be removed and ensure the 

upstream gene expression is unaffected by the post-PAS miRNA. We therefore chose to 

test an exonic miRNA strategy for post-PAS miRNA expression defined by the absence 

of splice sites. Additionally, we tested a second, minimal miRNA that consists of only a 

single hairpin structure166 (referred to as the “Short” miRNA; Figure 4-5), to test if the 

altered upstream gene expression and the background miRNA expression were a product 
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of the structure of the miRNA itself. To avoid any confounding factors that might arise 

when expressing the genes from circular DNA, we linearized the post-PAS constructs by 

PCR and transfected the purified PCR products.  

Removing the splice sites restore EYFP expression to levels similar to those when no 

miRNA is present indicating that splicing might have an effect on upstream gene 

expression when placed within the first 300 bp of the Sox17 PAS (Figure 4-6). 

Interestingly, we see a small decrease in EYFP expression when the post-PAS miRNA is 

placed 104 bp from the PAS. This indicates that placing the post-PAS miRNA too close 

to the PAS might interfere with termination in some manner.  

Unexpectedly, placing an exonic miRNA in the 3’-UTR did not reduce EYFP levels for 

either type of miRNA. This could be explained if removing the splice sites yielded a miRNA 

that would not be processed, thereby leaving the mRNA unaltered. Contrary to our 

expectations,167 we observe that the “Long” miRNA is processed and capable of mKate 

repression independent of location whereas the “Short” miRNA is only processed when 

placed in the 3’-UTR (Figure 4-7). This indicates that the miRNA processing machinery is 

capable of recognizing and processing miRNAs after termination has been initiated but 

that a minimal hairpin structure is insufficient. While RNA can mimic the function of a 

polyA tail,168 this is unlikely to be the case. Alternatively, it might be possible that the close 

proximity of the miRNA to the cleavage site changes the location of polyadenylation. This 

remains an unlikely scenario however, given that ribozyme cleavage in the 3’-UTR 

required a synthetic polyA tail to rescue the mRNA.169  
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Figure 4-4: Post-PAS miRNAs might affect EYFP expression. Expression of EYFP for each construct 
was normalized to the geometric mean of EYFP expression of the construct “No miRNA” for each 
concentration of ABA. The plots shows that EYFP expression might be affected by the expression of a miRNA 
flanked by splice sites dependent on the terminator and position of the miRNA relative to the PAS. A 
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horizontal line at y=1 indicates no difference in EYFP expression relative to the “No miRNA” construct. 
Missing data indicates the sample was lost during preparation for flow cytometry.  
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Figure 4-5: miRNA structures. Vienna RNAfold170 was used to predict the structure of the “Short” minimal 
miRNA (left) and the “Long” miRNA (right). The miRNAs have identical sense and antisense strands 
(indicated by brackets).  
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Figure 4-6: Removing splice sites from the miRNAs restore EYFP expression. The annotated splice 
site from both the “Long” and “Short” miRNAs were removed, constructs were linearized by PCR, 
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transfected, and EYFP expression was quantified and normalized to the EBFP expression from the 
transfection marker. (A) In the absence of the annotated splice sites, EYFP expression is restored as 
measured by ratio between EYFP expression of the “No miRNA” construct relative to constructs containing 
a miRNA. (B) EYFP/EBFP values for each construct shows that activation takes place and that absolute 
levels of EYFP/EBFP remains unchanged. 
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Figure 4-7: Splice sites might not be necessary for miRNA expression. The annotated splice site from 
both the “Long” and “Short” miRNAs were removed, constructs were linearized by PCR, transfected, and 
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mKate expression was quantified and normalized to EBFP expression from the transfection marker. (A) In 
the absence of the annotated splice sites, mKate is repressed by the “Long” miRNA, but not the “Short” 
miRNA unless placed in the 3’-UTR. This indicates that a minimal miRNA structure is insufficient for 
processing in the absence of splice sites (B) Quantification of the fold-repression relative to the “No miRNA” 
construct.  

 

 

4.4 gRNAs can be expressed downstream of a polyA signal 

Having shown that miRNAs can be expressed downstream of a terminator, we sought to 

test if post-PAS RNA expression can be expanded to other RNAs with a potential for gene 

regulation. gRNAs are short RNAs that can be used to direct the bacterial Cas9 protein 

to almost any DNA sequence of interest.171 By fusing a catalytically inactive variant of the 

Cas9 protein, dCas9, to mammalian activators, the Cas9 protein can be directed and 

used to activate, rather than cut, almost any gene of interest.52 

To test if gRNAs can be expressed downstream of a terminator, we adopted the method 

described by Nissim et al.49 in which ribozymes are used to excise the gRNA. Briefly, the 

gRNA cassette consists of three repeats of a gRNA (gRNA1) flanked by an upstream 

hammerhead (HHR) and a downstream HDV (HDV) ribozyme with short (4 bp) spacers 

between each HHR-gRNA1-HDV repeat (Figure 4-2). Similar to the post-PAS miRNA 

constructs, EYFP was expressed from PPhlF, and the gRNA cassette was placed 

downstream of the Sox17 PAS. To detect the gRNA, we co-transfected HEK293 cells 

with dCas9-VPR and an mKate reporter (Figure 4-2). If the gRNA is expressed, it can 

bind to dCas9-VPR and activate the minimal promoter (PgRNA1) upstream of mKate that 

has been designed with binding sites for the dCas9-VPR:gRNA1-complex.  

mKate expression increases as a function of ABA (Figure 4-8) and has a dynamic range 

of ≈10-100-fold activation relative to the uninduced state for each construct. The dynamic 

range of mKate activation depends significantly on the distance between the PAS and the 

post-PAS gRNA, likely due to saturation of mKate activation. In the uninduced state, 
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mKate remains ≈10-100 fold higher than the control where no gRNA is present. Together 

with the observation that EYFP expression is OFF in the absence of ABA, this points to 

the presence of a cryptic promoter significantly driving gRNA1 expression and thus mKate 

activation. Despite the presence of a cryptic promoter, the 10-100-fold activation of mKate 

in the presence of full ABA induction points to the post-PAS gRNAs being expressed 

downstream of a terminator. 

Since cryptic expression occurred at every position tested within the Sox17 terminator, 

we hypothesized the cryptic promoter was located within the post-PAS gRNA cassette 

itself, most likely from one of the ribozymes. To test if any of the ribozymes contained a 

cryptic promoter, we constructed a range of plasmids (Figure 4-9A) replacing one or both 

of the ribozymes with Csy4 recognition sites. These 28 bp sites are recognized by the 

endonuclease Csy4 and cleaved, thereby releasing the gRNA.49 Replacing the HDV 

ribozyme with a Csy4 recognition site bring mKate expression in the uninduced state 

close to the mKate levels observed for the control that lacks a gRNA1, indicating that the 

HDV ribozyme is the primary driver of cryptic gRNA expression. By removing both 

ribozymes entirely and replacing them with Csy4 recognition sites, mKate expression can 

be brought close to the mKate expression observed for the control. However, we note 

that the dynamic range decreases, and that the combination of a 5’ HHR and a 3’ Csy4 

recognition site appears optimal if a higher dynamic range is more important than low 

background expression.  
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Figure 4-8: gRNAs can be expressed downstream of a terminator. (A) mKate normalized to the EBFP 
transfection marker shows that the gRNA is expressed  but with a high degree of cryptic expression 
indicated by the significant mKate activation in the absence of the inducer, ABA (B) The dynamic range of 
mKate activation (the change in mKate activation for each construct relative to itself at ABA = 0) indicates 
the gRNA can be expressed downstream of a terminator, as expression changes as a function of the 
inducer, ABA (C) EYFP normalized to mKate shows the activation and change in upstream gene 
expression.  
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Figure 4-9: Testing cryptic gRNA expression. (A) Constructs designed to test cryptic gRNA expression. 
(B) gRNA expression was measured by mKate activation. By replacing the ribozymes with Csy4 recognition 
sites, cryptic gRNA expression can be reduced. (C) The dynamic range of mKate activation for each 
construct normalized to the expression of EBFP from the transfection marker. Csy4, Csy4 binding sites; 
HHR, hammerhead ribozyme; HDV, HDV ribozyme; tracrRNA, transactivating CRISPR RNA, the structural 
component of a gRNA that excludes the guiding sequence.   
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4.5 Discussion 

Using a plasmid-based system, we show that miRNAs and gRNAs can be expressed 

downstream of a terminator within the first 1 kb without affecting upstream gene 

expression. This has the potential to enable us to co-express miRNAs and gRNAs with 

any endogenous gene without any modifications to the gene itself. 

Both the 5’- and 3’-UTR play a significant role in gene regulation172,173 and changes to 

these regions have the potential for disruptions to endogenous gene expression. 

Embryonic tissue tends to express shorter 3’-UTRs than differentiated tissue, and even 

across differentiated tissue, different cell-types are found to express different 3’-UTRs, 

indicating fine-tuning of gene regulation to the particular cell-type and development 

stage.172 By moving the miRNA or gRNA downstream of the PAS, we reduce the chance 

of any unintended effect on upstream gene expression, while completely preserving the 

endogenous gene. Moreover, using a post-PAS RNA located downstream of the 

endogenous gene removes the need for editing the gene itself. This might be particularly 

important if engineering cells for therapeutic purposes.  

In contrast to other experiments,167 having an exonic miRNA located on the mRNA did 

not impact EYFP expression as a proxy for EYFP mRNA stability. The most likely 

explanation would be the presence of cryptic splice sites, although no pair of splice site 

acceptor and donor could confidently be predicted174 and the previously observed effect 

of the splice sites on EYFP expression is absent. While it is possible the miRNA is not 

processed, the miRNA would in turn also be inactive163 and unable to repress mKate in 

contrast to our observation. Further studies with genomic integration of post-PAS miRNA 

and examination of EYFP transcripts are necessary to understand our observation that a 

miRNA is present in the 3’-UTR without affecting upstream gene expression.  
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Our observation that exonic miRNAs can be expressed without splice sites and 

downstream of a gene has potential biological implications. It suggests that endogenous 

miRNAs could be expressed downstream of endogenous genes without their own 

promoter as transcription naturally continues for up to several thousand bases 

downstream of the terminator.148 Thus, there could be either positive or negative selection 

towards miRNAs located in the proximity of terminators depending on the selective 

advantage of having them co-expressed with the upstream gene. 

Finally, we demonstrate that gRNAs can be expressed downstream of a terminator, but 

that our current design suffers from high cryptic expression. We showed that 

endonucleases might be a viable strategy to replace the self-cleaving ribozymes as the 

means to excise the gRNA. Further studies led by Dr. Fabio Callendo and Dr. Elvira Vitu 

are ongoing to test and optimize this strategy.  

Taken together, we show that small non-coding RNAs can be expressed downstream of 

a terminator. This offers a powerful new method to couple synthetic GRNs to endogenous 

GRNs by coupling an actuator in the form of a small regulatory RNA to the cell state as 

defined by the expression of one or more endogenous genes.  

 

4.6 Methods 

4.6.1 Plasmid construction 

Plasmids were constructed using the hierarchical MoClo system.95 Endogenous 

terminators were amplified from human genomic DNA by PCR and inserted into L0.T 

entry vectors. Post-PAS RNA was inserted into the terminators by PCR amplifying the 

different parts and using Golden Gate cloning to insert them. Expression vectors were 

assembled from entry vectors with the PPhlF promoter, EYFP coding sequence, and the 

terminator (either a terminator with the post-PAS RNA to be tested or a LacZ flanked by 
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SbfI and AscI restriction sites). In cases where the terminator and post-PAS RNA to be 

tested contained BsaI restriction sites, the expression vectors with LacZ and the 

terminator were separately digested with SbfI and AscI, gel purified, then mixed and 

ligated to create the final plasmid with the terminator inserted.  

 

4.6.2 Cell culture and transfections 

HEK293 were maintained in Dulbecco’s modified Eagle’s medium (DMEM) supplemented 

with 10% FBS. HEK293 cells were transfected with ViaFect (Promega) according to 

manufacturer’s instructions. Each reaction was done with 20,000 cells/well in a 96-well 

plate. Each transfection was done with 100 ng total DNA/well with an equal mass of each 

plasmid or linearized PCR product. Cells were immediately induced with ABA and 

incubated for 48 hours after which cells were prepared for flow cytometry 

 

4.6.3 Flow cytometry 

Cells were washed with calcium- and magnesium-free DPBS, trypsinized, and 

resuspended in DMEM with 10% FBS. Suspended cells were centrifuged, and the 

supernatant was removed. Cells were prepared for flow cytometry by a final resuspension 

in calcium- and magnesium-free DPBS with 10% FBS. Cells were analyzed on a BD LSRII 

flow cytometer.  

 

4.6.4 Data analysis 

Flow cytometry data was adjusted for autofluorescence and spectral bleed through using 

the Cytoflow (v1.0) Python package. Adjusted values were exported to R and analyzed. 
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mKate and EYFP fluorescence was normalized to the EBFP transfection marker. Fold-

change was calculated as the ratio between the sample relative to the geometric mean 

of the uninduced plasmid using the same terminator but lacking a post-PAS RNA 

insertion. Dynamic range was calculated as the ratio between the induced state and the 

geometric mean of the uninduced state for each construct. EYFP relative to baseline was 

calculated as the difference between the measured sample and the geometric mean of 

the construct without a post-PAS RNA insert. 
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Figure S4-1: Dynamic range of post-PAS miRNA repression for different terminators. 
Different constructs testing either a post-PAS miRNA, a miRNA in the 3’-UTR or no miRNA were 
tested and miRNA expression was detected by repression of mKate which was constitutively 
expressed from a reporter plasmid. The dynamic range of repression was measured as the ratio 
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between the uninduced and induced state for each construct. The horizontal line at y=1 indicates 
no repression. Missing data indicates the sample was lost during preparation for flow cytometry.  
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Figure S4-2: EYFP/EBFP expression for post-PAS miRNAs. Expression of EYFP for each 
construct was normalized to EBFP. The horizontal line indicates the median value of the reference 
construct, “No miRNA”. Missing data indicates the sample was lost during preparation for flow 
cytometry.  
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Chapter 5. Future Directions 

Here, we have developed tools for (i) inducing a synthetic cell state to control 

morphogenesis (Chapter 2), (ii) detecting a complex cell state as defined by a cell’s gene 

expression profile through synthetic promoters with enhanced cell-state specificity 

(SPECS; Chapter 3), and (iii) sensing gene expression through a post-PAS gene sensor 

(Chapter 4). Combined, these tools enable us to engineer complex multicellular systems 

such as organoids by controlling when and where synthetic gene regulatory networks 

(GRNs) are active, and the morphogenesis of larger multicellular assemblies.  

The use of gene sensors and SPECS enable us to detect distinct cell lineages in a 

heterogenous cell population. Our gene sensor was shown to work for a range of 

terminators that are derived from genes specific to the mesoderm (Meox1 and T) and 

endoderm, specifically the developing foregut (Pyy), anterior endoderm (Hesx1), and 

endoderm more broadly (Sox17).175,176 Applying the gene sensor to detect these cell 

lineages enables directed differentiation or controlled morphogenesis of them. For 

instance, ectopic GATA6 expression in induced pluripotent stem cells led to the formation 

of all three germ layers and subsequent development of a liver bud-like structure.27 The 

liver and pancreas both develop from the foregut endoderm, and as such, it might be 

possible to direct the differentiation of the liver bud-like organoid towards a pancreatic 

fate. We hypothesize that inhibition of pro-hepatic markers such as HNF4α27 by post-PAS 

miRNA expression, and upregulation of non-canonical Wnt signaling such as Wnt5a177 

by post-PAS gRNA expression can be used to direct endoderm cells towards a pancreatic 

fate. Following differentiation of cells to pancreatic progenitors, expression of Pdx1, Ngn3, 

or MafA might be further used to drive β-cell development and maturation.31  

Lack of vasculature is another common issue of organoids,26 but might be addressed by 

ectopic ETV2 expression.29 The original method did not take cell state into account, 

thereby depending on transdifferentiation of some cells which could lead to poor or failed 

differentiation of some cells. A post-PAS gene sensor or SPECS to detect endothelial 



 120 

progenitors might be used for directed differentiation of endothelial progenitors, possibly 

resulting in more robust differentiation that can be applied to multiple different organoids. 

Organoids are organ models that partially capture development and leads to multicellular 

assemblies composed of cell lineages and architecture that ideally resemble the lineages 

and structural organization observed in human organs. While gastruloids are developed 

to mimic the earliest stages of development,178 organoids might skip several of steps of 

early human development and instead model the development of specific tissues such as 

the liver, colon, or brain.23,27,179 Our method to induce cell sorting, either as a function of 

adding inducer, or by coupling recombinase expression to a specific cell state or gene 

through the SPECS or post-PAS gene sensor, respectively, offer an opportunity to 

engineer the early morphology of the developing organoid. For instance, in the previously 

mentioned liver bud-like organoid that expresses all three germ layers,27 sorting of these 

germ layers might change the development of the organoid. We hypothesize that using 

differential cadherin expression might be used to sort different germ layers and cell 

lineages such as the different parts of the foregut. By sorting cell types, gradients of 

secreted molecules might be better controlled and the effect different cell populations 

have on differentiation can be better understood. For instance, we hypothesize that the 

number of mesoderm cells, the mesoderm-to-endoderm ratio, and the distance between 

mesoderm and endoderm cells can influence how any individual cell develops as 

signaling between germ layers is critical for proper development.150 By coupling 

recombinase expression to a gene sensor, this can be used to control ectopic expression 

of cadherins and modulation of cell sorting of different populations as defined through 

gene expression.  

Future work combining directed differentiation and engineered cell sorting thus offer 

exciting opportunities to engineer organoids, with the aim of increasing the reproducibility 

and quality of developing organoids.  
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Abstract 
The human genome, the genetic blueprint that every cell in our body follows, encodes 
approximately 20,000 genes. Through complex regulation of these genes, each cell is 
able to play the role it needs within our body. Synthetic biology, an emerging field in 
biology, seeks to expand on this blueprint and create cells with novel functions. The aim 
of this thesis is to provide methods that expands our ability to engineer and control 
multicellular systems by detecting and rewriting the cell state.  
We first develop a method that enables the creation of a synthetic cell state to control 
morphogenesis. Using inducible expression of recombinases, we show this approach can 
induce a cell to commit to one of two mutually exclusive cell states. By regulating the 
expression of recombinases, we are able to control the distribution of cell states within an 
initially monoclonal and homogenous population of cells. We use the induction of a 
synthetic cell state to control morphogenesis by cell state-specific expression of 
homotypic cadherins which controls the cell’s adhesive properties. This enables us to 
create a large number of different shapes and control morphogenesis.  
Secondly, we develop a library-based approach for cell state-specific gene regulation. 
We design a set of 6,107 Synthetic Promoters with Enhanced Cell-State Specificity 
(SPECS), and identify several SPECS with spatiotemporal specificity during the 
programmed differentiation of stem cells, as well as SPECS that are highly specific for 
breast cancer and glioblastoma stem-like cells.  
Thirdly, we develop a method that allows detection of endogenous gene expression 
without modifying the endogenous gene itself. We show that placing a regulatory RNA 
downstream of a terminator allows for expression of the regulatory RNA, and demonstrate 
this method for miRNAs and gRNAs.  
Together, this thesis develops methods to create synthetic cell states that can be used to 
control morphogenesis, and provides tools to detect endogenous cell states which can 
serve as inputs to control gene regulatory networks.    
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