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Abstract 

 In this thesis, I demonstrate a number of advances toward developing a machine learning 
(ML) model of how designs are valued by their users. The model can be used to better 
understand the implications of furniture design decisions, as well as for commercial strategy. 

Existing ML systems have been trained on the physical and aesthetic features of completed 
furniture designs. We consider these methods to be “top-down” because designers and software 
engineers alone determine which features are considered important to the value of a design. To 
better capture the nuances of how users actually value the various functions of their furniture, I 
first develop a framework for ingesting and classifying user feedback. Next, I conduct a user 
survey to test this framework, generating a “bottom-up”, labeled dataset from the feedback, 
requiring no post-processing. Finally, I develop methods for the computational analysis of this 
data. The analysis is based on a probabilistic ML model trained on the real user data collected. 
The model is trained to quantify how users value various features of furniture designs, beyond 
only physical and aesthetic features. I show how the model can augment existing datasets and 
produce data visualizations to inform design practice and commerce. 

This framework represents a step toward a future in which data sets for furniture—and other 
design domains—are more accessible. By making user feedback available to designers at scale, 
and establishing methods for collecting this data, we can accelerate the development of designer 
intuition and deliver significantly greater value to more users. 
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1. Introduction 

 People value furniture designs in subjective, multifaceted ways. Understanding these 
nuances helps designers develop intuition for creating new designs. It also helps businesses make 
strategic decisions when developing, marketing and selling designed products. And yet, while an 
abundance of furniture designs already exist, our ability to access and leverage data about 
exactly how users value them is limited, even with the growing ubiquity of machine learning 
(ML) for data analysis. To work around this problem, some ML systems for classifying and 
recommending furniture designs have been developed, such as the product recommender systems 
used by Wayfair, a technology company in furniture and design e-commerce (Yusuf & Wayfair, 
2019). However, these ML models rely on what we define as “top-down” representations of 
furniture designs: representations constrained by typology, style and other classifications which 
are assumed to be constant for all users. These representations are called “top-down” because 
they are constructed on the assumptions of designers, businesses and software developers, and 
not on user experience. In reality, users may value various furniture designs of similar typology 
and style quite differently. Each user’s conceptual interpretation of “typology” and “style” may 
also be distinct. Can ML models for design be more useful if they are not built on “top-down” 
assumptions? 

If a primary goal in furniture design and business is to continually improve the outcome of how 
users value designs, we need a “bottom-up” ML framework for collecting and interpreting user 
feedback about the value of those designs, rather than a “top-down” recommendation system. In 
this thesis, I present such a framework. It is built on the foundation of representing designs 
based on how they are valued, as reported directly by users. The framework helps designers and 
businesses to understand how users value designs, and includes methods for (1) designing data 
representations for furniture designs, (2) designing user surveys about the value of furniture 
designs, (3) distributing user surveys and (4) developing ML models to process and interpret 
survey data. 

This thesis shows steps toward a future in which user feedback is more accessible to furniture 
designers, furniture businesses and others. I demonstrate how the framework’s ML model can be 
used to show an overview of large data sets of user feedback, model the preferences of new users 
and augment existing data sets. The model’s efficacy is evaluated by comparing results to a test 
data set separated from the original data set. 

By adapting this framework to address other types of designed artefacts (products of the design 
process), other disciplines such as architecture or user interface design can also benefit. By 
integrating the framework shown in this thesis, businesses who offer products can reduce the risk 
of strategic decision making; assumptions about how customers may value product offerings will 
no longer rely on intuition, but will be informed by “bottom-up” data reported by users. If we 
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adopt frameworks which help disciplines to better understand subjectivity in how users value 
designs, we have the potential to produce more value for a drastically greater number of users. 

2. Background 

2.1. Assumptions about Functionality and Use 

 The framework presented in this thesis relies on a number of key assumptions 
surrounding the use and valuation of artefacts (in the case of this research, the artefacts are 
furniture): 

1. People use designed artefacts in different ways. As such, artefacts perform different functions 
for different people. 

2. There is little distinction between “functional” and “non-functional” classifications when 
describing how people use artefacts (Crilly, 2010). For example, a dining chair may be used 
as a place to sit during a meal, but it may also be used to demonstrate personal aesthetic 
preference to dinner guests. 

3. The value of an artefact is defined differently and individually by each user, based on the 
utility of that artefact to the user. We assume that individuals can identify their own 
preferences, and use them to build relationships between alternatives when making decisions 
(Fishburn, 1970). 

The framework shown in this research builds on these assumptions to take advantage of the 
nuances of how artefacts are valued. To understand how, we must first unpack these 
assumptions and the work that others have done in relation to them. First, we acknowledge that 
theory surrounding the design, use, function and value of artefacts has been researched 
extensively, particularly in the context of the branch of philosophy called Function Theory. 
Research in Function Theory sometimes accepts that there is no singular definition for 
functionality, because of its intrinsically subjective nature. (Kroes & Meijers, 2006), (Crilly, 
2010) and (Mahner & Bunge, 2001) are three examples which are aligned with this perspective. 
Contrasting views, as in Pahl and Beitz’s “Engineering Design” (1977), argue that functionality 
can be understood objectively; through a systematic analysis of inputs and outputs, functions 
are intentionally designed into an artefact. In the context of this thesis, we understand this 
approach as “top-down”, because it regards the process of design as originating and ending with 
designers (who may also be called engineers, among other titles). In a 2010 article, Nathan 
Crilly rebuts the top-down view by elaborating on the breadth of definitions of functionality 
which have historically been both accepted and challenged, establishing the importance of also 
considering the user’s role. For example, it is clear that sofas, while intended for sitting on, are 
also used ubiquitously for sleeping on. The set of functions defined by a sofa’s designer, 
therefore, is a subset of all possible functions of the sofa. We can further explore this superset of 
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functions by accepting non-physical-spatial functions as valid, such as the role the sofa plays in 
its user’s social interactions, or how it expresses its user’s personal identity. 

2.2. Classification Systems Which Include More User Perspectives 

If a primary goal is to understand the nuanced value of all designs, we need some way to classify 
and analyze designs and their corresponding artefacts. By working toward accepting an 
unconstrained definition of functionality, we can let go of the notion of classifying artefacts 
based on “functional” and “non-functional” features (Crilly, 2010). Instead, we can begin to 
classify them based on their utility to users. (Bailey, 1994) elaborates on the subjectivity of 
classification, emphasizing that the quality of a classification relies on the ascertainment of key 
characteristics that are important to how the classification is used. Because characteristics which 
determine the value of furniture designs are different for every user (Fishburn, 1970), it is 
necessary to develop as broad a classification system as possible within an expandable 
framework if we want to understand most user perspectives. 

Machine-learning-based classification systems have been used extensively to drive decision 
making in the context of business, commerce and even design. These algorithms learn and 
improve their performance as they are continually trained on more data (Dhall et al., 2019). 
Their ubiquity has allowed e-commerce and web-based services such as Amazon and Netflix to 
deliver relevant content to users based on user behavior and preference data (Amatriain, 2013). 
The set of data used to train a ML algorithm and improve its performance at making 
predictions is called a training data set. It is used to fit and continually refine parameters of a 
machine learning model, which define the decision making process of the algorithm (James, 
2013). As a result, the capacity of a machine learning model to make accurate inferences, 
predictions and outputs is a direct result of the quality of its training data. In fact, we have seen 
that bias, inaccuracy and unrigorous data sourcing in training sets have significant effects on 
how machine learning algorithms perform in the real world (Turner Lee, 2018); stated simply, 
our algorithms are only as good as our data. As such, one objective of this thesis is to establish 
a more rigorous and less biased standard for data sets relating to design domains—and training 
data sets in particular. This thesis shows a framework for collecting data about furniture design, 
specifically. 

Data collection, however, presents a significant challenge to the development of a machine 
learning model for understanding how users value designs. Moreover, data collection is often a 
bottleneck for the field of machine learning, in general (Roh et al., 2019), because large, labeled 
datasets rarely exist for newly developed applications of ML. In the case of furniture design, 
existing models have often been applied in the context of e-commerce, as the aforementioned 
Wayfair system has. For these models, data sets are constructed based on user purchasing and 
browsing behavior (Yusuf & Wayfair, 2019), which is indicative of a users’ preconceptions of 
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designs rather than their experience of designs. To take steps closer to a data set based on user 
experience, we can begin by collecting user feedback about designs. 

2.3. Data Collection and Machine Learning for Furniture Designs 

To obtain a high quality “bottom-up” training data set, it is necessary to allow user feedback to 
directly shape the data. Roh et al. (2019) provide an overview of the state of data collection 
methods, identifying “data generation” as the process of manually or automatically gathering 
data when no existing data is available. Roh et al. (2019) discuss crowdsourcing as a means of 
both gathering and preprocessing data, including labeling. The methods shown in this thesis 
employ crowdsourced data, which is both gathered from and preprocessed by users. Because 
nearly every person has interacted with a piece of furniture, we hypothesize that conducting a 
user survey is an effective way to crowdsource data about furniture designs. Some forms of 
machine learning, then, may be effective at analyzing patterns and trends in large data sets 
about furniture design, making learnings more interpretable and accessible (as long as learnings 
can be shown through visualizations). In other design domains such as architecture, it has been 
observed that designers develop significant intuition over time simply by interacting with clients 
and processing their feedback (Luck, 2007). Similarly, by expanding access to user feedback 
about furniture designs, we hypothesize that furniture designers and businesses can accelerate 
their development of design intuition to produce more value for end users. 

State of the art machine learning models based on matrix factorization and collaborative 
filtering are typically built using a matrix of Users × Items, where each User-Item pair is 
associated with a boolean value of True or False (Adomavicius et al). Collaborative filtering 
refers to the use of matrix factorization to predict unknown preferences of a user based on the 
preferences of other users (Su, 2009). For example, Wayfair uses a matrix factorization system to 
train a machine learning model on user interest in furniture items for their e-commerce 
catalogue (Yusuf & Wayfair, 2019). Although this method is highly applicable (and 
demonstrated) in industry for recommending products to users, it does not allow for User-Item 
pairs to represent data more complex than binary values. In many cases, users value furniture 
designs based not on one factor, but rather on a combination of factors; often, a user may have 
both positive and negative opinions about different and unrelated features of a design. 

A number of works exist which have taken steps toward machine learning models that reflect the 
nuance of user preference and utility. (Adomavicius et al.) clearly define the concept of multi-
criteria decision making (MCDM) problems in machine learning, whose solutions “model a user’s 
utility for an item as a vector of ratings along several criteria” (Adomavicius et al.). (Sahoo et 
al., 2012) demonstrate significant improvements to machine learning recommendation quality 
when they train a model using multi-component data (using the Yahoo!Movies data set).  
Similarly, (Kouadria et al., 2020) develop a multi-critera collaborative filtering recommender also 
trained on data from the Yahoo!Movies data set. The recommender generates a “top-N 
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list” (Kouadria et al., 2020) of movie recommendations. Although this type of multi-criteria 
system is a step toward a more nuanced recommender, we note that the output of the system is 
a list of recommended items, and does not provide detailed information about the quality of 
users’ preferences which could help designers and businesses to build intuition. Toward 
producing flexibility in machine learning recommenders, (Alkan and Daly, 2020) present a 
solution which incorporates time as a variable of influence on model parameters. This produces 
more accurate predictions for users, as the utility of items may change over time. In the context 
of design, (Iqbal et al., 2018) present a multimodal recommender that produces 
recommendations for matching assortments of furniture. While this is a step toward producing 
more value for users in the context of e-commerce and design, the theoretical foundation for the 
work is “top-down”; it produces recommendations only on the basis of “style and aesthetic 
preference”. (Xing et al., 2020) make a fundamental contribution to research in this domain by 
demonstrating how machine learning models can be trained on data sets for which “[user] ratings 
of…design works are set as the ground-truth annotations” (Xing et al., 2020). Ultimately, their 
model is used to evaluate only aesthetic preference, but in a “bottom-up” way. If we want to 
leverage data to truly understand how users value furniture designs and build on these notable 
works, we need to design the structure of that data to reflect the nuance of user preferences. The 
first step toward leveraging data, however, is collecting it. 

3. A Framework for Understanding How Users Value Designs 

3.1. Methods for Designing Data Representations for Furniture Designs 

 To begin collecting user feedback on furniture designs, we must first understand how the 
feedback will be used. Because a primary objective of this thesis is to take steps toward a 
machine learning model of the value of designs, the user feedback will be used as input or 
training data in a machine learning model; this helps to define the structure of the data, and 
will inform the design of the user study to be conducted. 

In this section, I first describe how I developed a basis for structuring data representations for 
furniture designs. I then describe the process of engineering specific features comprising the data 
representation. 

One way of working toward capturing the nuance of how users value furniture designs is to 
define a data representation composed of a broad set of features. An example of data 
representation for a furniture design is an n-dimensional vector, each dimension of which 
represents one feature of that design. Each dimension has a magnitude representing something 
about its corresponding feature. In the case of this thesis, we will use an n-dimensional vector to 
represent a furniture design and all of its features. The magnitude of each dimension represents 
a user’s valuation of that feature, and can be positive or negative depending on the user’s 
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preferences. A positive magnitude indicates that a feature adds value to the design, from the 
user’s perspective. A negative magnitude indicates that a feature takes value away. 

These features will be used as inputs in a user study to collect feedback and build a training 
data set. As a step toward developing a nuanced representation, I first generate a broad range of 
feature types which work towards expanding the definition of functionality of designed artefacts. 
An artefact, in this thesis, is defined as a physical object that results from the process of design. 
For some domains, the functions of an item can be evaluated using a binary value (e.g. 
“functional” or “non-functional”, “good” or “bad”, “0” or “1”). However for design domains, and 
specifically design domains which produce physical artefacts, functionality for users can be 
understood in many distinct ways; a designed artefact may serve many functions for a user 
which may not be readily visible to an observer, i.e. a design may serve a sentimental or 
emotional function which contributes significantly to the user’s valuation of the design. This is 
why we consider an individual function of a furniture design to be a feature of that design, and 
so we refer to “functions” in this research synonymously with “features”. To capture a broad 
range of possible functions, I structure training data based on six categories of functionality, as 
discussed in (Crilly, 2010): (1) Proper and system function (2) design, use and service functions 
(3) manifest and latent functions (4) physical and status functions (5) technical, social and 
ideological functions and (6) aesthetic and non-aesthetic functions. Figure 1 shows the taxonomy 
of these categories (top) and specific examples of functions in those categories which apply to 
furniture designs (bottom). The functional categories are defined below, with reference to 
function theory research discussed in section 3, and particularly (Crilly, 2010): 

1. Proper and system functions relate to a user’s perception of how a design will be used, 
and then how that design is actually used. We can understand the user’s perception of 
function to be distinct from its actual use, because it may differently but significantly 
contribute to the user’s valuation of the design. 

2. Design, use and service functions reflect the variance in how an artefact’s designer 
intended it to be used versus how it is actually used. This category also encompases 
functions that may have been unexpected by the designer, but also contribute to the 
design’s value. 

3. Manifest and latent functions are functions that are uniquely beneficial to each artefact’s 
user, and are not readily apparent to observers. 

4. Physical and status functions directly reflect the physicality of a designed artefact: its 
shape, form, material and construction. This category also accounts for functions of an 
artefact that result from its physical presence, specifically its relationship to the space 
around it; physical artefacts may often serve to define or mark spaces. 
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5. Technical, social and ideological functions have to do with an artefact’s functionality 
during interactions. Technical functions have to do with physical touch. Social functions 
have to do with the artefact’s role in social interactions. Ideological functions have to do 
with an artefact’s cultural or personal significance to the user. 

6. Aesthetic and non-aesthetic functions are functions that have to do with the way an 
artefact looks, or the ideas relating to the artefact’s design, respectively. 

It should be acknowledged that this list of categories is not exhaustive, because a truly 
comprehensive representation of functionality will consider all facets of a user’s relationship with 
an artefact. Instead, this thesis works to develop a definition of functionality which is broader 
than the definition typically used when building machine learning systems for functional designs. 
This thesis provides a framework which can be expanded to include other categories of 
functionality, but begins with the aforementioned six categories. 

 

Figure 1: Taxonomy showing categories of functionality (top) and specific 
functions of furniture designs (bottom). 

3.2. Results of Feature Engineering 

Each of the six categories describes a different way to evaluate the functionality of an artefact. 
However, we must further break down these categories to develop a more specific data 
representation for furniture designs, identifying real features of furniture designs that are 
encompassed by each category. The reason for further breaking down these categories is so 
survey respondents can easily evaluate furniture designs they have experienced; the existing six 
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categories are too broad to be easily intelligible both by respondents and those analyzing 
responses. The features identified in this thesis are described below, listed under their parent 
categories. Each one refers to a feature of a furniture design which can contribute to a user’s 
valuation of that design: 

1. Proper and system functions of furniture designs 

a. Preconceived functions: functions of a furniture design which a user anticipated 
before owning or using the design. 

b. Experienced use functions: functions of a furniture design which result from its 
unique context, during its actual use. 

2. Design, use and service functions of furniture designs 

a. Intentionally designed functions: the functions of a furniture design that were 
intended by its designer. 

b. Idiosyncratic functions: the functions of a furniture design that were not intended 
by its designer. 

c. Beneficial functions: the functions of a furniture design which lead to unintended 
benefits or positive outcomes. 

3. Manifest and latent functions of furniture designs 

a. Personally beneficial functions: the functions of a furniture design which lead to 
benefits or positive outcomes that are unique and personal to each user. 

b. Latent functions: functions of a furniture design which users are unaware of. 

4. Physical and status functions of furniture designs 

a. Physical functions: the size, shape, material and construction of a furniture 
design. 

b. Spatial functions: the function of a furniture design as a marker or symbol of 
space, e.g. a table which divides a room. 

5. Technical, social and ideological functions of furniture designs 

a. Interactive functions: the ergonomics of the furniture design when a user 
physically interacts with it. 

b. Social functions: the role of the furniture design in social relationships, and its 
capacity to affect interpersonal and social dynamics. 

c. Cultural functions: the furniture design’s significance to a user’s personal identity 
or culture. 
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6. Aesthetic and non-aesthetic functions of furniture designs 

a. Aesthetic functions: the way the furniture design looks. 

b. Conceptual functions: the ideas, symbolism, stories or concepts that relate to the 
furniture design. 

Now that we have established a broad range of possible functions that a furniture design may 
have, we can evaluate whether each one adds or takes away value, from a user’s perspective. A 
straightforward method for evaluating features is to conduct a user survey. The design of the 
survey is important, because it determines the structure of the survey’s resulting data. Survey 
design also affects respondents’ ability to complete a survey without fatigue, thus affecting the 
quality and accuracy of responses. By distributing bespoke user surveys in this thesis, I show 
how a survey can also be a tool for feature engineering, offering information on the relevance 
and comprehensibility of each feature identified above. 

3.3. Methods for Designing User Surveys About the Value of Furniture Designs 

In this section, I describe the process of designing user surveys based on the data representation 
described in the previous section. The goal of the user survey is to quantify how users value 
various features of a furniture design. The output of the survey is a training data set which does 
not require data cleaning in order to be used for machine learning. It is generated in a bottom-
up way, directly from user feedback. 

To generate a ready-to-use training data set for machine learning from a user survey responses, 
we need a user survey which effectively allows respondents to create a data representation of a 
furniture design simply by completing a survey. User research best practices suggest that 
collecting speculative data is less useful than collecting known data, because bias may be 
introduced to the respondent if they are asked to speculate (Lewis, 2006). As such, the survey 
asks respondents to answer questions about a furniture design artefact they own or have already 
used. This bottom-up method is an important improvement on state-of-the-art methods for 
classifying furniture designs, which often use image recognition or simple “style”-based 
classification. Both of these methods are top-down because they classify designs from the 
perspective of the machine learning engineer rather than allowing classifications to emerge 
directly from user feedback. 

 

Figure 2: High level structure, or flow, of the user survey on the value of 
furniture designs. 
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The high level survey flow, or the procession of a user through the survey, is shown in Figure 2. 
First, respondents optionally answer questions about themselves, including demographic 
questions, in the “User Input” section. Although users input information about themselves, the 
data cannot be used to identify any respondent, and the survey is completely anonymous. Next, 
respondents input a furniture design that they have owned or previously experienced, in the 
“Item Input” section. The next section, “Feature Classification” is where users classify the 
furniture design by indicating which features add or subtract value from the design. The last 
section, “Feature Weighting”, allows users to quantify each feature’s influence on their perceived 
valuation of the design. 

Four detailed versions of the survey flow are shown in Figures 3, 4, 5 and 6. The process of 
designing the survey involved creating iterations, evaluating those iterations for complexity and 
potential to generate user fatigue, and then testing the least complex iteration with a small 
sample of respondents. Research from (Aguinis et al., 2019) was also referenced throughout the 
survey design process. The design iterations are described below. 

 

Figure 3: Survey Flow A, in which users generate features and categorize 
them using drill-down questions. 

3.4. Flow A: Drill Down 

Users first answer demographic questions about themselves. (Amaya, 2020) provides valuable 
best practices for asking users about their personal identity. Next, users input a furniture design 
artefact they have owned or experienced. Next, users use open-ended text inputs to identify 
features of the design. Next, each feature is classified under a category described in section 3.1. 
by the user, using drill-down selection menus (multi-step menus which allow the user to select 
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categories and sub-categories). Finally, features are weighted (given magnitude) based on their 
influence on the user’s valuation of the design, on a scale from 0 to 10 points. 10 indicates the 
strongest influence, and 0 indicates no influence. 

 

Figure 4: Survey Flow B, in which users generate features which they then 
sort and rank. 

3.5. Flow B: Sort and Rank 

Users first answer demographic questions about themselves. Then, users input a furniture design 
artefact they have owned or experienced. Next, users are sequentially presented with 
descriptions of each of the six categories of functionality described in 3.1. After each category 
description, users use open-ended text inputs to identify features of the furniture design which 
are encompassed by the category that has just been presented. For each feature, users indicate 
“+” or “-“, identifying whether the feature adds value to the design or takes value away. After 
users input features for each of the six categories from 3.1., they indicate a magnitude for each 
feature based on its influence on the user’s valuation of the design. Users choose a magnitude on 
a scale from 0 to 10 points. 10 indicates the strongest influence, and 0 indicates no influence. 

 

Figure 5: Survey Flow C, in which users classify features listed in a word bank. 
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3.6. Flow C: Feature Bank 

Users first answer demographic questions about themselves. Then, users input a furniture design 
artefact they have owned or experienced. Next, a list of features specific to furniture design, as 
described in 3.1., is presented to users in the form of a “feature bank” (a collection of features, 
written as words, which can be used as responses). Users then sort the features into two 
categories: features which add value to the design and features which take value away. Users are 
not required to sort every feature; some may not be applicable. After users sort features from 
the feature bank, they indicate a magnitude for each feature based on its influence on the user’s 
valuation of the design. Users choose a magnitude on a scale from 0 to 10 points. 10 indicates 
the strongest influence, and 0 indicates no influence. 

 

Figure 6: Survey Flow D, in which Feature Classification and Weighting are 
combined into one step using slider inputs. 

3.7. Flow D: Feature Categories Only 

Users first answer demographic questions about themselves. Then, users input a furniture design 
artefact they have owned or experienced. Next, users are presented with descriptions of features 
specific to furniture design, as described in 3.1. Users are asked to indicate an integer magnitude 
on a scale from -5 to 5 for each feature, representing its influence on the user’s valuation of the 
design. -5 indicates that a feature significantly takes value away from the design. 0 indicates that 
a feature does not add or take away value. 5 indicates that a feature significantly adds value to 
the design. Users have the option to indicate “Not Applicable” for any feature. 

3.8. Survey Complexity Analysis 

A quantitative analysis of each survey design is conducted to evaluate complexity. Table 1 shows 
the evaluation for survey designs A, B, C and D. If we assume t hat respondent fatigue increase 
linearly with survey complexity, we can make an informed determination as to which survey is 
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likely to yield high completion rates and high quality responses. We define survey complexity as 
a function of the number of user input questions (nu), the number of item input questions (ni), 
the number of features in the survey (nf), and the number of features which users indicate as 
“not applicable” (nfN/A). We define two constants: constant NT to represent a unit of complexity 

of a “non-text input” survey question (i.e. multiple choice, drop-down selection, etc.), and 
constant T to represent a unit of complexity of a “text input” survey question (i.e. an open-
ended question for which respondents type text).  Complexity is calculated as a summation of 
the complexities of all of the survey sections. Because text input questions cause considerably 
greater respondent fatigue than non-text input questions (Crawford et al., 2001), T > NT. In 
most cases: 

fN/A ⊂ f  →  nfN/A < nf 

In the case that a respondent indicates every feature is N/A: 

fN/A ⊆ f  →  nfN/A = nf 

Survey D’s complexity, in that case, is computed as: 

NT(nu + ni + nf + nfN/A) +  T 

= NT(nu + ni + nf + nf) +  T 
= NT(nu + ni + 2nf) +  T 

Survey flow D achieves the smallest complexity in all cases but the above case, assuming the 
aforementioned variables and relationships. In the case above, survey D’s complexity is 
equivalent to survey C’s. By combining the feature classification and feature weighting steps into 
one, and significantly reducing the number of text inputs, we determine survey D least likely to 
cause respondent fatigue, and select it to be used in this research. But, it is important to note 
that there is a non-trivial tradeoff between reducing text inputs and quality of responses; 
surveys A and B, for example, allow users to define their own features, which has the potential 
to produce higher quality results. Surveys C and D pre-define a set of possible features of 
furniture designs (as in 3.1.), but allow respondents to indicate if a feature is not applicable. To 
achieve a true, bottom-up classification of furniture designs, users would ideally generate 
bespoke features using text inputs. However, once distributed, high amounts of user fatigue were 
observed to considerably reduce the survey’s completion rates and response quality, even when 
using a long version of the simplest design, survey D (see section 3.7.), and so options A and B 
are determined to be infeasible to distribute. I describe future work which can lead to an even 
more optimal survey design in section 6. 
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Table 1: Quantitative analysis of survey complexity. 

3.9. Survey Design Results 

3.9.1. Survey Questions 

To prompt users to respond in the “user input”, “item input”, “feature classification” and “feature 
weighting” steps, we need a set of survey questions. Respondents are not required to give a 
response for any single question to complete the survey, except for an initial disclaimer in which 
the respondent acknowledges their voluntary participation in—and option to cease responding at 
any time to—the research study. If a respondent does not acknowledge the disclaimer, they may 
not participate. Respondents under the age of 18 also may not participate. 

For the user input step, respondents are asked to select their age, personal income, gender 
identity, racial identity and location (by zip code, city, state or country). Users are also asked a 
series of questions which provide insight into their exposure to the discipline of furniture design. 
For example, users are asked where they get information about furniture and design, and are 
given the option to select numerous media sources, books, museums, or input their own source. 

In the item input step, users are prompted to identify a piece of furniture that they picked out, 
have owned or have lived with. Users identify the furniture design by selecting a typological 
category (i.e. seating, tables, lighting, etc.) and then a specific type (i.e. bench, dining chair, 
desk chair, etc.). Users also indicate the brand or manufacturer and designer of the furniture, if 
known. Although this data can be used to classify furniture designs, we are interested in 
generating a classification based on how users value designs—not based on typology. So, we 
collect this information for future reference but do not use it as training data in the development 
of a machine learning algorithm. 

User Input Item Input
Feature 
Classification

Feature 
Weighting

Survey Complexity

Non-
text 
input 
(NT)

Text 
input 
(T)

Non-
text 
input 
(NT)

Text 
input 
(T)

Non-
text 
input 
(NT)

Text 
input 
(T)

Non-
text 
input 
(NT)

Text 
input 
(T)

A nu 0 ni 1 + nf 3 × nf 0 nf 0 NT(nu + ni + 4nf) +  T(nf + 1)

B nu 0 ni 1 nf nf nf 0 NT(nu + ni + 2nf) +  T(nf + 1)

C nu 0 ni 1 nf 0 nf 0 NT(nu + ni + 2nf) +  T

D nu 0 ni 1 nfN/A 0 nf 0 NT(nu + ni + nf + nfN/A) +  T
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In the combined feature classification and weighting step, users are presented with a list of 
features that may apply to their furniture, as in 3.1. Users select “not applicable” if a feature 
does not apply. If it does apply, users indicate a quantitative weight for the feature on a scale of 
-5 to 5 by sliding a slider. 

 

Figure 7: Selected survey questions generated and tested with users. See 
appendix for full list. 

3.9.2. Survey Interface 

The user survey was built using Qualtrics XM, a web-based software for creating and 
distributing surveys. The survey does not include any images, because respondents are asked to 
answer based on a furniture design they already own or have experienced. The survey is 
completed in a web browser, accessible via an anonymous link. Respondents are 
programmatically prevented from responding to the survey more than once, however this process 
does not allow respondents to be individually identified. Respondents proceed through the 
survey by answering one or more questions, and navigating to the next step using a “next” 
button. Respondents may also move backward through the survey by using a “back” button. By 
separating questions into multiple steps, user fatigue is significantly reduced as users are able to 
better perceive their progress. To further improve this perception, a progress bar is displayed 
during the survey, indicating at all times the remaining portion of questions to be completed. 
The survey’s interface is designed using a 12 to 14 point sans-serif font on a white or grey 
background for accessible viewing. When a user selects an answer, that answer’s background 
changes to a high-contrast, dark color to avoid confusion about selection. The survey interface is 
responsive to browser size; its graphic layout and dimensions change as a function of browser 
size or device. The survey interface is optimized for viewing on a mobile device, and prevents 
text from being obscured or occluded by page elements. Button positions are adjusted for 
physical accessibility on mobile devices. Improvements to the accessibility of the interface 
include further considerations for respondents who have visual impairment or differences in 
physical ability, such as interface color options, size options and text-to-speech. 
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Figure 8: Mobile survey interface and flow, from user input to feature 
weighting. 

3.10. Methods for Distributing User Surveys About Furniture Designs 

3.10.1. Survey Sample Population 

In this section, I show a process for distributing user surveys about furniture designs. I describe 
the specifications for the population samples in this thesis, and discuss how the design of the 
survey affects its completion by users. I also show methods for evaluating the relevance of the 
data representation of a furniture design described in 3.1., based on feedback from user survey 
respondents. 

The user survey in this thesis focuses on users in the United States. The methods for data 
collection should be viewed as part of the framework, which is adaptable to other populations 
but may require modifications or further developments to produce the same results.  

The survey in this thesis was completed by respondents in three rounds: The first round was 
conducted with a sample of five graduate students in Cambridge, Massachusetts (p=5) studying 
design, technology and business. The second round was conducted with an anonymous general 
United States population sample of 17 people (p=17). The third round was conducted with an 
anonymous general United States population sample of 27 people (p=27). In total, there were 49 
responses from people in the United States (p=49). In the second and third rounds, respondents 
were each offered entry into a raffle for a pendant lamp as an incentive (one entry per 
respondent). Because the population sampled in this research is limited in size, the results of the 
work should be understood, again, as part of a framework which can be further developed to 
better represent general populations. With a larger population sample size, or with a sample 
from other locations, the resulting data will more accurately reflect the views of those 
populations, including the valuation of furniture designs. This thesis serves to show a process for 
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effectively collecting survey data about the value of designs, which can be immediately used as a 
training data set for machine learning. 

 

Figure 9: Evolution of user survey throughout distribution, testing and 
soliciting respondent feedback. 

3.10.2. Survey Round 1 Methods and Feedback 

The first round of survey distribution was limited to a small sample size (p=5) such that 
interviews could be conducted after completion. The survey used design D from section 3.7., but 
weighting and categorization were initially separated into two steps. The survey included a total 
of 90 questions. Respondents, after completing the survey, were asked to provide feedback about 
the survey’s content, ease of completion, comprehensibility and suggested improvements. 
Interviews with respondents yielded the following notes: 

• Features relating to physical properties were particularly relevant. 

• Some features were difficult to understand. 

• Completion time was too long; 17 minute completion average. This was a significant 
issue that every respondent mentioned. 

• Demographic question wording could be improved. 

• Weighting and categorizing separately was arduous. 

• The mobile user interface was broken in some views. 

22



• Some features were redundant or incomprehensible. Latent functions and preconceived 
functions were difficult to understand and did not receive responses. Intentionally 
designed functions were understandable, but unknown to respondents (users were not 
aware of the intentions of furniture designers). Experienced use functions and 
idiosyncratic functions were perceived as redundant. 

• Slider behavior was inefficient. 

• A “not applicable” option was useful. 

• Slider scale of -5 to 5 was confusing and increased response time. 

• Default position of sliders increased response time and needed adjustment. 

• Sliders were effective on desktop but less so on mobile, due to aforementioned problems. 

3.10.3. Survey Round 2 Methods and Outcomes 

The second round of distribution was to a random, anonymous, general United States 
population with sample size p=17. Survey responses were solicited through social media 
advertisements, the placement of which was randomized without preference to any particular 
population within the United States. Survey design D was still used for this round, but a 
number of changes were made based on interview feedback from round 1. Word count was 
reduced by 25-50% on every feature question. The behavior and functionality of the sliders was 
improved on desktop and mobile. The scale of the sliders was simplified from [-5:5] to [-3:3]. The 
feedback from round 1 also allowed for further feature engineering. Questions about 
preconceived and latent functions were omitted because they received few responses and were 
difficult to understand. Intentionally designed functions were omitted because users were 
generally not aware of the intent of furniture designers and were unable to answer these 
questions. Experienced use functions and idiosyncratic functions were merged, and some 
redundant questions from these categories were omitted (Figure 10). The number of questions 
was reduced to 77. Even with these changes, the completion rate of the survey was low (no user 
was able to complete the survey in its entirety, and significant drop-off was observed during the 
feature classification and weighting section). 
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Figure 10: Feature engineering based on survey results and respondent 
behavior. 

3.10.4. Survey Round 3 Methods and Outcomes 

The second round of distribution was to a random, anonymous, general, United States 
population. Survey responses were solicited through social media advertisements as in round 2. 
In round 3, the design of the survey was maintained, but the 77 questions were reduced to 11. 
Each question was representative of a category shown in Figure 1. The physical functions 
category was allocated two questions, because all respondents in round 1 noted it as the most 
relevant to them. A larger number of users (p=27) responded to the survey with these 
modifications, and all respondents reached the end of the survey. Less drop-off was observed 
during the feature classification and weighting section. 

3.11. Developing a Machine Learning Model for Understanding How Users Value 
Designs 

I describe methods, in this section, for using bottom-up data to train a probabilistic machine 
learning model. I first explicate the model’s bottom-up training data set, which is a result of the 
user survey in 3.7. I then describe how the framework in this thesis builds in checks for bias in 
the data set. Next, I describe the probabilistic model. Then, I describe the procedure for 
learning probabilistic distributions on user valuations of furniture designs based on the training 
data (training the model). Finally, I explain a procedure for augmenting datasets using the 
model’s learned probability distributions. This procedure can be adapted to make predictions 
about new user preferences, for example, in the context of design practice or commerce. 

3.11.1. A Bottom-Up Training Data Set 

Working toward the goal of establishing more rigorous standards for data sets about design, this 
thesis demonstrates the use of a data set output directly from user surveys. The user survey 
described in previous sections was designed to produce detailed representations of furniture 
designs by asking respondents to indicate which features add or subtract value from the design, 
and how significantly. The output training data set is structured as a two-dimensional array of 
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Furniture Designs × Design Features. Each element of the array is quantified with an integer 
value between -3 and 3, corresponding to how one user values a feature of a furniture design. 
One column of the array represents all surveyed users’ valuations of a single design feature, as it 
applies to each user’s chosen design:  

          Feature 0 

Design x      -3 

Design y       1 

Design z      -2 

            …           …  

Design n       2 

A single row of the array is equivalent to an n-component vector representation of one user’s 
complete valuation of a furniture design: 

    Feature 0 … Feature n 
Design x  [ -3, -2, 0, -3, 1, 3, 2, 3 … 1]  

3.11.2. Bias Checks and Equitable Data Science 

If we acknowledge that ignoring differences between groups of people produces bias and inequity, 
the data we have collected about respondents and their furniture typologies can serve as a series 
of checks that allow us to assess bias present in our data. Groups of rows can be identified by 
corresponding user data, such as demographics. Similarly, groups of columns can be identified by 
furniture typology or brand. It is therefore possible to produce useful statistics for groups of 
users and groups of furniture typologies, such as group row and column averages. We can also 
observe differences and similarities between groups of user who have had exposure to the 
discipline of design and those who have not. Typically, designers produce furniture designs 
without first conducting a study of how their design may or may not be biased, or how it could 
be more equitable for users. Design data sets which do not ignore demographic information, but 
rather make it more accessible, provide an opportunity for designers and design retailers to view 
users’ self-reported feedback while considering how their work may serve groups differently. 

Data sets which exclude demographic information do not offer this possibility, obscuring biases 
that are inevitably present in data. While three data types for building in bias checks are 
presented in this thesis (user demographics, furniture typology/origin and exposure to design 
discipline),it is possible to expand the framework to include others. Inclusion of these checks 
should not be a substitute for fair and unbiased population sampling when distributing surveys, 
however. Although the data set used in this thesis should be viewed as a small preliminary 
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sample not representative of larger populations, but rather as an example in a framework, a 
breakdown of a demographic data is shown in Figures A1, A2, A3, A4 and A5. 

3.12. A Probabilistic Machine Learning Model 

3.12.1. Building Probabilistic Models 

Beyond simply providing a framework for data collection, this research demonstrates how a 
simple probabilistic machine learning model can be built to process user feedback. The complete 
data array described at the beginning of 3.11.1. serves as the model’s training set. A test set, or 
a portion of the training data, is reserved (not included in the training set) so it can be used to 
evaluate the model’s efficacy after training. 

The framework presented here should be understood to potentially work with any type of 
machine learning model, including neural networks, Bayes networks, and others—although some 
models (such as collaborative filtering-based models discussed in 2.3.) may be more poorly 
suited to the furniture design domain than others. Because we would like to condition 
predictions and outputs on existing data from our survey, it makes sense to start by developing 
a probabilistic model. 

In the case of probabilistic models, training data provides a basis for learning probability 
distributions. A probability distribution is a function which represents the likelihood of possible 
events given certain conditions (Everitt, 2006). In the case of the framework in this thesis, the 
existing conditions are the features of furniture designs, and the events are the valuation of 
those features by users. This means that our goal is for the model, when trained, is to learn the 
likelihood that users will rate each feature a -3, -2, -1, 0, 1, 2 or a 3. To further emphasize this 
research as a framework which can be expanded and adapted, we should also resolve that 
introducing new training data to the model will change its learned probability distributions. An 
ideal framework for learning how users value designs will be adaptable, and so this type of 
model is one appropriate choice. 

The probabilistic model in this thesis was written using Python 3, a programming language 
commonly used for data science and machine learning. A number of Python resources and 
libraries exist for building machine learning models, however, this framework demonstrates 
building a model without the use of said resources; including pre-trained models in the research 
introduces more potential for biased results, and often perpetuates bias in machine learning in 
other contexts (Turner Lee, 2018). The only dependency of this framework’s model is Numpy, a 
library of mathematical operations and scientific computing functions. 
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Figure 11: Portion of training data set with data sorted by functional 
category. Horizontal axis: features of designs experienced by users. Vertical 
axis: survey respondent/user. 

3.12.2. High Level Procedure of the Algorithms 

The highest level (main) procedure of the algorithm performs all other sub-procedures. First, the 
training data set is imported. Next, the data set’s array is transposed or otherwise transformed, 
if necessary. Print statements are included at this stage to display a portion of the data for 
review and debugging. Constants and variables are then defined in the procedure. Next, the 
model is trained and a probability distribution is learned. The learned distribution probabilities 
are rounded to two decimal places based on a constant defined earlier, which can be adjusted. 
Print statements at this stage also help to provide transparency into the algorithm, and help to 
debug. Following this, procedures for generating augmented data, augmenting the data set, and 
making predictions about new data are coded. Other output procedures can be included here as 
well, such as procedures for data visualization. 
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Algorithm 1, Procedure 1: Training procedure for probabilistic machine 
learning algorithm, capable of learning a probability distribution based on a 
training data set. 

4.12.3. Training Procedure 

The first sub-procedure is the algorithm’s training procedure, shown in Algorithm 1, Procedure 
1. An important input, or parameter, of the procedure is a rating scale in the form of a Numpy 
array. In the case of this research, a rating scale was assigned as follows: 

rating_scale = numpy.array([-3,-2,-1,0,1,2,3], dtype="float") 

The training data set is also input as a parameter in this procedure. Metrics on the training set 
and the rating scale are extracted and saved in memory, such as the number of features 
mentioned in the survey and the shape of the rating scale array. These values are used to 
instantiate an empty array (an array whose values are all equal to 0, using numpy.zeros()) in 
which the model’s learned distributions will be stored. The 0 values will be overwritten during 
training. We then iterate over the list of features in the training set, performing a series of 
operations for each: 

1. First, we count and save the number of NaN (Not a Number) values associated with the 
feature, which represent “not applicable” user responses, or unanswered questions. 
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2. Next, we instantiate an empty array in the shape of the rating scale using the 
numpy.zeros() function, which will be used to save the probability distribution for the 
feature.  

3. Then, for each of the possible ratings in the rating scale, we count the number of 
occurrences of the rating in the data associated with the feature. From this value, the 
probability that the rating will occur can be computed by dividing the number of 
occurrences by the number of non-NaN answers for this feature. 

4. Once the probabilities for all of the ratings are computed for this feature, the 
distribution is normalized. This means the probabilities are proportionally adjusted such 
that they sum to 1. 

5. The distribution for this feature is then used to overwrite the corresponding row in the 
array which contains all of the distributions. 

This series of operations is repeated for each feature in the training set, producing a set of 
learned probability distributions conditioned on the training data. This set is returned by the 
procedure in the form of a Numpy array. The larger the training set, the more accurate these 
distributions will be. However, this exact method does produce a general distribution for each 
feature regardless of user demographics or furniture typology. To expand this framework and 
build on the previous discussion of equitable data science, the algorithm should be modified to 
compute different probabilities for different groups of users and furniture designs. I further 
unpack this point in section 6 when discussing future work. 

 

Algorithm 1, Procedure 2: Procedure for augmenting existing data sets of 
user feedback on the value of furniture designs. 

3.12.4. Procedure for Generating Augmented Data 

Data augmentation is used to expand the volume of data sets based on known data. The 
added data is also called synthetic data (Roh et al., 2019). Because data sets on the value of 
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designs—and specifically furniture designs—are uncommon, this framework includes a 
procedure for augmenting a dataset. Ideally, the population sample of the framework’s survey 
will be large enough to render augmentation unnecessary, but for small data sets it is useful 
nonetheless. Augmented data sets, however, cannot be used again to cyclicly train the 
algorithm, as the data set would produce no significant change in the learned distributions. In 
the case of this research, an augmented data set is useful for training other algorithms, 
producing visualizations, or modeling larger populations in the context of practice or 
commerce. For example, if the survey sample size is adequately representative of a larger 
population of size x, the dataset can be augmented to dimensions 

[nf, x] 

and referenced for quantitative values. Furniture designers will be able to make estimations as 
to how many users will likely value various design features highly. Furniture retailers will be 
able to make more informed decisions about production and inventory numbers, regional 
adjustments to features such as material, shape or size, and decisions about warehousing or 
operations such as shipping. Both will be able to improve the equity of their practices with 
access to user-volunteered feedback at scale, rather than relying on intuition to make decisions. 

The procedure for generating augmentation data representative of the training set begins with 
the input of four parameters: the rating scale array, the training set, the learned distributions 
and an integer value n (the number of new data points to generate). The rating scale array is 
the same Numpy array referenced in the training procedure. The training set is unchanged. 
The learned distributions were returned by the training procedure as a Numpy array. Once 
these parameters are passed into the procedure, the number of features in the training set is 
computed using Numpy array.shape method. This value is used as the x-dimension of an 
empty array,  instantiated using Numpy.zeros(). Its y-dimension is n, the number of new data 
points to generate. This empty array will be used to save newly generated data, and is named 
new_data. For each feature in the training set, the following series of operations is then 
performed: 

1. First, a local variable new_points is instantiated. 

2. Numpy.random.choice is used to select n number of values from the rating scale. Each 
value in the rating scale is chosen with a unique probability learned from the training 
data, reflecting actual user feedback. These values are saved using the variable 
new_points. 

3. new_points is added to new_data. This operation overwrites the row of zeros 
corresponding to the feature for which the new points were generated. 
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4. These operations repeat until n data points are generated. 

After all of the new data points are generated, the procedure returns new_data. 

3.12.5. Procedure for Augmenting a Data Set 

The procedure for augmenting a dataset using new data generated in the previous section is 
straightforward. Parameters or inputs to the procedure are the training data set and the new 
data set. The procedure first makes a copy of the training data. Next, the new data set is 
merged with the training data set using concatenation. The Numpy.concatenate() function can 
be easily used. 

4. Results of Algorithm Training and Development 

 This thesis presents a preliminary implementation of a machine learning algorithm for 
understanding how users value designs. As such, the methods composing the data collection and 
machine learning framework are the primary results. Outputs from the algorithm itself, trained 
on the user feedback collected in this thesis, are also secondary results. 

 

Figure 12: Average user rating for functional categories of furniture designs, 
based on a user survey. 

4.1. Results of Preliminary Training of the Probabilistic Algorithm in this Thesis 

The probabilistic algorithm described in section 3.12.2. was trained on user feedback collected 
using the methods in 3.7. Because the first round of survey distribution led to significant 
changes in the survey interface, those five responses were omitted from the training set. After 
this step, the training set contained 44 responses. 27 of these responses addressed only 11 of the 
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design features, as shown in Figure 11. A test data set with 10 users was also reserved from this 
group. The training set was still usable even with missing responses, as the training algorithm 
accounts for blanks. Respondents also left some answers blank intentionally. The algorithm was 
able to generate probability distributions even with missing data points, which positions it as a 
method similarly useful to matrix factorization, in which missing data is inferred. 

The average rating for each category of furniture design feature is shown in Figure 12 above. 
Corroborating the feedback from the first round of user surveys, physical functions were 
perceived to be the most valuable, with an average rating of +2.11 out of 3. Aesthetics and 
interactive functions, two similarly tangible categories, were also rated as having high value. 
Respectively, users rated them an average of +1.87 and +1.77. The lowest average rating was 
+0.34, given to cultural functions. The average rating for all categories is positive, although 
many respondents did indicate negative ratings for features on an individual basis. This 
phenomenon is important to note and may indicate that the clarity of the survey questions 
could be improved to help evaluate the bias of this output. 

The probabilistic model was effectively trained on the training data. The distribution learned 
from the training data is shown in Figure 15. Along the horizontal axis of this figure, potential 
user ratings for features are listed from -3 to 3. Along the vertical axis, each category of feature 
is listed. The probability distribution for each category is read horizontally in the table. 
Likelihoods of zero are left blank in the table. The likelihoods are rounded to two decimal places 
and normalized for each category. 

 

Figure 13: Visualization of average user ratings of functional categories, 
aggregated with an augmented data set. Horizontal axis: user/respondent. 
Vertical axis: functional category. Left section: User Data. Right section: 
Augmented Data. 

The trained algorithm was also used to output augmented data. The augmented data set is 
shown in Figure 13. Grey elements indicate missing user responses. This output serves both as a 
test of the data augmentation capabilities of the algorithm, but also as an evaluative tool to 
assess the efficacy of the model. The average probability distributions for each category of 
features in the augmented data correspond the to the probability distributions learned from the 
training data, confirming that the augmentation algorithm can accurately produce new data 
points. A test data set of ten user responses was also used to evaluate the efficacy of the 
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algorithm. The results of this evaluation are shown in Figure 14. The average likelihood of each 
user rating deviated from the learned distribution by a an average of 0.18 points (on a scale 
from -3 to 3), indicating that the learned distributions can produce reliable data for the 
population which was sampled. This does not necessarily indicate that the distributions learned 
in this study are applicable to other populations, but instead suggests that this framework is 
effective at predicting how users similar to those surveyed value designs. 

 

Figure 14: (Top) Table showing the deviation of an augmented data set from 
a training set based on a user survey, shown by average point rating for each 
functional category of furniture designs. (Bottom) Average point rating for 
each functional category as computed for the test set and augmented set. 
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5. Conclusions 

 The framework presented here demonstrated a multi-step process for developing data 
representations for furniture designs, collecting user feedback with surveys, building machine 
learning models and using them to analyze the feedback. The framework ultimately produced a 
simple probabilistic machine learning model which was able to use learned probability 
distributions to augment a dataset with synthetic data. The new data closely reflected the test 
data set, indicating that the training was effective. Perhaps most notably, the structure of the 
data on which the model was trained was developed in a “bottom-up” way, originating with user 
feedback. 

5.1. Embracing Data Science in Design 

Fields such as finance, technology and medicine have incorporated data science and machine 
learning into their practices, yet design-related fields have yet to largely adopt data-driven 
approaches. By showing how this framework can be successfully built using crowdsourced 
feedback, we take steps toward a future in which all design disciplines—furniture design, 
architecture, product design, and others—can make more informed decisions about producing 
work for users. If we are able to construct more nuanced data representations of designs such as 
furniture, we can naturally envision how similar representations can be constructed about 
constructed spaces, user interfaces or designed products. For design-related e-commerce, such as 
furniture e-commerce, this thesis represents steps toward more accurate and effective product 
recommendations. Current recommender systems work well, but are severely limited in their 
potential to serve all groups of users, regardless of demographic, exposure to design, or 
background. E-commerce and technology companies must work closely with the designers of 
physical artefacts such as furniture, using data science to better understand how users actually 
value designs. 
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Figure 15: Visualization of machine learning algorithm’s learned probability 
distributions, representing the likelihood that a user will assign a rating 
(horizontal axis) to a furniture design’s feature based on the feature’s 
functional category (vertical axis). 

6. Future Work 

 Future work which builds upon this thesis will likely involve adapting the framework to 
other design disciplines and populations of users. It will be necessary to test the framework’s 
scalability in the process. Part of this involves making continual improvements and updates to 
the data collection methods, including user surveys. If we work toward as inclusive a survey as 
possible, we can expand our dataset simply by taking steps to make its interface more accessible, 
for example. From the perspective of the designer or business utilizing this framework to inform 
practice, a user interface for visualizing learned data will also be critical. A prototype for this 
interface is shown in Figure 16, including tools for viewing anonymized user comments, learned 
features and distributions, embeddings of furniture designs, and examples of designs which users 
value highly. 
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Figure 16: Prototype of user interface for designers, businesses and 
practitioners to analyze user feedback using machine learning. Furniture 
photographs courtesy of David Rosenwasser, 2021. 

As this framework is further developed, it may also be necessary to consider alternative and 
state-of-the-art machine learning methods to best serve the businesses and disciplines utilizing 
the framework. For example, incorporating neural networks may offer an opportunity to 
generate a larger and more accurate set of features (although interpretability of the results will 
be an inevitable pitfall). This thesis presented a simple probabilistic model, however more 
advanced Bayesian adaptations are possible. The feature variables used in this model were 
considered to be independent of one another (assumed to have no influence on one another). As 
such, the model’s learned probability distributions did produce some level of variance compared 
to the test set in section 4 (in the case of averages for some features, variance as high as 0.56 
points). A future iteration which would improve prediction accuracy will capture the 
relationships between features instead of assume them to be independent. For example, we can 
intuitively sketch a directed acyclic graph (DAG) of relationships between features simply by 
thinking about our own individual experiences with furniture (Figure 17). If a larger population 
is surveyed regarding its experience of these relationships, we may be able to derive a “bottom-
up” DAG for use as a Bayes network in our model. Recommender systems which use Bayes nets 
and belief propagation have been shown to have high levels of accuracy, interpretability, and 
computational scalability (Ayday et al., 2012). In addition to improving the computational 
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methods for training and constricting this framework’s model, future research should also work 
to further integrate demographic user data into the computation. In the case shown in this 
thesis, the distribution learned from user data is only applicable to users similar to the 
population sample used. If a greater number of users are surveyed, the training set can be 
clustered according to user demographic information and background. Next, unique distributions 
can be learned for each cluster, taking a step toward less generalization in our machine learning 
models. Through this process, this framework can help to diminish echo chambers in 
recommender systems developed for design domains (Ge et al., 2020). As designers, businesses, 
and practitioners of all kinds, the more we recognize differences in the way people value designs, 
the more we can work to deliver the most value to all people. 

 

Figure 17: Example of a directed acyclic graph showing dependency 
relationships between categories of functionality of furniture designs. 
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9. Appendix 

 

Figure A1: Personal income of survey respondents shown as percentage of all 
respondents. 

 

Figure A2: Gender identity of survey respondents shown as percentage of all 
respondents. 

 

Figure A3: Racial identity of survey respondents shown as percentage of all 
respondents. 
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Figure A4: Response by survey respondents to a question asking “Have you 
used interior design or an architect’s services?” shown as percentage of all 
respondents. 

 

Figure A5: Where survey respondents get information about furniture and 
design, shown as percentage of all responses. 
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Figure A6: Prototype of user interface for designers, businesses and 
practitioners to analyze user feedback using machine learning, showing 
analysis of user valuation based on features of furniture designs. 

 

Figure A7: First half of full list of feature questions from user survey. 
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Figure A8: Second half of full list of feature questions from user survey.
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