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Abstract 

Automatic document processing is always a strategy for business executives to improve 

operational efficiency. With Optical Character Recognition (OCR) and machine learning 

techniques, businesses are able to apply Artificial Intelligence (AI) to automate the process. 

However, introducing an AI application to business is challenging; it is easy to fail because 

of the complexity between the technical and organizational components. This thesis 

considers document processing from a sociotechnical system perspective and leverages a 

four-step system analysis approach to identify the critical components. 

 

This research also proposes a machine learning model using Support Vector Machine 

(SVM) as the classifier and Word2vec embeddings as document features to classify 

business documents. The proposed model reaches a 0.872 Macro F1-score using scanned 

business documents from the RVL-CDIP dataset. The proposed model outperforms the 

other commonly used rule-based algorithms, RIPPER and PART, showing that the 

proposed model is potentially suitable to be deployed into business to classify the 

documents. 
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Chapter 1 

1 Introduction 
In business operations, companies use documents to communicate ideas, transact 

business, and store agreements with external and internal parties. Typical business 

document categories are invoices, purchase orders, sales agreements, and tax forms. 

Processing business documents still relies heavily on manual effort to classify the 

documents and extract the information -- a costly operation. The function of document 

processing becomes a key driver to improve operational efficiency and reduce cost. 

 

Current approaches for reducing the cost of document processing can be performed 

through business process outsourcing [1] or in-house [2]. Through outsourcing, 

businesses can have several additional advantages, such as focusing on core strategic 

areas, but face some challenges, like risks of exposing confidential data and 

management difficulties [3]. A typical document processing cycle within an 

organization includes receiving documents, sorting documents, pre-processing 

documents, and dispatching documents [4]. The process owner receives the document 

and conducts the corresponding transactions. The goal for businesses is to automate 

this repetitive operation. 

 

Optical Character Recognition (OCR), workflow system, and machine learning 

techniques are the key technologies to build automatic document processing [5]. 

Additionally, Natural Language Processing (NLP) techniques are widely used to 

understand the content of business documents [6]. Lastly, Computer vision and image 
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processing techniques are often necessary preprocessing tools for building an AI-

based automatic document processing [5]. 

 

However, businesses often face challenges in deploying an automatic document 

process. A Forbes article in 2020 reported that fewer than 5% of AI applications were 

successfully deployed into business organizations [7]. The reason is that, for AI 

applications, businesses need to set up new policies, processes, and teams to 

continuously maintain the model for supporting business operations [8]. The key for a 

successful AI application is to have both social and technology elements working 

together properly in a system [8].   

 

1.1 Motivations 

Designing an automatic document processing process is not simply a technical issue 

but a complex organizational problem. Employees must be involved from end-to-end 

to process information correctly. Moreover, companies change their operations from 

time to time, so ongoing updating and maintenance are essential for deploying a 

sustainable automatic document processing model. 

 

To understand the complex organizational and technical challenges when deploying 

an automatic document process, system analysis tools offer potential for generating 

insights for document processing. While system analysis approaches have been 

applied to different business domains, the focus of this dissertation is to apply a 

system analysis framework to identify the organizational challenges when deploying 

an AI-based document process. 
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My personal interest in this thesis is based on my experience in working in document 

processing centers in Dalian (China) and Bratislava (Slovakia). Both places still rely 

on human employees to classify documents and send them to downstream 

applications for processing. My personal experience is that there is a huge potential 

for improvement in this area, which motivates my investigation into understanding the 

challenging components of implementing an AI-based document processing solution.   

   

1.2 Research Objective 

The goal of this thesis is to identify the challenges when implementing an automatic 

document process in business and propose a machine learning model that is easy to 

implement and maintain. This thesis also incorporates a performance evaluation of the 

proposed model by comparing it with commonly used rule-based classifiers. Finally, 

this thesis aims to address the following research questions:  

I. What are the critical elements that need additional attention when implementing 

automatic document processing? 

II. What is the performance of the proposed model compared to other commonly 

used rule-based algorithms in the industry? 

 

1.3 Research Approach  

This thesis adopts Object Process Methodology (OPM) [9] to describe system 

components and uses Engineering System – Multidomain Decision Matrix (ES-

MDM) [10] to analyze the critical elements in the system. For the machine learning 

model, this thesis uses SVM as the classifier, and Word2vec to approximate the 

document embeddings as the feature. RVL-CDIP (Ryerson Vision Lab Complex 

Document Information Processing) [11] provides the source for training and testing 
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data. RVL-CDIP contains scanned business document images from the tobacco 

industry in the 1990s. This thesis uses Tesseract [12] OCR engine to extract text from 

digital documents in the dataset. The performance evaluation is based on the F1-

scores between the proposed model and two other rule-based classifiers. 

 

1.4 Thesis Structure  

The thesis is organized into the following sections: 

Chapter 1: This chapter introduces current document processing approaches, the 

research motivation, research objective, research approach, and thesis structure. 

Chapter 2: This chapter provides the background of document processing, the 

concept of the system analysis tools, such as OPM and ES-MDM, and the relevant 

background information for the proposed machine learning classifiers used in this 

research.  

Chapter 3: This chapter presents a system analysis for document processing as a 

system using Stakeholder Analysis, OPM, and ES-MDM. A network representation of 

ES-MDM is presented that shows the critical components with the highest degree of 

centrality. 

Chapter 4: This chapter presents implementation details for the proposed machine 

learning model. The chapter describes details about the data source (RVL-CDIP), data 

transformation logic, program structure, proposed model, and performance evaluation. 

Chapter 5: This chapter summarizes key findings from the research and analysis and 

discusses potential future work and the research questions.   
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Chapter 2 

2 Background and Literature Review  
This chapter provides the background of document processing, the concept of the 

system analysis tools, such as Object Processes Methodology (OPM) and Engineering 

System - Multi Domain Matrix (ES-MDM), and the relevant background information 

for the proposed machine learning classifiers used in this research.  

2.1 Background  

Business entities use documents to communicate ideas and conduct transactions. 

Although the technology is more advanced than it was a decade ago, business entities 

receive more documents than before due to business operation complexity. More and 

more types of business documents are created for various reasons, such as regulations 

and audit controls. Also, the business documents change constantly. The tax form is 

an excellent example of how often the form may be changed. Lastly, business entities 

often change their document processing organization every few years to optimize the 

processes. All these factors make it difficult for the business to deploy a fully 

automatic document process. 

 

Document Process Automation is increasingly a goal for businesses. Several 

applications were developed in the 1990s [13], [14]; however, these applications are 

not scalable, and they are limited to particular organizations. Recently, machine 

learning has been used widely in document process automation [15]. The applications 

achieved good performance but still did not bring large-scale adoption. The 

challenges of implementing machine learning applications into business are on both 

the technical and business organizational levels [16], [17]. This thesis performs a 
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system analysis to identify the challenges for deploying document process automation 

in business. 

2.2 System Analysis  

2.2.1 Sociotechnical System Approach  

Document processing involves both social and technical elements in the system and 

can be viewed as part of a complex sociotechnical system. A sociotechnical system is 

characterized by substantial uncertainty because of human factors [18]. The 

sociotechnical system considers humans as assets that enhance a technical system 

through learning and adapting. Technology should support humans to achieve the 

goals but not replace them [19], [20]. 

 

In the software development domain, DevOps are being considered as a 

sociotechnical system [21], [22] as the development process involves different teams 

and there are uncertainties between the social factor (team) and technical components 

(software). In the business domain, sociotechnical system approaches have been used 

to improve the sales forecast process by identifying the issues between People, Tasks, 

Structure, and Technology domains using socio-technical matrix [23]. The other 

application is to view supply chain as a complex sociotechnical system and use 

System Dynamics and agent-based simulation to evaluate the performance [24]. 

 

For the AI-based application, an intelligence system can be viewed as a complex 

sociotechnical system because people use technology to perform tasks under 

organizational structure [19]. This thesis uses ES-MDM to analyze the system as one 

of the approaches that is appropriate for use in analyzing the sociotechnical system 

[25]. 
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2.2.2 Object Processing Methodology  

Object Processing Methodology (OPM) is a modeling language to conceptualize the 

system. OPM was first published in 2002 [9], and standardized as ISO 19450 in 2015 

[26]. OPM contains two main components, Object Process Diagram (OPD) to 

visualize relationships and Object Process Language (OPL) to represent entity 

relationships in a text. OPD uses three basic diagram objects -- objects, states of an 

object, and processes -- to represent the system components [9]. An object can be 

physical or informational. Links between objects represent static and dynamic 

relationships between objects. Through all these symbols and relationships, OPM can 

construct a clear system description. An example of OPD and OPL is shown in Figure 

1. 

  

Figure 1. Example of an OPD with corresponding OPL 

OPD visualizes abstract systems by object, status, and process. 

 

OPM can present the system as a visual diagram and as text language at the same 

time. Grobshtein et al. compare the OPM with SysML and suggest that OPM has the 

advantage of navigating the system, including zooming in and zooming out [27]. In 
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terms of OPM and UML comparison, Reinhartz-Berger and Dori conducted an 

experiment and showed that OPM is better in understanding system dynamics in 

modeling a web application system [28]. OPM has been used widely in industry. For 

example, Hiekata et al. used OPM to architect a maritime internet of things system to 

monitor equipment status [29], and Mordecai used OPM to capture the Cyber-

Physical gap in the air traffic control system [30]. 

 

In the business application domain, Casebolt et al. use OPM to optimize the business 

process as a system in the enterprise by three steps: decomposing, rationalizing, and 

optimizing [31]. Wang et al. model a big data system using OPM [32]. Mordecai et al. 

use OPM to model the enterprise architecture in a digital transformation project [33]. 

All these examples support that OPM is an appropriate tool to describe the complex 

system in this research. 

 

2.2.3 Engineering System - Multi Domain Matrix  

Engineering System Multiple Domain Matrix (ES-MDM) is a Design Structure 

Matrix framework specially designed for complex engineering systems [10]. 

Engineering system relies on the factors from different domains to work cohesively to 

achieve the predefined tasks. To analyze the multidisciplinary interaction, ES-MDM 

contains six domains DSM: System Driver, Stakeholders, Objective, Function, 

Objects, and Activities [34]. From the six domains, ES-MDM constructs a holistic 

DSM and documents all the cross-domain interactions. ES-MDM is suitable for 

analyzing sociotechnical systems. The comprehensive matrix provides excellent raw 

data for system analysis. The information stored in ES-MDM can support the system 

modeler to identify critical components in the system.  
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ES-MDM has been adopted to analyze sociotechnical systems in different industries. 

Okami and Kohtake use ES-MDM to analyze the malaria surveillance system in 

Cambodia [35]. Alkhaldi and Alouani use ES-MDM to analyze healthcare 

organizations and proposed a generic conceptual model [36]. Songhori et al. use ES-

MDM to analyze the Dutch Railway system, focusing on the change propagation 

perspective [37], [38].  

 

2.3 Optical Character Recognition (OCR)  

The original idea of character recognition was to aid the visually handicapped, and the 

first successful attempts were made by the Russian scientist Tyurin in the 1900s [39]. 

In the middle of the 1940s, the first version of character recognizers was invented 

with the development of digital computers [39]. 

 

The commercial OCR systems appeared in the 1960s. They were often considered 

first-generation OCR. The first-generation OCR systems used cut and try 

methodology with constrained letter shapes as input characters [40]. The second-

generation of OCR systems appeared from the middle of the 1960s to the early 1970s. 

The second-generation of OCR systems were characterized by hand-printed character 

recognition capabilities [40]. The third-generation of OCR systems emerged between 

1975 and 1985. The OCR systems started to process poor quality characters, and 

hand-printed characters for languages having an extensive character set, such as 

Chinese [40]. 

 

In the 1990s, image processing techniques, pattern recognition techniques, and 

artificial intelligence methodologies successfully enabled researchers to develop 

complex OCR algorithms [41]. Artificial Neural Network, Markov models, and 
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Natural Language Processing were applied to the OCR systems, and the OCR 

performance gain improvement [41].  

 

Recently, deep learning models, such as convolutional neural network (CNN) and 

long short-term memory (LSTM) model, were applied to the OCR area [42]. 

Currently, OCR technology is widely used in industrial applications. This research 

uses Tesseract OCR Engine as the OCR engine to extract text information from data. 

Tesseract is an open-source OCR engine maintained by Google [12]. 

 

Tesseract performance is comparable to other commercial OCR packages. Tafti et al. 

conduct a performance evaluation for Tesseract, Google Doc OCR, ABBY 

FineReader, and Transym [43]. From that research, Tesseract’s performance is 

comparable to that of other OCR packages in all the fields except for hand-written 

characters, multi-oriented text strings and noisy documents. 

   

2.4 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a robust supervised machine learning model for 

classification problems. SVM is a binary classification but can be expanded to a 

multi-class classifier with one-against-one or one-against-rest methods [44]. This 

research addresses a multi-class classification problem and uses one-against-rest 

implementation from the sklearn package [45]. The SVM model can handle both 

linear and non-linear classification tasks. The SVM kernel function is the key for 

classifying non-linear tasks. The kernel reduces the dimensionality of the input space 

for the classification. The commonly used kernel functions are linear, radial basis, 

polynomial, and sigmoid functions [46]. SVM has been widely used in applications in 

different domains. For the text classification, SVM has been used to perform 
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sentiment analysis for Twitter data with word embedding as features and reaches a 

0.8082 F1-score [47]. 

 

2.5 Word2vec Word Embeddings  

Word embedding is a Natural Language Processing (NLP) technique using vectors to 

represent the semantic meanings of the words [48]. Word2vec was proposed by 

Google in 2013. There are two types of the training model for Word2vec: continuous 

bag-of-words (CBOW) and continuous skip-gram. CBOW uses surrounding words to 

predict the current word. Skip-gram uses the current word to predict the surrounding 

words. There are two common ways, average and sum, to construct document 

embeddings from individual word embeddings [49]. The average operator is used to 

approximate the document embeddings. 

 

2.6 Rule-Based classifiers 

This thesis evaluates the performance for three rule-based classifiers, OneR [50], 

RIPPER [51], and PART [52] using the RVL-CDIP dataset. OneR was proposed by 

R.C. Holte (1993) and is a simple algorithm to learn one classification rule for each 

class. RIPPER is the abbreviation for Repeated Incremental Pruning to Produce Error 

Reduction algorithm, proposed by William W. Cohen (1995). The RIPPER version 

used is the optimized version from the WEKA package [53], an improved version of 

the original algorithm [54]. PART is a partial decision tree which is generated from 

the C4.5 algorithm [52]. Although rule-based classifiers are simple, researchers have 

applied rule-based classifiers with embedding techniques to classify documents and 

get acceptable results [52]. The reason for selecting these classifiers is that these three 
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classifiers have been used widely in text classification in the industry [55] [56] and 

generate stable performance with different datasets [57].  
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Chapter 3 

3 System Analysis 

This chapter presents a system analysis for document processing as a system using 

Stakeholder Analysis, Object Process Methodology (OPM), and Engineering System - 

Multi Domain Matrix (ES-MDM). A network representation of ES-MDM is presented 

that shows the critical components in the system. 

3.1 Overview 

Implementing an AI-based document processing into business is a complex task that 

involves both technical and organizational challenges. There are hidden efforts in the 

intersecting domains of business and technology. If the enterprise is viewed as a 

complex sociotechnical system, the use of a system analysis tool would be helpful to 

understand the critical components in the system boundary.  

  

This thesis conducts a system analysis by using OPM and ES-MDM to understand the  

system components in the scope of automating document processing. Network analysis 

is presented as the final step for analyzing the network centrality to identify the critical 

components in the system. The detailed steps are listed below: 

 The first step is to explore the social factors for the system; stakeholder analysis is 

performed based on need and value exchanges.  

 The second step is to define the system boundary; OPM is the modeling language 

used in this thesis. 

 The third step is to analyze the interactions between components; ES-MDM is the 

framework used in this thesis. 
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 The fourth step is to present the network visualization and perform centrality 

analysis for each node. 

 

3.2 Document Processing as a System 

Document processing is a dynamic function in business. It is a function that requires 

sub-components to work cohesively to achieve the goal and therefore, can be 

represented as a system. Businesses onboard new processes into document processing 

centers based on their changing needs. Regardless of how the document processing 

changes, the core functions, such as receiving, classifying, extracting, and validating 

the document, remain the same. 

 

This thesis uses the case study from Swiss Post Solution [58] and the author’s past 

relevant work experience in related fields as the input data for the system analysis. 

The Swiss Post Solution use case is available on the internet from IDC, International 

Data Corporation, and it represents a straightforward but effective document 

processing center design. Figure 2 is an example of a global delivery platform, which 

involves different teams cooperating to complete the tasks. Customers, document 

receiver, process owner, sub processes owner, and communicator are major teams 

participating in the document processing flow. 
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Figure 2. A typical process for Global Document Delivery Platform.  

This process diagram illustrates a typical document processing center for mailroom 

operations. 

 

3.3 Stakeholder Analysis 

A definition for a system is an integrated set of elements, each with specified 

capabilities, which enable specific behaviors to achieve desired outcomes [59]. 

Stakeholder analysis is performed as part of understanding a system. If document 

processing is viewing in context of the sociotechnical system, the key beneficiary 

stakeholders are customers, suppliers, regulators, local communities, a business team, 

an IT team, and the enterprise. 

 

Each of the stakeholders has different needs, and needs are exchanged value with 

another party within the system. Customers and suppliers are grouped into one object 

as they provide identical input to the document processing system. The stakeholder 

groups and their value exchanges are shown in Figure 3. The useful finding is that 

enterprise and customer/supplier are the main stakeholders for this system. They 

should receive additional attention when implementing the automatic document 

processing system. 



23 
 

 

 

Figure 3. Stakeholder Analysis for Document Processing System.  

This diagram shows the value and need exchange between stakeholders 

 

3.4 Modeling the System 

Several methods, for instance, SysML, are used widely to conceptualize the system. 

Among them, OPM has the advantage of describing holistic relationships. This thesis 

chose OPM to model document processing as a system, and OPCAT [60] is the software 

tool for developing OPM. OPM is a modeling tool to describe systems. It helps 

engineers to visualize an abstract system and analyze component-level relationships. 

OPM uses object, status, and process to describe the relationship between system 

components. 

 

A typical document process has seven processes: Receiving Document, Classifying 

Document, Extracting Document, Processing Document, Communicating, Handling 

Errors, and Maintaining. The process starts from the Receiver processing the document 
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and ends when either the error process is triggered or sends the communication back to 

customers or supports. The system OPD is depicted in Figure 4. 

 

 

Figure 4. Object Process Diagram (OPD) for Document Processing as a System.  

The OPD diagram illustrates the system boundary of document processing. 

 

Figure 4 shows that the Process Owner and the Artificial Intelligence Model are the 

two key agent objects for the system. They initiate all the processes except for 

receiving. The document category drives extracting information, which has the 

downstream effect on the Processing Information and Error Handling. In addition, the 

information technology team is the other key object in the system. The IT team 

maintains the Model and handles the documents flow to Error Handling for the 

process owner to resolve the issue. The subsequent discussion will be based on the 

system defined in this section. 

3.5 ES-MDM  

ES-MDM is a framework specialized in analyzing systems purpose developed by 

Bartolomei et al. (2009) [10]. The first step for constructing ES-MDM is to select the 

proper breakdown components for the six main domains in the system: System 
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Driver, Stakeholders, Objective, Function, Objects, and Activities. The definitions of 

six domains and their domain breakdown are listed in Table 1.  

 

Since ES-MDM analyzes both social factors – system drivers and stakeholders, and 

engineering factors – functions and objects, it is a suitable tool to analyze document 

processing as a system. The six domains are broken down to the following sub-

domains: 

 System Drivers: External Regulations, Company Policy, Business 

Dynamic, and Process Volume and Categories 

 Stakeholders: customers, suppliers, regulators, local communities, business 

team, IT team, and the enterprise are the stakeholder groups. 

 Objectives: To Automate Document Process, To Speed up Document 

Process, To Lower the Maintenance Cost, To Provide Transparency to 

Stakeholders, and To Safely Secure Private Information are the objectives in 

the system.  

 Functions: Preprocess Documents, Classify Documents, Validate 

Documents, Extract Information, Communication, Security Protection, and 

Error Handling. 

 Objects: Image Preprocessing Module, Optical Character Recognition 

Engine, Machine Learning Model, Validation Engine, Workflow System, 

Communication Infrastructure, and Security Infrastructure. 

 Activities: Receiving Documents, Processing Documents, Processing Errors, 

and Communicating to External Party. 
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Table 1: Sub-domains for ES-MDM to Analyze Document Processing 

 

 

3.5.1 ES-MDM Matrix 

The final ES-MDM is a 76 * 76 matrix consists of break-down components from six 

domains. This matrix describes the interdependent relationship between entities. From 

looking at the degree of cluster of an object, the ES-MDM matrix shows that the process 

owners and classification model are two key factors in this system. The classification 

model links to almost all the technical objects across domains, and process owner is the 

driver of function. Another important factor is model owner. Without proper 

maintenance, the automating document process cannot be sustained. The screenshot 

ES-MDM is shown below, Figure 5, and the full picture is attached in Appendix B. 

 

Domain Definition Domain Break Down
External Regulations
Company Policy 
Process Volumn
Busines Dynamic
Customer / Supplier
Regulator
Business Team
IT Team 
Enterprise
Local Communties
To Automate Document Process
To Speed up Document Process 
To Provide Transparncy to Stakeholders
To Safely Secure Private Information
To Lower the Maintenance Cost
Preprocess Documents
Classifiy Documents
Validate Documents
Extraction Information
Error Handlings 
Communication 
Security Protection
Image Preprocessing Module
OCR Engine
Machine Learning Model
Extraction Template
Validation Engine
Workflow System 
Communcation Infrastrcture
Security Infrastructure
Receving Documents
Processing Document
Passing to Downstream
Processing Errors
Feedback to External Parties

Functions that document processing system providedFunction

Technical objects that support the functionsObjects

Activities Processes that generated by the inner entities to operate document process system

System Drivers External factors that drive the document processing behavior

Stakeholders Stakeholders that benefit or impacted by the document processing behavior

Objectives for document processing systemObjective 
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Figure 5. ES-MDM.  

The cell value represents the binary relationship between the row and the column 

objects. 

3.5.2 Network Representation and Analysis  

An ES-MDM can be transformed into a network representation. A graph is a 

mathematical representation of connected nodes, which are the objects in the matrix. 

Nodes are connected by edges, which are the relationships in the matrix. This thesis 

transforms the ES-MDM to a directed network graph and uses betweenness centrality 

to identify the critical components in the system. Betweenness centrality measures 

how often a node is on the shortest path to connecting two other nodes. The network 

diagram is shown in Figure 6. The six nodes with the highest betweenness centrality 

are highlighted by red color. 
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Figure 6. ES-MDM Network Representation.  

The nodes (components) with the highest betweenness centrality are marked with red 

color. 

 

The diagram shows that To Reduce Processing Time, Maintenance Owner, Process 

Owner, and Company Policy are the key factors for this network. It is rather 

surprising that company policy has such a significant interrelated relationship in this 

system. Its betweenness centrality is 333.053 based on calculation from NodeXL [61]. 

Usually, a high-level system driver would not have a comprehensive effect. For other 

nodes, Process and Maintenance owners are the key persons in this system. Two 

objectives, to Reduce Time for Processing Abnormal Cases and to Reduce Time for 

Processing Documents are other two critical areas from the analysis. Also, Classifier 

is a key technical object that will have a significant impact on the system.  
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Table 2: Top six nodes with highest Betweenness Centrality 

Nodes (System Components) Domain* 
Betweenness 

Centrality 

Process Owner Stakeholder 678.522 

Maintenance Owner Stakeholder 470.903 

Company Policy System Driver 333.053 

To Reduce Time for Processing Abnormal Cases System Objective 287.349 

To Reduce Time for Processing Documents System Objective 203.700 

Classifier Technical Object 173.525 

* Domain category was defined in section 3.5 

 

These identified nodes (system components) are heavily connected with other entities 

in the system. Any changes to them may cause a cascade effect. For example, 

changing a company policy may impact the process owners’ operation and logic for 

Classifier. This thesis suggests finalizing these entities before introducing automatic 

document processing into organizations. Lastly, constructing ES-MDM is an iterative 

process. Companies that use this framework should continuously update the matrix 

based on the system situation. 

3.6 Chapter Summary  

This chapter presents a system analysis of automatic document processing, using a 

multi-step approach. In the first step, stakeholder analysis shows that enterprise and 

customer/supplier are the main stakeholders for this system as they have both needs 

and value exchange. In the second step, the OPD visualizes the document processing 

as a system. In the third step, the ES-MDM is created which describe the interdepend 

relationship between the components. In the fourth step, the network representation is 

created and shows the top six nodes with the highest betweenness centrality. All these 

nodes(components), Process Owner, Maintenance Owner, Company Policy, To 

Reduce Time for Processing Abnormal Cases, To Reduce Time for Processing 
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Documents, and Classifiers, can be considered as the key elements in the document 

processing system. 

 

The next chapter proposes a stable and easy-to-train machine learning model to 

classify business documents. Having a stable and low-maintenance model addresses 

the two critical system components found in this chapter, To Reduce Time for 

Processing Abnormal Cases, and To Reduce Time for Processing Documents. The 

proposed model reaches a 0.872 F1-score, outperforming two other commonly used 

rule-based classifiers. The detail for the implementation and evaluation experiment is 

described in next chapter. 
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Chapter 4 

4  Machine Learning Model  

This chapter presents implementation details for the proposed machine learning model 

and the performance evaluation. The chapter describes details about the data source 

(RVL-CDIP), data transformation logic, program structure, proposed model, and 

evaluation metrics. 

4.1 Overview 

Classifying business documents is key to automating document center operations. 

Because of business complexity, a stable and easy to train classification model is 

desirable. With the advance of Natural Language Processing (NLP) techniques, recent 

embedding models can encode the semantic meaning into vector space. This enables 

the possibility to use embeddings to classify business documents with classical 

machine learning classifiers.  

 

This research implements a machine learning model using SVM and Word2vec [48] 

to construct document embedding as features to classify business documents. In the 

business area, the same type of business documents conveys a similar meaning; 

therefore, this thesis proposes to use Word2vec to approximate the semantic meaning 

of the document and classify the document based on it. 

 

The proposed model is compared with RIPPER [51] and PART [52] rule-based 

classifiers for the performance evaluation. RIPPER and PART are two commonly 

used rule-induction algorithms in various tasks. RIPPER and PART generate rules 
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from the bag-of-words as document representation. RVL-CDIP [11], which is an 

image dataset from the tobacco industry, is the data used in performance evaluation in 

this work. 

 

4.2 Data Preparation 

RVL-CDIP (Ryerson Vision Lab Complex Document Information Processing) is an 

image dataset consisting of scanned business documents from the tobacco industry. 

RVL-CDIP contains 16 categories; each has 25,000 image files. The 16 categories are 

letter, form, email, handwritten, advertisement, scientific report, scientific publication, 

specification, file folder, news article, budget, invoice, presentation, questionnaire, 

resume, and memo. All the images are stored in grayscale, and the largest dimension 

does not exceed 1000 pixels. 

 

For this research, letter, form, email, handwritten, file folder, presentation, 

questionnaire and memo categories are excluded from the dataset because those 

categories serve the general purpose, and do not convey specific business meaning. 

The sample images used in this research are shown in Figure 7. 
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Figure 7. Sample Images Used in the Research. 

In addition, some advertisement documents only contain images without text. An 

additional data transformation is applied to make sure the image contains enough text 

for analysis. The threshold value is 40 words in the OCR output. This data 

transformation keeps all the words, including noise, from OCR output to simulate the 

real scenario. Also, to make sure the data has a balanced distribution, the limit of the 

number of documents per category is 4000 records. The records are randomly 

sampled from the original RVL-CDIP dataset. The final data distribution is shown in 

Figure 8. 
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Figure 8. Data Volume per Category.  

Data were randomly sampled from RVL-CDIP dataset with the transformation logic 

described in section 4.2. 

 

4.3 Implementation Structure  

The first step is to preprocess the images from the dataset. Tesseract OCR works best 

on images which have at least 300 dpi [62]. Additionally, there is some noise, such as 

ink dots, in the documents. Based on a discussion in Tesseract’s online forum [63], 

Gaussian blur [64], Morphological Opening and Morphological Closed [65] are 

recommended for denoising images. Below image processing techniques are applied 

to have better OCR output performance: 

● Rescale the image to at least 300 dpi  

● Perform Gaussian blur with kernel size 5x5  

● Perform Morphological Opening and Morphological Closed with kernel size 5x5 

 

In addition, if the image's width is less than 1024 pixels after applied above 

preprocessing steps, the image is resized to 1024 pixels wide. Resize operation is for 
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better visual observation to the input documents. OpenCV [66] is the main package 

used in the preprocessing stage. 

 

The second step is the extraction process. Tesseract OCR is used to convert TIFF 

format to text files. The extracted text files are stored in a file folder for the program 

to access. py-tesseract is the main package in the extraction step. Text processing is 

also performed in this stage. Punctuation, numeric character, stop words, and short 

words are removed from the raw text. A filter is applied to exclude the words that are 

not actual English words to avoid the noise from OCR output. After all these 

processes, the raw text is ready for building the features. Gensim [67] is the main 

package for processing text. 

 

The next step is to construct embeddings for the documents. Facebook’s pre-trained 

Word2vec embedding is the basic model. The embedding is trained by Wikipedia 

pages and contains 300-dimensional vectors for 1 million vocabularies. In terms of 

constructing paragraph vectors, the program gets the sum of encodings for the 

document and divides it by the number of words in the documents. Gensim is the 

main package for building paragraph embedding.  

 

For the rule-based feature, the porter-stemming is applied to the raw text. A bag-of-

words model is constructed, and the document vector is based on the occurrence and 

non-occurrence of the words. The top 300 most frequent words are selected to 

represent the document vector. WEKA package is the main package in this stage. 

 

The program splits the data into training and testing sets. An 80% and 20% ratio is 

used to split the data. The last step is to train the classifier and run the experiment. 
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The sklearn package is used for SVM implementation, and WEKA is used for rule-

based classifier implementation. The result is evaluated in Precision, Recall and F 

measure. The overall implementation structure is depicted at Figure 9. 

 

Figure 9. Implementation Structure.  

The proposed model uses Word2vec to approximate the document embeddings; the 

rule base classifiers use bag-of-words model to construct document vectors. 

 

4.4 Optical Character Recognition  

Optical Character Recognition (OCR) is the key technology to automate document 

processing. In this thesis, Tesseract OCR is selected as the backend engine. From the 

literature review, the performance of Tesseract OCR is comparable to the commercial 

OCR packages [43] and is widely used in industry applications. In this work, the 

parameters for the OCR engine are set up as “config = --oem 1 --psm 3 --l eng”. The 

parameter explanation is listed below:  

● Engine Mode (--oem) : Tesseract has several engine modes which are trained by 

different models. The latest Tesseract version added a new engine which uses the 
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LSTM model. –oem 1 enables Tesseract to use the LSTM engine to extract the 

text 

● Page Segmentation Mode ( --psm): The page segmentation parameter affects 

how Tesseract separates lines and text. --psm 3 represents the auto detection for 

page segmentation which suits scanned documents. 

● Language (--l) – This parameter specifies the language of the input document. 

English is the target language in this thesis.  

Finally, to efficiently process the files, the program can process multiple files in a 

single directory. All the documents are processed by alphabet order. Multiple-page 

PDFs are allowed. The program assigns a sequence number to each page and 

reconstructs the document content based on the ID number. The sample result is 

shown in Figure 10. 

. 
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Figure 10. Sample OCR Result from a news article in the dataset. 

4.5 Document Representation 

This research uses Facebook pre-trained word embedding. The word embedding has 

300 dimensions and is trained by Wikipedia text corpus. In this research, the 

document vector is represented by the average embedding for all the words in the 

document. Assume a document D consists of a total of n words 𝑤ଵ, 𝑤ଶ, … , 𝑤௡. Each 

word has a word2vec embedding 𝐸௪ଵ, 𝐸௪ଶ, …,𝐸௪௡. The document vector is 

represented as  
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𝐸஽ =  
1

𝑛
෍ 𝐸௪௜

௡

௜ୀଵ

 

This research also performs an experiment to evaluate the impact of having 

incremental training on pre-trained embeddings. The result shows that the model 

performance is improved after conducting the incremental training to pre-trained 

Word2vec embedding; however, based on the literature search, it is not recommended 

to perform incremental training on the pre-trained word2vec model [68]. The 

evaluation result is described in section 4.10.2. 

 

For the rule-based algorithms, the document is presented as a 300-dimension vector 

based on bag-of-words style. Each dimension is a word with possible values 1 and 0 

by occurrence and non-occurrence of the words in the document. The top 300 most 

frequently used words are selected to construct vector. 

 

4.6 Support Vector Machine  

The sklearn package is used for SVM implementation. One-vs-rest parameter is used; 

this parameter enables the SVM to achieve multi-category classification. For the 

Penalty parameter, L2 parameter is selected. The L2 parameter changes the objective 

function’s regularization term and makes the classifier less sensitive to outliers. For 

the loss function, hinge square is used. Value of Class_Weight is None since the data 

category is balanced. Random State parameter does not have any impact on multi-

category. The maximum iteration is 1000, and all the training does not reach the 

maximum iteration. Lastly, the GridSearch function is used to optimize the value for 

parameter C with a range from 10ିଵ to 10ଵ and kernel function. The full parameter 

table is shown in Table 3.  
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Table 3: Implementation Parameters for SVM 

Parameters Parameter Value 

Penalty L2 

Loss Square Hinge 

Dual False 

Tol 1e-4 

C 
Optimized by GridSearchCV function;  

value range from 10ିଵ 𝑡𝑜 10ଵ 

Kernel 
Optimized by GridSearchCV function,  

Value range [linear, rbf, poly] 

multi_class OVR 

fit_intercept True 

intercept_scaling 1 

class_weight None 

random_state None 

max_iter 1000 

 

4.7 Rule-Based Classifier  

For the rule-based classifier, WEKA’s implementation of RIPPER and PART is used 

to generate the rules. The feature is a 300-dimension vector based on bag-of-words 

model. For RIPPER, the parameters are set up as minimal_weights_of_instance 2.0, 

number_of_optmization 2, and pruning True. For PART algorithm, pruning confidence 

is 0.25. The smaller the confidence, the more pruning generated. The batch size is 100, 

and minimum number of objects is 2. The full parameter table is shown in Table 4. 

 

Table 4: Implementation Parameters for RIPPER and PART 

Algorithm Parameters Parameter Value 

RIPPER weights_of_instance 2.0 

RIPPER number_of_optmization 2 

RIPPER Pruning True 

PART pruning confidence 0.25 

PART minimum number 2 
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4.7.1 RIPPER Algorithm 

RIPPER (Repeated Incremental Pruning to Produce Error Reduction) algorithm has 

two stages: grow and prune. RIPPER grows the best rules from training set using 

Sequential Covering algorithm, which continuously builds the rules until all data are 

associated with a specific rule. The algorithm uses the testing set to calculate the 

threshold value to determine whether the rule should be removed. Lastly, the global 

optimization steps are performed. 

In this experiment, the document vector is represented as a 300-dimension vector by 

occurrence and non-occurrence of words. Each dimension is a word with 1 or 0 value. 

The rules generated for Invoice class is shown in Appendix B. The interesting finding 

is that “invoic”, which is the stem result from “invoice”, is a strong word that can 

classify invoice documents. The first rules using “invoic” covers 2234 records with 

only 90 records incorrectly classified. 

 

4.7.2 PART Algorithm 

PART is an algorithm that builds the rules without global optimization. It was 

developed by Frank and Witten. PART adopts a divide and conquer strategy by 

building a rule, removing the data covered by the rule, and creating rules until no data 

are left. PART generates rules by a partial C4.5 decision tree which expands the tree 

based on the estimated information gained. The leaf with the largest coverage is made 

as a rule. In this experiment, the documents are represented as a 300-dimension 

vector. Each word is a feature dimension. The selected rules generated for resume 
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category are shown in Appendix C. In resume category, “univers” is a strong word to 

classify resume documents. “univers” is the stem result of university, which is a 

commonly used word in the resume.  

4.8 Evaluation  

Precision, Recall, and F-measure are used for performance evaluation.  The proposed 

model is compared to RIPPER and PART, two commonly used rule-based classifiers, 

using RVL-CDIP dataset. The document categories used in the evaluation are 

advertisement, scientific report, scientific publication, specification, news article, 

budget, invoice, questionnaire, and resume from the dataset. Precision is defined as 

the number of true positives divided by the sum of true positives and false positives. 

The formal representation is below: 

Precision =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑤ℎ𝑒𝑟𝑒 𝑇𝑃 𝑖𝑠 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑎𝑛𝑑 𝐹𝑃 𝑖𝑠 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 

 

Recall is defined as true positive divided by sum of true positive and false negative:  

Recall =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
  

𝑤ℎ𝑒𝑟𝑒 𝑇𝑃 𝑖𝑠 𝑇𝑢𝑟𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑎𝑛𝑑 𝐹𝑁 𝑖𝑠 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

 

F1-score is defined as two times of precision times recall and divided by precision and 

recall:   

𝐹ଵ =  
2 (𝑇𝑃)

𝐹𝑃 + 𝐹𝑁 + 2(𝑇𝑃)
  

𝑤ℎ𝑒𝑟𝑒 𝑇𝑃 𝑖𝑠 𝑇𝑢𝑟𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝐹𝑃 𝑖𝑠 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑎𝑛𝑑 𝐹𝑁 𝑖𝑠 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 
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Since this classifier is a multi-class classifier, the Macro F1-score is used to evaluate 

the overall model performance. Marco F1-score is the unweighted mean of all the 

categories. This thesis selected the Macro F1-score because the dataset is balanced, 

and all the categories are equally important to the measurement. 

4.9 Result  

This thesis compares the proposed model, which uses SVM as the classifier and 

document embedding to represent the feature, to the other two commonly used rule-

based classifiers, RIPPER and PART.  

 

Figure 11 is the F1-score for the proposed model in all the categories. The model has 

the weakest performance in news article category, which is 0.84. The potential reason 

is that news article has wide text usage and does not have concentrated document 

embeddings.  

 
Figure 11. F1-score per Document Category for the Proposed Model.  

The proposed model has rather poor performance in news article. 
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Figure 12 is the F1-score comparison between the proposed model and the other two 

rule-based models. In the resume category, rule-based classifiers outperform the 

proposed model. The potential reason is that resume category has several distinct 

words such as “univers”, which is the stem result of “university”, and “biograph”, 

which is a stem result from “biography”. These two words are commonly used in 

resume writing. The generated rules for resume categories are listed in Appendix D. 

Most of the rules contain “univers” and “biograph” as the criteria.  

  
Figure 12. F1-score Comparison between SVM, RIPPER and PART 

 

The overall model performance is described in Table 5. F1-scores for the proposed 

model, RIPPER, and PART are 0.872, 0.708, and 0.756. This thesis uses Marco 

average score to evaluate the performance. The proposed SVM model with Word2vec 

feature representation achieves better precision, and recall, reaching 0.873 and 0.872.   
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Table 5: Performance Matrix for SVM, RIPPER and PART 

 Avg. Precision  Avg. Recall F-Measure 

SVM 0.873 0.872 0.872 

RIPPER  0.773 0.696 0.708 

PART 0.756 0.757 0.756 

* Marco Average is adopted 

4.10  Additional Discussion 

4.10.1 OneR Algorithm  

In this thesis, one additional classifier, OneR, was implemented. OneR builds a 

classification rule based on the frequency table to all the possible categories for each 

feature and selects the rule with a minimum error rate. OneR is known for its 

simplicity and stable performance. OneR is usually chosen as the baseline model.  

 

In this experiment, the word occurrence and non-occurrence are used to represent the 

document vector. Each word becomes a dimension of feature and has only two values, 

1 and 0. In this experiment, OneR can only classify two categories, specification and 

resume. The generated rules are listed in Appendix E. The model output is shown in 

Figure 13. 
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Figure 13. OneR Performance Result. 

 

4.10.2 Incremental Training for Pre-trained 

Embeddings  

This thesis also completed an experiment about whether incremental training to the 

pre-trained Word2vec model can improve the performance. In this work, the 

Word2vec embedding is fine-tuned by the corpus collected from the documents used 

in the evaluation. The result shows that there is a performance improvement by using 

the tuned embeddings. The changes for similarity in embeddings are described in 

Table 6. The performance comparison between original pre-trained embeddings and 

incremental training embeddings is described in Table 7.  

Table 6: Similarity Result after Incremental Training to the model 

Word Similarity Pre-trained 

Embeddings 

Pre-trained Embeddings with 

incremental Training 

"invoice" and "tobacco " 0.27182385 0.30306637 

“questionnaire” and “tobacco” 0.28011847 0.31092876  

“news” and “tobacco” 0.36573988 0.38157657 

* After incremental training, the frequent used words move closer to “tobacco”. 
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Table 7: Performance Comparison for incremental training. 

 Category 

F1-score 

Pre-trained Embeddings without 

Incremental Training 

Pre-trained Embeddings with 

Incremental Training 

advertisement 0.8 0.87 

scientific report  0.83 0.90 

scientific publication 0.91 0.93 

specification 0.95 0.97 

news article 0.75 0.81 

budget 0.72 0.78 

invoice 0.78 0.81 

questionnaire 0.94 0.95 

resume 0.8 0.84 

 

4.11 Chapter Summary  

This chapter describes the performance evaluation for the proposed machine learning 

model with two other rule-based classifiers using RVL-CDIP dataset. The proposed 

model reaches a 0.872 F1-score, outperforming RIPPER and PART algorithms. In the 

additional experiment, OneR algorithm with the bag-of-words feature shows poor 

performance. The incremental training for pre-trained Word2vec increases the 

proposed model's F1-score from 0.831 to 0.872.  

 

This result shows that our proposed model, using SVM and Word2vec, can effectively 

classify business documents from scanned documents. As mentioned in chapter2, a 

stable and robust classifier is a key element to automate document processing. The 

proposed model could be a suitable machine learning classifier used in business 

environments. The next chapter summarizes the findings and revisits the research 

objectives.  
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Chapter 5 

5  Summary and Future Work 

This chapter summarizes the present research, discusses the findings from the system 

analysis and performance evaluation, and makes recommendations for future research.  

 

5.1 Summary 

Due to the COVID-19 pandemic, the need for automatic document processing is 

increased as fewer employees works in the office. It is important for businesses to 

understand the challenges while implementing an AI-based automatic document 

processing and a performance benchmark of a machine learning classifier. 

 

To understand the challenges, this thesis presents a system analysis by viewing 

document processing in context of the sociotechnical system. The stakeholder analysis 

shows that the enterprise and customers are the two key stakeholder groups. The OPM 

defines the system boundary, and Process Owner and Machine Learning Classifiers 

are two major components in the diagram. Lastly, the network representation shows 

that Process Owner, Maintenance Owner, Company Policy, To Reduce Time for 

Processing Abnormal Cases, To Reduce Time for Processing Documents, and 

Classifier are critical system components in this system as they have the highest 

betweenness centrality. 

 

A machine learning classification model has been implemented using SVM and 

Word2vec to classify business documents. In the experiment, the proposed model 
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reached a 0.872 Marco F1-score. The other useful finding is that if the document 

category has unique keywords, rule-based classifiers can also provide good 

performance. 

 

These findings provide the answers to the research questions in section 1.2. First, the 

critical system components are identified through the system analysis. The most 

valuable finding is that deploying an AI-based document processing system is not 

only a technical project but also an organizational transformation project. This finding 

is consistent with the literature review that a successful AI application deployment 

needs comprehensive planning on the organizational level [69]. Second, the proposed 

model outperforms two commonly used rule-based algorithms and can potentially be 

deployed into businesses to classify documents. 

 

5.2 Limitation and Future Work 

To expand this work to other types of documents and business organizations, a case 

study should be conducted. A case study can validate our system analysis result and 

improve the analysis model. For the machine learning classifier, the future work can 

explore to use the language models to approximate the document meaning.   

 

Due to time limitations of the research, the system analysis is conducted based on the 

author’s relevant working experience and online case study data. Future research 

could conduct a complete case interview with the business owner and IT department 

to validate the system analysis results from this work. Such a deeper discussion could 

explore what is the best way to integrate the development process into the 

organization. 
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The other limitation is that the model performance evaluation is based on scanned 

business documents from the tobacco industry. It is recommended to perform the 

evaluation with the scanned documents from other industries, such as financial 

institutions and legal institutions, to improve the model. 

  

It is also recommended that future research explore using language models, such as 

BERT [70], to classify business documents. Language models consider the context 

information more than the word embeddings and achieve superior results s in various 

tasks. Using document embeddings generated from language models could potentially 

achieve better performance in classifying business documents. 
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Documents can be Category or Information. 

Enterprise exhibits Business Teams and IT Teams. 

            Business Teams exhibits Process Owner, Substream Owner, and Receiver. 

                        Process Owner handles Communicating, Processing Information, and Handling Error. 

                        Receiver handles Receiving Document. 

            IT Teams exhibits Support Team and Technical Team. 

                        Technical Team handles Maintaining. 

Machine Learning Model handles Extracting Information and Classifying Document. 

Process Result can be Error or No. 

Document Processing requires Local Communties and Regulator. 

Handling Error requires Technical Team. 

Handling Error consumes Error Process Result. 

Classifying Document requires Documents. 

Classifying Document yields Category Documents. 

Processing Information requires Machine Learning Model, Information Documents, and Substream Owner. 

Processing Information yields Process Result. 

Extracting Information requires Category Documents. 

Extracting Information yields Information Documents. 

Maintaining requires Process Owner. 

Maintaining yields Machine Learning Model. 

Receiving Document requires Customer/Supplier. 

Receiving Document yields Documents. 

Communicating requires Customer/Supplier.  



63 
 

Appendix B 
 

ES-MDM full matrix   
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Appendix C 
 

RIPPER Algorithm – Invoice Rule 

 

In the generated ruleset, the condition is whether a stem of a word appears in the document. If the stem appears in the document, the condition is 

">=1'; if the stem does not appear in the document, the condition is "<=0". An example of a stem word is that "invoic" is from "invoice." The 

parameter: "attribute_0" is the result of classification. 11 is the value of the invoice category. The last part of the rule is represented by the 

format: ( the number of records covered / the number of records misclassified ). 

 

(invoic >= 1) => attribute_0=11 (2234.0/90.0) 

(account >= 1) and (the <= 0) and (payment >= 1) and (code >= 1) => attribute_0=11 (110.0/0.0) 

(account >= 1) and (the <= 0) and (for >= 1) => attribute_0=11 (139.0/12.0) 

(avenu >= 1) and (univers <= 0) and (total >= 1) => attribute_0=11 (182.0/19.0) 

(box >= 1) and (amount >= 1) and (date >= 1) => attribute_0=11 (116.0/14.0) 

(pleas >= 1) and (avenu >= 1) and (on >= 1) => attribute_0=11 (39.0/0.0) 

(the <= 0) and (univers <= 0) and (account >= 1) and (pleas >= 1) and (busi <= 0) => attribute_0=11 (35.0/2.0) 

(studi <= 0) and (date >= 1) and (account >= 1) and (report <= 0) and (york >= 1) => attribute_0=11 (29.0/1.0) 

(box >= 1) and (amount >= 1) and (method <= 0) and (product <= 0) => attribute_0=11 (29.0/5.0) 

(the <= 0) and (univers <= 0) and (inc >= 1) and (total >= 1) and (page <= 0) => attribute_0=11 (67.0/17.0) 

(studi <= 0) and (avenu >= 1) and (univers <= 0) and (copi >= 1) => attribute_0=11 (42.0/1.0) 

(the <= 0) and (univers <= 0) and (box >= 1) and (date >= 1) and (laboratori <= 0) and (menthol <= 0) and (mai <= 0) and (address <= 0) and (filler <= 0) and 

(inform <= 0) => attribute_0=11 (51.0/8.0) 
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(studi <= 0) and (total >= 1) and (charg >= 1) and (inc >= 1) => attribute_0=11 (8.0/2.0) 

(studi <= 0) and (account >= 1) and (date >= 1) and (end <= 0) and (health <= 0) => attribute_0=11 (146.0/53.0) 

(pleas >= 1) and (payment >= 1) and (locat <= 0) => attribute_0=11 (37.0/5.0) 

(studi <= 0) and (total >= 1) and (cigarett <= 0) and (print >= 1) and (compani >= 1) => attribute_0=11 (36.0/1.0) 

(the <= 0) and (univers <= 0) and (york >= 1) and (cigarett <= 0) and (avenu >= 1) and (depart <= 0) and (and <= 0) => attribute_0=11 (35.0/6.0) 

(the <= 0) and (univers <= 0) and (inc >= 1) and (york >= 1) and (cigarett <= 0) and (associ >= 1) => attribute_0=11 (15.0/1.0) 

(studi <= 0) and (total >= 1) and (amount >= 1) and (check >= 1) => attribute_0=11 (22.0/1.0) 

(compani >= 1) and (smoke <= 0) and (box >= 1) and (us <= 0) and (order >= 1) => attribute_0=11 (16.0/0.0) 

(studi <= 0) and (inc >= 1) and (pleas >= 1) and (with <= 0) and (issu <= 0) and (busi <= 0) => attribute_0=11 (20.0/4.0) 

(studi <= 0) and (street >= 1) and (univers <= 0) and (smoke <= 0) and (pleas >= 1) and (name <= 0) and (citi <= 0) and (good <= 0) => attribute_0=11 

(19.0/1.0) 

(studi <= 0) and (order >= 1) and (compani >= 1) and (year <= 0) and (descript >= 1) => attribute_0=11 (21.0/1.0) 

(the <= 0) and (univers <= 0) and (avenu >= 1) and (servic >= 1) and (produc <= 0) and (cost <= 0) => attribute_0=11 (14.0/1.0) 

(studi <= 0) and (smoke <= 0) and (compani >= 1) and (the <= 0) and (total >= 1) and (advertis >= 1) => attribute_0=11 (13.0/0.0) 

(the <= 0) and (univers <= 0) and (expens >= 1) and (work >= 1) => attribute_0=11 (22.0/4.0) 
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Appendix D 
 

PART Algorithm – Resume Rule 

 

In PART algorithm, the rule representation is different. If the stem of a word appears in the document, the condition is "> 0'; if the stem does not 

appear in the document, the condition is "<=0". An example of a stem word is that " univers " is the result of " university." 14 is the value of the 

resume category. The last part of the rule is represented by the format: (the number of records covered / the number of records misclassified ). 

 

professor > 0 AND  

said <= 0 AND 

reason <= 0 AND 

smoker <= 0 AND 

suggest <= 0 AND 

smoke <= 0 AND 

univers > 0 AND 

report <= 0 AND 

tobacco <= 0 AND 

import <= 0 AND 

nicotin <= 0 AND 

with <= 0 AND 

caus <= 0 AND 

all <= 0 AND 
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design <= 0: 14 (2169.0/9.0) 

 

postdoctor > 0 AND 

payment <= 0 AND 

receiv <= 0 AND 

these <= 0 AND 

charg <= 0 AND 

produc <= 0 AND 

support <= 0: 14 (501.0) 

 

fellow > 0 AND 

you <= 0 AND 

thei <= 0 AND 

account <= 0 AND 

that <= 0 AND 

week <= 0 AND 

suggest <= 0 AND 

question <= 0 AND 

requir <= 0 AND 

issu <= 0 AND 

show <= 0 AND 

appear <= 0 AND 

result <= 0 AND 
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smoker <= 0 AND 

cigarett <= 0 AND 

period <= 0 AND 

increas <= 0: 14 (353.0/8.0) 

 

protein > 0 AND 

honor <= 0 AND 

educ > 0 AND 

result <= 0 AND 

indic <= 0: 14 (46.0) 

 

biologi > 0 AND 

educ > 0 AND 

at <= 0: 14 (157.0/4.0) 

 

protein > 0 AND 

honor > 0: 14 (30.0) 

 

cell > 0 AND 

profession > 0 AND 

advertis <= 0 AND 

smoker <= 0: 14 (64.0/3.0) 
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univers > 0 AND 

honor > 0 AND 

month <= 0 AND 

but <= 0: 14 (92.0/2.0) 

 

univers > 0 AND 

educ > 0 AND 

but <= 0 AND 

indic <= 0 AND 

caus <= 0 AND 

result <= 0 AND 

expens <= 0 AND 

ad <= 0 AND 

see <= 0 AND 

check <= 0 AND 

percent <= 0 AND 

total <= 0 AND 

evid <= 0 AND 

determin <= 0 AND 

all <= 0 AND 

at <= 0 AND 

cigarett <= 0: 14 (128.0) 
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Appendix E 
 

RIPPER Algorithm – Resume Rule 

 

In the generated ruleset, the condition is whether a stem of a word appears in the document. If the stem appears in the document, the condition is 

">=1'; if the stem does not appear in the document, the condition is "<=0". An example of a stem word is that " univers " is from "university." 

The parameter: "attribute_0" is the result of classification. 11 is the value of the invoice category.  The last part of the rule is represented by the 

format: ( the number of records covered / the number of records misclassified ). 

 

 

(univers >= 1) and (assist >= 1) and (fellow >= 1) => attribute_0=14 (1553.0/5.0) 

(univers >= 1) and (educ >= 1) and (smoke <= 0) and (institut >= 1) and (report <= 0) => attribute_0=14 (783.0/1.0) 

(univers >= 1) and (assist >= 1) and (the <= 0) => attribute_0=14 (297.0/3.0) 

(univers >= 1) and (profession >= 1) and (smoke <= 0) and (experi >= 1) => attribute_0=14 (307.0/3.0) 

(univers >= 1) and (professor >= 1) and (smoke <= 0) and (biologi >= 1) and (import <= 0) => attribute_0=14 (98.0/3.0) 

(univers >= 1) and (educ >= 1) and (smoke <= 0) and (year <= 0) and (import <= 0) and (end <= 0) => attribute_0=14 (196.0/5.0) 

(univers >= 1) and (the <= 0) and (intern >= 1) and (associ >= 1) => attribute_0=14 (33.0/0.0) 

(fellow >= 1) and (research >= 1) and (profession >= 1) => attribute_0=14 (60.0/1.0) 

(univers >= 1) and (the <= 0) and (colleg >= 1) and (research >= 1) and (produc <= 0) => attribute_0=14 (40.0/4.0) 

(univers >= 1) and (assist >= 1) and (group <= 0) and (honor >= 1) => attribute_0=14 (14.0/0.0) 

(univers >= 1) and (the <= 0) and (fellow >= 1) => attribute_0=14 (25.0/1.0) 

(univers >= 1) and (thi <= 0) and (director >= 1) and (said <= 0) => attribute_0=14 (122.0/40.0) 
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(assist >= 1) and (smoke <= 0) and (professor >= 1) and (for <= 0) => attribute_0=14 (42.0/0.0) 

(univers >= 1) and (the <= 0) and (presid >= 1) => attribute_0=14 (25.0/5.0) 

(scienc >= 1) and (the <= 0) and (educ >= 1) and (from <= 0) => attribute_0=14 (22.0/2.0) 

(school >= 1) and (the <= 0) and (biologi >= 1) => attribute_0=14 (15.0/2.0) 

(univers >= 1) and (thi <= 0) and (smoke <= 0) and (award >= 1) and (report <= 0) and (depart <= 0) => attribute_0=14 (17.0/1.0) 

(school >= 1) and (the <= 0) and (member >= 1) and (medicin <= 0) => attribute_0=14 (13.0/2.0) 

(research >= 1) and (profession >= 1) and (tobacco <= 0) and (experi >= 1) => attribute_0=14 (25.0/1.0) 

(smoke <= 0) and (research >= 1) and (thi <= 0) and (fellow >= 1) and (support <= 0) => attribute_0=14 (24.0/3.0) 

(the <= 0) and (manag >= 1) and (director >= 1) and (compani >= 1) => attribute_0=14 (14.0/1.0) 

(director >= 1) and (smoke <= 0) and (experi >= 1) and (time <= 0) => attribute_0=14 (13.0/1.0) 

(scienc >= 1) and (the <= 0) and (present >= 1) and (measur <= 0) and (contain <= 0) and (patholog <= 0) => attribute_0=14 (17.0/5.0) 

(univers >= 1) and (result <= 0) and (chemistri >= 1) and (section >= 1) and (increas <= 0) => attribute_0=14 (9.0/1.0) 

(univers >= 1) and (thi <= 0) and (and <= 0) and (smoke <= 0) and (work >= 1) and (report <= 0) and (program <= 0) and (chang <= 0) and (us 

<= 0) => attribute_0=14 (23.0/6.0) 

(biologi >= 1) and (thi <= 0) and (public >= 1) and (the <= 0) => attribute_0=14 (8.0/0.0) 

(smoke <= 0) and (colleg >= 1) and (societi >= 1) and (scienc >= 1) => attribute_0=14 (10.0/2.0) 
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Appendix F 
 

Generated Rule from OneR Algorithm 

 
In this algorithm, the rule is whether a stem of a word appears in the document. If the word appears in the document, the condition is ">=0.5'; if 

the word does not appear in the document, the condition is "<=0.5". An example of a stem word is that "univers" is the result of "universe." The 

parameter: "attribute_0" is the result of classification. 7 is the value of the specification category and 14 is the value of resume category.  

 

If “univers <0.5”, then attribute_0 = 7 

If “univers >= 0.5”, then attribute_0 = 14  

(7643/35045 instance correct) 
 

 


