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ABSTRACT The trade-off between spatial and temporal resolution remains a fundamental challenge in
machine vision. A captured image often contains a significant amount of redundant information, and only
a small region of interest (ROI) is necessary for object detection and tracking. In this paper, we first
systematically characterize the effects of ROI on camera capturing, data transmission, and image processing.
We then present the closed-loop ROI algorithm capable of high spatial and temporal resolution as well as
wide scanning field of view (FOV) in single and multi-object detection and tracking via real-time wireless
video streaming. With the feedback from real-time object tracking, the wireless camera is able to capture
and transmit only the ROI which in turn enhances both the spatial and temporal resolution in object tracking.
In addition, the proposed approach can still maintain a large FOV by processing regions outside of the
ROI at lower spatial and temporal resolutions. When applied to a high spatial resolution wireless stream
(5MegaPixels), the closed-loop ROI algorithm improves the temporal resolution by up to 10× (from 2.4 FPS
to 22.5 FPS). Specifically, camera processing is improved by up to 4.7×, data transmission is improved by
up to 160×, and PC processing is improved by up to 2.5×. In a person tracking experiment, the closed-loop
ROI algorithm enables a wide-angle camera to outperform both a normal wide-angle camera–which suffers
from poor temporal resolution and motion blur–and a pan & tilt camera–which cannot automatically refresh
tracking after the tracking is lost.

INDEX TERMS Machine vision, object detection, object tracking, real-time systems, region of interest,
spatial resolution, temporal resolution.

I. INTRODUCTION
A fundamental trade-off between spatial and temporal res-
olution remains a key challenge in machine vision. Higher
spatial resolution frames require more time to capture, pro-
cess, and transmit, resulting in lower temporal resolution.
However, both high spatial and high temporal resolutions
may be desirable as they inform object detection and tracking
accuracy. Spatial resolution can affect the accuracy of neural
networks [1], [2], and even small changes can have a sig-
nificant effect depending on the application [3]. Similarly,
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temporal resolution can affect the accuracy of object detec-
tion and object tracking [4]–[6]. As a result, there is often a
trade-off between spatial and temporal resolutions [7], [8].

When detecting and tracking an object, its location forms
a region of interest (ROI). However, a ROI may occupy
only a small portion of the field of view (FOV). Thus,
major computational resources may be spent on capturing,
transmitting, and processing redundant information. To bal-
ance spatial and temporal resolution for real-time detection
and tracking, previous researchers have proposed ROI cod-
ing (in which only the ROI is encoded in high quality)
and ROI detection/prediction (in which only the ROI is
transmitted or processed) [9]. The ROI concept has been
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implemented in a wide variety of applications, including
medical imaging [10], vehicle lane warning systems [11],
and ultra-high-speed video streaming [12]. ROI coding and
ROI detection/prediction methods are especially useful for
wireless video streaming due to slower and less consistent
image transmission [13]. However, previous solutions were
designed for specific goals and not applicable for general
object detection/tracking. Furthermore, ROI coding has gen-
erally been applied for post-processing and not fully applied
at all levels of wireless video streaming: image capturing,
image transmission, and image processing.

In this paper, we propose the closed-loop ROI algo-
rithm, a general method for single and multi-object detec-
tion/tracking with a feedback loop involving a wireless
camera and an external PC. In the proposed algorithm,
the camera only captures the ROI and transmits the ROI
to the PC via Wi-Fi; the PC then processes the ROI and
centers the next ROI based on the object’s current location.
Thus, the location and information of the current ROI is
processed to determine the location of the subsequent ROI
inside a closed loop. Figure 1 shows how the proposed
closed-loop ROI method enables a wireless camera to operate
at both higher spatial and temporal resolutions than the nor-
mal method in which the camera captures and transmits the
entire FOV for processing. Although we restrict ourselves to
person detection in this paper, the method can be used with
an arbitrary detection algorithm for a variety of applications
where both high spatial and temporal resolutions are desir-
able, from surveillance to medical imaging.

Additionally, the proposed algorithm supports machine
vision applications involving centralized control of swarm
robotics. As opposed to a distributed system, a central-
ized system has higher quality scheduling and greater com-
patibility with current communication architectures, but it
has limited scalability, which causes increased scheduling
latency [14], [15]. The closed-loop ROI method can improve
scalability by significantly reducing data transmission of
every machine vision sensor in the swarm.

The main contributions of this paper are threefold. Firstly,
a systematic study of the ROI shows the benefits of applying
the ROI to all levels of wireless video streaming. Secondly,
by only capturing, transmitting, and processing the ROI,
we enable a wireless video stream with both high temporal
and spatial resolutions. Thirdly, the high spatial resolution
enables a video stream to operate at high FOV without com-
promising image quality, allowing a larger region of the envi-
ronment to be monitored for object detection and tracking.

II. RELATED WORK
A. ROI CODING
ROI coding encodes subregion(s) of the image in high quality
and the rest of the image in low quality through various
encoding process [16]–[18]. Methods for determining the
ROI range from manual selection [19] to hidden Markov
chains and Gaussian mixture models [20]. Beyond image
compression and storage, past works have applied ROI

FIGURE 1. Comparison of wireless video streaming between the Default
and closed-loop ROI methods. The closed-loop ROI method enables a
5 MegaPixels wireless stream at 30 FPS with a 0.03 MegaPixels ROI.
Algorithms are implemented on a wireless OpenMV H7 Plus, a machine
vision microcontroller. Object detection is done by one of three detection
networks (MobileNet, MTCNN, YoloV4) on a NVIDIA Jetson AGX Xavier.

encoding to various applications such as medical imaging,
in which only the diagnostically relevant region is required
in high quality [21], and aerial surveillance, in which data
transferred by aerial drones can be significantly reduced [9].

Since ROI coding is a post-processing step that occurs
after the full image is already captured by the camera, it only
affects the transmission and storage of images. Addition-
ally, ROI coding can be computationally intensive and gen-
erally not possible on cameras with limited computational
capabilities.

B. ROI DETECTION AND PREDICTION
Detecting and predicting the ROI has allowed for a variety of
real-time detection and tracking applications. The methods in
these works typically capture a video frame, detect object(s)
of interest with a neural network, then predict the ROI loca-
tion of the next frame using an estimation filter such as a
Kalman filter. Past applications include magnetic resonance
imaging [10], lane boundaries detection for vehicle warning
systems [11], in-situ plankton tracking [22], micro-object
detection under a microscope [18], ultra-high-speed fruit
fly wing tracking [12], ball and athlete detection for adap-
tive compression during sports streams [13], remote photo-
plethymography [23], hand prints and hand vein detection
[24], [25], and blink detection to monitor patients with amy-
otrophic lateral sclerosis [26].

Prior works have shown improvement in temporal res-
olution, but typically apply the ROI as a post-processing
step and do not implement ROI-related operations at the
camera level. Furthermore, prior works are designed for spe-
cific applications and require prior knowledge of the system
and object dynamics. For instance, in the magnetic reso-
nance imaging application, reconstruction of the image is
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computationally intensive; reconstructing on the ROI only
leads to significantly faster processing [10]. Similarly, in the
lane detection application, processing only a small ROI rather
than the whole image allows for faster detection, which is
critical for a real-time vehicle warning system [11]. How-
ever, in these works, the entire medical image or road image
is acquired and transmitted, and time is only saved in the
subsequent image processing steps. Additionally, these works
are suitable only for the targeted application. The proposed
closed-loop ROI method builds upon these works by lever-
aging the advantages of the ROI at every level of wireless
video streaming for general object detection and tracking
applications.

C. MACHINE VISION CAMERAS
There are a multitude of wireless machine vision cameras
that capture images at varying spatial resolution, temporal
resolution, format, etc. Popular camera providers include
Sony, FLIR Machine Vision, and Cognex [27]. Alterna-
tively, embedded machine vision products such as the ESP32,
Raspberry Pi, and OpenMV provide low-cost options with
small form factors [28]–[30]. The Raspberry Pi and OpenMV
can run low-complexity neural networks in real-time for
object detection and tracking. Similarly, the PixyCam can
be taught to learn objects using a hue-based color filtering
algorithm, but the objects must have distinctive colors. In
general, the trade-off between spatial and temporal resolution
remains a major challenge for machine vision cameras due to
the limited RAM and processor performance for embedded
computation. The closed-loop ROI algorithm overcomes the
trade-off in spatial and temporal resolutions by only cap-
turing, transmitting, and processing the ROI. Thus, imple-
menting the closed-loop ROI algorithm on an intelligent
camera can optimize the camera’s capability. Additionally,
the proposed algorithm overcomes limited processing power
on embedded machine vision cameras by offloading heavy
computation to an external PC.

D. OBJECT DETECTION AND TRACKING
Many neural networks have been proposed for object detec-
tion. Three examples of detectors that have been used
in machine vision applications are YoloV4, MTCNN, and
MobileNet. YoloV4 is a popular detector that makes detec-
tions with a single network evaluation, enabling it to operate
at high speeds while achieving state-of-the-art accuracy [31].
MobileNet is an efficient model designed for mobile and
embedded networks that optimizes the trade-off between
speed and accuracy [32]. MTCNN utilizes a different
approach involving a cascaded structure with a three-stage
network that achieves state-of-art accuracy [33].

A common approach to single and multi-object tracking
is with tracking-by-detection, in which detected objects in
one frame are associated with detected objects in subsequent
frames [34]. One method to associate detected objects is by
calculating the intersection-over-union of detected objects
between frames; thismethod is able to achieve state-of-the-art

performance without using image information [35]. Alterna-
tive methods for object tracking involve using object motion,
appearance, structure, and size [34], fusing sensor measure-
ments and features from multiple sources with context aware
descriptors [36], and integrating all available object observa-
tions to interpret scene dynamics [37].

III. DESIGN AND METHODS
A. CLOSED-LOOP ROI ALGORITHM
The closed-loop ROI algorithm involves a feedback loop
between the camera and the external PC. Table 1 lists the
camera parameters for the closed-loop ROI algorithm. Fw,
Fh,φh,φw are camera specifications. θ and d are experimental
setup values. Optimal dimensions for the ROI, Rh and Rw, are
derived in Section III-B. Values for tloop, tconfig, and tcapture are
obtained after analyzing camera characteristics in Section IV;
tloop is a preset value, while tconfig and tcapture are fixed values
dependent onROI dimensions. Algorithm 1 details operations
on the camera’s controller to capture the ROI in the current
frame. Algorithm 2 details operations on the external PC to
predict the ROI location in the next frame.

TABLE 1. Camera parameters for the closed-loop ROI algorithm
implemented on a wireless OpenMV H7 Plus.

The closed-loop ROI algorithm begins by establishing
a wireless transmission control protocol (TCP) connection
between the camera and external PC. Then, the camera cap-
tures an image of the entire FOV, encodes it as a byte array,
and sends it to the PC over the TCP connection, which
performs object detection and tracking. If the object is not
detected, the PC sets the ROI for the next frame to be the
entire FOV. If the object is detected, the PC predicts the
location of the ROI in the next frame by centering the ROI
around the object’s current location (however, if the system
and object dynamics are well known, the ROI prediction can
be improved by using a predictive algorithm such as aKalman
filter or particle filter). The new ROI settings are sent by
the PC to the camera. After the ROI is updated, the process
repeats; the new ROI is captured and sent to the PC. For
single object detection and tracking, only one closed-loop
ROI needs to be instantiated. To enable multi-object detection
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Algorithm 1 Camera: Capturing/Sending ROI

1 X, Y, W, H, n = 0, 0, Fw, Fh, 1;
2 while True do
3 Configure_ROI(X, Y, W, H);
4 Initialize_Timer();
5 while Elapsed time < tloop/n do
6 img = Capture_Configured_ROI();
7 JPEG = Compress_JPEG(img);
8 Send_to_PC(JPEG);
9 Recv_from_PC(X, Y, W, H, n);
10 if W == Fw then
11 break;
12 end
13 end
14 end

tracking with n objects, a closed-loop ROI must be instanti-
ated for each object.

The actual implementation of this algorithm is largely
dependent on hardware. For the cameras we tested (OpenMV
H7, OpenMV H7 Plus, FLIR Chameleon, FLIR Black-
fly), updating the ROI requires the camera to settle and/or
reset, requiring significant time. Thus, each closed-loop of
the proposed algorithm runs for a preset period of time,
tloop. This and other camera characteristics are discussed in
Section IV-A. The OpenMVH7 Plus cannot capture multiple
ROIs in a single frame with the current firmware. Thus, for
multi-object tracking with n objects, the OpenMV updates
one ROI at a time and captures each ROI for tloop/n sec-
onds. Since the computation is offloaded to an external PC,
this algorithm can always run state-of-the-art algorithms for
object detection and object tracking assuming the PC has the
necessary processing power.

B. OPTIMIZING ROI DIMENSIONS
In the closed-loop ROI algorithm, if the object moves out of
the ROI before the ROI updates, the camera will capture the
entire FOV in the next frame. Note that the object tracking is
never lost as long as it remains in the FOV, but the frame rate
is reduced temporarily until a new ROI is predicted. In this
section, we determine the ROI dimensions required to track
an object with a given speed using only an updating ROI. The
model for the camera is shown in Figure 2.

To simplify the derivation, we assume the object’s velocity
has constant components vx and vz with the same maximum
value. This confines the object movement during one frame
within a square region. After the ROI’s position is updated,
the object moves for tloop seconds before the ROI position is
updated again. The next ROI will be centered on the object’s
current location, but the object will continue to move for time
tconfig while the ROI is being reconfigured. Thus, in time
tloop + tconfig, the object must not move more than half of the
ROI’s width and height.

The ROI dimensions required to track the object with an
updating ROI is expressed in Equations (1) and (2). The

Algorithm 2 PC: Processing/Predicting Multiple
ROIs
1 IDcounter = 0;
2 while True do
3 image = Recv_from_Cam();
4 Detections = Detect(image);
5 if Detections is None then
6 | X, Y, W, H, n = 0, 0, Fw, Fh, 1;
7 else if width(image) == Fw then
8 n = num(Detections);
9 for i = 0; i < n; i = i + 1 do
10 ID = Track_Objects(Detections);
11 location[ID] = Detections[ID];
12 end
13 else
14 ID = Track_Objects(Detections);
15 Object_Bounding_Box = Detections[ID];
16 [x, y, w, h] = Object_Bounding_Box;
17 X. = x - (Rw - w)/2;
18 Y. = y - (Rh - h)/2;
19 W = Rw;
20 H. = Rh;
21 end
22 location[IDcounter % n] = (X, Y, W, H);
23 (X, Y, W, H) = location[IDcounter + 1];
24 Send_to_Camera(X, Y, W, H, n);
25 IDcounter = (IDcounter + 1) % n;
26 end

FIGURE 2. Image capturing model of a camera. The camera at point C
with angle θ from the vertical is tracking an object at point P with
constant velocity v . The shaded red region represents a captured video
frame. The shaded blue region represents possible locations of P after
one frame.

parameters φh, φw, Fh, Fw, and d are used to convert meters to
pixels. Note that at the same ROI dimensions, a smaller tloop
results in faster vx and vz, meaning that the maximum object
speed that can be tracked with an updating ROI is higher
when tloop decreases. However, we later show in Section IV-A
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FIGURE 3. Visualization of camera streaming methods for object detection/tracking with a wireless camera.

that decreasing tloop also decreases the temporal resolution.
In Section IV-A, we set tloop = 0.1 s to balance camera
characteristics.

vz ∗ (tloop + tconfig) ∗
Fw

d ∗ φw
≤ Rw/2 (1)

vx ∗ cos(θ ) ∗ (tloop + tconfig) ∗
Fh

d ∗ φh
≤ Rh/2 (2)

Assuming a maximum speed of no more than 3m/s,
the required ROI dimensions is 401×144 pixels. In the exper-
imental design, we use rounded values of 400 × 150 pixels
(0.06MegaPixels) for our implementation of the closed-loop
ROI algorithm.

For multi-object tracking, only one closed-loop ROI is
captured at a time. The camera cycles through the ROI of
each object to capture the object’s current location and predict
its next location. Based on the previous derivations, the ROI
must be updated within tloop + tconfig seconds to track the
object with a closed-loop ROI. To track n objects within
tloop + tconfig, the camera must capture the ROI of an object
at least once, requiring tcapture seconds, then reconfigure the
ROI for the next object, requiring tconfig seconds. This is
expressed in Equation (3).

n ∗ (tcapture + tconfig) ≤ (tloop + tconfig) (3)

The number of tracked objects, n, has a maximum
value dependent on the camera characteristics, experimental
setup, and desired application. For our multi-person tracking
demonstration, the closed-loop ROI for each person is set to
the optimal value of 0.06 MegaPixels. Based on the camera
characteristics discussed later in Section IV-A, tcapture and
tconfig are fixed by the ROI dimensions, while tloop is preset to
0.1 s. Thus, in our experimental setup, the maximum number
of objects that can be tracked using the closed-loop ROI algo-
rithm is n = 3. To track more than n objects, we recommend
a multi-camera setup discussed later in Section IV-D.

C. EXPERIMENTAL SETUP
All algorithms are implemented on the OpenMV H7 Plus
(OMV) with version 3.9 firmware. The OMV is a low-cost

machine vision microcontroller with a built-in camera, Wi-Fi
shield, and small form factor that is suitable for various
robotics applications, especially applications with cost, mass,
and size constraints [28]. The OMV has a maximum spatial
resolution of 2592× 1944 pixels (5MegaPixels) and can use
the ATWINC1500Wi-Fi module for communication. For the
external PC, we use a NVIDIA Jetson Xavier AGX (Jetson),
which receives and processes images from thewireless OMV.
To demonstrate the closed-loop ROI algorithm, we imple-
ment it for person detection/tracking. We test the closed-loop
ROI algorithm with three different face detection neural net-
works: YoloV4,MobileNet, andMTCNN [31]–[33] that were
optimized for the Jetson via TensorRT [38]. Object tracking is
done by associating the locations of detected objects between
frames using the intersection-over-union approach [35].

To quantify the performance of the closed-loop ROI algo-
rithm, we use four different camera setups. For single person
tracking, one person who walks three loops — the first slow,
the remaining fast. For multi person tracking, two persons
walked separate controlled paths. Figure 3 shows a visualiza-
tion of each camera method, including ROI acquisition and
prediction for the closed-loop ROI method. A video of the
experimental setup and results is available.1

Setup 1) Default Camera: The Default Camera performs
the normal camera operation, capturing the entire frame at
a spatial resolution of 2592 × 1944 (5MegaPixels). The PC
receives the full image from the OMV and performs tracking-
by-detection. A wide angle lens with 140◦ FOV is used to
enable person tracking over the maximum possible region in
the testing environment.

Setup 2) Pan & Tilt Camera: Scaling FOV and spatial res-
olution by the same amount results in constant image quality.
A Pan&Tilt shield allows object tracking with a smaller FOV
and thus, a smaller spatial resolution which improves tempo-
ral resolution. In this setup, the OMV is mounted on a Pan
& Tilt shield. For object tracking, the difference between a
detected object’s location and the center of the FOV is used as
the error for PID control of the Pan & Tilt shield. The OMV’s

1Camera setups and operation: https://youtu.be/OYW2WF3mKDA
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spatial resolution is set to 1280 × 1024 (1.3MegaPixels)
with the FOV scaled down from 140◦ to 60◦, thus increasing
the temporal resolution and allowing the OMV to capture a
walking person without motion blur.

Setup 3) ROI Camera with Single Object: The ROI Cam-
era is implemented with the closed-loop ROI algorithm. As in
Setup 1, the OMV is set at maximum resolution with a
140◦ FOV lens. To track the person with an updating ROI,
0.06MegaPixels ROI as determined in Section III-B.

Setup 4) ROI Camera with Multiple Objects: The ROI
Camera is implemented with the closed-loop ROI algorithm
for multi-object tracking. A closed-loop ROI is instantiated
for each object. As in Setup 3, the OMV is set at maximum
resolution with a 140◦ FOV lens and 0.06MegaPixels ROI.

Test 1) Multiple, Multithreaded Cameras: In Section III-B,
we derived that one OMV can track up to three objects with
the closed-loop ROI method. To track additional objects,
we test the feasibility of using multiple cameras with one
external PC. Four TCP sockets are multithreaded on the exter-
nal PC, each connected to a separate wireless microcontroller.
A 0.06MegaPixels ROI is sent continuously over each TCP
socket.

Test 2) Trajectory Comparison: To ensure replicable mov-
ing trajectories for testing in different setups, we employed
a 30 cm motorized arm setup that contains a pink paper
attached to the end and was positioned 60 cm away from the
camera.

IV. RESULTS AND DISCUSSION
The goal of the closed-loop ROI algorithm is to enable a wire-
less video stream at both high temporal and spatial resolutions
for object detection/tracking. In general, object detection and
tracking with a wireless camera consists of three levels: cam-
era processing, data transmission, and PC processing. It is
possible to apply the ROI to only one, two, or all levels.
By exploring the characteristics of default camera streaming
in Figure 4, themotivation for leveraging the ROI at each level
becomes clear. At a high spatial resolution of 5.0MegaPixels,
there is a significant bottleneck in data transmission. By only
transmitting a small ROI, this bottleneck is removed; in
fact, transmitting a 0.5MegaPixels ROI is actually faster
than camera processing of a 5.0MegaPixels image, making
camera processing the new bottleneck. By only performing
camera processing on a small ROI, this new bottleneck is
removed. It remains unclear in Figure 4 if reducing spatial
resolution for PC processing has any effect on temporal
resolution; however, we later show in Section IV-C that the
closed-loop ROI method does improve temporal resolution
for some object detection algorithms. Each level of wireless
video streaming is further discussed to characterize the effect
of the closed-loop ROI algorithm.

A. CHARACTERIZATION LEVEL 1: CAMERA PROCESSING
As noted previously, the implementation of the closed-loop
ROI algorithm may require adaptations depending on
camera hardware. After updating the ROI on the OMV,

FIGURE 4. Time consumption by level for object detection/tracking with a
wireless video stream. Captured images are JPEG compressed. MTCNN is
used for object detection in PC Processing.

FIGURE 5. Camera characteristics of the closed-loop ROI method for
wireless video streaming and object detection/tracking.

the subsequent frame may glitch. Thus, to reconfigure the
ROI, the camera must change the ROI settings, then skip the
subsequent frame. Additionally, the OMV limits the exposure
time proportional to number of pixels captured. If less than
0.48MegaPixels are captured, the low exposure time results
in images with significantly lower luma (ITU-R 601-2). Thus,
the minimum capturing window is set to 0.48MegaPixels.
To achieve a ROI with resolutions less than 0.48MegaPixels,
the OMV simply crops the ROI from the captured image
before transmitting it. Finally, the OMV firmware captures
and compresses images faster if the operations are combined;
however, it does not permit the compressed images to be
cropped. Since image cropping is required for ROI with
resolutions less than 0.48MegaPixels, the OMVmust capture
and compress images in separate steps.

The results of Figure 5 show how the implementation of the
closed-loop ROI algorithm on the OMV affects characteris-
tics on the camera processing level. At resolutions less than
0.48MegaPixels, the capturing and reconfiguration speeds
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plateau because 0.48MegaPixels is the minimum capturing
window. However, image compression is only performed on
the ROI–which is cropped from the capturing window. Thus,
the compression speeds continues to increase at resolutions
less than 0.48MegaPixels.

According to Figure 5, at ROI resolutions less than
0.2MegaPixels, reconfiguring the ROI becomes the most
time-consuming step. In the experimental setup for person
tracking, we used a 0.06MegaPixels ROI, which is indeed
less than 0.2MegaPixels. Thus, instead of reconfiguring the
ROI after every frame, wewill reconfigure the ROI after every
tloop seconds.

Figure 6 shows the image capturing step combined with
the ROI reconfiguration time. The figure is generated by
capturing 100 images and reconfiguring the ROI after every
tloop seconds. tloop = inf seconds means that the ROI is
never updated. Since the camera is only performing image
capturing and nothing else, tloop = inf seconds is in fact
repeating the Capture RGB curve from Figure 5. Conversely,
tloop = 0.01 s seconds means that the ROI is updated after
every frame, since the time required to capture the smallest
ROI is still longer than 0.01 s.

Figure 6 shows that a larger tloop value dramatically
increases the frame rate. A larger tloop results in less time
spent in reconfiguring ROIs and more time spent in capturing
images, thus increasing the frame rate. However, as noted
in Section III-B, a larger value of tloop reduces that maxi-
mum object speed that can be tracked with an updating ROI.
Thus, we select tloop = 0.1 s to balance the image capturing
frame rate and object tracking performance for single object
tracking.

FIGURE 6. Effect of time between reconfiguring ROI for detecting/tracking
n = 1 objects on time required to capture ROI of image.

In the experimental setup for person tracking, we use the
minimum capturing window of 0.48MegaPixels. Accord-
ing to Figure 4, camera processing for the 0.48MegaPixels
capturing window requires tcapture = 0.015 s. For a default
camera streaming atmaximum spatial resolution, camera pro-
cessing requires 0.071 s. Thus, the closed-loop ROI method
improves camera processing time by 4.7×.

B. CHARACTERIZATION LEVEL 2: DATA TRANSMISSION
The next step after camera processing is data transmission.
Figure 7 shows that data transmission over USB is signifi-
cantly faster than Wi-Fi data transmission over a TCP socket.
The TCP protocol is a connection-oriented protocol, which
reliably transmits data and includes error handling during
transmission [39]. Thus, the closed-loop ROI method is espe-
cially useful for wireless video streaming and for cameras
with high spatial resolution to reduce data transmission time.

FIGURE 7. Data transmission time of images at varying compression and
spatial resolution.

Due to the large sizes of raw images, it is not possible
to transfer raw RGB images in real-time over Wi-Fi, even
with the closed-loop ROI method. Thus, the image must
be compressed prior to transfer. JPEG compression greatly
decreases the image size, but the compression is not lossless.
Fortunately, a high quality JPEGwill generally not reduce the
accuracy of convolutional neural networks (CNNs) for object
detection [40]; the accuracy of CNNs decrease minimally
above JPEG quality levels of 75% [41]. Thus, we select 80%
quality level for our experimental setups which enables faster
data transmission over Wi-Fi while maintaining detection
accuracy.

In the experimental setup for person tracking, we use a
0.06MegaPixels ROI. According to Figure 7, data transmis-
sion for the ROI requires 0.003 s when the image is JPEG
compressed to 80% quality. For a default camera streaming
at maximum spatial resolution, data transmission for the
entire FOV requires 0.48s. Thus, the closed-loop ROI method
improves data transmission time by 160×.

C. CHARACTERIZATION LEVEL 3: PC PROCESSING
Once the ROI is transmitted to the external PC, the PC
must perform object detection and determine the location of
the next ROI. The closed-loop ROI algorithm can be used
with a general neural network for detection, classification,
segmentation, etc. given sufficient computational power on
the PC. Figure 8 shows implementations of three different
object detection neural networks with the closed-loop ROI
algorithm, Though the algorithm reduces the size of the input
image to the neural network, the inference speed does not
necessarily become faster. The YoloV4 andMobileNet detec-
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FIGURE 8. Inference Speed of TensorRT accelerated object detection
networks on NVIDIA Jetson Xavier AGX.

tors have pre-defined input dimensions, requiring images to
be resized to that input dimension. Thus, these detectors have
constant inference times. In contrast, the inference time of the
MTCNN detector drops dramatically as the image resolution
decreases. During our experimentation, YoloV4 was more
reliable and accurate at multi-person detection thanMTCNN.
Thus, we selected MTCNN for the experiment camera setups
in Section III-C for single-object tracking to take advan-
tage of the closed-loop ROI (0.06MegaPixels) method at
the PC Processing level; however, we selected YoloV4 for
multiple-object tracking due to the higher multi-object detec-
tion accuracy.

In the experimental setup for person tracking, we used a
0.06MegaPixels ROI. According to Figure 8, PC processing
with MTCNN for the ROI occurs at 44.9 FPS. For a default
camera streaming atmaximum spatial resolution, PC process-
ing with MTCNN occurs at 18.1 FPS. Thus, the closed-loop
ROI method improves PC processing time by 2.5×.

D. RESULTS OF EXPERIMENTAL SETUPS AND TESTS
We implemented and compared the results of three camera
streaming methods described in Section III-C: Default (in
which the camera captures a wide-angle FOV at maximum
spatial resolution), Pan & Tilt (in which the camera was
mounted on a Pan & Tilt shield and captures a reduced
FOV and spatial resolution), and closed-loop ROI (in which
the camera captures a small ROI of a wide-angle FOV at
maximum spatial resolution.

First, we compared differences in the tracked trajectories
between the Default and closed-loop ROI methods to visual-
ize differences in tracking. To do so, a color paper was rotated
with a motorized arm and detected with a blob detection
algorithm; this setup was adopted because the motion of the
motorized arm can be replicated, allowing for comparisons
of the tracked trajectories. The results in Figure 9 show that
the closed-loop ROI method has a tracked trajectory closely
matching the ground truth, which was captured at 30.2 FPS
by connecting the OMV camera over USB. Both the ground
truth and closed-loop ROI method show a smooth circular
trajectory matching the rotation of the color blob on the
motorized arm. Conversely, the lower temporal resolution
of the Default method results in a discretized trajectory that
deviates significantly from the ground truth.

FIGURE 9. Trajectory comparison between Default method and
closed-loop ROI method of a tracked color blob. The tracked blob is a
piece of pink paper attached to the end of a 30 cm motorized arm that is
placed 60 cm away from the camera.

The four camera streaming methods were implemented
and recorded in an experiment for the person detec-
tion/tracking application in which the person(s) walked
controlled paths that were mapped out in a testing environ-
ment. We quantitatively compared the different methods of
wireless video streaming in Table 1 using metrics adapted
from Graetzel et al. [12].

The closed-loop ROI method operates in real-time at
22.5 FPS, which is significantly faster than the Default and
Pan & Tilt methods that operate at 2.4 FPS and 5.2 FPS,
respectively. Implementing the closed-loop ROI method
results in a 10× increase in temporal resolution over the
Default method. Since the different camera streaming meth-
ods were evaluated on a person that walked the same three
controlled loops, the number of frames that were recorded
and analyzed varies due to the different frame rates.

For the Default method, the slow frame rate resulted in
motion blur and caused false negatives in the person detec-
tion/tracking experiment. Only 71% of frames had correct
detections, resulting in 11 instances in which tracking was
refreshed until the person was detected again in a subsequent
frame. Due to the higher frame rates of the Pan & Tilt and
closed-loop ROI methods, motion blur is not an issue; both
methods correctly detected all people during the experiment.

For the Pan & Tilt method, the tracking is lost if the person
moves out of the FOV, resulting in a tracking reset. In the
experimental setup, the person walked the second and third
loops fast, faster than the dynamic response of the Pan &
Tilt camera. In both of these instances, tracking was lost
until the person re-entered the FOV. Thus, the Pan & Tilt
camera only spent 79% of frames tracking the person. Due to
the significantly higher FOV of the Default and closed-loop
ROI methods, the person never walked outside the FOV;
both methods captured the person in all frames during the
experiment.

For the closed-loop ROI method, correct ROI predictions
and optimal ROI dimensions enable the camera to only cap-
ture and transmit the ROI in 99% of frames. The tracking is
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TABLE 2. Person Detection/Tracking Metrics Comparison.

refreshed if the person moves out of the ROI before the ROI
can be updated. However, the tracking is not lost. The ROI
is simply configured to be the entire FOV until a new ROI is
predicted. The results of Table 2 show that the closed-loop
ROI method has the highest temporal resolution while set
at maximum spatial resolution, and has the highest detection
and tracking accuracy.

Setup 4) demonstrates multi-object tracking with the
closed-loop ROI method. Each person is instantiated with
a closed-loop ROI, and the OMV repeatedly switches
between the ROIs and updates the ROIs separately. Every
time the OMV switches between objects, the ROI position
must be reconfigured, requiring tconfig seconds. Thus, while
single-object tracking operates at 22.5 FPS, multi-object
tracking with two objects drops to 17.5 FPS. As in Setup 3),
the tracking is refreshed if a person moves out of their ROI
before the ROI can be updated. With two persons, it was
observed that there were 5 instances of refreshed tracking
during the experiment. However, the ROIs were immediately
reconfigured, enabling the camera to only capture and trans-
mit the ROIs in 98% of frames.

In Section III-B, we showed that one OMV can track up to
three objects with the closed-loop ROImethod. To track more
than three objects with the OMV using the closed-loop ROI
algorithm, we recommend using multiple OMVs, each con-
nected to the same external PC with multithreaded TCP sock-
ets. Each wireless OMV requires one TCP socket to connect
to the external PC in which a maximum of 65,535 TCP sock-
ets can be opened [39]. Theoretically, with enough bandwidth
in the network, multiple TCP sockets can be multithreaded on
the external PC to communicate with multiple OMVs, each
running its own instance of the closed-loop ROI algorithm.
We tested this setup with up to four multithreaded TCP
sockets, each connected wirelessly to a microcontroller con-
tinuously transmitting 0.06MegaPixels ROIs. The additional
TCP sockets did not cause any latency in the TCP connection;
the closed-loop ROI algorithm operated at the same spatial
and temporal resolutions with or without the additional TCP
connections. Thus, multiple OMVs–each tracking up to three
objects with the closed-loop ROI algorithm–can be used to
track a large number of objects at high spatial and temporal
resolutions.

In addition to enabling multi-object tracking, the multi-
camera setup enables machine vision applications involv-
ing centralized control in swarm robotics. In this setup, all
machine vision sensors connect and offload computation to
one external PC. The external PC makes all scheduling deci-
sions and control schemes for each individual agent; for the
multi-camera setup of the closed-loop ROI algorithm, this
involves predicting the location of the next ROI for each cam-
era to be captured. As opposed to a distributed system, a cen-
tralized system has limited scalability and greater scheduling
latency [14], [15]. The closed-loop ROI can improve scal-
ability by significantly reducing data transmission of every
machine vision sensor in the swarm.

V. CONCLUSION
In this paper, we present a general algorithm for wireless
video streaming using a dynamically updated ROI to address
the fundamental trade-off between spatial and temporal reso-
lution in object detection and tracking. The comprehensive
characterizations show that the closed-loop ROI algorithm
can optimize the temporal resolution from three different
levels: camera capturing, data transmission, and image pro-
cessing while maximizing the spatial resolution without sac-
rificing the field of view. Future workmay involve optimizing
the closed-loop ROI algorithm, improving ROI prediction,
and applying the algorithm to various robotics applications.
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