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Abstract

This thesis focuses on developing summaries that present multiple view-points on
issues of interest. Such capacity is important in many areas like medical studies,
where articles may not agree with each other. While the automatic summarization
methods developed in the recent decade excel in single document and multi-document
scenarios with high content overlap amongst inputs, there is an increasing need to
automate comparative summarization. This is evident by the number of services
for such reviews in the domains of law and medicine. Building on a traditional
generation pipeline of planning and realization, I propose models for three scenarios
with contradictions where the planners identify pertinent pieces of information and
consensus to adequately realize relations between them.

First, I tackle contradictions between an old piece of text and a claim for the
task of factual updates. As there is no supervision available to solve this task, our
planner utilizes a fact-checking dataset to identify disagreeing phrases in an old text
with respect to the claim. Subsequently, we use agreeing pairs from the fact-checking
dataset to learn a text fusion realizer. Our approach outperforms several baselines on
automatically updating text and on a fact-checking augmentation task, demonstrating
the importance of a planner-realizer pipeline which can deal with a pair of contrastive
inputs.

Second, I describe an approach for multi-document summarization, where input
articles have varying degrees of consensus. In a scenario with very few parallel data
points, we utilize a planner to identify key content and consensus amongst inputs,
and leverage large amounts of free data to train a fluent realizer. Compared to state-
of-the-art baselines, our method produces more relevant and consensus cognisant
summaries.

Third, I describe an approach for comparative summarization, where a new re-
search idea is compared and contrasted against related past works. Our planner
predicts citation reasons for each input article with current research to generate a
tree of related papers. Utilizing an iterative realizer to produce citation reason aware
text spans for every branch, our model outperforms several state-of-the-art summa-
rization models in generating related work for scholarly papers.
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Chapter 1

Introduction

In domains of medical recommendation and opinionated reporting, documents writ-

ten on the same topic often disagree. In such scenarios, an ideal summary must

consider all sources and highlight not only similarities in documents but also the dif-

ferences. The demand for such capacity is underlined by the prevalence of services

like Cochrane, where experts write summaries on various medical issues to present a

collective view of the relevant scientific studies. Despite substantial manual efforts,

such services are unable to keep up with the growing number of articles, consequently

leading to summaries which are outdated and incomplete. In this thesis we develop

novel models to automate the generation of comparative summaries.

Standard methods for automatic summarization are designed for one input doc-

ument or multiple input documents with high content overlap. These methods typ-

ically require corpora with large number of parallel data points for training. For

example, one of the benchmakr datasets, Multi-news, comprises of summaries from

more than 250,000 articles. However, for several domains like medical studies that

have widespread contradictions, only hundreds of parallel instances are available for

training. Standard systems struggle to produce comparative summaries in such sce-

narios.

In the past, generation pipelines of content planning and surface realization mod-

els were proposed for comparative summaries [2]. These systems assume symbolic

inputs from articles, acquired through straightforward extraction systems. The con-

tent planners apply simple rules on this symbolic data to identify consensus operators
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amongst inputs such as disagreement in facts, change of perspective about events, un-

available information or agreement amongst documents. Then, the operators are used

to select hand-written templates, which are applied to the symbolic data to realize

summaries. Such solutions can be effective in the narrow domains they are curated for

(e.g., terrorism). However, as disparities in documents are prevalent across domains

such as sports, politics, finance and scientific studies, the over-reliance on manual

effort makes it difficult to scale such systems.

In this thesis, we take a hybrid approach. We aim to develop models based on a

pipeline of Content Planning and Surface Realization, learned from the training

data. Specifically, our goal is to have planners explicitly identify critical facts and

relations in inputs such as disagreements in results, contrast in research methodology

or polarizing spans. Utilizing this skeleton, we exceed the capabilities of modern

systems when dealing with contradictions in inputs. Furthermore, we propose to

generate summaries using learned realizers, in contrast to early solutions utilizing

hand-written rules and templates [2]. This leads to robust solutions that would be

applicable in a variety of settings.

In particular, we develop models for three real-world problems. In Factual Up-

dates, we study a prompt driven text summarization task, when the modifications

contradict old text. We study this task for Wikipedia articles, where outdated texts

are updated using contradicting claims. In Consensual Summarization, we study

a multi-document summarization task when inputs do not have full agreement. We

aim to present summaries which are cognizant of consensus amongst inputs. In Com-

parative Summarization, we study a query driven summarization task, where out-

puts must emphasise similarities and differences with past work. We aim to generate

related work sections for new research ideas by citing relevant past scholarly papers.

The settings above form a thorough test bed to study comparative text generation.

Ubiquitous contradictions and limited parallel data underline the challenges to tackle

these problems. In order to successfully address these constraints, we prioritize the

following metrics.

1. Content: We aim to develop models that produce outputs which are relevant

and closely mimic gold summaries for the tasks. In particular, models must be

able to deal with contradictions amongst inputs and produce outputs which are

18



cognizant of consensus.

2. Generalizability: We aim to develop models which are applicable across a

variety of settings. In particular, models must be able to utilize the limited

parallel data available and vast amounts of unlabelled data to alleviate the

need for manual efforts to generate novel text.

3. Faithfulness: Despite producing fluent text, modern neural network models

can produce hallucinated text, especially in scenarios with limited training data.

We aim to develop models which produce outputs that are faithful to their

inputs. Models must explore the trade-off between extracting spans from inputs

and generating novel text to avoid hallucinations.

I now provide a summary of our three applications and briefly describe our pro-

posed models for each scenario.
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1.1 Factual Updates

Task and Challenge: Our first task is a prompt driven update problem, where the

goal is to train a generation system that can modify outdated text upon receiving

contradictory claims. Online encyclopediae like Wikipedia contain large amounts of

text that need frequent corrections and updates. Often, new information that drive

updates may contradict existing content in encyclopediae. In this setting, we focus

on automatically rewriting such dynamically changing articles.

In this constrained generation task we consider two contradicting inputs – old text

and a new guiding claim. The output must be consistent with new information and

fit into the rest of the document. This constrains solutions to modify only the nec-

essary portions of old text, to maintain the rest for coherency. Unlike standard text

rewriting problems, we do not have access to a parallel corpus that can be utilized to

learn a model for our task.

Our Approach: In this work, we propose a two-step method to overcome chal-

lenges of a contrastive generation task with no direct supervision. The key idea is to

have a hybrid solution where a planner incorporates contradictions between inputs

to guide the generation by the realizer. Specifically, we incorporate a neutralizing

planner to identify and remove contradicting components in the old text with respect

to the claim. The planner is trained akin to a rationale-style extractor [3]. The plan-

ner’s objective to mask minimal text spans in sentences such that polarizing pairs

of a fact-checking dataset become neutral. The surface realizer fuses the amortized

text with the claim to produce a sentence coherent with the rest of the document and

consistent with the latest facts. The realizer is a novel two-encoder pointer generator

network, trained using neutralized pairs constructed from agreeing pairs.

We apply our method to two tasks: fact-guided modifications and data augmen-

tation for fact-checking. On the first task, our method is able to generate corrected

Wikipedia sentences guided by unstructured textual claims. Evaluation on Wikipedia

modifications demonstrates that our model’s outputs were the most successful in mak-

ing the requisite updates, compared to strong baselines. On the FEVER fact-checking

dataset [4], our model is able to successfully generate new claim-evidence supporting
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pairs, starting with claim-evidence refuting pairs. This augmentation is intended to

eliminate the bias due to giveaway phrases in refuted claims. Using these outputs

to augment the dataset, we attain a 13% decrease in relative error on an unbiased

evaluation set.

 GSG considers 23 of 43 minority stakeholdings 
beginning in operationally active companies 
to be of particular significance to the group.

GSG considers 23 of 43 minority
stakeholdings to be significant. 

Claim:

Old
Wikipedia:

Updated
sentence:

GSG considers 28 of their 42 minority stakeholdings
in operationally active companies 

to be of particular significance to the group.

GSG considers                                                            
in operationally active companies 

to be of particular significance to the group.

Figure 1-1: Scenario demonstrating a factual update to an old sentence in a text
compendium.

Figure 1-1 demonstrates a scenario where a model must perform the necessary

update to an old Wikipedia sentence.
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1.2 Consensual Summarization

Task and Challenge: In our second task, we consider a multi-document summa-

rization problem when inputs do not have full consensus. In domains like healthcare,

studies often exhibit a wide divergence in findings. To present an unbiased overview

of such material, human experts write comparative summaries which identify points

of consensus and highlight contradictions. In this task, we aim to automate this

capacity.

Standard summarization models are typically trained on hundreds of thousands

of parallel instances. These solutions rely on similarities amongst input articles to

produce summaries. However, in this task the amount of parallel data available is

very limited and standard models struggle to present an unbiased view of all infor-

mation.

Our Approach: In this task, we introduce a hybrid generation approach inspired

by traditional concept-to-text systems. Utilizing the limited parallel data, the model

first learns to extract pertinent relations from input documents. The content planning

component uses deterministic operators to aggregate these relations after identifying

a subset for inclusion. Having identified the content and aggregation amongst inputs,

the surface realization component lexicalizes this information using a text-infilling

language model. The surface realization model is trained using large amounts of

unlabelled data. By separately modeling content selection and realization, we can

effectively train them with limited annotations – maximizing the resources available.

Our model is able to generate robust summaries which are faithful to content and

cognizant of the varying consensus in the input documents. Our approach is appli-

cable to summarization and textual updates. Extensive experimentation, evaluated

both automatically and subjectively underline its superiority over state-of-the-art

baselines. For instance, on presenting the consensus amongst inputs and generating

faithful outputs, our model outperforms the best baseline by 20% and 7% respectively.

Figure 1-2 demonstrates the kind of consensual summarization we want models

to perform.
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Figure 1-2: Generating a summary from multiple input documents that do not agree.
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1.3 Comparative Summarization

Task and Challenge: In our final task, we study query driven comparative multi-

document summarization. We address this problem in the domain of scholarly writ-

ing. An essential component of scientific writing is positioning new research in the

landscape of existing work. Commonly presented in a related work section of scholarly

papers, this comparison synthesizes information from multiple past papers related to

the current research. While identification of such papers can be partially automated,

the related work section itself is written by a human writer.

Generating a related work section is a multi-document summarization task. How-

ever, most existing summarization approaches operate over input documents with

significant content overlap such as news. In a scenario with limited parallel data,

standard systems are unable to identify and highlight specific relations of the current

discovery to each article.

Our Approach: In this work, we model generating related work sections while

predicting the reasons behind citing past papers. As in our previous solutions, we

propose a two-step approach of content planning and surface realization. Our planner

takes in all available past papers and the abstract of the new paper. It generates a

(depth=2) tree by predicting the individual reasons for citing past papers, and sub-

sequently sorting selected papers and grouping them into respective branches with

a combined reason for citing each branch. Our surface realization model iteratively

generates a text span for every branch by fluently lexicalizing the reason behind cit-

ing the set of papers. We apply our method for generating related work on an ACL

Anthology dataset that we collect. We consider numerous experiments to compare

our method against state-of-the-art multi-document and query driven summarization

techniques. On the RougeL metric, our approach gets an absolute 5% improvement

over the best baseline. The method strongly outperforms others in an update setting,

further highlighting its real world applicability in a scenario where a human written

section is missing a few papers.

Figure 1-3 demonstrates a machine driven generation of a related work section

and compares it to a human written one.
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Figure 1-3: Model generated related work section for a new paper.
Related Work (a) is human written and Related Work (b) is produced by our

model.
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1.4 Contributions

The primary contributions of this thesis are three-fold:

• Incorporating contradictions amongst inputs to generate summaries.

We propose novel methods for three settings which deal with contradictory in-

puts. In Factual Updates, we propose a novel masking module to identify and

delete phrases in an old text which contradict a new factual claim, before the

ammortized text is fused into a factually updated sentence. In Consensual Sum-

marization, our model identifies key content and pertinent relations amongst

inputs, which are used to generate summaries that are cognizant of the degree

of agreement or disagreement amongst input documents. In Comparative Sum-

marization, our model describes the similarities and differences between an old

text and a target text. Our related work generation model produces outputs

which are cognizant of the reasons behind citing papers.

• Generating factually consistent summaries in the presence of limited

parallel data. Our Factual Updates and Consensual Summarization tasks

can leverage limited parallel data. We implement a novel split-encoder copy-

generate realizer for the former, where the model decides whether to generate

new words or copy from inputs to maintain faithfulness. In the latter case, our

realizer is a text-infilling language model, with entities and relations from the

inputs set as pivots to guide faithful generation.

• Developing models for novel text generation applications. We propose

models for three novel real world settings. In Factual Updates, we automat-

ically modify outdated Wikipedia sentences using new claims. In Consensual

Summarization, we automatically generate summaries of medical studies, an

extremely relevant domain. In Comparative Summarization, we automatically

generate long and coherent related work sections for scholarly papers.

While our models are thoroughly examined in specific domains, they are appli-

cable to a variety of settings – (1) Factual-updates are applicable to several text

compendia and our model outputs can augment other understanding tasks such as
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natural language inference; (2) Symbolic hybrid solutions are applicable to a vari-

ety of settings, like Finance and opinionated reporting where inputs contradict as

these models require minimal supervision for content planning and strongly leverage

unlabelled data; (3) Related work generation can be extended to other domains of

scholarly writing and law, where our pairwise reasoning between past articles and

new ones would drive citation motivation cognizant generation.

1.5 Outline

The rest of this thesis is organised as follows:

• Chapter 2 proposes a rationalization-inspired content planner which neutral-

izes contradictory phrases in old sentences. Following which a two-encoder

surface realizer fuses new facts from the claim in an updated sentence.

• Chapter 3 proposes a importance classification based content planner com-

bined with a rule-based content aggregator which guide a surface realizer’s gen-

eration of consensus cognizant summaries.

• Chapter 4 proposes a content planner which generates a tree of cited papers

along with motivations for citing each branch, before a surface realizer itera-

tively generates a coherent and motivation cognizant related work section.

• Chapter 5 summarizes the thesis and proposes directions for future work.
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Chapter 2

Factual Updates

In this chapter, we study a prompt driven fact update task. We explore the utilization

of fact-checking data for textual updates. We demonstrate competent factual updates

in scenarios where new information contradicts with existing text. Experimental

results show our model outperforms strong baselines in producing accurate updates

and that our model outputs are most suitable for augmenting a fact-checking dataset.

2.1 Introduction

Online text resources like Wikipedia contain millions of articles that must be con-

tinually updated. Some updates involve expansions of existing articles, while others

modify the content. In this work, we are interested in the latter scenario where the

modification contradicts the current articles. Such changes are common in online

sources and often cover a broad spectrum of subjects ranging from the changing of

dates for events to modifications of the relationship between entities. In these cases,

simple solutions like negating the original text or concatenating it with the new in-

formation would not apply. In this work, our goal is to automate these updates.

Specifically, given a claim and an outdated sentence from an article, we rewrite the

sentence to be consistent with the given claim while preserving non-contradicting

content.

Consider the Wikipedia update scenario depicted in Figure 2-1. The claim, in-

forming that 23 of 43 minority stakeholdings are significant, contradicts the old infor-
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 GSG considers 23 of 43 minority stakeholdings 
beginning in operationally active companies 
to be of particular significance to the group.

GSG considers 23 of 43 minority
stakeholdings to be significant. 

Claim:

Old
Wikipedia:

Updated
sentence:

GSG considers 28 of their 42 minority stakeholdings
in operationally active companies 

to be of particular significance to the group.

GSG considers                                                            
in operationally active companies 

to be of particular significance to the group.

Figure 2-1: Our fact-guided update pipeline.
Given a claim which refutes incorrect information, a planner is applied to remove

the contradicting parts from the original text while preserving the rest of the
context. Then, the residual neutral text and claim are fused to create an updated

text that is consistent with the claim.

Consistent withInconsistent with

Original Text

Claim

Neutral Text Updated Text

ClaimEncoder

Masker Encoder Decoder

Figure 2-2: A summary of our pipeline.
Given a sentence that is inconsistent with a claim, a planner is applied to mask out

the contradicting parts from the original text while preserving the rest of the
content. Then, the residual neutral text and claim are fused to create an updated

text that is consistent with the claim. The Content Planner and the Surface
Realizer are trained separately.
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mation in the Wikipedia sentence, requiring modification. Directly learning a model

for this task would demand supervision, i.e. demonstrated updates with the corre-

sponding claims. For Wikipedia, however, the underlying claims which drive the

changes are not easily accessible. Therefore, we need to utilize other available sources

of supervision.

In order to make the corresponding update, we develop a two step solution: (1)

Content Planner to identify and remove the contradicting segments of the text (in

this case, 28 of their 42 minority stakeholdings); (2) Surface Realizer to rewrite the

residual sentence to include the updated information (e.g. fraction of significant stake-

holdings) while also preserving the rest of the content.

For the first step, we utilize a neutrality stance classifier as indirect supervision

to identify the polarizing spans in the target sentence. We consider a sentence span

as polarizing if its absence increases the neutrality of the claim-sentence pair. To

identify and mask such sentence spans, we introduce an interpretability-inspired [5]

neural architecture to effectively explore the space of possible spans. We formulate

our objective in a way that the masking is minimal, thus preserving the context of

the sentence.

For the second step, we introduce a novel, two-encoder decoder architecture, where

two encoders fuse the claim and the residual sentence with a more refined control over

their interaction.

We apply our method to two tasks: automatic fact-guided modifications and data

augmentation for fact-checking. On the first task, our method is able to generate

corrected Wikipedia sentences guided by unstructured textual claims. Evaluation

on Wikipedia modifications demonstrates that our model’s outputs were the most

successful in making the requisite updates, compared to strong baselines. On the

FEVER fact-checking dataset, our model is able to successfully generate new claim-

evidence supporting pairs, starting with claim-evidence refuting pairs — intended to

reduce the bias in the dataset. Using these outputs to augment the dataset, we attain

a 13% decrease in relative error on an unbiased evaluation set.
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2.2 Related Work

2.2.1 Text Rewriting

Recently, there have been several advancements in the field of text rewriting, such

as style transfer [6, 7, 8] and sentence fusion [9, 10, 11]. In style transfer, models

are constrained to maintain content of the original text while modifying its style

(e.g. sentiment). While there is no parallel data for this task, the settings typically

assume sufficient data for each predefined style. In our scenario, however, we must

make modifications to text not along predefined style classes but along dimensions

described by a guiding claim. In text fusion, models are encouraged to take two

related spans of text and combine them into a coherent unit text. Unlike previous

approaches, our sentence modification task addresses potential contradictions between

two sources of information.

Our work is fairly related to the delete and generate approach of style transfer

[12], which separates the task of sentiment transfer into deleting strong markers of

sentiment in a sentence and retrieving markers of the target label to generate a

sentence with the opposite sentiment. In contrast to such work, where the deletions

are very task specific (e.g. sentiment), in our setting, an arbitrary input sentence (the

claim) dictates the space of desired modifications. Therefore, in order to succeed at

our task, a more general system is required which identifies the varying degree of

polarization in the spans of the outdated sentence against the claim before modifying

the sentence to be consistent with the claim.

2.2.2 Wikipedia Edits

Wikipedia edit history provides a realistic test bed for update tasks in Natural Lan-

guage Processing. This setting was first studied for insights into the kinds of mod-

ifications made [13, 14, 15]. Recently, corpora based on edit history have been used

for text generation tasks such as sentence compression and simplification [16], para-

phrasing [17] and writing assistance [18]. However, in this work, we are interested

in the novel task of automating the editing process with the guidance of a textual

claim. Compared to previous generation tasks in this domain, our task incorporates
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information from two sources which could be contradictory in nature.

2.2.3 Fact Verification Datasets

Automatically detecting misinformation and fake news remains a challenge in mod-

ern Natural Language Processing. This has led to the development of several fact-

checking datasets [19, 20, 21, 22] which tackle false information by verifying it against

evidence. FEVER, the largest fact-checking dataset, contains 185K human written

fake and real claims, generated by crowd-workers, verified against sentences from

Wikipedia articles. We utilize this dataset as indirect supervision to identify polariz-

ing spans in Wikipedia sentences with respect to guiding claims.

The FEVER dataset contains biases that allow a model to identify many of the

false claims without any evidence [23]. This bias affects the generalization capabilities

of models trained on such data. In this work, we show that our automatic modification

method can also be used to augment a fact-checking dataset and to improve the

inference of models trained on it.

2.2.4 Data Augmentation

Methods for data augmentation are commonly used in computer vision [24]. Syn-

thetically augmenting datasets is an easy way to alleviate the need for additional

crowd-sourcing to satisfy data hungry machine learning models. However, compared

to images where rotation, translation and zooming are very effective augmentation

tools, text requires careful modifications – an adversarial modification in a word or

two can completely alter the semantics of text.

Recently, we have observed successes in Natural Language Processing where aug-

mentation techniques such as paraphrasing and word replacement were applied to

text classification [25, 26]. Adversarial examples in Natural Language Inference

with syntactic modifications can also be considered as methods of data augmenta-

tion [27, 28]. In this work, we create constrained modifications, based on a reference

claim, to augment data for our task at hand. Our additions are specifically aimed

towards reducing the bias in the training data, by having a false claim appear in both

“Agrees” and “Disagrees” classes.

33



2.3 Model

Problem Statement We assume access to a corpus D of claims and knowledge-

book sentences. Specifically, D = {{C1, ..., Cn}, {S1, ..., Sm}}, where C is a short

factual sentence (claim), and S is a sentence from Wikipedia. Each pair of claim

and Wikipedia sentence has a relation rel(S,C), of either agree (A), disagree (D)

or neutral (N). In this corpus, a Wikipedia sentence S is defined as outdated with

respect to C if rel(S,C) = D and updated if rel(S,C) = A. The neutral relation

holds for pairs in which the sentence doesn’t contain specific information about the

claim.

Our goal is to automatically update a given sentence S, which is outdated with

respect to a C. Specifically, given a claim and a pair for which rel(S,C) = D, our

objective is to apply minimal modifications to S such that the relation of the modified

sentence S+ will be: rel(S+, C) = A. In addition, S+ should be structurally similar

to S.

Framework Currently, to the best of our knowledge, there is no large dataset for

fact-guided modifications. Instead, we utilize a large dataset with pairs of claims

and sentences that are labeled to be consistent, inconsistent or neutral. In order to

compensate the lack of direct supervision, we develop a two-step solution. First, using

a pretrained fact-checking classifier for indirect supervision, we identify the polarizing

spans of the outdated sentence and mask them to get a S∅ such that rel(S∅, C) = N .

Then, we fuse this pair to generate the updated sentence which is consistent with the

claim. This is done with a sequence-to-sequence model trained with consistent pairs

through an auto-encoder style objective. The two steps are trained independently to

simplify optimization (see 2-2).

2.3.1 Content Planner: Eliminate Polarizing Spans

In this section we describe the module to identify the polarizing spans within a

Wikipedia sentence. Masking these spans ensures that the residual sentence-claim

pairs attain a neutral relation. Here, neutrality is determined by a classifier trained

on claim and Wikipedia sentence pairs as described below. Using this classifier, the
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BiLSTM

GSG considers 28  of their 42 minority stakeholdings in ... . GSG considers 23 of 43 minority stakeholdings to be significant .

Incorrect Text Claim

GSG considers

BiLSTM

Classifier

Dis AgrN

GSG considers 23 of 43 minority stakeholdings to be significant .in ... .

Figure 2-3: Illustrating the flow of the Content Planner module.

masking module is trained to identify the polarizing spans by maximizing the neutral-

ity of the residual-sentence and claim pairs. In order to preserve the context of the

original sentence, we include optimization constraints to ensure minimal deletions.

This approach is similar to neural rationale-based models [5], where a module tries

to identify the spans of the input that justify the model’s prediction.

Neutrality Content Planner Given a knowledge-book sentence (S) and a claim

(C), the planner’s goal is to create S∅ such that rel(S∅, C) = N . For the original

sentence with l tokens, S = {xi}li=1, the output is a mask m ∈ [0, 1]l. The neutral

sentence S∅ is constructed as:

S∅i =

xi, if mi = 0

?, otherwise
(2.1)

where ? is a special token.1 The details of the content planner architecture are stated

below and depicted in 2-3.

Encoding We encode S with a sequence encoder to get ei = f(x;wf )i. Since the

neutrality of the sentence needs to be measured with respect to a claim, we also

encode the claim and enhance S’s representations with that of C using attention

1The special token is treated as an out-of-vocabulary token for the following models.
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mechanism. Formally, we compute

zi = ei +
n∑
j=1

ai,j · cj, (2.2)

where cj are the encoded representations of the claim and ai,j are the parameterized

bilinear attention [29] weights computed by:

ai,j = softmaxj(atten(ei, cj)), (2.3)

atten(ei, cj) = eiWcTj + b. (2.4)

Finally, the aggregated representations are used as input to a sequence encoder

g(·;wg).

Masking The encoded sentence is used to predict a per token masking probability:

p(mi = 1) = σ(g(z;wg)i). (2.5)

Then, the mask is applied to achieve the residual sentence:

S∅ = S ◦ (1−m), (2.6)

where ◦ denotes element-wise multiplication. During training, we perform soft dele-

tions over the token embeddings and add the out-of-vocabulary embedding in place.

During inference, the values of m are rounded to create a discrete mask.

Training A pretrained fact-checking neutrality classifier’s prediction rel(S,C) is

used to guide the training of the content planner. In order to encourage maximal

retention of the context, we utilize a regularization term to minimize the fraction of

the masked words. The joint objective is to minimize:

L(S,C,m)= − log
(
p(rel(S∅, C)=N)

)
+
λ

l

l∑
i=1

mi. (2.7)

36



Fact-checking Neutrality Classifier Our fact-checking classifier is pretrained

on agreeing and disagreeing (S,C) pairs from D, in addition to neutral examples

constructed through negative sampling. For each claim we construct a neutral pair

by sampling a random sentence from the same paragraph of the polarizing sentence,

making it contextually close to the claim, but unlikely to polarize it. We pretrain the

classifier on these examples and fix its parameters during the training of the content

planner.

Optional Syntactic Regularization Currently the model is trained with distant

supervision, so, we pre-compute a valid neutrality mask as additional signal, when

possible. To this end, we parse the original sentences using a constituency parser and

iterate over continuous syntactic phrases by increasing length. For each sentence, the

shortest successful neutrality mask (if any) is selected as a target mask.2 In the event

of successfully finding such a mask, the masking module is regularized to emulate the

target mask by adding the following term to (2.7):

1

l
||m−m′||2, (2.8)

where m′ is the target mask.

Empirically, we find that the model can perform well even without this regular-

ization, but it can help to stabilize the training. Additional details and analysis are

available in the appendix.

2.3.2 Surface Realization: Constructing a Fact-updated Sen-

tence

In this section we describe our method to generate an output which agrees with the

claim. If the earlier masking step is done perfectly, the merging boils down to a simple

fusion task. However, in certain cases, especially ones with a strong contradiction, our

minimal deletion constraint might leave us with some residual contradictions in S∅.

Thus, we develop a model which can control the amount of information to consider

2If there are several successful masks of the same length, we use the one with the highest neutrality
score.
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from either input.

We extend the pointer-generator model of [30] to enable multiple encoders. While

sequence-to-sequence models support the encoding of multiple sentences by simply

concatenating them, our use of a per input encoder allows the decoder to better

control the use of each source. This is especially of interest to our task, where the

context of the claim must be translated to the output while ignoring contradicting

spans from the outdated Wikipedia sentence.

Next, we describe the details of our generator’s architecture. Here, we use one

encoder for the outdated sentence and one encoder for the claim. In order to reduce

the size of the model, we share the parameters of the two encoders. The model can

be similarly extended to any number of encoders.

Encoding At each time step t, the decoder output ht, is a function of a weighted

combination of the two encoders’ context representations rt, the decoder output in

the previous step ht−1 and the representation of the word output at the end of the

previous step emb(yt−1):

ht = RNN([rt, emb(yt−1)], ht−1). (2.9)

As the decoder should decide at each time step which encoder to attend more,

we introduce an encoder weight α. The shared encoder context representation rt is

based on their individual representations rt1 and rt2:

α = σ(uTenc[r
t
1, r

t
2]),

rt = α · rt1 + (1− α)rt2. (10)

The context representation rti (i∈{1, 2}) is the attention score over the encoder

representation ri for a particular decoder state ht−1:
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ztj = uT tanh(ri,j + ht−1), (2.10)

ati = softmax(zt), (2.11)

rti =
∑
j

ati,jri,j. (11)

Decoding Following standard copy mechanism, predicting the next word yt, in-

volves deciding whether to generate (pgen) or copy, based on the decoder input

xt = [rt, emb(yt−1)], the decoder state ht and context vector rt:

pgen = σ(vTx x
t + vTh h

t + vTr r
t). (12)

In case of copying, we need an additional gating mechanism to select between the

two sources:

penc1 = σ(uTxx
t + uThh

t + uTr r
t). (13)

When generating a new word, the probability over words from the vocabulary is

computed by:

Pvocab = softmax(V T [ht, rt]). (14)

The final output of the decoder at each time step is then computed by:

P (w) = pgenPvocab(w)+

(1− pgen)(penc1)
∑

j:wj=w

at1,j+

(1− pgen)(1− penc1)
∑

j:wj=w

at2,j,

yt = argmaxw P (w). (15)

where at are the input sequence attention scores from (11).
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Training Since we have no training data for claim guided sentence updates, we train

the generator module to reconstruct a sentence S to be consistent with an agreeing

claim C. The training input is the residual up-to-date neutral sentence S∅ and the

guiding claim C.

During inference, we utilize only guiding claims and residual outdated sentences S∅

to create S+. While generating the updated sentences S+, we would like to preserve as

much context as possible from the contradicting sentence, while ensuring the correct

relation with the claim. Therefore, for each case, if the later goal is not achieved, we

gradually increase the focus on the claim by increasing α and penc1 values until the

output S+ satisfies rel(S+, C) = A, or until a predefined maximum weight.

2.4 Experimental Setup

We evaluate our model on two tasks: (1) Automatic fact updates of Wikipedia sen-

tences, where we update outdated wikipedia sentences using guiding fact claims; and

(2) Generation of synthetic claim-evidence pairs to augment an existing biased fact-

checking dataset in order to improve the performance of trained classifiers on an

unbiased dataset.

2.4.1 Datasets

Training Data from FEVER We use FEVER [22], the largest available Wikipedia

based fact-checking dataset to train our models for both of our tasks. This dataset

contains claim-evidence pairs where the claim is a short factual sentence and the

evidence is a relevant sentence retrieved from Wikipedia. We use these pairs as our

claim-setnence samples and use the “refutes”, “not enough information”, “supports”

labels of that dataset as our D,N,A relations, respectively.

Evaluation Data for Automatic Fact Updates We evaluate the automatic fact

updates task on an evaluation set based on part of the symmetric dataset from [23]

and the fact-based cases from a Wikipedia updates dataset [14]. For the symmetric

dataset, we use the modified Wikipedia sentences with their guiding claims to gen-

erate the true Wikipedia sentence. For the cases from the updates dataset, we have
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human annotators write a guiding claim for each update and use it, together with the

outdated sentence, to generate the updated Wikipedia sentence. Overall we have a

total of 201 tuples of fact update claims, outdated sentences and updated sentences.

Evaluation Data for Augmentation To measure the proficiency of our generated

outputs for data augmentation, we use the unbiased FEVER-based evaluation set of

[23]. As shown by [23], the claims in the FEVER dataset contain give-away phrases

that can make FEVER-trained models overly rely on them, resulting in decreased

performance when evaluated on unbiased datasets.

The classifiers trained on our augmented dataset are evaluated on the unbiased

symmetric dataset of [23]. This dataset (version 0.2) contains 531 claim-evidence

pairs for validation and 534 claim-evidence pairs for testing.

In addition, we extend the symmetric test set by creating additional FEVER-

based pairs. We hired crowd-workers on Amazon Mechanical Turk and asked them to

simulate the process of generating synthetic training pairs. Specifically, for a “refutes”

claim-evidence FEVER pair, the workers were asked to generate a modified supporting

evidence while preserving as much information as possible from the original evidence.

We collected responses of workers for 500 refuting pairs from the FEVER training

set. This process extends the symmetric test set (+TURK) by 1000 cases — 500

“refutes” pairs, and corresponding 500 “supports” pairs generated by turkers.

2.4.2 Implementation Details

Content Planner We implemented the Content Planner using the AllenNLP frame-

work [31]. For a neutrality classifier, we train an ESIM model [32] to classify a relation

of A, D or N . To train this classifier, we use the A and D pairs from the FEVER

dataset and for each claim we add a neutral sentence which is sampled from the

sentences in the same document as the polarizing one. The classifier and planner

are trained with GloVe [33] word embeddings. We use BiLSTM [34] encoders with

hidden dimensions of 100 and share the parameters of the claim and original sentence

encoders. The model is trained for up to 100 epochs with a patience value of 10,

where the stopping condition is defined as the highest delta between accuracy and

deletion size on the development set (∆ in 2.3).
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Automatic Evaluation Human’s Scores

model SARI Keep Add Del Grammar Agreement

Fact updates:
Split-no-Copy 15.1 36.9 1.9 49.5 - -
Paraphrase 15.9 18.7 4.2 50.7 3.75 3.65
Claim Ext. 12.9 22.6 1.9 50.4 1.75 2.65
M. Concat 26.5 61.7 6.7 44.9 3.28 2.75
Ours 31.5 45.4 13.2 52.1 3.85 4.00
Human 4.80 4.70

Data augmentation :
Paraphrase 18.2 12.5 10.6 45.7 4.12 3.92
Claim Ext. 12.2 9.8 4.0 46.4 1.58 2.84
M. Concat 22.1 71.6 6.8 22.3 4.45 2.05
Ours 34.4 33.0 26.0 47.5 4.14 3.98
Human 4.69 4.15

Table 2.1: Human evaluation results for our model’s outputs for the fact update task
(top) and for the data augmentation task (bottom).
The left part of the table shows the geometric SARI score with the three F1 scores that

construct it. The right part shows the human’s scores in a 1-5 Likert scale on
grammatically of the output sentence and on agreement with the given claim.

For syntactic guidance, we use the constituency parser of [35] and consider con-

tinuous spans of length 2 to 10 as masking candidates (without combinations). By

doing so, we obtain valid neutrality masks for 38% of the A and D pairs from the

FEVER training dataset. These masks are used for 2.8.

Surface Realizer We implemented our proposed multi-sequence-to-sequence model,

based on the pointer-generator framework.We use a one layer BiLSTM for encoding

and decoding with a hidden dimension of 256. The parameters of the two encoders

are shared. The model is trained with batches of size 64 for a total of 50K steps.

BERT Fact-Checking Classifier We use a BERT [36] classifier, which takes in as

input a (claim-evidence) pair separated by a special token, to predict out of 3 labels

(A, D or N). The model is fine-tuned for 3 epochs, which is sufficient to perform well

on the task.

Evidence Regeneration Since we are interested in using the generated supporting

pairs for data augmentation, we add machine generated cases to the A set of the
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dataset. Adding machine generated sentences to only one of the labels in the data

can be ineffective. Therefore, we balance this by regenerating paraphrased refuting

evidence for the false claims. This is then added along with all models’ outputs for a

balanced augmentation.

2.4.3 Baselines

We consider the following baselines for constructing a fact-guided updated sentence:

• Copy Claim The sentence of the claim is copied and used as the updated

sentence for itself (used only for data augmentation).

• Paraphrase The claim is paraphrased using the back-translation method of

[37]3, and the output is used as the updated sentence.

• Claim Extension [Claim Ext.] A pointer-generator network is trained to

generate the updated sentence from an input claim alone. The model is trained

on FEVER’s agreeing pairs and applied on the to-be-updated claims during

inference.

• Masked Concatenation [M. Concat] Instead of our Two-Encoder Gener-

ator, we use a pointer-generator network. The residual sentence (output from

the content planner) and the claim are concatenated and used as input.

• Split Encoder without Copy [Split-no-Copy] Our Two-Encoder Genera-

tor, without the copy mechanism. The original text and contradicting claim are

passed through each of the encoders.

2.5 Results

We report the performance of the model outputs for automatic fact-updates by com-

paring them to the corresponding correct wikipedia sentences. We also have crowd

workers score the outputs on grammar and for agreeing with the claim. Addition-

ally, we report the results on a fact-checking classifier using model outputs from the

FEVER training set as data augmentation.

3https://github.com/vsuthichai/paraphraser
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Model Dev Test +Turk

No Augmentation 62.7 66.1 77.0

Paraphrase 60.8 64.6 77.4
Copy Claim 62.1 63.6 77.4
Claim Ext. 62.5 65.0 76.8
M. Concat 60.1 63.7 78.5

Ours 63.8 67.8 80.0

Table 2.2: Classifiers’ accuracy on the symmetric Dev and Test splits.
The right column (+Turk) shows the accuracy on the Test set extended to

include the 500 responses of turkers for the simulated process and the refuted pairs
that they originated from. The BERT classifiers were trained on the FEVER

training dataset augmented by outputs of the different methods.

Fact Updates Following recent text simplification work, we use the SARI [38]

method. The SARI method takes 3 inputs: (i) original sentence, (ii) human written

updated sentence and (iii) model output. It measures the similarity of the machine

generated and human reference sentences based on the deletions, additions and kept

n-grams4 with respect to the original sentence.5 For human evaluation of the model’s

outputs, 20% of the evaluation dataset was used. Crowd-workers were provided with

the model outputs and the corresponding supposably consistent claims. They were

instructed to score the model outputs from 1 to 5 (1 being the poorest and 5 the

highest), on grammaticality and agreement with the claim.

Table 2.1 reports the automatic and human evaluation results. Our model gets the

highest SARI score, showing that it is the closest to humans in modifying the text for

the corresponding tasks. Humans also score our outputs the highest for consistency

with the claim, an essential criterion of our task. In addition, the outputs are more

grammaticality sound compared to those from other methods.

Examining the gold answers, we notice that many of them include very minimal

and local modifications, keeping much of the original sentence. The M. Concat model

keeps most of the original sentence as is, even at the cost of being inconsistent with

the claim. This corresponds to a high Keep score but a lower SARI score overall,

and a low human score on supporting the claim. Claim Ext. and Paraphrase do

4We use the default up to 4-grams setting.
5Following [11] we use the F1 measure for all three sets, including deletions. The final SARI

score is the geometric mean of the Add, Del and Keep score.
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λ Acc size ∆ Prec Rec F1

.5 5.1 0.0 5 0.0 0.0 0.0

.4 80.0 26.3 54 27.2 75.1 39.9

.3 77.0 27.5 50 25.9 71.6 38.0

.2 81.6 31.1 51 23.1 74.8 35.3

Table 2.3: Results of different values of λ for the planner with syntactic regularization.
The left three columns describe the accuracy and average mask size (% of the

sentence) over the FEVER development set with the masked evidence and a neutral
target label. ∆ is Acc− size. The right three columns contain the precision, recall

and F1 of the masks that we have human annotations for. For results without
syntactic regularization see the appendix.

not maintain the structure of the original sentence, and perform poorly on Keep,

leading to a low SARI score. The Split-no-Copy model has the same low ADD score

as Claim Ext. since instead of copying the accurate information from the claim, it

generates other tokens.

Data Augmentation For 41850 D pairs in the FEVER training data, our method

generates synthetic evidence sentences leading to 41850 A pairs. We train the BERT

fact-checking classifier with this augmented data and report the performance on the

symmetric dataset in Table 2.2. In addition, we repeat the human evaluation process

on the generated augmentation pairs and report it in Table 2.1.

Our method’s outputs are effective for augmentation, outperforming a classifier

trained only on the original biased training data by an absolute 1.7% on the Test set

and an absolute 3.0% on the +Turk set. The outputs of the Paraphrase and Copy

Claim baselines are not Wikipedia-like, making them ineffective for augmentation.

All the baseline approaches augment the false claims with a supported evidence.

However, the success of our method in producing supporting evidence while trying to

maintain a Wikipedia-like structure, leads to more effective augmentations.

Content Planner Analysis To evaluate the performance of the planner model,

we test its capacity to modify A and D pairs from the FEVER development set to

a neutral relation. We measure the accuracy of the pretrained classifier in predicting

neutral versus the percentage of masked words from the sentence. For a finer evalu-

ation, we manually annotated 75 A and 76 D pairs with the minimal required mask
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Original Text Born in Lawton , Oklahoma and raised in Anaheim , California , Hillen-
burg became fascinated with the sky as a child and also developed an
interest in art .

Claim Stephen Hillenburg was fascinated with the ocean as a child .

Claim Ext. He in Huntington , Trinidad City Tommy in the , Hillenburg developed
he became the of the stage , a senior . business in the adopted in 1847 .

Concat Born in Lawton , Oklahoma and raised in Anaheim Anaheim , , Hillen-
burg became fascinated with the sky as a child and also developed an
interest in art .

M. Concat Born in Lawton , Oklahoma and raised in Anaheim , California , Hillen-
burg became the with the United as the condition and also developed
an interest in art .

Ours Born in Lawton , Oklahoma and raised in Anaheim , California , Hillen-
burg became fascinated with the ocean as a child and also developed an
interest in art .

Original Text Albert S. Ruddy -LRB- born March 28 , 1940 -RRB- is a Canadian -
born film and television producer .

Claim In 1930, Albert S. Ruddy is born.

Claim Ext. Albert S. S. -LRB- -LSB- Hiram 23 , 1939 -RRB- is an former actor born
theoretical marketer American . .

Concat Albert S. Ruddy -LRB- born March March , , 1940 -RRB- is a Canadian
- born film and television producer

M. Concat Albert S. Ruddy -LRB- born Hiram 12 , 1930 -RRB- is a German -
American film and television producer .

Ours Albert S. Ruddy -LRB- born December 18 , 1930 -RRB- is a Chinese -
born film and television producer .

Table 2.4: We compare our model outputs against different models.
Each example is showing the two input sentences following the output of each model. The Concat
model setting is similar to the M. Concat one but the original text is left unmasked. For the Claim

Ext. model, only the claim sentence is given as input.

for neutrality and compute the per token F1 score of the planner against them.

The results for different values of the regularization coefficient are reported in

Table 2.3. Increasing the regularization coefficient helps to minimize the mask size

and to improve the precision while maintaining the classifier accuracy and the mask

recall. However, setting λ too large, can collapse the solution to no masking at all.

The generation experiments use the outputs of the λ = 0.4 model.

Example Outputs Examples of outputs from different models are provided in 2.4.

For the first example, our model produces a perfect update. In the last example, even

though our model gets the year 1930 correct, it modifies the month and nationality

to hallucinated, incorrect values. This is a result of a too aggressive deletion by

the masker. The Claim Ext. model typically produces wrong and non-grammatical
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sentences. The Concat model doesn’t capture the polarizing relation between the two

inputs and mostly ignores the claim. The M. Concat model tends to overly generate

made-up content instead of copying it from the claim.

Modeling Improvements While our model generates competent outputs which

strongly outperform state-of-the-art methods, we see instances where improvements

in modeling can benefit our performance.

• Content Planner: Our content planner is inspired by rationality span extrac-

tor models. For a text matching task, such a model identifies spans in one text

(or both texts) which are responsible for their class label. A further refined

solution can involve learning an alignment across spans between the two inputs.

This would not only help eliminate erroneous insertions, but also ensure that

factual updates fall into the appropriate positions in the output text. Optimal

transport methods to identify such alignments should be explored [39].

• Surface Realizer: Our model is able to produce fluent text. Existing ap-

proaches, also rely on extensive pre-training on unlabelled data to further im-

prove generation fluency. We consciously avoid such pre-training, so as to not

bias our model with existing facts during generation. One solution to this prob-

lem could be to consider only those text spans in Wikipedia which have been

updated, where more than one version of a text is available, and utilize such a

corpora for pre-training.

2.6 Conclusion

In this chapter, we introduce the task of automatic fact-guided sentence modification.

Given a claim and an old sentence, we learn to rewrite it to produce the updated

sentence. Our method overcomes the challenges of this conditional generation task

by breaking it into two steps. First, we implement a content planner to identify

the polarizing components in the original sentence and mask them. Then, using the

residual sentence and the claim, we generate a new sentence which is consistent with

the claim, through our surface realizer. Applied to a Wikipedia fact update evaluation
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set, our method successfully generates correct Wikipedia sentences using the guiding

claims. Our method can also be used for data augmentation, to alleviate the bias

in fact verification datasets without any external data, reducing the relative error by

13%.

48



Chapter 3

Consensual Summarization

In this chapter, we study the generation of consensual summaries from inputs of mul-

tiple scientific documents which may not have complete agreement. We demonstrate

the utiliziation of simple rules to identify aggregation and a data-driven generation

system to produce robust outputs. Experimental results show our model outperforms

state-of-the-art summarization methods in a domain with limited parallel data.

3.1 Introduction

Articles written about the same topic rarely exhibit full agreement. To present an

unbiased overview of such material, a summary has to identify points of consensus

and highlight contradictions. For instance, in the healthcare domain, where studies

often exhibit wide divergence of findings, such comparative summaries are generated

by human experts for the benefit of the general public.1 Ideally, this capacity will

be automated given a large number of relevant articles and continuous influx of new

ones that require a summary update to keep it current. However, standard summa-

rization architectures cannot be utilized for this task since the amount of comparative

summaries is not sufficient for their training.

While modern language models [40] generate fluent text, they are not able to

bring out the consensus amongst the input documents. In this paper, we propose a

novel approach to multi-document summarization based on a neural interpretation

1Examples include https://www.healthline.com and https://foodforbreastcancer.com.

49

https://www.healthline.com
https://foodforbreastcancer.com


Figure 3-1: We consider the database extracted from four Pubmed studies on Pears
and Cancer.
The key facts (bold) and consensus (contradiction) are realized in the text generated
by our model.

of traditional concept-to-text generation systems. [41] study the aspect of consensus

amongst input documents in a terror news domain and propose a symbolic system.

While their system was based on human-crafted templates and thus limited to a

narrow domain, we propose to learn different components of the generation pipeline

from data. Hence, our symbolic solution is applicable to a variety of domains by
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leveraging limited parallel data for selection and unsupervised text for generation.

To fully control generated content, we frame the task of comparative summariza-

tion as concept-to-text generation. As a pre-processing step, we extract pertinent

entity pairs and relations (see Figure 4-1) from input documents. The Content Plan-

ning component identifies the key tuples to be presented in the final output and

establishes their comparative relations (e.g., consensus) via aggregation operators.

Finally, the surface realization component utilizes a text-infilling language model to

translate these relations into a summary. Figure 4-1 exemplifies this pipeline, showing

selected key pairs (marked in bold), their comparative relation – Contradiction (rows

1 &3 and rows 4&5 conflict), and the final summary.2

This generation architecture supports refined control over the summary content,

but at the same time does not require large amounts of parallel data for training.

The latter is achieved by separately training Content Planning and content realiza-

tion components. Since the Content Planning component operates over relational

tuples, it can be robustly trained to identify salient relations utilizing limited parallel

data. Aggregation operators are implemented using simple deterministic rules over

the database where comparative relations between different rows are apparent. On

the other hand, to achieve a fluent summary we have to train a language model on

large amounts of data, but such data is readily available.

In addition to training benefits, this hybrid architecture enables human writers to

explicitly guide Content Planning. This can be achieved by defining new aggregation

operators and including new inference rules into the Content Planning component.

Moreover, this architecture can flexibly support other summarization tasks, such as

generation of updates when new information on the topic becomes available.

We apply our method for generating summaries of Pubmed publications on nu-

trition and health. Typically, a single topic in this domain is covered by multi-

ple studies which often vary in their findings making it particularly appropriate for

our model. We perform extensive automatic and human evaluation to compare our

method against state-of-the-art summarization and text generation techniques. While

seq2seq models receive competent fluency scores, our method performs stronger on

2We compare the selected content with other entries in the database, identifying two contradic-
tions.
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task-specific metrics including relevance, content faithfulness and aggregation cogni-

sance. Our method is able to produce summaries that receive an absolute 20% more

on aggregation cognisance, an absolute 7% more on content relevance and 7% on

faithfulness to input documents than the next best baseline in traditional and update

settings.

3.2 Related Work

3.2.1 Text-to-text Summarization

Over the past decade, neural sequence-to-sequence models [42, 43, 44] have become

the standard for document summarizatio – tokens from input articles are fed to a neu-

ral encoder, whose representations are used by a similar neural decoder to produce a

summary sequence of tokens. Trained on large amounts of data, such methods have

shown promise and have been successfully adapted for multi-document summarization

[45, 46, 47, 48, 49]. This is achieved through manipulations in the input space, such

as concatenating articles using special tokens or modifications on the modeling side

using hierarchical encoders [50]. Despite outperforming traditional statistical models

in producing fluent text, these techniques may generate false information which is not

faithful to the original inputs [51, 52]. Such phenomenon, is especially prevalent in

low resource scenarios. In this work, we are interested in producing faithful and fluent

text cognizant of aggregation amongst input documents, where few parallel examples

are available.

Language modeling is the task of predicting the next word given context which is

being utilized as a self-supervision task for pre-training Natural Language Processing

Models [53, 36]. Instead of predicting the next word, modern language models also

predict masked words from an otherwise complete context [36, 54, 55, 56]. Having

been trained on large amounts of data for missing word prediction, such language

models can also be extended for text completion. Our surface realizer is a text-

infilling language model where we generate words in place of relation specific blanks

to produce a faithful summary.

52



Aggregation Operator Deterministic Rule

Under-Reported |Pubmed Studies| < Threshold
Population Scoping |Specific Population| < Threshold

Contradiction (em1 == en1&&em2 == en2&&rm! = rn) for any two tuples m,n from different studies
Agreement None of the Above

Table 3.1: Deterministic Rules to identify the Aggregation Operator.

Prior work [57, 58, 59] on text generation also control aspects of the produced

text, such as style and length. While these typically utilize tokens to control the

modification, using prototypes to generate text is also very common [60, 61, 62]. In

this work, we utilize aggregation specific prototypes to guide aggregation cognizant

surface realization.

3.2.2 Data-to-text Summrization

While summarization is being studied in text-to-text settings, for several domains such

as Sport games, Weather and Finance, generating a synopsis of a table or database is

more appropriate. Traditional approaches for data-to-text generation have operated

on symbolic data from databases. These works [63, 41, 64] introduce two compo-

nents of content planning and surface realization. Content planning identifies and

aggregates key symbolic data from the database which can then be realized into text

using templates. Unlike modern systems [65, 51, 66, 67] these approaches capture

document consensus and aggregation cognisance. While the neural approaches alle-

viate the need for human intervention, they do need an abundance of parallel data,

which are typically from one source only. Hence, modern techniques do not deal with

input documents’ consensus in low resource settings. As a result, in this work, we are

interested in modeling a fusion of the two approaches where simple rules can identify

aggregation consensus and large unlabelled data can be utilized for neural generation.

3.3 Method

Our goal is to generate a text summary y for a food from a pool of multiple scientific

abstracts X. In this section, we describe the framework of our Nutribullets Hybrid
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Figure 3-2: Illustrating the flow of our Nutribullets Hybrid system.
In this example, our model takes in four Pubmed studies to produce a database (a).
The Content Planning model selects two tuples (bold) and identifies the aggregation
operator as Contradiction (b). Finally, the Surface Realization model takes in the
tuples and aggregation operator to produces a summary which is faithful to input

entities and aggregation cognizant (c).

system, illustrated in Figure 3-2.

3.3.1 Overview

We attain food health entity-entity relations, for both input documents X and the

summary y, from entity extraction and relation classification modules trained on

corresponding annotations (Table 3.4).

Notations: For N input documents, we collect XG = {Gxp}Np=1, a database of entity-

entity relations Gxp . Gp = (ek1, e
k
2, r

k)Kk=1 is a set of K tuples of two entities e1, e2 and

their relation r. r represents relations such as the effect of a nutrition entity e1 on a

condition e2 (see Table 3.4).3We have raw text converted into symbolic data.

Similarly, we denote the corpus of summaries as Y = {(ym,Gym, Oy
m)Mm=1}, where

ym is a concise summary, Gym is the set of entity-entity relation tuples and Oy
m is the

realized aggregation, in M data points.

Modeling: Joint learning of Content Planning, information aggregation and text

generation for multi-document summarization can be challenging. This is further

3We train an entity tagger and relation classifier to predict G and also for computing knowledge
based evaluation scores. More details on models and results are shared later.
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exacerbated in our technical domain with few parallel examples and varied consensus

amongst input documents. To this end, we propose a solution using Content Planning

and Aggregation and Surface Realization models.

Raw text from N input documents is converted into a mini-database XG of relation

tuples. The Content Planning and aggregation model operates on such symbolic data.

We use XG and Y to train the Content Planning model. During inference, we identify

from XG a subset C of content to present in the final output. In order to produce a

summary cognizant of consensus amongst inputs, we identify the aggregation operator

O based on C and other relevant tuples in XG.

The surface realization model produces a relevant, faithful and aggregation cog-

nizant output. The model is trained only using Y . During inference, the model

realizes text using the selected content C and the aggregation operator O.

3.3.2 Content Planning and Consensual Aggregation

Our Content Planning model takes a mini-database of entity-entity relation tuples

XG as input, and outputs the key tuples C and the aggregation operator O.

Content Planning and aggregation consists of two parts – (i) identifying key con-

tent P (C|XG) and (ii) subsequently identifying the aggregation operator O using

C,XG.

Content Planning Identifying key content involves selecting important, diverse

and representative tuples from a database. While clustering and selecting from the

database tuples is a possible solution, we model our Content Planning as a finite

Markov decision process (MDP). This allows for an exploration of different tuple

combinations while incorporating delayed feedback from various critical sources of

supervision (similarity with target tuples, diversity amongst selected tuples etc). We

consider a multi-objective reinforcement learning algorithm [68] to train the model.

Our rewards (Eq. 3.2) allow for the selection of informative and diverse relation

tuples.

The MDP’s state is represented as st = (t, {c1, . . . , ct}, {z1, z2, ..., zm−t}) where t is

the current step, {c1, . . . , ct} is the content selected so far and {z1, z2, ..., zm−t} is the

remaining entity-entity relation tuples in the m-sized database. The action space is
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all the remaining tuples plus one special token, Z ∪{STOP}.4 The number of actions

is equal to |m− t|+1. As the number of actions is variable yet finite, we parameterize

the policy πθ(a|st) with a model f which maps each action and state (a, st) to a score,

in turn allowing a probability distribution over all possible actions using softmax. At

each step, the probability that the policy selects zi as a candidate is:

πθ(a=zi|st) =
exp(f(t, ẑi, ĉi∗))∑m−t+1

j=1 exp(f(t, ẑj, ˆcj∗))
(3.1)

where ci∗ = argmaxcj(cos(ẑi, ĉj)) is the selected content closest to zi, ẑi and

ĉi∗ are the encoded dense vectors, cos(u, v) = u·v
||u||·||v|| is the cosine similarity of two

vectors and f is a feed-forward neural network with non-linear activation functions

that outputs a scalar score for each action a.

The selection process starts with Z. Our module iteratively samples actions from

πθ(a|st) until selecting STOP, ending with selected content C and a corresponding

reward. We can even allow for the selection of partitioned tuple sets by adding an

extra action of ”NEW LIST”, which allows the model to include subsequent tuples

in a new group.

We consider the following individual rewards:

• Re =
∑

c∈C cos(ê1c, ê1y) + cos(ê2c, ê2y) is the cosine similarity of the structures

of the selected content C with the structures present in the summary y (each

summary structure accounted with only one c), encouraging the model to select

relevant content.

• Rd = 1[maxi,j(cos(ĉj, ĉi)) < δ] computes the similarity between pairs within

selected content C, encouraging the selection of diverse tuples.

• rp is a small penalty for each action step to encourage concise selection.

The multi-objective reward is computed as

R = weRe+wdRd − |C|rp, (3.2)

where we, wd and rp are hyper-parameters.

4STOP and NEW LIST get special embeddings.
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Relation Type e1 e2 r Example

Causing Food, Nutrition Condition
Increase, Decrease,

Satisfy, Control,
Unclear/Insignificant

(tart cherry juice, melatonin levels, increase),
(water, daily fluid needs, satisfy)

Containing Food, Nutrition Nutrition Contain (blueberries, antioxidants, contain)

Table 3.2: Details of entity-entity relationships that we study and some examples of
(e1, e2, r)

During training the model is updated based on the rewards. During inference

the model selects an ordered set of key and diverse relation tuples corresponding to

appropriate health conditions.

Consensus Aggregation Identifying the consensus amongst the input docu-

ments is critical in our multi-document summarization task. We model the aggre-

gation operator of our Content Planning using simple one line deterministic rules as

shown in Table 3.1. The rules are applied to the key C entity-entity relation pairs in

context of XG. In our example in Figure 4-1, O is Contradiction because of rows 1&3

and rows 4&5 (rows 1&3 only would also make it Contradiction).

3.3.3 Surface Realization

The surface realization model P (y|O,C), performs the critical task of generating a

summary guided by both the entity-entity relation tuples C and the aggregation op-

erator O. The model allows for robust, diverse and faithful summarization compared

to traditional template and modern seq2seq approaches.

We propose to model this process as a prototype-driven text infilling task. The

entities from C are used as fixed tokens with relations as special blanks in between

these entities. This is prefixed by a prototype summary corresponding to O. For the

example shown in Figure 3-2, we concatenate using |SEN | a randomly sampled con-

tradictory summary ”Kale contains substances ... help fight cancer ... but the human

evidence is mixed .” to C ”<blank> pears <controls> ovarian cancer <decreases>

breast cancer <blank>”. The infilling language model produces text corresponding to

relations between entities while maintaining an overall structure which is cognizant

of O. 5

5Summaries in our training data are labelled with Oy
m as belonging to one of the four categories

of Under-reported, Population Scoping, Contradiction or Agreement to accommodate such training.
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Data Task # annotations mean κ

Scientific entity 83543 0.75
Abstracts relation 28088 0.79, 0.81

HealthLine entity 7860 0.86
relation 5974 0.73, 0.90

Table 3.3: Entity and relation annotation statistics. Each annotation is from three
annotators. Mean κ is the mean pairwise Cohen’s κ score.

The model is trained on the few sample summaries from the training set using Gym

andOy
m to produce ym. Providing aggregation and content guidance during generation

alleviates the low-resource issue.

3.4 Data and Annotations

In this section, we describe the dataset collected for our Nutri-bullet system.

3.4.1 Corpus Collection

Our Healthline6 dataset consists of scientific abstracts as inputs and human written

summaries as outputs.

Scientific Abstracts We collect 6640 scientific abstracts from Pubmed, each av-

eraging 327 words. The studies in these abstracts are cited by domain experts when

writing summaries in the Healthline dataset. A particular food and its associated

abstracts are fed as inputs to our Nutri-bullet systems. We exploit the large scien-

tific abstract corpus when gathering entity and relation annotations (see Table 3.3)

to overcome the challenge of limited parallel examples. Modules trained on these

annotations can be applied to any food health scientific abstract.

Summaries Domain experts curate summaries for a general audience in the Health-

line dataset. These summaries describe nutrition and health benefits of a specific food.

In the HealthLine dataset, each food has multiple bullet summaries, where each bullet

typically talks about a different health impact (hydration, anti-diabetic etc).

6https://www.healthline.com/nutrition
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Relation Type ei ej r Example

Containing Food, Nutrition Nutrition Contain (apple, fiber, contain)

Causing
Food, Nutrition,

Condition
Condition

Increase, Decrease,
Satisfy, Control

(bananas, metabolism, increase),
(orange juice, hydration, satisfy)

Table 3.4: Details of entity-entity relationships that we study and some tuple exam-
ples.

Parallel Instances The references in the human written summaries form natural

pairings with the scientific abstracts. We harness this to collect 1894 parallel (ab-

stracts, summary) instances in HealthLine. Summaries in HealthLine average 24.46

words, created using an average of 3 articles.

3.4.2 Entity and Relation Annotations

Despite having a small parallel data compared to [69, 70], we conduct large-scale

crowd-sourcing tasks to collect entity and relation annotations on Amazon Mechanical

Turk. The annotations (see Table 3.3) are designed to capture the rich technical

information ingrained in such domains, alleviating the difficulty of multi-document

summarization and are broadly applicable to different systems [71].

Entity and Relation Annotations Workers identify food, nutrition, condition

and population entities by highlighting the corresponding text spans.

Given the annotated entities in text, workers are asked to enumerate all the valid

relation tuples (ei, ej, r). Table 3.4 lists possible combinations of ei, ej and r for each

relation type, along with some examples.

The technical information present in our domain can make annotating challenging.

To collect reliable annotations, we set up several rounds of qualification tasks 7, offer

direct communication channels to answer annotators’ questions and take majority

vote among 3 annotators for each data point. We collected 91K entities, 34K pairs

of relations.

7To set up the qualification, the authors first annotate tens of examples which serve as gold
answers. We leverage Mturk APIs to grade the annotation by comparing with the gold answers.

59



3.5 Experiments

Automatic Evaluation Human Scores
Model RougeL KG(G) KG(I) Ag Relevance Fluency

Copy-gen 0.12 0.21 0.50 0.64 1.93 1.89
GraphWriter 0.14 0.03 0.69 0.64 1.86 2.76
Entity Data2text 0.16 0.13 0.57 0.67 2.03 3.43
Transformer 0.20 0.21 0.64 0.67 2.66 3.76

Ours 0.18 0.30 0.76 0.89 3.03 3.46

Table 3.5: Automatic evaluation – Rouge-L score (RougeL), KG in gold(G), KG in
input(I) and Aggregation Cognisance (Ag) in our model and various baselines in the
single issue setting, is reported.

Human evaluation on Relevance and Fluency, on 1-4 Likert scale from 3 annotators, is
also reported. The best results are in bold.

Dataset We utilize a real world dataset for Food and Health summaries, crawled

from https://www.healthline.com/nutrition [72]. The HealthLine dataset con-

sists of scientific abstracts as inputs and human written summaries as outputs. The

dataset consists of 6640 scientific abstracts from Pubmed, each averaging 327 words.

The studies in these abstracts are cited by domain experts when writing summaries

in the Healthline dataset, forming natural pairings of parallel data. Individual sum-

maries average 24.5 words and are created using an average of 3 Pubmed abstracts.

Each food has multiple bullet summaries, where each bullet typically talks about a

different health impact (hydration, diabetes etc). We assign each food article ran-

domly into one of the train, development or test splits. Entity tagging and relation

classification annotations are provided for the Pubmed abstracts and the healthline

summaries.

Settings: We consider three settings.

1. Single Issue: We use the individual food and health issue summaries as a unique

instance of food and single issue setting. We split 1894 instances 80%,10%,10% to

train, dev and test.

2. Multiple Issues: We group each food’s article Pubmed abstract inputs and

multiple summary outputs as a single parallel instance. 464 instances are split

80%,10%,10% to train, dev and test.

3. Summary Update: We consider two kinds of updates – new information is fused
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to an existing summary and new information contradicts an existing summary. For

fusion we consider single issue summaries that have multiple conditions from different

Pubmed studies (bananas + low blood pressure from one study and bananas + heart

health from another study). We partition the Pubmed studies to stimulate an up-

date. The contradictory update setting is where we artificially introduce conflicting

results in the input document set so that the aggregation changes from Agreement to

Contradictory. We have a total of 103 test instances. All models are trained atop of

Single issue data.

Evaluation We evaluate our systems using the following automatic metrics.

Rouge is an automatic metric used to compare the model output with the gold refer-

ence [73]. KG(G) computes the number of entity-entity pairs with a relation in the

gold reference, that are generated in the output.8 This captures relevance in context

of the reference. KG(I), similarly, computes the number of entity-entity pairs in the

output that are present in the input scientific abstracts. This measures faithfulness

with respect to the input documents. Aggregation Cognisance (Ag) measures the ac-

curacy of the model in producing outputs which are cognizant of the right aggregation

from the input, (Under-reported, Contradiction or Agreement). We use a rule-based

classifier to identify the aggregation implied by the model output and compare it to

the actual aggregation operator based on the input Pubmed studies.

In addition to automatic evaluation, we have human annotators score our mod-

els on relevance and fluency. Given a reference summary, relevance indicates if the

generated text shares similar information. Fluency represents if the generated text is

grammatically correct and written in well-formed English. Annotators rate relevance

and fluency on a 1-4 likert scale [74]. We have 3 annotators score every data point

and report the average across the scores.

Baselines In order to demonstrate the effectiveness of our method, we compare it

against text2text and data2text state-of-the-art (sota) methods.

Copy-gen (Text2text): [44] is a sota technique for summarization, which can copy

from the input or generate words.

8We run entity tagging plus relation classification on top of the model output and gold sum-
maries. We match the gold (egi , e

g
j , r

g) tuples using word embedding based cosine similarity with the
corresponding entities in the output structures (eoi , e

o
j , r

o). A cosine score exceeds a threshold of 0.7
is set (minimize false positives) to identify a match.
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Aggregation Operator Deterministic Rule

Population Scoping |Specific Population| < Threshold
Contradiction ”evidence is mixed”, ”conflicting” or ”contradiction” in ym
Under-Reported ”more research is needed”, ”more studies are needed” or ”more human studies” in ym
Agreement None of the Above

Table 3.6: Deterministic Rules to identify the Aggregation Operator on outputs.

Transformer (Text2text): [75] is a summarization system using a pretrained

Transformer.

GraphWriter (Data2text): [71] is a graph transformer based model, which gener-

ates text using a seed title and a knowledge graph. Takes the database XG as input.

Entity (Data2text): [51] is an entity based data2text model, takes XG as input.

Implementation Details Our policy network is a three layer feedforward neural

network. We use a Transformer [76] implementation for Surface Realization. We

train an off-the-shelf Neural CRF tagger [77] for entity extraction. We use BERT [36]

based classifiers to predict the relation between two entities in a text trained using

crowdsourced annotations from [72].

The hyper-parameters for the content selection model are shared along with the

code. The hyper-parameters for surface realization [78] as the default values present

in https://github.com/pytorch/fairseq/blob/master/examples/bart/README.

md.

Baselines We use publicly available implementations for all our baselines. Copy-

gen is from https://github.com/atulkum/pointer_summarizer. GraphWriter is

from https://github.com/rikdz/GraphWriter. The Transformer for abstractive

summarization, pretrained implementation is from https://github.com/Andrew03/

transformer-abstractive-summarization. Entity Data2text implementation is

the closest working and usable implementation of the model in Opennmt-py https://

github.com/OpenNMT/OpenNMT-py/blob/master/config/config-rnn-summarization.

yml. We provide the full database XG as input along with the food name.

Aggregation Operator for Outputs We specify our rule based classifier for sum-

mary ym’s aggregation operator Oy
m identification. The following patterns are checked.
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Transformer (baseline)
* Whole - grain cereals may protect against obesity , diabetes and certain cancers.

However , more research is needed .
* Whole grains , such as mozambican grass , are safe to eat with no serious side effects .

* Whole - grain cereals may protect against obesity , diabetes and certain cancers.
However , more research is needed .

* Whole grains , such as blueberries , are likely safe to eat with no serious side effects .
* Whole grains are safe to eat.

However , people with type 2 diabetes should avoid whole grains .
* Whole grains are lower in carbs than whole grains , making them a good choice for people

with type 2 diabetes.

Our Method
* Whole grains has been shown to lower weight gain and improve various type 2 diabetes

risk factors .
* Whole grains has been shown to lower insulin resistance and improve various

cancer risk factors .
* Whole grains has been linked to several other potential health benefits , such as improved

CVD risk , eyesight , and memory. However, more studies are needed to draw stronger
conclusions.

* There is some evidence , in both animals and humans ,
that whole grains can reduce mortality by regulating the hormone ghrelin.

Table 3.7: Example outputs of our model and the Transformer baseline for a multi-
issues summary.

Trained on limited parallel data, the Transformer baseline produces repetitive text with factual
inaccuracies, while our method is able to provide more accurate and diverse summarization.

3.6 Results

In this section, we describe the performance of our Nutribullet Hybrid system and

baselines on summarization and summary updates. We report empirical results , hu-

man evaluation and present sample outputs, highlighting the benefits of our method.

Model KG(G) KG(I)

Copy-gen 0.43 0.69
Transformer 0.33 0.73

Ours 0.5 0.90

Table 3.8: KG in gold(G) and KG in input(I) in our model and baselines in the food
and multi-issues setting . The best results are in bold.

Single and Multi-issues Summarization: We describe the results on the task

of generating summaries. Table 3.5 presents the automatic evaluation results for

the food and single issue summarization task. High KG(I) and KG(G) scores for

our method indicate that the generated text is faithful to input entities and relevant.
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In particular, a high Aggregation Cognisance (Ag) score indicates that our model

generates summaries which are cognizant of the varying degrees of consensus in the

input Pubmed documents. Compared to other baselines we also receive a competi-

tive score on the automatic Rouge metric, beating Copy-gen, Entity Data2text and

GraphWriter baselines while falling short (by 1.7%) of the Transformer baseline. The

baselines, especially Transformer, tend to produce similar outputs for different inputs

(see Table 3.7). Since a lot of these patterns are learned from the human summaries,

Transformer receives a high Rouge score. However, as in the low resource regime,

the baseline does not completely capture the content and aggregation, it fails to get

a very high KG(G) or Ag score. A similar trend is observed for the other baselines

too, which in this low resource regime produce a lot of false information, reflected in

their low KG(I) scores.

Human evaluation, conducted by considering scores,on a 1-4 Likert scale, from

three annotators for each instance, shows the same pattern. Our model is able to

capture the most relevant information, when compared against the gold summaries

while producing fluent summaries. The Transformer baseline produces fluent sum-

maries, which are not as relevant. The performance is poorer for the Copy-gen, Entity

Data2text and GraphWriter models.

In the multi-issues setting, the baselines access the gold annotations with respect

to the input documents’ clustering. Our model conducts the extra task of grouping

the selected tuples, using the ”New List” action. Our model performs better than

the baselines on both the KG(I) and KG(G) metrics as seen in Table 3.8. Again,

the pattern of producing very similar and repetitive sentences hurts the baselines.

They fail to cover different issues and tend to produce false information, in this low

resource setting. Our model scores an 7% higher on KG(G) and 17% higher on

KG(I) compared to the next best performance, in absolute terms. Table 3.7 shows

the comparison between the outputs produced by our method and the Transformer

baseline on the benefits of whole-grains. Our method conveys more relevant, factual

and organized information in a concise manner.

Summary Update: We study the efficacy of our model to fuse information in

existing summaries on receiving new Pubmed studies. As the KG(G) metric in 3.9

shows, our model is able to select and fuse more relevant information. Table 3.10
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Fusion Update Contradictory Update
Model KG(G) Ag

Copy-gen 0.16 0.50
GraphWriter 0.0 0.50
Entity Data2text 0.16 0.50
Transformer 0.16 0.46

Ours 0.33 0.76

Table 3.9: The middle column shows KG in gold(G) in our model and baselines for
fusion updates .

The last column shows Aggregation Cognisance (Ag) in our model and baselines in the
contradictory update setting. The best results are in bold.

Old Sum-
mary

Flax seeds contain a group of nutrients called lignans , which have powerful an-
tioxidant and estrogen properties .

New Inputs (i):”...current overall evidence indicates that FS and its components are effective
in the risk reduction and treatment of breast cancer and safe for consumption by
breast cancer patients...” (ii): ”...Consumption of flaxseed was associated with a
significant reduction in breast cancer risk as was consumption of flax bread ...”
(iii): ”...a flaxseed-supplemented, fat-restricted diet may affect the biology of the
prostate and associated biomarkers...”

Copy-gen Avocados may help fight cancer risk, boost inflammation. In a pasteurized called
polyphenols, which may aid weight loss.

Transformer Flaxseed oil is high in antioxidants that may help reduce the risk of several chronic
diseases .

Ours Flax seeds are rich in antioxidant , especially through lignans. They contain ben-
eficial nutrients which can help protect your body against certain types of breast
cancer .

Old Sum-
mary

Flax seeds, high in fiber, can be a beneficial addition to the diet of people with
diabetes .

New Input ”...showed fasting blood sugar in the experimental group decreased...the total
cholesterol reduced...Results showed a decrease in low-density lipoprotein choles-
terol...The study demonstrated the efficacy of flax gum in the blood biochemistry
profiles of type 2 diabetes.”

Copy-gen Eating apart has been linked to increased growth cholesterol, and cholesterol levels.
However, more studies are needed to confirm possible effect.

Transformer
Flaxseed extract may help lower blood sugar levels .

Ours Flax seeds are high in fiber , which is beneficial for people with diabetes and
associated with a reduced low-density lipoprotein cholesterol .

Table 3.10: Example outputs of our model and baselines for a summary update
upon receiving new information about flaxseeds + cancer and flaxseeds + cholesterol,
respectively.
Our model maintains old information and updates accurately. In the cholesterol case, Transformer

adds new information but misses the old information.
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shows two examples of summaries on flaxseeds where our model successfully fuses

new information.

Table 3.9’s last column presents the automatic evaluation results to demonstrate

the efficacy of maintaining Aggregation Cognisance (Ag), which is critical when up-

dating summaries on receiving contradictory results. The high performance in this

update setting demonstrates the Surface Realization model’s ability to produce aggre-

gation cognizant outputs, in contrast to the baselines that do not learn this reasoning

in a low resource regime.

Analysis: Information Extraction and Content Aggregation Information

extraction is the critical first step performed for the input documents in order to get

symbolic data for Content Planning and aggregation. To this end, we report the

performance of the information extraction system, which is composed of two models

– entity extraction and relation classification. As reported in Table 3.11, the entity

extraction model, a crf-based sequence tagging model, receives a token-level F1 score

of 79%. The relation classification model, a BERT based text classifier, receives an

accuracy of 69%.

The performance of the information extraction models is particularly important

for the content aggregation sub-task. In order to analyse this quantitatively, we per-

form manual analysis of the 179 instances in the dev set and compare them to the

system identified aggregation – information extraction followed by the deterministic

rules in Table 3.1. Given the simplicity of our rules, system’s 78% accuracy in Table

3.11 is acceptable. Deeper analysis shows that the performance is lowest for Popula-

tion Scoping and Contradiction with an accuracy of 52% and 56% respectively. The

performance of Population Scoping being low is down predominantly to the simplicity

of the rules. Most mistakes occur when the input studies are review studies that don’t

mention any population but analyze results from several past work. Contradiction

suffers because of the information extraction system and stronger models for the same

should be able to alleviate the errors.

Modeling Improvements Our model produces competent consensus cognisant

outputs. In certain cases, it does generate false information, albeit at a much lower

rate than state-of-the-art methods. Instead of using the one-shot generation paradigm
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Task Performance

Entity Extraction 0.79
Relation Classification 0.69
Aggregation Operator Identification 0.78

Table 3.11: Performance of our information extraction system and its impact on
content aggregation.

currently employed, an iterative re-writing mechanism where false information is elim-

inated can be employed.

3.7 Conclusion

While modern models produce fluent text in multi-document summarization, they

struggle to capture the consensus amongst the input documents. This inadequacy –

magnified in low resource domains, is addressed by our model. Our model is able to

generate robust summaries which are faithful to content and cognizant of the varying

consensus in the input documents. Our approach is applicable in summarization and

textual updates. Extensive experiments, automatic and human evaluation underline

its impact over state-of-the-art baselines.
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Chapter 4

Comparative Summarization

In this chapter, we study the generation of comparative summaries of past scholarly

papers in context of a new research idea (query). Harnessing parallel data from an

ACL Anthology based dataset and citation reason annotations, our model generates

competent related work sections. Experimental results show our model outperforms

state-of-the-art summarization methods in a generating realistic and motivation cog-

nizant outputs.

4.1 Introduction

An essential component of scientific writing is positioning new research in the land-

scape of existing work. Commonly presented in a related work section, this com-

parison synthesizes information from multiple papers related to the current research.

While identification of such papers can be partially automated1, the related work

section generation is yet to be automated. Here we are proposing an algorithm that

can assist with the task. Figure 4-1 presents an example where our model generates

a related work section for a new paper.

Writing the related work section can be viewed as a multi-document summa-

rization task. However, most existing summarization approaches operate over input

documents with significant content overlap such as news [49]. These techniques are

not applicable to our task since we aim to highlight specific relations of each input

1https://www.connectedpapers.com
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Figure 4-1: Two related work sections presented for the paper https://www.aclweb.
org/anthology/2020.coling-main.92/.
Option (a) was produced by the authors and (b) was produced by our model.

article to the current discovery. Prior research in scientific discourse [79, 1] identified

that reasons for citing papers fall into several argumentative classes such as reliance

on previous results or gaps in existing solutions. Therefore, we can view the task of

related work generation as predicting such reasons and conveying them in a coherent

format.

We implement this approach in a traditional generation pipeline based on a content
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planner and surface realizer. To address the challenges of generating a long, compara-

tive section our planner produces a skeleton to guide the subsequent text generation.

Our planner takes in all available past papers and the abstract of the new paper. It

generates a (depth=2) tree by predicting the individual reasons for citing past papers,

and subsequently sorting selected papers and grouping them into respective branches

with a combined reason for citing each branch. Our surface realization model itera-

tively generates a text span for every branch by fluently lexicalizing the reason behind

citing the set of papers. A variety of such reasons are depicted in Figure 4-2 – sim-

ilarity with past work (PSim), methodological comparisons (CoCoGM ) or weakness

(Weak) of past work are presented by our model output to describe related work.2

Our planning and generation strategy allows for refined control over the text spans.

In particular, text segmentation annotations on related work sections, help organize

the text to train our content planner and step-wise surface realizer. Furthermore,

we utilize citation categorization annotations through distant supervision to learn a

pairwise classification function between a pair of new and old papers – necessary for

generating motivation cognisant segments. Our approach leaves enough scope for

human intervention from an application perspective to modify the skeleton of cited

papers or the generated related work section.

We apply our method for generating related work on an ACL Anthology dataset

that we collect. Every related work section cites multiple scientific studies for varying

reasons, making it extremely relevant to our task. We consider numerous studies to

compare our method against state-of-the-art multi-document and query driven sum-

marization techniques. Our approach receives the highest scores on both automatic

and subjective evaluation metrics such as RougeL, BertScore, SARI and Relevance.

For instance, on RougeL our approach gets an absolute 5% improvement over the

best baseline. The method strongly outperforms others in an update setting, further

highlighting its real world applicability in a scenario where a human written section

is missing a few papers.
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Figure 4-2: Model guided related work produced for the current paper using all ACL
Anthology papers which we cite.

Our content planner’s output branches [{reason},(cited papers)] guide the
paragraph generation by surface realizer. The reasons are described in Table 4.1.

4.2 Related Work

4.2.1 Multi-document Summarization

Neural sequence-to-sequence models [42, 43, 44] have become the standard for doc-

ument summarization. Trained on large amounts of data, such methods have shown

promise and have been successfully adapted for multi-document summarization [45,

46, 47, 48, 49]. This is achieved through manipulations in the input space, such as

2PSim, CoCoGM, Weak and Neut are described in Table 4.1.
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concatenation through special tokens or modifications on the modeling side using hi-

erarchical encoders [50]. These methods have improved upon traditional extractive

[80, 41, 81, 82] and abstractive approaches [63, 83]. The key aspect of typical multi-

document summarization solutions is to capture repetitions and similarities in the

multiple input documents [84, 49]. However, in scientific writing, the goal is typically

to identify and highlight differences with past work. In our past work [85], we ad-

dress the consensus in inputs such as scientific studies when producing summaries.

However, in related work generation, we are interested in generating a comparative

section describing past works and their differences in context of the new idea.

4.2.2 Query Driven Summarization

Often a human written query forms the motivation for text generation and summa-

rization, with the query forming the context and/or prompt for the overall writing.

Such a formulation can be observed in tasks such as article writing [86], dialogue

[87, 88, 89, 90], translation [91] and language modeling [92, 93]. The query can also

be used to retrieve additional information to augment inputs – as observed in tasks

such as question answering [94, 95], fact completion [96] and fact-checking [4].

Our work can also be considered as part of this framework, with the new work as

query. However in contrast to aforementioned work, we aim to generate a coherent

summary which highlights the comparative aspects of past papers.

4.2.3 Rhetorical Structure Theory

Rhetorical Structure Theory describes the structure of a document in terms of text

spans that form discourse units and the relations between them [97] and is often used

for summarization [98, 99]. For scientific writing, a flat structure of discourse units

rather than a hierarchy has been observed [79]. Specifically, for generating related

work we base our citation reasoning annotations on [1] to generate informative text.

Prior work [1], defines twenty-six different reasons for citing papers, such as method-

ological differences, weakness in past approaches, similarity in usage or simply citing

a paper for its legacy. These annotations are used, similar to recent aspect-oriented

summarization approaches [100, 101], to produce motivation cognizant related work.
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Figure 4-3: Illustrating the flow of our model. x is our paper’s abstract and the past
papers are the ones mentioned in Figure 4-2.

Content planning produces a tree k with four branches with respective citation
reasons (Neut, PSim, CoCoGM and Weak.) Surface realization takes this tree to

produce an output y.

4.3 Method

Our goal is to generate a related work section y for a new research idea (abstract) x.

We organize past papers C = {c1, c2, ...cm} and reasons R = {r1, r2, ...rm} for citing

them into a skeleton k to drive generation. The planning framework k enables the

generation of citation reason aware and fluent related work sections. Our solution,

illustrated in Figure 4-3, is described below.

Overview For each paper in the training corpus, we have its abstract x and the

related work section to be generated y. Related work sections can be quite long, and

in order to model their generation, we break y into segments {y1, y2, ..., yn} through

crowd-sourced annotations. Segmentation annotations and subsequent motivation

categorization of text give us our skeleton k = {k1, k2, ..., kn}, composed of a grouping
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for cited papers and reasons for citing them.

The probability of an output summary y for a new abstract x by deriving a skeleton

k is shown below. We make Markov assumptions and assuming each yi depends on

the specific ki only.

P (y, k|x) = P (y|k, x)P (k|x) (4.1)

P (y, k|x) =
∏
i

P (yi|k, x, yi−1)
∏
j

P (kj|x, kj−1) (4.2)

P (y, k|x) ≈
∏
i

P (yi|ki, x, yi−1)
∏
j

P (kj|x, kj−1) (4.3)

allowing us to break the problem into two modules of content planning
∏

j P (kj|x, kj−1)
and surface realization

∏
i P (yi|ki, x, yi−1).

The model can be trained and applied in two settings: (1) The set of cited papers

is known; (2) The full set of AA corpus is present and a relevant set must be selected

through content planning. In addition, a trained model can be applied in an update

setting.

4.3.1 Content Planning

Generating a long related work section for a new paper is aided by a detailed skeleton

comprising of past papers to cite with reasons in context of the new paper. Through

our content planner, we model this skeleton by generating a tree (depth=2) as de-

picted in the upper half of Figure 4-3. The segmentation annotations collected on

the related work sections, form our supervision for this tree generation. Our content

planning model takes a new paper’s abstract x, a set of available papers to cite and

produces a grouped ordering of papers into branches and a reason for citing each

branch ki ∈ k. For the set of papers to be cited C = {c1, c2, ...cm} we produce a

segmented realization k = {k1, k2, ..., kn} where a branch ki = ({cia1 , ..., c
i
ani
}, ri), with

{cia1 , ..., c
i
ani
} the set of similar papers cited and ri the reason for citing them. Table

4.1 mentions a subset of the reasons used in our approach, reported in [1].

At every step of our tree generation, the content planning model F decides whether

a new branch ki+1 is to be created or a particular paper cl should be added to the

current branch ki. Each paper cl is represented by the encoding of its title and
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abstract ĉl = e(cl) and the new abstract x correspondingly x̂ = e(x). We assign a

default representation ĉ∅ for a new branch. Tree generation proceeds by considering

all yet to be selected past papers and the current branch ki, represented by the mean

of representations of all papers selected in ki so far : b̂. The probability that a past

paper cl will be selected for inclusion in ki is:

πθ(cl) =
exp(F(b̂, x̂, ĉl))∑
j exp(F(b̂, x̂, ĉj))

(4.4)

Tree generation continues until all papers are used or a maximum number of steps

is reached. Each paper cl has a reason rl for citing it with respect to the new ab-

stract x, predicted through a pair-wise classifier rl = f(x, cl). After running the tree

generation, each branch {cia1 , ..., c
i
ani
} gets a combined reason for citing based on an

aggregation function M applied to individual reasons, ri = M(ria1 , ..., r
i
ani

).3

The generated content planning tree is used by the surface planning model to

write a related work section.

4.3.2 Surface Realization

After organizing and planning a skeleton of past papers, it is now critical to generate a

fluent and reason aware related work section. The surface realization model P (y|x, k)

generates a coherent, informative and fluent summary y by taking in a new paper’s

abstract x and the content planning tree k from the previous step as input.

Specifically, we model the long text generation as a step-wise decoding task

P (y|x, k) =
∏

i P (yi|ki, x, yi−1), with a single segment yi lexicalized every step –

as depicted in the lower part of Figure 4-3. The segmentation annotations on the

related work dataset create parallel data to train the realizer. The model takes the

abstract of new research x, abstracts from {cia1 , ..., c
i
ani
}, a token to represent the

reason to cite them ri and the text span yi−1 produced in the previous step. Here,

ki = ({cia1 , ..., c
i
ani
}, ri) formulates a multi-document summarization task, controlled

by a reason ri. Furthermore, yi−1 from the previous step guides the generation of a

continuous summary. The realizer is implemented using a Transformer based encoder-

decoder model [76]. The various inputs ki, yi−1 and x are separated using a special

3We consider M to be the max occurring reason from the set of individual reasons.
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Category Description

CoCoGM Contrast in goal or method.

PSim Author’s work and cited work are similar.

Neut Neutral description of cited work.

Weak Weakness of cited approach.

Table 4.1: Subset (4 of 26) of reasons for citing a paper as described in [1].

token.

4.4 Dataset

In this section, we describe the dataset introduced to study our related work genera-

tion task.

AA: The ACL Anthology (AA) 2020 corpus contains papers on the study of natural

language processing and computational linguistics. This corpora covers varied topic

areas such as text classification, information extraction, generation, etc. We use this

data dump and the corresponding text of the papers, to create our dataset of (paper,

author list, title, abstract, related work section) tuples.

Paper Title and Citation: We collect the titles and corresponding lists of authors

for all papers. The publication year and author list allow us to identify the acronym

used to cite a paper in future works.

Abstract: We collect the abstracts for all papers, which form the description used

to generate related work sections.

Related Work Section: We parse the related work section for papers in the AA

corpus. These sections contain descriptions of past work, indicated explicitly through

acronyms, highlighting the foundations and novelty of new papers.

Parallel Data: Considering papers with related work sections and available papers

cited, we gather a reasonably sized parallel corpora of 8143 data points split into

training, validation and testing sets. Papers published in or before the year 2019 are
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used for training and 185 and 202 papers from the year 2020 are used for validation

and testing respectively.4

Segmentation Annotations: In order to model generating related work, we con-

duct crowd-sourced text segmentation annotations of the corresponding sections. An-

notators are encouraged to identify atomic segments (one or more complete sentences)

which convey unique information.

Citation Reason Annotations: In order to generate citation reason cognisant

outputs, we leverage [1]. 26 different reasons for citing past papers are introduced in

the paper (Table 4.1 explains a subset). We collect the corpora defined in this paper

and train a text classification model to identify similar reasons on the current AA

corpora. Using distant supervision, we use these reasons to collect a pairwise (new

paper, cited paper) citation classification corpus.

4.5 Experiments

In this section, we describe the settings used to study the task, evaluation metrics,

baselines for comparison and implementation details

Settings: We consider three settings to study the related work generation task.

Known Past Works: We use the gold set of cited papers to generate the related

work section.

Full AA Dataset: We consider the full set of ACL Anthology papers and expect

models to cite relevant ones to generate a related work section.

Related Work Update: We stimulate a related work modification, where an ad-

ditional paper is to be cited in an otherwise well written related work section. This

scenario is pervasive when authors miss a few references or a new paper is published

during the time of writing.

4Data points considered for evaluation cite at least 15 past papers.
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Evaluation Metrics: We evaluate our systems using the following automatic met-

rics. Rouge is an n-gram based automatic metric used to compare the model output

with the gold reference [73].

BertScore is a contextualized embeddings based automatic metric used to compare

the model output with the gold reference [102].

r Perplexity↔ calculates the perplexity (mean of perplexity and reverse perplexity

↔) of the reasoning (r) outputs inferred on the model summaries in context of those

from human written related work sections in the training data.

SARI is a text update evaluation metric comparing the number of uni-grams added

or kept compared to the gold update [38].

In addition to automatic evaluation, we have human annotators score our models

on Relevance and Fluency for 100 data points per model.

Relevance: Indicates if the generated text shares similar information with the refer-

ence section.

Fluency: Represents if the generated text is grammatically correct and written in

well-formed English.

Annotators rate relevance and fluency on a 1-5 likert scale [74]. We have 3 annotators

score every data point and report the average across the scores.

Baselines: In order to demonstrate the effectiveness of our method, we compare it

against several state-of-the-art multi-document summarization methods.

Copy-Gen: [44] is a summarization technique which can copy from the input or

generate words and recently achieved best results on multi-document summarization

[103].

Split-Encoder: [62] is a two-encoder decoder method for query driven summarization

and citation text generation tasks [104].

MultiDocTransformer: [105] is a Transformer [76] implementation for multi-document

summarization.

TransformerBART: [106] is a pre-trained state-of-the-art summarization model.
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Automatic Evaluation Human Scores
Model RougeL BertScore r Perplexity↔ Relevance Fluency

Copy-Gen 0.17 0.60 19.8 3.47 3.75
Split-Encoder 0.19 0.59 18.8 3.50 3.66
MultiDocTransformer 0.14 0.52 19.8 3.54 3.66
TransformerBART 0.30 0.65 12.7 3.42 3.53

Ours 0.32 0.66 10.5 3.65 3.69

Table 4.2: Evaluation of related work generation when papers to be cited is known.

Implementation Details: Our tree generation model F is implemented as a feed

forward neural network. We use TransformerBART for Surface Realization. We use a

BERT [36] based sentence pair classifier for citation reason identification which takes

in the abstracts of the new paper and the to be cited paper. We also use a BERT

based related work segmentation classifier to preprocess the data. In the Full AA

Setting baselines use a pretrained BERT retrieval model to select the top-n relevant

papers to cite.

4.6 Results

In this section, we report the performance of our model and baselines on the gold

papers known, full AA and update settings.

Gold Setting: To study our method’s ability to produce realistic and citation rea-

son driven text we run experiments when the gold set of papers to be cited is known.

Table 4.2 reports the results of our model and all competing baselines in this scenario.

Our model scores higher on RougeL and BertScore than the baselines, generating sum-

maries syntactically and semantically similar to benchmark outputs. r Perplexity↔

scores capture realistic variability in reasons for citing papers. Our model receives

the lowest perplexity score, highlighting its ability to plan and generate realistic (tra-

ditional perplexity) and diverse (reverse perplexity) sequences of citation reasons.

The Copy-Gen, Split-Encoder, MultiDocTransformer and TransformerBART meth-

ods focus on the repetitions amongst inputs and struggle to bring out detailed sim-

ilarities and differences necessary in the related work as demonstrated in higher r

Perplexity↔ scores.
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Model RougeL 10 RougeL 22

Copy-Gen 0.16 0.11
Split-Encoder 0.18 0.18
MultiDocTransformer 0.24 0.24
TransformerBART 0.24 0.24
Ours 0.28 0.29

Table 4.3: Evaluation of full AA database retrieval task.

Model SARI RougeL

Copy-Gen 0.28 0.24
TransformerBART 0.20 0.31
MultiDocBART 0.15 0.21
UpdateTransformerBART 0.15 0.22

Ours 0.34 0.61

Table 4.4: Evaluation on related work update task.

Model Uni-gram Bi-gram Tri-gram Four-gram

Copy-Gen 0.81 0.58 0.43 0.30
Split-Encoder 0.56 0.20 0.04 0.0
MultiDocTransformer 0.56 0.11 0.01 0.0
TransformerBART 0.76 0.44 0.30 0.24

Ours 0.78 0.39 0.21 0.15

Table 4.5: Fraction of n-grams copied.

Model Corresponds to Reason

No-reason input 0.63
Standard 0.65

Table 4.6: Reason ablation.

Content Planning Purity

K-Means 0.77
Ours 0.78

Table 4.7: Content planning clustering purity.
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Human Evaluation: Table 4.2 also presents the human evaluation scores of the

methods on the related work generation task. Our method is rated the highest by

crowd-workers on Relevance, confirming the automatic evaluation metrics. Methods

typically produce fluent text. The inter-annotator Kappa agreement [107] is 80% and

83% for Relevance and Fluency respectively.

Full AA Database Setting: To study the model’s performance on an increasing

number of cited papers we consider the setting where the model is not provided with

the gold set of papers to be cited while generating the related work. Our model is

trained to select, cluster and order papers for content planning. Table 4.3 reports

our model performance in comparison with baselines. Our tree-segmented content

planner can generate an appropriate skeleton of the papers making it easy for the

surface realizer to produce summaries. Leading to a 5% RougeL improvement over

the best baseline (in the setting where a maximum of 22 papers are cited). The

competing baselines can not deal with the challenges of more papers and a growing

input. We do not see improvements in their output quality when citing more papers

– highlighting a fundamental limitation of all-at-once methods.

Update Setting: To study the model’s ability to perform refined control we study

an update setting. In this setting, an incomplete related work section is provided to

the model. The model must modify the related work (with the data from the already

cited works) using the missing cited paper to generate a complete related work. Table

4.4 reports the empirical evaluation of our model compared to baselines, including

a setting specific Update-Transformer method. The flexibility of our tree-segmented

content planning approach allows our model to keep most of the existing summary

while updating only the requisite segments in a fluent manner to add the missing

cited paper. On both SARI and RougeL our model outperforms the baselines by

significant margins – absolute 6% on SARI and 30% on RougeL.

Case Study: Table 4.8 shows outputs for all the baselines and our model on the

paper from Figure 4-1. Copy-Gen cites several papers, but doesn’t give an informa-

tive summary of their contributions. Alternatively, Split-Encoder, while generating

a longer section, does not capture the context of the new paper in terms of related
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work. MultiDocTransformer unfortunately doesn’t generate a particularly relevant

summary for this input. TransformerBART generates a paragraph which while be-

ing fluent, can’t capture the entire pool of related work. In contrast, our model

generates a fluent related work section, covering a lot of the relevant work. Our

model also reports the task tackled in the current paper – ”In this work, we use the

ARSC dataset to study a simple application of ... ”.

4.7 Analysis

We perform analysis to further study the Content Planner and Surface Realizer. We

also perform subjective error analysis to explain mistakes made by our model.

Content Planning: Our content planning model allows for an organization of past

papers cited in the related work generation. The tree-segmentation clusters similar

papers and provides the reason for citing each cluster. Table 4.7 reports the purity

score of the clusters using the tree generation method which is very comparable to

a K-Means clustering method that does not provide an ordering of the segments. In

addition, branching cited papers doesn’t overwhelm the step-wise surface realization

model with a very large number of input documents unlike the baselines.

We develop a BERT [36] sentence pair classifier to judge the reason for citing a past

paper in context of a new paper. We use [1] citation reasoning annotations as distant

supervision to produce training data for sentence pair classification (abstract pairs in

this case), achieving an accuracy of 85% over 26 different classes.

Surface Realization: Our surface realization model, like baselines, generates a

lot of new phrases as reported in Table 4.5. Our model also produces motivation

cognizant outputs (Table 4.6). The 2% improvement compared to no reason input is

very significant as the non Neut reasons are less frequent in the test set.

Text Segmentation: We develop a BERT [36] text segmentation model using

MTurk annotations collected on 180 related work sections. This leads to 6000 data

points for the binary classification of consecutive sentences into same or different

segments. Our model performs this task at a reasonable accuracy of 71% .
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Subjective Error Analysis: In order to get a detailed understanding of the kinds

of errors made by our model, we perform subjective analysis on examples from our

evaluation set. Specifically, we consider 50 examples which scored the lowest on the

automatic RougeL metric. We categorize the errors made by our model in these cases

into the following groups. Each group also has an associated number to denote the

number of cases with the issue.

• Small (20): The generated output while relevant and close to the gold section,

is small in length. This happens either because the content planning doesn’t

create enough branches or the surface realizer doesn’t cover all the inputs.

• Unrelated (14): The generated output is not semantically similar to the human

written section.

• Unclear (4): The generated output is not particularly legible.

• Factual Error (4): The generated output has factual errors.

• Fine (8): The generated outputs are semantically similar to the human written

output and are fine despite low RougeL scores.

Model Improvements: Our model produces competent related work sections which

outperform state-of-the-art summarization methods on both human and automatic

evaluation. However, we do see scenarios where false text is generated. In order to

avoid this, we recommend having a precise selection of content from reference papers

while generating segments. The content planner would constrain the realizer about

what phrases to generate, leading to fewer hallucinated phrases.

Update Example: We demonstrate a scenario where a human written related work

missed a critical paper. When provided with the missing paper [73], our model finds

an appropriate branch for the paper and the surface realization completes the writing

(Figure 4-4).

Human Intervention: The related work generated by our model in Figure 4-2,

we demonstrate how intervention can allow for a more pleasing content planning.
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Copy-Gen
There has been studied in early work such as (Fe-Fei et al., 2003; Fei-Fei et al., 2006) and more
recent work (Ba et al., 2016; Santoro et al., 2016; Munkhdalai and Yu, 2017; Ravi and Larochelle,
2017; Ravi and Larochelle, 2016; Mishra et al., 2017; Sung et al., 2018; Allen et al., 2019).
More recent work can be divided into two types: similarity-based methods (Vinyals et al., 2016;
Snell et al., 2017; Sung et al., 2018) and optimization-based methods (Ravi and Larochelle, 2016;
Munkhdalai and Yu, 2017).

Split-Encoder
Approaches based on metric learning attempt to relate new classes to those in the training data
(Vinyals et al., 2016; Snell et al., 2017; Ravi and Larochelle, 2017; Finn et al., 2017; Finn et al.,
2017; Vinyals et al., 2016; Snell et al., 2017; Geng et al., 2018; Allen et al., 2018; Allen et al.,
2018; Allen et al., 2019). Few-shot text techniques modify the optimization strategy to provide
a model to few-shot classes (Vinyals et al., 2014; com/irlab/SmartCiteConBansal et al., 2016;
Munkhdalai and Yu, 2017; Finn et al., 2017; Finn et al., 2017; Vinyals et al., 2016; Snell et al.,
2017; Geng et al., 2018; Allen et al., 2018; Allen et al., 2018; Allen et al., 2019). The pioneering
work in few-shot learning is that of few-shot text is that of informal texts such as discourse-level
entailment, or the existence of the shared task (Verhagen et al., 2003; Miller et al., 2003; Wang et
al., 2014). Few-shot learning techniques modify the optimization strategy to provide a model that
can rapidly adapt to related tasks such as (Fe-Fei (Kim and Larochelle, 2017; Mishra et al., 2018;
Yu et al., 2018), while meta-learning techniques modify the optimization (Ba and Larochelle,
2017; Miller et al., 2017).

MultiDocTransformer
-based methods have been proposed for NLP tasks, such as NER (Zhang et al., 2016; Nallapineni
and Nallum, 2017; NER, 2017). Recently, NER have been used for NER has been proposed,
including NER and NLP (Zhou and Nenstette, 2017) and NNs (Zeng et alia and Nivreiter, 2015;
Nenkova, 2016) have been applied to NER. In NER tasks, NLP applications such as machine
translation (Zampieri et al.g., 2017) (Zadeh et al.(2018) have also been proposed to NMT (Zhao
et al, 2017), NER.(2018), NLP community (Zhuber and Nirenburg, 2018; NLP) have shown to
NNLP tasks (Zaman and Nadehong, 2018).

TransformerBART
There are two major approaches towards FSL: (1) metric-based approach whose goal is to learn
feature extractor that extract and generalize to emerging classes (Vinyals et al., 2016; Snell et
al.(2017) and (2) optimization based approach that aims to optimize model parameters from few
samples (Santoro et al, 2016; Finn etAl., 2017).In this work, we use the ARSC dataset to study
a simple application of transfer learning approaches to few-shot classification.We train a single
binary classifier to learn all fewshot classes jointly by prefixing class identifiers to the input text.

Our Method
The seminal work on few-shot learning dates back to the early 2000s (Fei-Fei et al., 2003; Fei-
Fei etAl., 2006).In recent years, transfer learning has been successfully applied to many NLP
tasks, including machine translation (Geng et al, 2019), part-of-speech tagging, and question
answering. In this work, we use the ARSC dataset to study a simple application of transfer
learning approaches to few- shot classification. There are two major approaches towards FSL:
(1) metric-based approach whose goal is to learn feature extractor that extract and generalize to
emerging classes (Vinyals et al.2016), and (2) optimization based approach that aims to optimize
model parameters from few samples (Santoro et al.(2016), Finn et al (2017), Ravi and Larochelle
(2017) and Mishra (2018).Recently, there has been a surge of interest in transfer learning in
the field of NLP, especially in the context of machine translation, where transfer learning can
be applied to a variety of tasks, such as sentiment classification (Deng et al., 2019), question
answering (Wang et al., 2020), and machine translation and summarization (Ding and Chen,
2019; Deng et al., 2020).

Table 4.8: Sample outputs for all models considered on the paper from Figure 4-1.
While baselines produce fluent outputs, our model is most appropriate at reporting past work in

context of the current problem.
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Figure 4-4: Model output for a summary update for an ammortized related work
from the paper https://www.aclweb.org/anthology/2020.acl-main.445/.

Figure 4-5 shows the ease with which human intervention can be used to benefit the

generation task. The initial reasons for the paper are quite valid, but the modifications

allow for a better generation.

r Perplexity↔: Captures the likelihood of reason sequences in model outputs being

realistic. We use a trigram perplexity model to calculate perplexity. We perform a

regular evaluation where a perplexity model is trained on the training (real) data

and evaluated on model outputs. In order to ensure that simply trivial solutions

such as ({Neut,Neut} are down scored, we also perform reverse perplexity, where the

likelihood of the training data is measured with respect to the model outputs.
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Figure 4-5: Human intervention to produce a more relevant content planning.

4.8 Discussion

While generating long texts, content control is essential. This is particularly evident

in our study of generating related work which we first model as a tree generation

task. This content planning model forms a strong skeleton for coherent and citation

reason specific generation. Subsequent lexicalization through the surface realization

model produces outputs which outperform those from state-of-the-art methods. This

is confirmed by both automatic and human evaluation.

Human Association in Application: Separating the solution into planning and

generation welcomes human intervention in the writing process. Our reason classifica-
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tion receives an accuracy of 85% and content planning grouping purity is 78%. While

this performance is promising, the solution also allows for explicit guidance from hu-

mans to improve the final output (as shown in Figure 4-5). Text generation through

the surface realization model achieves a state-of-the-art 32% RougeL F1 score. In a

few cases, it may generate phrases which are not factually valid – prudent human

validation is encouraged while using such a system.

A human written related work section, on having to accommodate missing papers,

would need updating. This forms another scenario for our model to be used to

augment an already strong human written summary, as shown in Figure 4-4. Our

results in this scenario (Table 4.4) are promising.
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Chapter 5

Conclusion

In this thesis we have developed summarization models that can address and highlight

the contradictions amongst inputs. In particular, we utilize a framework of content

planning and surface realization to tackle three novel settings which are rife with

contrastive text.

In the scenario of factual update where an old text is updated by a guiding claim,

our content planner identifies polarizing components in the original sentence and

masks them. Then, using the residual sentence and the guiding claim, the surface

realizer generates a new sentence which is consistent with the claim. The entire

method is trained using indirect supervision from a fact-checking dataset. When

applied to a Wikipedia fact update evaluation set, my method successfully generates

correct Wikipedia sentences using the guiding claims. Furthermore, when used for

data augmentation, our method is able to boost the performance of a biased fact-

checking dataset – demonstrating the broad applicability of our system.

For the consensual multi-document summarization setting, where input docu-

ments do not have complete consensus, our planner identifies the key information to

be summarized and identifies the degree of agreement amongst them. Our surface

realizer takes in the key structures and aggregation consensus to generate summaries

which are faithful to content and cognizant of the consensus in input documents.

Compared to previous methods, which fail to capture the degree of consensus, espe-

cially in low-resource scenarios, our method is extremely competent in summarization

and updating. The planner and realizer maximize the available resources by leverag-
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ing the limited parallel corpora and unlabelled text respectively.

In the query driven comparative summarization scenario, studied for generating

related work sections, our planner identifies reasons for citing each input with respect

to a new idea. It produces a tree of past papers to be cited along with grouped

reasons. Our realizer, takes this tree to generate coherent text which is cognisant

of the relation between the query and referenced articles. This in turn outperforms

state-of-the-art methods which struggle to deal with increasing inputs and are unable

to highlight relations of past work with the current research.

5.1 Ethical Considerations

Factual updates using guiding claims, summarizing contradicting studies and con-

trasting past work with new research ideas are all important task which require

significant human effort. While models developed in this thesis may be used for

the specific applications of encyclopedia updates, summarizing nutritional studies or

writing related sections for upcoming Natural Language Processing papers, the pri-

mary goal of the thesis is to model challenging comparative generation tasks. If our

models are applied in the real world, the utmost caution must be applied to ensure

no facts are fabricated, no health impact is misconstrued or no past scholarly paper

is misconceived. Such mistakes can have a negative impact on particularly sacrosanct

tasks of summarizing nutritional studies or surveying fellow researchers’ work.

5.2 Future Work

We hope the work presented in thesis can inspire more research. Our work can be

extended in a number of ways, as discussed below:

Code-mixed Generation Our fact-guided sentence modification demonstrates the

ability to fuse two distinct pieces of text in producing a new sentence which has the

style of an input and the content of the other input. In a multi-lingual setting this

could have phenomenal applications in the ability to produce code-mixed sentences

from mono-lingual sentences. A content planning model can identify phrases in input

90



sentences to be translated and a multi-lingual surface realizor can take the two inputs

to generate a code-mixed sentence. Such a model can allow the generation of high-

quality synthetic code-mixed data.

Augmenting Hate Speech Datasets Hate speech detection is a task which is

of pressing importance in the current social and political environment. While it is

beginning to get studied in the context of the Western World, hate speech detection is

still under-studied for several countries and languages. In such scenarios, it is critical

to produce datasets for a fair detection of hate speech on social media websites. Data

augmentation, to produce synthetic data solely for the purpose of better and broader

detection could be necessary. A good content planning model would be required to

realize various categories of hate.

Iterative Fact-Correcting Generation Typical summarization systems and the

ones explored in this thesis are one-shot in nature, where the model generation is is

presented as the final output. We explore several constrains to ensure the generation

systems do not hallucinate to produce false texts. An orthogonal approach is to con-

sider a paradigm of iterative modifications to the text, by leveraging a domain specific

fact-checking system to identify and correct factual mistakes in the outputs. Such

an approach would entail incorporating intermediate feedback from a fact-checking

model and guide this iterative writing process through a policy driven by the gold

summary.

Extensive Rules Driven Generation Our consensual multi-document summa-

rization system assumes simple rules for consensus aggregation. While this works

very well in a low-resource domain, in scenarios where we have more parallel data

we should explore learning and modeling complex rules for refined cases. This would

increase the breadth of consensus captured and produce even more nuanced outputs,

while still being interpretable.

Faithful Related Work Generation Our query driven comparative summariza-

tion method generates competent related work sections from papers. While this is

extremely valuable, a next step would be to completely eliminate false text generated
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by the current model in a few scenarioes. This can be achieved by further constraining

the data to be presented to the generation system. The relation classification between

the new paper and old paper can incorporate a rationale extraction model to identify

the critical spans to highlight for writing related work. The rationale model can then

allow an interaction between the relation classification and generation models, further

optimizing them.

92



Chapter 6

Appendix A

6.1 Creating a Debiased Evaluation Set for Fever

An unbiased verification dataset should exclude ‘give-away’ phrases in one of its

inputs and also not allow the system to solely rely on world knowledge. The dataset

should enforce models to validate the claim with respect to the retrieved evidence.

Particularly, the truth of some claims might change as the evidence varies over time.

For example, the claim “Halep failed to ever win a Wimbledon title” was cor-

rect until July 19. A fact-checking system that retrieves information from Halep’s

Wikipedia page should modify its answer to “false” after the update that includes

information about her 2019 win.

Towards this goal, we create a Symmetric Test Set. For an original claim-

evidence pair, we manually generate a synthetic pair that holds the same relation

(i.e. Supports or Refutes) while expressing a fact that contradicts the original

sentences. Combining the Original and Generated pairs, we obtain two new

cross pairs that hold the inverse relations (see Figure 6-1). Examples of generated

sentences are provided in Table 6.1.

This new test set completely eliminates the ability of models to rely on cues

from claims. Considering the two labels of this test set1, the probability of a label

given the existence of any n-gram in the claim or in the evidence is p(l|w) = 0.5, by

construction.

1Not Enough Info cases are easy to generate so we focus on the two other labels.
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Source Claim Evidence Label

Original Tim Roth is an English actor.
Timothy Simon Roth (born 14 May 1961) is
an English actor and director.

Supports

Generated Tim Roth is an American actor.
Timothy Simon Roth (born 14 May 1961) is
an American actor and director.

Supports

Original Aristotle spent time in Athens.
At seventeen or eighteen years of age,
he joined Plato’s Academy in Athens and
remained there until the age of thirty-seven (c. 347 BC).

Supports

Generated Aristotle did not visit Athens.
At seventeen or eighteen years of age,
he missed the opportunity to join Plato’s Academy
in Athens and never visited the place.

Supports

Original
Telemundo is a English-language
television network.

Telemundo (telemundo) is an American
Spanish-language terrestrial television network owned
by Comcast through the NBCUniversal division
NBCUniversal Telemundo Enterprises.

Refutes

Generated
Telemundo is a Spanish-language
television network.

Telemundo (telemundo) is an American
English-language terrestrial television network owned
by Comcast through the NBCUniversal division
NBCUniversal Telemundo Enterprises.

Refutes

Original
Magic Johnson did not
play for the Lakers.

He played point guard for the Lakers for 13 seasons. Refutes

Generated
Magic Johnson played
for the Lakers.

He played for the Giants and no other team. Refutes

Table 6.1: Examples of pairs from the Symmetric Dataset.
Each generated claim-evidence pair holds the relation described in the right column.
Crossing the generated sentences with the original ones creates two additional cases

with an opposite label (see 6-1).

Also, as the example in 6-1 demonstrates, in order to perform well on this dataset,

a fact verification classifier may still take advantage of world knowledge (e.g. geograph-

ical locations), but reasoning should only be with respect to the context.

6.2 Instance Re-weighting Algorithm for Debias-

ing

We propose an algorithmic solution to alleviate the bias introduced by ‘give-away’

n-grams present in the claims. We re-weight the instances in the dataset to flatten the

correlation of claim n-grams with respect to the labels. Specifically, for ‘give-away’

phrases of a particular label, we increase the importance of claims with different labels

containing those phrases.

We assign an additional (positive) balancing weight α(i) to each training example

{x(i), y(i)}, determined by the words in the claim.
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Claim EvidenceRefutes

New Claim New EvidenceRefutes

Supports

(A) Original pair from the FEVER dataset

Claim:
Stanley Williams stayed in Cuba his whole life.
Evidence:
Stanley [...] was part of the West Side Crips, a street gang which has its roots in South
Central Los Angeles.

(B) Manually Generated pair

Claim:
Stanley Williams moved from Cuba to California when he was 15 years old.
Evidence:
Stanley [...] was born in Havana and didn’t leave the country until he died.

Figure 6-1: An illustration of a Refutes claim-evidence pair from the FEVER
dataset (A) that is used to generate a new pair (B).
From the combination of the Original and manually Generated pairs, we obtain a total
of four pairs creating symmetry.

Bias in the Re-Weighted Dataset For each n-gram wj in the vocabulary V of

the claims, we define the bias towards class c to be of the form:

bcj =

∑n
i=1 I[w(i)

j ]
(1 + α(i))I[y(i)=c]∑n

i=1 I[w(i)
j ]

(1 + α(i))
, (6.1)

where I
[w

(i)
j ]

and I[y(i)=c] are the indicators for wj being present in the claim from x(i)

and label y(i) being of class c, respectively.
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Model base r.w

ESIM 55.9 59.3
BERT 58.3 61.6

Table 6.2: Impact of instance re-weighting algorithm on de-biasing.

Optimization of the Overall Bias Finding the α values which minimize the bias

leads us to solving the following objective:

min

 |V |∑
j=1

max
c

(bcj) + λ‖~α‖2

 . (6.2)

Re-Weighted Training Objective We calculate the α values separately from the

model optimization, as a pre-processing step, by optimizing (6.5). Using these values,

the training objective is re-weighted from the standard
∑n

i=1 L(x(i), y(i)) to

n∑
i=1

(1 + α(i))L(x(i), y(i)). (6.3)

Evaluation The re-weighting method increases the accuracy of the ESIM and

BERT models by an absolute 3.4% and 3.3% respectively (see Table 6.2). One can

notice that this improvement comes at a cost in the accuracy over the FEVER Dev

pairs. Again, this can be explained by the bias in the training data that translates

to the development set, allowing FEVER-trained models to leverage it. Applying the

regularization method, using the same training data, helps to train a more robust

model that performs better on our test set, where verification in context is a key

requirement.

6.3 Theoretical Perspective

The goal is to learn a classifier f on D = (xi, yi)
N
i=1, where xi = (xiref , x

i
hyp) and

apply f to an unseen and unbiased evaluation set. We wish to minimize the following

objective:
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f ∗t = argmin
f∈H

∑
(x,y)∈X×Y

Pt(x, y)L(x, y, f)

Since we do not have any supervision in the target domain, we introduce the

source domain:

f ∗t = argmin
f∈H

∑
(x,y)∈X×Y

Pt(x, y)

Ps(x, y)
Ps(x, y)L(x, y, f)

≈ argmin
f∈H

∑
(x,y)∈X×Y

Pt(x, y)

Ps(x, y)
P̃s(x, y)L(x, y, f)

= argmin
f∈H

1

Ns

Ns∑
i=1

Pt(x
i, yi)

Ps(xi, yi)
L(xi, yi, f)

Taking into account the multi-input function.

f ∗t = argmin
f∈H

1

Ns

Ns∑
i=1

Pt(x
i
ref , x

i
hyp, y

i)

Ps(xiref , x
i
hyp, y

i)
L(xiref , x

i
hyp, y

i, f)

For one sentence of the input and the corresponding label, the probability for the

second input sentence is the same irrespective of the source or target distribution,

since they represent the same function.

f ∗t = argmin
f∈H

1

Ns

Ns∑
i=1

Pt(x
i
hyp, y

i)

Ps(xihyp, y
i)
(((((((((
Pt(x

i
ref |xihyp, yi)

(((((((((
Ps(x

i
ref |xihyp, yi)

L(xiref , x
i
hyp, y

i, f)

Now, we set
Pt(xihyp,y

i)

Ps(xihyp,y
i)

= βi, to get an instance weighted formulation:

f ∗t = argmin
f∈H

Ns∑
i=1

βiL(xiref , x
i
hyp, y

i, f)

We set βi = αi + ε, with ε being a constant and learn αi as described below.
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6.3.1 De-biasing algorithm

We use the inductive knowledge provided to us for the target domain to estimate αis.

We re-weight the instances in the dataset to flatten the correlation of xhyp n-grams

with respect to y. Specifically, for ‘give-away’ phrases of a particular label, we increase

the importance of xhyp’s with different labels containing those phrases.

We assign an additional (positive) balancing weight α(i) to each training example

{x(i), y(i)}, determined by the words in xhyp.

Bias in the Re-Weighted Dataset For each n-gram wj in the vocabulary V of

xi2 ∀i ∈ Ns, we define the bias towards class c to be of the form:

bcj =

∑Ns

i=1 I[w(i)
j ]

(ε+ α(i))I[y(i)=c]∑Ns

i=1 I[w(i)
j ]

(ε+ α(i))
, (6.4)

where I
[w

(i)
j ]

and I[y(i)=c] are the indicators for wj being present in x
(i)
hyp and label y(i)

being of class c, respectively.

Optimization of the Overall Bias Finding the α values which minimize the bias

leads us to solving the following objective:

min

 |V |∑
j=1

max
c

(bcj) + λ‖~α‖2

 . (6.5)

6.3.2 Implication of learned weights

Having learnt the α’s in the previous step, we set the β values in our loss function to

find f ∗t . We now analyze βi in context of biased xihyp.

βi =
Pt(x

i
hyp, y

i)

Ps(xihyp, y
i)

[108] proposed a kernel mean matching method to address the sample selection

bias problem. To solve the following optimization problem to solve the corresponding
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β’s:

{βi}Ns
i=1 = argmin

βi

|| 1

Ns

Ns∑
i=1

βiFs(x
i
hyp, y

i)− 1

Nt

Nt∑
i=1

Ft(x
i
hyp, y

i) ||

However, since we don’t have any target domain data (we are considering an

inductive setting), we solve a necessary condition i.e., assuming F (xhyp, y) to be

represented by n-gram (bigram) features.

F (xhyp, y) =


I(1, b1) I(1, b2) · · · I(1, b|V |)

I(2, b1) I(2, b2) · · · I(2, b|V |)
...

...
. . .

...

I(| C |, b1) I(| C |, b2) · · · I(| C |, b|V |)


Where I(c, b) is 1 if b ∈ xhyp and c == y, else 0.

We know the inductive knowledge of the class distributions in the target domain

with respect to xhyp’s, we optimize the β’s such that each column of the feature

mapping is uniform (un-biased). The algorithm is solving these necessary conditions.
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