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Abstract

In countries such as India, where continuous access to treated piped-water is uncom-
mon, many have resorted to desalinating brackish groundwater to meet their drinking
needs. This form of decentralized treatment is performed at the community-scale, as
is common in rural areas, and within individual homes, using point-of-use (POU)
purifiers. This thesis develops methods to lower the costs and improve the efficiencies
of two technologies for these applications: electrodialysis (ED) and reverse osmosis
(RO).

Batch ED desalination, which relies on recirculating water to reach a desired
product concentration, is often conducted at constant voltage. This operation scheme
causes the membrane area to be underutilized because the ratio of applied current to
limiting current is initially low during the batch cycle. By applying a time-varying
voltage to the ED stack, we raised this ratio and increased production rate by up to
37% using the same membrane area. In parallel, we derived an analytical prediction
of the batch time and validated it under varying feed and product concentrations, and
flow velocities. The experiments and model together suggest that the proposed control
scheme will improve production rate most significantly when desalinating through
large concentration changes at low flow velocities. This work will assist engineers and
operators seeking to size, evaluate, and maximize the production performance of new
and existing batch ED systems.

Decreasing the energy requirements of community-scale RO, by recovering hy-
draulic power from the brine stream, will make off-grid deployments more affordable.
However, existing energy recovery devices (ERDs) are prohibitively expensive. We
investigated the feasibility of leveraging ubiquitous gear and sliding vane positive-
displacement mechanisms within a fixed-recovery architecture to provide a low-cost
ERD solution. By modeling the coupled behavior of the pump, ERD, and RO train,
we showed that production performance is sensitive to volumetric efficiency. Based
on this finding, vanes were selected over gears for prototyping. The prototype enabled
a 17% decrease in measured power consumption, and through characterizing friction,
we determined that these savings could be doubled by balancing pressure loads on the
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vane mechanism’s rotor. This work lays the groundwork for realizing an affordable
ERD for community-scale RO treatment.

Finally, today’s POU RO purifiers only recover 20-30% of the input feed as drink-
ing water and consume significant energy. By testing and analyzing a POU RO sys-
tem, it was identified that recirculating the brine within a semi-batch configuration
could help address these limitations. We engineered such a system using off-the-shelf
parts, and in initial testing, showed that it could achieve recoveries of up to 75%
without affecting production rate and quality. With further testing and refinement,
this semi-batch system could make POU water desalination more efficient.

Thesis Supervisor: Amos G. Winter, V
Title: Associate Professor of Mechanical Engineering
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Chapter 1

Introduction

This thesis develops methods to lower the cost and energy consumption of electrodial-

ysis (ED) and reverse osmosis (RO) desalination for community-scale and point-of-use

water treatment. These solutions are explored within the socioeconomic context of

India, where decentralized treatment is widely used as a means to produce drinking

water.

1.1 Centralized Water Systems

Over the past decade, there has been an increase in the population of Indians with

access to a piped-water supply from a centralized water treatment facility (Fig. 1-1).

Unfortunately, this development has lagged population growth, and the presence of

such a supply does not guarantee that sufficient water is available, nor that it is of

drinkable quality.

In urban areas, the piped-water supply is often intermittent and contaminated.

In a comprehensive assessment of water utilities performed by the Ministry of Urban

Development in 2013 [2], urban homes received five hours of water supply on average

across the country and only 83% of the tested samples met drinking water standards

(Table 1.1). More recently in 2019, the Bureau of Indian Standards collected and

tested water samples from 21 cities for drinking quality. Of those cities, Mumbai

was found to be the only city where all water samples met drinking standards [3].
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Figure 1-1: Progress toward providing piped water supply in rural and urban
India. Breakdown of rural and urban populations in India with piped and non-piped
access to an improved source of drinking water. An improved source, as defined by the
Joint Monitoring Programme for Water and Sanitation, is one that has the potential
to deliver safe water by nature of its design and construction [1]. These sources include
piped water, boreholes, tubewells, protected dug wells, protected springs, rainwater,
and packaged water.

.

The public is aware of these quality issues and do not consider their municipal water

safe for drinking [4]. Complicating matters further, water tariffs collected by the

utilities only fund approximately 50% of the water treatment costs, excluding capital

equipment recovery. Hence, the existing centralized urban water systems are also

financially unsustainable.

In rural regions, where 65% of the population currently resides, piped-water cover-

age significantly lags national goals. In 2012, the government introduced the National

Rural Drinking Water Programme to improve rural water access [5]. After investing

$11 billion USD, the percentage of villages with adequate water supply (defined as 55

L/capita-day) had increased from 39% to only 44% over a five-year period through

2017. Over the same duration, the government had aimed to increase the percentage

of rural households with individual piped connections to 50%. However, only 18% of

the households were equipped with such a supply. Given this slow progress, it seems

unlikely the government will meet their objective to connect 80% of rural homes with

20



Table 1.1: Average national performance of water utilities. Targets were set
in 2009 and performance was measured in 2013 [2].

Service-level Benchmark Target Performance
Coverage Connections with Direct Service 100 55
Per Capita Supply [LPCD] 135 100
Metering of Water Connections [%] 100 16
Non-Revenue Water [%] 20 25
Continuity of Supply [hrs] 24 5
Quality and Treatment [%] 100 83
Redressal of Customer Complaints within 24 hrs [%] 80 93
Cost Recovery [%] 100 50
Efficiency in Collection Charges [%] 90 58

individual piped-water supplies by 2022.

Figure 1-2: Households that lack access to treated water tend to be in
regions that also have low electrification. The map on the left indicates the
percentage of households in each state with access to treated water [6]. On the right
is the percentage of village households with access to electricity [7]

.

The deficient water supply in urban areas and the low piped coverage in rural areas

has driven a high reliance on groundwater. In a 2007 survey conducted by Shaban

and Sharma, 67% of the 2,734 households in seven cities were considered to be water

deficient [8]. To cope, 7% relied solely on groundwater, and 38% used it to supplement

their piped supply. Across the whole country, the World Bank estimates that 85%

of drinking water is supplied by groundwater [9]. However, much of the groundwater
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underlying India is also unsafe for drinking without treatment. It is contaminated

with nitrates, iron, arsenic, and fluoride (Fig. 1-2). Groundwater that underlies

60% of India is also brackish, with total dissolved solids (TDS) of up to 3000 mg/L,

exceeding the 500 mg/L threshold recommended by the Bureau of Indian Standards

for drinking purposes [10]. The need to treat both this brackish groundwater and

piped-water prior to consumption has led to the widespread adoption of decentralized

community-scale water treatment systems and point-of-use purification products. The

following sections describe these solutions and highlight their limitations.

1.2 Community Water Purification Plants

Community Water Purification Plants (CWPPs) or Community Safe Water Solutions

(CSWS), in capacities ranging from 500 to 2000 L/h, have been installed across India

to provide drinking water to those living beyond piped supply [6, 11, 12]. These

plants typically use brackish water reverse osmosis (BWRO) (Fig. 1-3).

Figure 1-3: Community-scale BWRO systems use a small number of RO
elements to produce drinking water from brackish groundwater. The pho-
tograph (left) shows a 0.5 m3/h system manufactured by Tata Project Ltd. The
schematic (right) highlights the RO process in such a system. Feed water passes
through three RO elements in series, each recovering a fraction as product water.
The throttle enables the feed stream to be pressurized, but dissipates all hydraulic
power remaining in the brine stream.
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1.2.1 BWRO - The Tool of Choice

In RO, a mechanical pressure is applied to overcome the osmotic pressure of a feed,

causing water to flow across a semi-permeable membrane. RO is the favored technol-

ogy for this application for several reasons:

1. RO systems are easy to operate. Local operators are trained to operate them

in rural communities.

2. They are effective against all the major contaminants found in Indian ground-

water. For SWEs, it is therefore more cost-effective and logistically easier to

procure and deploy standardized BWRO solutions everywhere than to build

expertise over several technologies and select among them on a case-by-case

basis.

3. Parts and replacement membranes are easily available. This availability of com-

ponents helps to ensure that the systems can be maintained.

4. Customers are accustomed to the taste of low salinity bottled water that is often

produced by RO desalination. The aesthetic quality of water, which includes its

taste, plays an important role in customers’ perceptions of water quality [13].

Despite these benefits, they have two major limitations: low recovery ratio and

high specific energy consumption. Unlike large BWRO plants where extensive pre-

treatment and trains of several membrane elements are used to achieve recoveries of

70-90% [14–16], these smaller units typically recover only 50% of the input feed as

drinking water [11, 12]. Dissipation of brine pressure, particularly when such large

fractions of the input feed are expelled as brine, results in high specific energy con-

sumption (SEC). At 50% recovery, for example, approximately half the hydraulic

power from the pump is dissipated at the brine throttle. Furthermore, these losses

are compounded by the poor efficiency of small pumps and motors.

The high energy requirements of the BWRO process has hindered adoption by

communities that do not have access to the grid, even though regions that lack electri-

cal infrastructure generally overlap with those lacking access to treated water. When
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photovoltaic (PV) systems are needed to generate power for BWRO desalination in

off-grid applications, the high SEC of the process translates to large power system

capital costs [17]. A 2018 study found that commercially available 1-10 m3/h BWRO

systems powered by the grid cost $4,000-8,000, while their PV-powered counterparts

cost $20,000-80,000 [11]. Safe Water Network, an operator of these community-scale

BWRO systems, also reports that the capital cost of their standard 1 m3/h systems

rises from $7,000 -$10,000 when grid-powered to ∼$24,000 when PV-powered [17].

Decreasing this capital cost premium, by making the process more energy-efficient,

will therefore increase affordability to target users in off-grid communities across India

and other developing countries [17–19]. This thesis investigates one method to de-

crease the energy consumption of community-scale BWRO systems: adding an energy

recovery device (ERD) to recover hydraulic power from the brine stream.

1.2.2 ED - A Viable Alternative

Electrodialysis (ED) has been previously proposed as an alternative technology for

community-scale brackish water desalination. In ED, an electric field is applied across

a series of flow channels that are separated by alternating cation (CEM) and anion

(AEM) exchange membranes (Fig. 1-4). The selective transport of cations and anions

through these membranes results in one set of channels being desalinated and the

alternating set being concentrated. Several studies have shown this process to be more

energy-efficient than RO when desalinating feeds of less than 5000 mg/L concentration

[12, 20–22] to product concentrations of approximately 300-500 mg/L, which are

suitable for drinking. Another advantage is that the degree of salt-removal can be

adjusted in ED to tune the product concentration. The same adjustment is not

feasible in RO, as it is a water-removal technology. Instead, small feed volumes are

typically re-added to the RO permeate if a higher product concentration is desired.

To test whether ED is an economically viable solution for community-scale desali-

nation, the Global Engineering and Research (GEAR) Lab collaborated with Tata

Project Ltd. to pilot a batch ED system (Fig. 1-5) and evaluate its performance

against a BWRO system on groundwater in Medchal, India (Table 1.2). The team
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Figure 1-4: Schematic of an electrodialysis (ED) stack. In ED, a voltage
potential is applied across a series of alternating cation (CEM) and anion (AEM)
exchange membranes to transport ions from the diluate channels to the concentrate
channels.

calculated the equipment costs for both systems and measured the energy that they

consumed. When the feed was desalinated to 200 mg/L TDS, a concentration that

is considered suitable for drinking purposes, the ED process had a 31% lower energy

consumption than the RO process. For a 100 mg/L TDS output, the energy con-

sumption was still 5% lower than for the RO process. The ED pilot was also capable

of producing twice as much drinkable water from the feed than the RO process. Al-

though ED was more energy- and water-efficient, the equipment costs were almost

5x greater than for RO. To be commercially competitive with RO, these costs must

be decreased. This thesis investigates a method to control the ED process such that

less membrane area is needed to achieve a target production rate. By decreasing

membrane usage, we aim to make ED systems more affordable.
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Figure 1-5: Batch ED pilot deployed in Medchal, India. The GEAR Lab
collaborated with Tata Projects Ltd. to pilot a 500 L/h ED groundwater desalination
system and evaluate its performance against a RO system.

1.3 Point-of-Use Treatment

As discussed in Section 1.1, intermittent and inadequate piped-water supply has

driven a high reliance on brackish groundwater in Indian cities. Point-of-use (POU)

reverse osmosis (RO) purifiers offer a means for households to treat this saline sup-

ply for drinking purposes. Even when piped-water is available, it can still be unfit

for consumption due to other contamination [3]. The need to purify this water has

further contributed to the widespread use of POU RO devices even though desalina-

Table 1.2: Cost and energy consumption comparison of community-scale
ED and RO systems. This data was compiled during a GEAR Lab pilot study in
Medchal, India

Parameter ED RO
Production Rate 500 L/h
Feed TDS 800 mg/L
Capital Cost $9,800 $1,650
Recovery Ratio 80% 40%
Product TDS 200 mg/L 100 mg/L 100 mg/L
SEC 2.7 kWh/m3 3.7 kWh/m3 3.9 kWh/m3
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tion may not be required. In 2016, Ghosh et al. found that 77%, 44%, and 27% of

surveyed high, middle, and low income households in Delhi used POU RO systems

[4]. Therefore, they have become a common appliance in urban homes.

Figure 1-6: Comparing point-of-use (POU) desalination to centralized de-
salination at a large-scale plant. Energy and water consumption are compared
for all POU RO devices in Delhi versus one of India’s largest seawater desalination
plants, Minjur. The POU devices produce an equivalent of 11% of Minjur’s capacity
but consume 12% as much energy (solid). Their collective energy consumption is
projected to double by 2023 due to increased adoption (dashed).

Significant advances have been made to decrease the energy consumption of RO at

a municipal scale [23], but they have not translated to POU systems. The consequence

of this disparity is demonstrated in Figure 1-6, where we compare the energetic cost of

distributed POU desalination to a centralized solution. Here, we estimate that POU

RO devices in Delhi alone collectively produce 11% as much potable water as one of

India’s two largest municipal seawater desalination plants (Minjur) but consume 12%

as much energy. These estimates are derived in Appendix A. This ratio may seem

reasonable at first glance, but POU devices primarily treat groundwater with TDS

content that is 20-30 times lower than that of the seawater. Therefore, it would be

fair to expect a lower total energy consumption from the POU devices.

Operating at recovery ratios of 32% or less [24], today’s POU RO systems also

withdraw significantly more water per unit volume of produced water than treatment
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plants. While the Minjur plant desalinates seawater at a 45% recovery [25], brackish

water RO plants can recover 70-90% from lower-salinity feeds [14–16]. Thus it may

also be possible for POU RO systems to process groundwater more effectively, as this

resource is becoming increasingly scarce in urban India [26].

Adoption of POU RO purifiers is on the rise due to growth in India’s middle-class

income, and poor water quality in many parts of the country. Frost and Sullivan

recently forecast sales to grow at 16% from 2018 to 2023 [27]. Without technological

upgrades, environmental impact can be expected to grow in a similar manner. Pro-

jecting from estimates in Figure 1-6, POU devices in Delhi will consume one-fourth

the energy of Minjur by 2023. The same market research also suggests that there is a

lack of product differentiation among competing units. Beyond the addition of more

pre- and post-filtration stages, the core architecture of RO modules has remained

largely unchanged since their introduction to the Indian market in 1999. Therefore,

there is both an environmental impetus and an economic incentive to innovate in this

space.

1.3.1 The National Green Tribunal

The National Green Tribunal is a specialized body established by the National Green

Tribunal Act of 2010 that manages cases related to environmental protection and

conservation of India’s natural resources. To promote more efficient use of scarce water

resource, the NGT has recommended that the government regulate manufacturers of

POU RO products to meet several requirements [28], of which the most important

include:

• POU RO should only be recommended and sold in places where the input water

TDS exceeds 500 mg/L.

• Where RO use is permitted, the products should satisfy a minimum recovery

ratio of 60%. Eventually, the NGT aims to raise this minimum to 75%.

• Products must provide the capability to collect brine so that it can be used for

other household purposes such as washing and gardening.
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• Treated water should have a minum 150 mg/L TDS concentration.

Given that POU RO systems currently only recover 20-30% of the feed [24], raising

the recovery to 60% is the most technically challenging requirement among the above.

In this thesis, we engineer a POU RO system that may be capable of satisfying this

recovery requirement while also being more energy-efficient than existing products.

1.4 Outline of the Thesis

Decentralized desalination systems provide an effective solution to produce drinking

water in regions where public infrastructure is either absent or incapable of reliably

delivering treated water. However, as discussed in Sections 1.2 through 1.3, each

approach has its key limitations: high capital cost for ED, high energy consumption

for community-scale RO, and low water recovery for POU RO. This thesis investigates

solutions to address these limitations using a combination of modeling, prototyping,

and testing, as is outlined below.

• Chapter 2: Feed-Forward Voltage-Control of Batch Electrodialysis

Desalination

A method of controlling batch ED processes that maximizes salt flux is proposed

and experimentally demonstrated. By controlling the voltage applied to the

stack such that the applied current density tracks the limiting current density,

it is shown that the desalination rate can be significantly improved with minimal

changes to the hardware.

• Chapter 3: Modeling the Recovery and Specific Energy Consumption

of Single-Stage Reverse Osmosis Systems

A simple model for estimating the recovery and specific energy consumption

of single-stage RO systems is derived and validated against experimental data

compiled from literature. The same model is used in the following chapter when

simulating the coupled behavior of the pump, energy recovery device, and RO

train.
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• Chapter 4: Using Gear and Vane Mechanisms as Energy Recovery

Devices in Small-Scale Reverse Osmosis Applications

A fixed-recovery architecture that couples two rotary positive displacement

(PD) stages, a pump and energy recovery device, is proposed and modeled.

The production rate and specific energy consumption of such a device is com-

pared for two candidate PD mechanisms: gears and sliding vanes.

• Chapter 5: Experimental Evaluation of a Fixed-Recovery Coupled

Vane Pump-ERD Prototype

A prototype fixed-recovery system is assembled using purchased vane pumps

and experimentally evaluated. From analyzing the friction sources, methods to

improve the vane ERD are additionally identified.

• Chapter 6: Evaluating the Production and Energetic Performance of

Point-of-Use Reverse Osmosis Devices

Experiments, paired with an exergy analysis, are used to explain the low re-

covery ratio and high specific energy consumption (SEC) of point-of-use reverse

osmosis (RO) devices. This analysis was used to identify methods for improving

their performance.

• Chapter 7: Engineering a Semi-Batch Reverse Osmosis System for

Point-of-Use Applications

A preliminary evaluation of a semi-batch RO prototype engineered using off-the-

shelf parts indicates that it may be a viable high-recovery solution for point-

of-use desalination. A description of this prototype is provided, along with

suggestions on how to improve it.
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Chapter 2

Feed-Forward Voltage-Control of

Batch Electrodialysis Desalination

A version of this chapter was published in the Journal of Desalination in 2019, under

the title "Using feed-forward voltage-control to increase the ion removal rate during

batch electrodialysis desalination of brackish water." Sandra L. Walter helped perform

the experiments for this work.

2.1 Introduction

In recent years, the need for energy-efficient and high-recovery solutions for brackish

water desalination has revived an interest in Electrodialysis (ED) technology [1–4].

An ED stack relies on the use of an electric field, across alternating cation (CEM)

and anion exchange membranes (AEM) arranged in repeating cell-pairs, to draw

ions from a desalinated diluate solution to a concentrated solution (Fig. 2-1). In

industrial processes, a feed solution is continuously desalinated to a desired product

concentration, within a single pass through one or more discrete ED stages (Fig. 2-

2a). Where space is a constraining factor, the diluate is recirculated through a single

ED stack several times to achieve the desired product concentration in a batch process

(Fig. 2-2b) [5–8].

Several authors have investigated the cost-minimizing design of both continuous
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Figure 2-1: In ED, an electric field is applied across alternating cation (CEM) and
anion (AEM) exchange membranes to transport ions from the diluate channels to the
concentrate channels. Diluate and concentrate outflows are omitted here for visual
clarity.

and batch processes [9–16], where the capital cost is primarily a function of the re-

quired membrane area. In these studies, the required membrane area is decreased

by raising the current density 𝑖. This term represents the per unit-area flux of ions

through an individual membrane. In continuous systems, this current density is max-

imized throughout the process length by applying different voltages 𝑉 and numbers of

cell-pairs 𝑁 to the individual ED stages [12, 17, 18] (Fig. 2-2a). However, with batch

desalination, most studies do not take the analogous approach of adjusting the stack

voltage in a time-variant manner. Instead, the batch is often processed at a constant

voltage [19–24]. Min and Kim performed constant-voltage desalination experiments

and demonstrated that increasing voltage provided diminishing improvements in the

salt removal rate [23]. Tanaka used simulation to identify the voltages and feed con-

centrations at which a constant-voltage batch ED process provides a lower energy

consumption than reverse osmosis (RO) [20]. Nayar et al. [24] and Bian et al. [25]

designed batch desalination systems for household and community-scale applications,
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Figure 2-2: (a) A saline feed is desalinated within a single pass through multiple
ED stages in a continuous process, each with a different voltage 𝑉 and number of
cell-pairs 𝑁 . (b) In a batch process, diluate is recirculated through a single ED stack
until it is desalinated to a desired product concentration.

respectively, but also limited their parameter-space to consider only constant-voltage

operation.

Previous studies that have examined controlling the batch desalination process

in a time-varying manner mostly focus on energy consumption. Parulekar math-

ematically demonstrated that a time-varying voltage or current can yield a lower

energetic cost than a constant-voltage process, when considering both pumping and

desalination, but did not explore potential membrane area savings [26]. Leitz rec-

ommended controlling the batch process to maintain a constant ratio of current to

diluate concentration, but did not justify his suggestion in detail, nor discuss the ex-

pected effect on batch time [27]. Rohman and Aziz investigated the optimal current

density and flow rate, as a function of time, for several performance metrics re-

lated to a hydrochloric acid recovery process [13]. However, they did not implement

a concentration-dependent limiting current density constraint in their simulations,

which becomes important when desalinating to low concentrations. Chehayeb and

Lienhard compared operation at constant voltage, constant current, and constant en-

tropy generation, on batch ED electrical power consumption [28]. They showed that
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operating at constant current was always energetically preferable to constant voltage.

However, they also concluded that this operating condition was not cost-effective for

brackish water desalination due to the high ratio of ED equipment costs relative to

energy costs. In this work, we instead examine controlling the process to minimize

the size of the equipment needed for a given batch process and in doing so, show that

the same operating scheme could also be energy-saving when pumping energy is also

considered. Additionally, to our knowledge, the existing literature does not provide

descriptions of batch ED controllers or experimental demonstrations of time-variant

voltage-control.

Building upon this previous work, we sought to provide a comprehensive descrip-

tion, analysis, and experimental demonstration of time-variant voltage-control for

batch ED desalination of brackish water. Specifically, we

1. detailed the concept and potential advantages of active voltage-control;

2. designed a bench-scale, feed-forward controller and experimentally implemented

different voltage trajectories;

3. evaluated the decrease in batch duration, membrane usage, and energy con-

sumption that can be safely achieved; and

4. derived a model to predict batch completion times, and validated it against

voltage-controlled and constant-voltage tests.

While the use of time-variant voltage or current control is uncommon in ED, we

acknowledge that it has been previously applied in other electrochemical processes

[29–32]. Most notably, Panizza et al. varied the stepwise current over time to increase

the mineralization rate of organic pollutants on boron-doped diamond anodes in an

electrolysis process, and lower energy consumption [33]. We therefore employ a similar

approach in this work, adapting it to enhance batch ED.
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Figure 2-3: Schematic of a conventional batch process. The addition of a controller
allows voltage-controlled operation, based on conductivity measurements. “P" and
“ED" represent the pump and ED stack, respectively.

2.2 The Concept

In batch ED desalination, an initial feedwater volume is separated at the desired

recovery ratio into two circuits, one for the diluate and the other for the concentrate

(Fig. 2-3). During desalination, the solutions are recirculated through the stack

and a voltage is applied until the desired product concentration is obtained in the

diluate tank. Both in simulation and practice, the voltage and recirculation flow

rates are conventionally held constant during this process, as previously discussed.

An additional third circuit may also be required to rinse the electrodes, but does not

affect the following discussion.

The limiting current density is the concentration-dependent maximum salt re-

moval rate that can be achieved before ions are depleted at the membrane surfaces.
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To avoid splitting water, affecting the product pH, and increasing the resistance to

ion-transport, the ED stack is conventionally operated below this limiting current

density. Assuming a short flow path and neglecting spatial concentration variations

within the stack [28], the limiting current density 𝑖lim [A/m2] is plotted against the

diluate concentration 𝐶𝑏
𝑑, which only varies in time from the start to the end of one

batch cycle (Fig. 2-4). When a constant voltage (CV) is applied, the corresponding

current density trajectory is as shown for a sample scenario where a 2000 mg/L feed

is desalinated to 100 mg/L. For this example, we require the instantaneous current

density 𝑖 [A/m2] to be maintained below 90% of 𝑖lim. This constraint only becomes

active at the end of the constant-voltage batch process, when the diluate concentra-

tion has decreased to the desired product concentration 𝐶prod. However, this point

sets the maximum voltage that can be applied. Additionally, since the voltage is

fixed, this point determines the current density trajectory for the full batch cycle.

For earlier times in the cycle, the current density is much lower than limiting current

density, causing the membranes to be under-utilized. The ‘untapped capacity’ repre-

sents the additional current that can be transmitted initially during the batch cycle,

but remains unused with constant-voltage operation. This scenario is synonymous

with continuous desalination using a series of ED stacks, but all at the same voltage

which is determined by the limiting current density at the product concentration of

the last stack.

Active voltage-control (VC) based on diluate conductivity measurements provides

additional degrees of freedom to track (with an appropriate safety-margin) the limit-

ing current density throughout the batch process (Fig. 2-4) and subsequently achieve

higher ion-transfer rates. As a result, it can substantially increase the production rate

of a system, or lower capital cost by decreasing the membrane-area required to satisfy

a target production rate. When investigating the optimal design and operation of ED

for brackish water desalination, Chehayeb et al. also showed that this strategy of

operating close to the limiting current density was cost-optimal at the present ratio

of ED equipment costs to energy costs [34]. In Appendix B, I explore an analogous

solution for continuous ED, where instead I optimize the geometry of the flow paths
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Figure 2-4: Simulated current trajectories indicating the additional “untapped” de-
salination capacity captured with a voltage-controlled (VC) batch process over a
constant-voltage (CV) batch. The bulk diluate concentration 𝐶𝑏

𝑑 is shown as decreas-
ing in time along the x-axis, and the instantaneous current density 𝑖 does not exceed
90% of the limiting current density 𝑖lim for both cases.

to operate at a fixed fraction of the limiting current density throughout the process.

Measuring the diluate and concentrate conductivities is standard practice, and

allows an operator to track the progress of a batch desalination process. The same

data can be used to estimate the voltage for a desired current density (fully described

in Sec. 2.4.2), thereby requiring no additional sensors for basic feed-forward control.

The only addition required to implement voltage-control in this manner is a con-

troller to administer an appropriate voltage to the ED stack based on conductivity

measurements (Fig. 2-3).
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2.3 Models

To maximize the current density 𝑖 using feed-forward voltage-control, subject to

𝑖 < 𝑖lim, models for the limiting and applied current densities are required. The

models applied below have been previously proposed and validated [19, 35–37]. We

additionally only consider the simple case of desalinating a sodium chloride solution

in this study, which was found previously to provide reasonable estimates of the batch

durations for real groundwater [36]. Lastly, although all concentrations are reported

in more intuitive units of mg/L in this article, the following equations require con-

centrations expressed in units of mol/m3.

2.3.1 Limiting Current Density

Assuming perfectly permselective ion-exchange membranes, the limiting current den-

sity is given as a function of the bulk diluate concentration 𝐶𝑏
𝑑 [mol/m3] according to

the modified Peers equation [38],

𝑖lim =
𝐶𝑏

𝑑𝑧𝐹𝑘

1 − 𝑡+/− . (2.1)

The charge number of either ion is 𝑧 = 1 for sodium chloride, 𝐹 is the Faraday constant

(96485 C/mol), and 𝑡+/− is taken to be the minimum between the dimensionless anion

and cation transport numbers in the bulk solution. The transport number represents

the fraction of the total current carried by each ionic species.

Other theoretical and empirical expressions have been previously applied to model

the limiting current density for solutions containing two [10, 39], or more [40], ionic

species. They can be used in place of Equation 2.1. For these models, the limiting

current density varies linearly with diluate concentration; therefore, the underlying

parametric relationships derived in this work are not expected to change.

The boundary layer mass transfer coefficient 𝑘 [m/s] is generally expressed in
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terms of the non-dimensional Sherwood number 𝑆ℎ,

𝑆ℎ =
𝑘𝑑ℎ
𝐷𝑎𝑞

, (2.2)

where 𝐷𝑎𝑞 [m2/s] is the diffusion coefficient of the ions in the aqueous solution, and

𝑑ℎ [m] is the hydraulic diameter.

The Sherwood Number, which characterizes the mass-transfer, is correlated to the

flow behavior and material properties of the diluate solution using an expression of

the form

𝑆ℎ = 𝑎𝑅𝑒𝑏𝑆𝑐𝑐, (2.3)

where the Reynolds 𝑅𝑒 and Schmidt 𝑆𝑐 numbers are respectively defined as

𝑅𝑒 =
𝑢𝑐ℎ𝑑ℎ
𝜈

, and (2.4)

𝑆𝑐 =
𝜈

𝐷𝑎𝑞

, (2.5)

with respect to the kinematic viscosity 𝜈 [m2/s].

In this study, we use the coefficients 𝑎 = 0.29, 𝑏 = 0.50, and 𝑐 = 0.33 based on

the work of Pawlowski et al. [41]. These coefficients were previously [36] found to

provide a good match with the limiting current density measurements on the same

ED stack used in the following experiments (Section 2.4.1). This correlation relies

on the following definitions of the hydraulic diameter 𝑑ℎ and linear flow velocity 𝑢𝑐ℎ

[m/s]:

𝑑ℎ =
4𝜖

2/ℎ + (1 − 𝜖)(8/ℎ)
and (2.6)

𝑢𝑐ℎ =
𝑄

𝜖𝑊ℎ𝑁
, (2.7)

where ℎ [m] is the thickness of the channel, 𝑊 [m] is the width of the channel, 𝑄

[m3/s] is the volumetric flow rate of diluate through the ED stack, 𝑁 is the number

of cell-pairs, and 𝜖 is the void fraction of the spacer occupying the channel.

Note that the diffusivity, transport numbers, and viscosity vary with sodium chlo-
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ride concentration, but this dependence (Table 2.1) has a negligible effect on the lim-

iting current density estimation for brackish water concentrations (<∼3000 mg/L).

Therefore, they are treated as constants in this study. It follows then that once the

flow rate through the ED stack is set, the limiting current density only varies linearly

with the time-varying diluate concentration.

Table 2.1: Transport properties and sensitivities to concentration and temperature

Variable Value Variation Ref
Transport Numbers 𝑡+ = 0.39, 𝑡− = 0.61 <3% over 15-45 ∘C and 0-5000 mg/L [42]
Diffusion Coefficient, 𝐷𝑎𝑞 1.6 x 10−9 m2/s <8% over 0-5800 mg/L at 25 ∘C [43]
Kinematic Viscosity, 𝜈 1 x 10−6 m2/s <12% over 0-3000 mg/L at 20-25 ∘C [44]

2.3.2 Applied Current Density

The objective of the proposed feed-forward voltage-control method is to maintain a

desired instantaneous current density ratio 𝑟𝑖, defined as

𝑟𝑖 =
𝑖

𝑖lim
. (2.8)

The voltage 𝑉 [V] required to produce the desired current density 𝑖 is

𝑉 = 𝐸el + 𝑁 [𝐸mem + 𝑖(𝑅𝑑 + 𝑅𝑐 + 𝑅mem)], (2.9)

where 𝐸el is the potential drop of approximately 1.4 V due to redox reactions at the

electrodes, 𝐸mem [V] is the membrane potential, and 𝑅mem [Ohm-m2] is the sum of

the anion (AEM) and cation (CEM) exchange membrane resistances, respectively.

An empirical model of 𝑅mem for the experimental stack is described in 2.3.3. The

resistances of the diluate and concentrate channels, respectively 𝑅𝑑 and 𝑅𝑐 [Ohm-

m2], are related to the concentrations of the respective bulk flows, 𝐶𝑏
𝑑 and 𝐶𝑏

𝑐 , by

𝑅𝑑/𝑐 =
ℎ

Λ𝐶𝐶𝑏
𝑑/𝑐

, (2.10)

where the equivalent conductance Λ𝐶 [S-m2/mol] is a function of concentration and
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temperature (Fig. 2-5), and can be calculated using the Onsager/Falkenhagen equa-

tion with coefficients for NaCl [45]. During operation, conductivities (Λ𝐶𝐶
𝑏) are

directly measured and used to compute the diluate and concentrate concentrations.

Figure 2-5: Equivalent conductance of NaCl solution at varying temperatures, cal-
culated as a function of concentration using the Onsager/Falkenhagen equation with
empirical coefficients [45].

Under justified simplifications of equal diluate and concentrate channel flow rates

and heights, perfectly permselective membranes, equal cation and anion transport

numbers, and activity coefficients of 1, it is shown in Section 2.3.4 that

𝐸mem =
2𝑅𝑇

𝐹
ln

(︃ 𝐶𝑏
𝑐

𝐶𝑏
𝑑

+ 𝑟𝑖

1 − 𝑟𝑖

)︃
, (2.11)

where 𝑅 is the gas constant (8.314 J/mol-K) and 𝑇 [K] is temperature.

Note that once an ED system’s architecture (ℎ, 𝜖, 𝑁 , 𝑅mem) and its operation

(𝑄) are specified, Equations 2.9-2.11 can be used to compute the voltage 𝑉 required

to operate the stack at a desired current density ratio 𝑟𝑖 based on diluate and con-

centrate conductivity measurements alone. This feature facilitated a straightforward

implementation of the model in the experimental feed-forward voltage controller.
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In the absence of a concentrate conductivity sensor, the concentrate concentration

can be estimated using the mass-balance

𝐶feed = 𝐶𝑏
𝑑𝑟 + 𝐶𝑏

𝑐(1 − 𝑟), (2.12)

where 𝑟 is the recovery ratio, and the feed concentration is 𝐶feed.

Finally, we relate the measured current 𝐼 [A] to the current density by considering

the area that is available for ion-transport,

𝐼 = 𝑖𝜂𝐿𝑊, (2.13)

where 𝜂 represents the the open-area fraction of the spacer that occupies the flow

channels, and 𝐿 and 𝑊 [m] are the channel lengths and widths, respectively (Fig.

2-1).

2.3.3 Empirical Membrane Resistance Model

Constant-voltage experiments spanning the same concentration ranges and flow rates

as those in Table 2.4 were conducted. Membrane resistances were calculated from the

applied voltage and measured current, by assuming that the other terms in Equation

2.9 were accurately predicted.

Then, using the equation-form recommended by [46], the empirical model of the

total (CEM + AEM) membrane resistance was

𝑅mem = A0 +
A1

A2

exp(−A2𝐶
𝑏
𝑑) − exp(−A2𝐶

𝑏
𝑐)

𝐶𝑏
𝑐 − 𝐶𝑏

𝑑

, (2.14)

where A0, A1, and A2 were experimentally-determined coefficients: 0.0046 Ohm-m2,

0.2131 Ohm-m5/mol, and 0.1906 m3/mol; and 𝐶𝑏
𝑑 and 𝐶𝑏

𝑐 were the bulk diluate and

concentrate concentrations, respectively. Comparison of the model-fit and experi-

mental membrane resistances, which were evaluated as described above, is provided

in Figure 2-6.
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Figure 2-6: Model-predicted vs. experimentally derived membrane resistances. The
solid line represents a 1:1 relationship.

2.3.4 Derivation of a Simplified Membrane Potential Term

A simplified expression for the membrane potential was sought to reduce the real-time

computation onboard the voltage-controller. The full expressions for the individual

AEM and CEM potentials, taken from previous work [19, 36] are

𝐸𝐴𝐸𝑀 =
(2𝑡𝐴𝐸𝑀 − 1)𝑅𝑇

𝐹
log
(︁𝛾𝑐𝐶𝐴𝐸𝑀

𝑐

𝛾𝑑𝐶𝐴𝐸𝑀
𝑑

)︁
and (2.15)

𝐸𝐶𝐸𝑀 =
(2𝑡𝐶𝐸𝑀 − 1)𝑅𝑇

𝐹
log
(︁𝛾𝑐𝐶𝐶𝐸𝑀

𝑐

𝛾𝑑𝐶𝐶𝐸𝑀
𝑑

)︁
, (2.16)

where 𝛾 is the activity coefficient of the solution and 𝑡𝐴𝐸𝑀 and 𝑡𝐶𝐸𝑀 are the apparent

transport numbers of the counterions (the anions in the AEM and cations in the

CEM, respectively). The wall concentrations 𝐶𝐴𝐸𝑀
𝑑 , 𝐶𝐶𝐸𝑀

𝑑 , 𝐶𝐴𝐸𝑀
𝑐 , and 𝐶𝐶𝐸𝑀

𝑐 are

obtained from balancing the diffusion of ions from the bulk flow to the membrane

with migration across it. The individual expressions are
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𝐶𝐴𝐸𝑀
𝑑 = 𝐶𝑏

𝑑 −
𝑖(𝑡𝐴𝐸𝑀 − 𝑡−)

𝑧𝐹𝑘
, (2.17)

𝐶𝐶𝐸𝑀
𝑑 = 𝐶𝑏

𝑑 −
𝑖(𝑡𝐶𝐸𝑀 − 𝑡+)

𝑧𝐹𝑘
, (2.18)

𝐶𝐴𝐸𝑀
𝑐 = 𝐶𝑏

𝑐 +
𝑖(𝑡𝐴𝐸𝑀 − 𝑡−)

𝑧𝐹𝑘
, and (2.19)

𝐶𝐶𝐸𝑀
𝑐 = 𝐶𝑏

𝑐 +
𝑖(𝑡𝐶𝐸𝑀 − 𝑡+)

𝑧𝐹𝑘
, (2.20)

where 𝐶𝑏
𝑐 and 𝐶𝑏

𝑑 represent the bulk concentrate and diluate concentration, respec-

tively.

To simplify these terms, we employ the following approximations in this work:

1. Membranes are assumed to be perfectly permselective, so that both 𝑡𝐴𝐸𝑀 and

𝑡𝐶𝐸𝑀 equal 1. McGovern et al. measured them to be 0.96 ± 0.04 for concen-

trations below 10 000 mg/L [47]; hence, this is an easily justified simplification.

2. The activity coefficients 𝛾𝑑 and 𝛾𝑐 are set to 1. In reality, they are temperature

and concentration dependent, but our previous work [36] found that setting

them to 1 affects the membrane potential prediction by less than 10% for the

concentration ranges investigated in this paper. Furthermore, since the diluate

channels offer the dominant impedance in brackish water desalination, the error

introduced by this approximation has an even smaller effect on the voltage

calculation (Eqn. 2.9).

3. For the purposes of estimating the membrane potential, the transport numbers

of the cation and anion are both approximated as being equal to the minimum

of the actual transport numbers: 𝑡+/− = min(𝑡+,𝑡−). This simplification is

made so that together with approximation 1, the wall concentrations can be

expressed as functions of the limiting current density by substituting Equation

2.1 and getting
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𝐶𝑀𝐸𝑀
𝑑

𝐶𝑏
𝑑

= 1 − 𝑖

𝑖lim
, and (2.21)

𝐶𝑀𝐸𝑀
𝑐

𝐶𝑏
𝑑

=
𝐶𝑏

𝑐

𝐶𝑏
𝑑

+
𝑖

𝑖lim
. (2.22)

Note that within each channel, the wall concentrations at both membranes are

equal under this approximation. Equations 2.21 and 2.22 further assume that

the mass transfer coefficient 𝑘 is equal in both the diluate and concentrate

channels. This is a reasonable assumption if the channels and flow rates are

identical, which is true for conventional ED processes.

Incorporating the above approximations into Equations 2.15 and 2.16, and sum-

ming the two gives the simplified total membrane potential

𝐸mem =
2𝑅𝑇

𝐹
ln

(︃ 𝐶𝑏
𝑐

𝐶𝑏
𝑑

+ 𝑟𝑖

1 − 𝑟𝑖

)︃
, (2.23)

where 𝑟𝑖 is defined as the ratio 𝑖/𝑖lim.

2.3.5 Batch Completion Time

To derive an analytical prediction for the batch completion time, we neglected the

secondary mass-transfer modes of osmosis, back-diffusion, and electroosmosis, and

considered only migration. The rate change of concentration in the diluate tank,

with volume 𝑉dil [m3], is related to the migration of ions in the ED stack by

𝑉dil
𝑑𝐶𝑏

𝑑

𝑑𝑡
= −𝑖𝜂𝐿𝑊𝑁

𝑧𝐹
. (2.24)

Incorporating Equations 2.1 and 2.8 for the limiting current density and current ratio

gives

𝑑𝐶𝑏
𝑑

𝑑𝑡
= − 𝑟𝑖𝜂𝐿𝑊𝑁𝑘𝐶𝑏

𝑑

𝑉dil(1 − 𝑡+/−)
. (2.25)
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The dilute tank concentration only varies in time during a batch desalination process.

Therefore, it is theoretically possible to express any arbitrary function of 𝑟𝑖 in time.

We can then separate variables and integrate since

∫︁ 𝐶prod

𝐶feed

𝑑𝐶𝑏
𝑑

𝐶𝑏
𝑑

=

∫︁ 𝑡𝑏

0

− 𝑟𝑖𝜂𝐿𝑊𝑁𝑘

𝑉dil(1 − 𝑡+/−)
𝑑𝑡. (2.26)

Therefore,

ln
(︂
𝐶feed

𝐶prod

)︂
=

𝜂𝐿𝑊𝑁𝑘

𝑉dil(1 − 𝑡+/−)

∫︁ 𝑡𝑏

0

𝑟𝑖𝑑𝑡. (2.27)

Introducing a time-averaged current density ratio 𝑟𝑖 defined as

𝑟𝑖 =
1

𝑡𝑏

∫︁ 𝑡𝑏

0

𝑟𝑖𝑑𝑡, (2.28)

and substituting this definition into Equation 2.27 gives our final expression for the

batch completion time 𝑡𝑏 [s] to desalinate from a given feed concentration 𝐶feed to a

desired product concentration 𝐶prod,

𝑡𝑏 =
𝑉dil(1 − 𝑡+/−)

𝑟𝑖𝜂𝐿𝑊𝑁𝑘
ln
(︂
𝐶feed

𝐶prod

)︂
. (2.29)

Note that this prediction is expected to be a lower bound on the actual duration

since back-diffusion of ions from the concentrate to diluate channels was neglected.

Beyond this simplification, we expect this model to be valid for any trajectory of 𝑟𝑖

in time, provided that 0 < 𝑟𝑖 < 1.

2.4 Experiments

2.4.1 Experimental Setup

The experimental setup mirrored the schematic in Figure 2-3, and was comprised of

a PCA GmbH 64-002 ED stack with the construction outlined in Table 2.2. Geo-

metric parameters were provided by the manufacturer, membrane resistances were

determined through system characterization (Sec. 2.3.3), and the void fraction and
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spacer open-area fraction were measured in a previous study [36].

Table 2.2: Test stack parameters

Properties Values
Number of Cell Pairs, 𝑁 14
Flow Path Width, 𝑊 8 cm
Flow Path Length, 𝐿 8 cm
Channel Height, ℎ 0.35 mm
Void Fraction, 𝜖 0.60 ± 0.04
Open-Area Fraction, 𝜂 0.62 ± 0.04
Cation Exchange Membranes PC-SK
Anion Exchange Membranes PC-SA

Two KNF Flodos NF300 KPDC diaphragm pumps were used to recirculate the

diluate and concentrate through their respective circuits and into separate magnetically-

stirred 1 L glass beakers. Flow rates were measured and controlled using two King

Instrument 7430 Series glass tube flowmeters with valves (± 6%). To rinse the elec-

trodes, a 0.2 mol/L sodium sulfate solution was circulated at 2.40 ± 0.05 L/min

from a separate beaker using a third KNF Flodos NF300 diaphragm pump. All three

pumps were powered at a voltage of 23.8 V (± 1%) by a single Mastech HY3003D

power supply, which was also used to measure current draw (± 2%).

The conductivities of the diluate and concentrate tanks were measured (± 2%) us-

ing Conductivity Instruments CDCE-90 inline conductivity probes, interfacing with

CDCN-91 conductivity controllers, with cell constants of K = 1/cm and K = 10/cm,

respectively. Conductivity measurements were collected using a National Instruments

NI9203 data acquisition module and processed in National Instruments LabVIEW

2018 to calculate, in real-time, the actuation voltage for the voltage-controlled exper-

iments. The computed voltage was then applied (± 0.1%) across the stack using an

Agilent Technologies N8760A DC power supply, which also measured current draw

(± 0.1%). Diluate and concentrate pH (± 0.01) were recorded at the start and end

of each test using a VWR International SympHony H10P handheld meter with a

gel-filled pH electrode (89231-608), calibrated using reference solutions of pH 4.00,

and 7.00.

Feed-water was prepared by adding sodium-chloride to distilled water with a mea-
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sured initial conductivity of <10 uS/cm. Before each test, the diluate and concen-

trate circuits were repeatedly drained and flushed with distilled water from a common

beaker until the conductivity of the water in the channels dropped below 30 uS/cm.

The feed water was then separated into two volumes and circulated through the sys-

tem; 1050 ± 10 mL diluate, and 450 mL ± 10 mL concentrate, providing a recovery

of 70 ± 1% for all tests.

2.4.2 Controller Description

Figure 2-7: Flow diagram indicating sensing, controller logic, and actuation for feed-
forward voltage-controlled batch. Stack geometry and operating parameters are pre-
programmed onto the controller.

To design the feed-forward controller highlighted in Figure 2-3, which was imple-

mented in National Instruments LabVIEW 2018, we assumed the following simplifi-

cations to the system behavior:

1. The dynamics of the concentration boundary layer were neglected, because it

was expected to respond at a characteristic mass-diffusion time scale 𝜏𝑑𝑖𝑓𝑓 that is

approximately 840 times shorter (Table 2.3) than the time scale associated with

concentration change in the diluate tank 𝜏𝑑𝑒𝑠𝑎𝑙. Using the ED stack properties

in Table 2.2 and sample operating conditions in Table 2.3,

𝜏𝑑𝑖𝑓𝑓 =
𝑙2𝐵𝐿

𝐷𝑎𝑞

=
𝑑2ℎ

𝑆ℎ2𝐷𝑎𝑞

(2.30)

since 𝑙𝐵𝐿 = 𝑑ℎ
𝑆ℎ

is the relevant length-scale, and
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𝜏𝑑𝑒𝑠𝑎𝑙 =
𝑉dil(𝐶feed − 𝐶prod)𝑧𝐹

𝑖𝜂𝑊𝐿𝑁
. (2.31)

2. Spatial concentration variations across the length of the channels within the

ED stack were neglected because the residence time of the solution 𝜏𝑟𝑒𝑠 was

approximately 180 times smaller than 𝜏𝑑𝑒𝑠𝑎𝑙 (Table 2.3), where

𝜏𝑟𝑒𝑠 =
𝐿

𝑢𝑐ℎ

. (2.32)

Alternatively, the maximum change in concentration obtained with a single pass

of diluate,

∆𝐶 = 𝜏𝑟𝑒𝑠
𝑖𝜂

𝑧𝐹𝜖ℎ
, (2.33)

was <28% of the stack inlet concentration 𝐶𝑏
𝑑 (for 𝐼 <1 A), which in turn is

assumed equal to the tank concentration at all times.

Table 2.3: Sample operating conditions, corresponding time scales, and estimated
concentration change for the experimental ED stack

Variables Values
Flow Rate, 𝑄 54 L/h
Resultant Linear Flow Velocity, 𝑢𝑐ℎ 0.06 m/s
Diluate Tank Volume, 𝑉dil 1.05 L
Feed Concentration, 𝐶feed 2000 mg/L
Product Concentration, 𝐶prod 200 mg/L
Current Density, 𝑖 250 A/m2

Current, 𝐼 1 A
Diffusion Time Scale, 𝜏𝑑𝑖𝑓𝑓 0.3 s
Desalination Time Scale, 𝜏𝑑𝑒𝑠𝑎𝑙 226 s
Residence Time, 𝜏𝑟𝑒𝑠 1.3 s
Concentration Change, ∆𝐶 557 mg/L
Fractional Change, ∆𝐶/𝐶feed 28%

Given the two key assumptions above, the simple controller implemented in this

study used conductivity measurements, from the diluate and concentrate tanks, to

calculate the stack voltage that would produce a desired current density (Fig. 2-7).

The input voltage 𝑉 control signal was not adjusted based on measurements of the
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system output, the current 𝐼. This subtle distinction explains why the proposed

method is classified as a feed-forward, and not a feedback, control strategy.

The characteristic time scales provided in Table 2.3 were also used to identify

appropriate frequencies for conductivity measurement and voltage actuation. Dilu-

ate conductivity was measured at a frequency of 1 Hz, which is greater than the

estimated characteristic frequency of change: 1/𝜏𝑑𝑒𝑠𝑎𝑙 = 0.004 Hz. We frequently up-

dated the voltage input in response to the changing diluate concentration. However,

the corresponding frequency of voltage actuation did not exceed the rate at which

the concentration boundary layer redeveloped, nor the rate at which diluate traveled

through the system. Hence,

1

𝜏𝑑𝑖𝑓𝑓
>

1

𝜏𝑟𝑒𝑠
>

1

𝜏𝑎𝑐𝑡
>

1

𝜏𝑑𝑒𝑠𝑎𝑙
, (2.34)

where 1/𝜏𝑎𝑐𝑡 = 0.1 Hz. Note that this method of voltage control differs from pulsed-

field ED, whereby voltage is actuated at a frequency matching 1/𝜏𝑑𝑖𝑓𝑓 to perturb the

concentration boundary layer within the channels [48, 49].

2.4.3 Tests

A summary of the tests conducted in this study is provided in Table 2.4. Tests

1-5 were baseline conventional constant-voltage batch processes. For the voltage-

controlled tests, 6-8, 9-11, and 12-14 systematically investigated the effects of varying

the maximum voltage, the current density ratio, and the recirculation flow rates,

respectively. The flow rates of 72, 54, and 36 L/h, correspond to linear flow velocities

of 8.5, 6.4, and 4.3 cm/s in the channels. Lastly, the limiting current density was

intentionally exceeded for Test 15 to examine the effect on pH.
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2.5 Results and Discussion

2.5.1 Current-Tracking Accuracy

The feed-forward controller was capable of providing the desired current with ac-

ceptable performance. The measured current was approximately within -15 to +20%

of the current predicted by the model, at the voltages applied through Tests 1-14

(Fig. 2-8). A comparison for Test 15 is not included because the model is invalid at

over-limiting currents.

The current-tracking accuracy of the proposed feed-forward controller can be im-

proved by considering the effect of flow rate on stack resistance. The apparent increase

in measured current with flow rate (Fig. 2-8) indicated that the resistance of the ED

stack decreases with increasing linear flow velocity. This observation is consistent

with the work of Długołecki et al. [50] and Galama et al. [51], who used electro-

chemical impedance spectroscopy (EIS) to demonstrate that this flow-dependent re-

sistance is associated with the diffusion boundary layers at fluid-membrane interfaces.

By adjusting the membrane resistance model to accommodate this phenomenon, the

current-draw may be more accurately predicted over a broad range of flow rates. An-

other possible explanation is that a low flow rate increases the residence time of the

solution, producing a large concentration change between the stack inlet and outlet,

which consequently increases resistance. For ED stacks consisting of flow paths that

are several times longer than those in our experimental bench-scale system, the model

recommended in this work may introduce additional errors by neglecting the spatial

concentration variations within the stack. Feedback control could also improve cur-

rent tracking. Here, current measurements would be used to regulate the voltage

input to the ED stack.

2.5.2 pH Changes

An acidic shift in the diluate pH is encountered when water-splitting occurs [52, 53].

When the stack was intentionally operated above the limiting current density for
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Figure 2-8: Measured current 𝐼meas was within approximately -15 to +20% of the
predicted current 𝐼pred at the voltages applied during tests 1-14. Comparison over
the full range of measured currents is shown on the left, and over the lower (<0.8 A)
range on the right for visual clarity.

Test 15, the pH decreased from 6.01 ± 0.02 to 4.65 ± 0.01 (pH data provided as

supplementary material). To identify other tests where the limiting current density

may have been exceeded, the ratio of the final to initial pH was plotted (Fig. 2-9).

During all voltage-controlled tests but 11, the pH increased by a similar or greater

factor than the corresponding constant-voltage benchmark tests. The pH decrease in

Test 11 (pH ratio <1) signified that voltage-control at the aggressive target current

ratio of 0.8 caused the limiting current density to be exceeded. In this work, the lim-

iting current density was calculated using the measured diluate tank (or stack inlet)

concentration 𝐶𝑏
𝑑. Combining Equations 2.1, 2.8, and 2.33, the fractional concentra-

tion change across the stack is approximately

∆𝐶

𝐶𝑑
𝑏

=
𝑟𝑖𝑘𝜂𝐿

(1 − 𝑡+/−)𝜖ℎ𝑢𝑐ℎ

. (2.35)

Evaluated at a target current ratio of 𝑟𝑖 = 0.8, and using the geometric and experi-

mental parameters listed in Tables 2.2 and 2.4, the concentration decreased by 38%

across the stack in Test 11. Consequently, the local limiting current density was pro-

portionally 38% lower at the outlet than at the inlet of the experimental ED stack
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Figure 2-9: Ratio of the product pH to feed pH is plotted for both constant-voltage
(CV) and voltage-controlled (VC) tests. Tests are identified by the number on each
bar, and are first grouped by concentration change, followed by flow rate. Test 15
represents the case where the limiting current density was deliberately exceeded.

(Eqn. 2.1). It follows that we did not provide an appropriate safety-margin against

water-splitting for Test 11, because the voltage evaluated for 𝑟𝑖 = 0.8 at the inlet

concentration caused 𝑟𝑖 > 1 locally at the outlet. Equation 2.35 further indicates

that longer flow paths will increase the concentration change, thereby decreasing the

current ratio that can be safely achieved.

2.5.3 The Effect of Varying Current Ratio

The total area under the 𝑖lim vs 𝐶𝑑
𝑏 curve represents a system’s available desalination

capacity from a feed to a product concentration (Fig. 2-4). At higher current density

ratios, feed-forward voltage-control captures a larger fraction of this capacity than

constant-voltage operation (Fig. 2-10a). As a direct result, our tests showed that

as the target current density ratio was increased from tests 9 through 11, the batch

completion time decreased (Fig. 2-10b).

Measured batch completion times 𝑡𝑏 (Table 2.5) agreed with predictions (Eqn.

2.29) at the experimental time-averaged current density ratios 𝑟𝑖. These ratios were

computed by dividing the measured current density by the calculated limiting current

density (Eqn. 2.1), and averaging over time. A small but systematic under-prediction
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Figure 2-10: Current is plotted against diluate concentration for voltage-controlled
(VC) and constant-voltage (CV) desalination (left). Error-bars are smaller than the
markers. Diluate conductivity is plotted against time, indicating that as the target
current ratio 𝑟𝑖 was increased, the time to desalinate 1.05 ± 0.01 L from 1500 mg/L to
500 mg/L decreased (right). The shaded region represents measurement uncertainty.

Table 2.5: Summary of batch completion times at varying target current ratios

Test Operation Target 𝑟𝑖 Time-Averaged Meas 𝑟𝑖 Pred 𝑡𝑏 at 𝑟𝑖 [s] Meas 𝑡𝑏 [s]
2 CV - 0.39 ± 0.01 760 ± 95 888 ± 13
9 VC 0.4 0.45 ± 0.02 660 ± 80 752 ± 9
10 VC 0.6 0.57 ± 0.02 520 ± 65 556 ± 6
11 VC 0.8 0.74 ± 0.03 400 ± 50 430 ± 7

of batch completion time was observed, because back-diffusion of ions from the con-

centrate to the diluate channels was neglected in the analytical prediction (Sec. 2.3.5).

At the same 54 L/h flow rate and concentration change of 3000 to 400 mg/L, the

constant-voltage process achieved an actual time-averaged current density ratio 𝑟𝑖 of

0.39 ± 0.01; therefore, the reduction in the batch time of 15 ± 1% observed for Test

9 is explained by the controller exceeding the target 𝑟𝑖 of 0.40 during the experiment

(Table 2.5). It is important to note however that while the constant-voltage operation

provided a similar average current density ratio, the instantaneous ratio was lower

than 0.40 at the start but approached 0.60 by the end of the batch process. In this

specific case then, voltage-controlled desalination at a constant 0.40 current density

ratio would provide the same batch completion time as constant-voltage desalination,
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while decreasing the risk of water splitting.

Increasing the target 𝑟𝑖 from 0.4 to 0.6 provided a more substantial decrease in

the batch completion time than an equivalent increase from 0.6 to 0.8 (Fig. 2-10 and

Table 2.5). This observation signifies that the batch completion time decreases at

a diminishing rate with increasing current density ratio because from our predictive

model (Eqn. 2.29),

𝑡𝑏 ∝
1

𝑟𝑖
. (2.36)

This result agrees with the work of Min and Kim who also experimentally observed

diminishing improvements in the salt removal rate as voltage was increased in their

batch desalination trials of groundwater samples [23]. A 61% decrease in the time to

achieve 80% chloride ion removal was observed when the applied voltage was raised

from 10 to 20 V, but the additional decrease was only 31% when the voltage was

again raised by 10 V. Similarly, by raising the applied voltage from 40 to 60 V, Ortiz

et al. experimentally measured a 17.9% reduction in the batch processing time of a

2000 mg/L NaCl solution to 500 mg/L [19]. A further increase of 20 V only decreased

the processing time by an additional 11.8%. Note that in both cases, increasing the

applied voltage raised the time-averaged current ratio.

From the same predictive model, if the production rate 𝑉dil/𝑡𝑏 is held constant,

then the total required membrane area scales as

𝑁𝐿𝑊 ∝ 1

𝑟𝑖
. (2.37)

Hence, reductions in the batch completion time can be alternatively interpreted as

membrane-area savings. Therefore, the capital cost of an ED system can be decreased

by raising the average current density ratio 𝑟𝑖 using feed-forward voltage-control.

Having verified the predictive batch completion time model (Eqn. 2.29) at dif-

ferent 𝑟𝑖, we used it to develop scaling arguments for the pumping and desalination

energy consumption. The solutions were circulated at a constant flow rate; hence,

the energy consumed by pumping E𝑝 was expected to scale proportionally with batch
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duration 𝑡𝑏 at a constant pumping power, giving

E𝑝 ∝
1

𝑟𝑖
. (2.38)

Extending the circuit analogy for ED (Eqn. 2.9), the power consumed by ion-

transport 𝑃𝑑 scales with current squared from Ohm’s Law, entailing that

𝑃𝑑 ∝ 𝑟𝑖
2 (2.39)

for a constant membrane area. Multiplying this equation with the scaling relationship

for batch duration 𝑡𝑏 (Eqn. 2.36) gives

E𝑑 ∝ 𝑟𝑖, (2.40)

where E𝑑 is the desalination energy consumption.

Experimental measurements of the desalination and pumping energy consumption

matched the proposed scaling arguments (Fig. 2-11). The desalination energy is

reported as the numerical integration of the measured ED power in time through the

batch cycle, whereas pumping energy is the power-draw of the pumps multiplied by

the batch completion time. As shown, voltage-controlled operation decreased the total

(E𝑑 + E𝑝) specific energy consumption E𝑠 (Fig. 2-11) because pumping consumed

more energy than desalination for this system. From the scaling trend-lines, the

minimum energy consumption is expected at a high average current density ratio of

𝑟𝑖 = 0.75. A higher pump efficiency, wider flow channels, and higher-resistance ion-

exchange membranes are all expected to shift this optimal point to lower values of

𝑟𝑖.

2.5.4 The Effect of Varying Linear Flow Velocity

The measured and predicted batch completion times were plotted against linear flow

velocity (Fig. 2-12). The model curves were derived using Equation 2.5, and the

experimental data are labeled with the measured time-averaged current density ratios.
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Figure 2-11: Increasing the time-averaged current density ratio 𝑟𝑖 using feed-forward
voltage-control decreased total specific energy consumption E𝑠, by reducing pumping
energy consumption E𝑝. For all cases, the system desalinated 1.05 ± 0.01 L from
3000 mg/L to 400 mg/L, with diluate and concentrate solutions recirculating at 54
L/h.

Our observations include:

1. The measured batch completion times agree with the model, but are slightly

under-predicted. As previously discussed, this small discrepancy is likely ex-

plained by back-diffusion of ions from the concentrate to the diluate channels,

which lengthens the desalination process.

2. The relative reduction in batch completion time between constant-voltage and

voltage-controlled operation (𝑡𝑉 𝐶
𝑏 /𝑡𝐶𝑉

𝑏 ) was equal to the inverse fraction of the

time-averaged current density ratios (𝑟𝑖𝐶𝑉 /𝑟𝑖
𝑉 𝐶), within experimental error at

all three flow rates (Table 2.6). This result further validates the predictive batch

time model (Eqn. 2.29).

3. Irrespective of operation mode (voltage-controlled or constant-voltage), it fol-

lows from the item above that increasing 𝑟𝑖 from one fixed value to another will
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yield the same fractional change in the batch completion time at all flow rates.

4. Any fixed increase in the current density ratio produces a greater absolute re-

duction in batch completion time at lower flow velocities, compared to higher

flow velocities. Graphically represented, the difference in 𝑡𝑏 at 𝑟𝑖 = 0.2 vs. 𝑟𝑖

= 1 decreases as flow velocity increases (Fig. 2-12). Therefore, feed-forward

voltage-control yields the greatest production and/or cost benefits, relative to

constant-voltage operation, at low flow velocities.

Minimum Batch Completion Time

Figure 2-12: The measured batch times 𝑡𝑏 at varying linear flow velocities and aver-
age current density ratios 𝑟𝑖 agree with model predictions. In all cases, the system
desalinated 1.05 ± 0.01 L from 2000 mg/L to 300 mg/L.

5. Shown again here is that increasing 𝑟𝑖 will provide diminishing returns on pro-

duction rate (or capital cost), whereby the batch completion time 𝑡𝑏 (or total

membrane area 𝑁𝐿𝑊 ) converges to a velocity dependent theoretical minimum

at 𝑟𝑖 = 1.

In addition, Figure 2-12 forms a useful tool for designing and analyzing the per-

formance of ED systems. After plotting the measured performance of an existing

61



Table 2.6: Fractional reduction of batch completion times at varying linear flow
velocities

Velocity, 𝑢𝑐ℎ [cm/s] 𝑟𝑖
𝐶𝑉 /𝑟𝑖

𝑉 𝐶 𝑡𝑉 𝐶
𝑏 /𝑡𝐶𝑉

𝑏

8.5 ± 0.5 0.77 ± 0.04 0.79 ± 0.03
6.4 ± 0.4 0.74 ± 0.04 0.74 ± 0.02
4.3 ± 0.3 0.76 ± 0.04 0.77 ± 0.02

batch process, it provides a graphical means for determining the maximum possible

production rate, and the improvements that can be attained using voltage-control

and higher flow velocities.

2.5.5 The Effect of Varying Maximum Voltage

Thus far, we have analyzed the performance of feed-forward voltage-control at varying

target current density ratios, with no limitations on stack voltage. Now we assess

the behavior at a fixed target current density ratio of 𝑟𝑖 = 0.6, but impose varying

maximum stack voltages (Fig. 2-13).

ba

Figure 2-13: By raising the maximum voltage allowable for feed-forward voltage-
control (VC), a higher initial current was obtained than with constant-voltage desali-
nation (CV) (left). Error-bars are smaller than the markers. Diluate conductivity
is plotted against time, indicating that the VC tests desalinated 1.05 ± 0.01 L from
1500 mg/L to 500 mg/L within a similar duration, but all quicker than the CV trial
(right). The shaded region represents measurement uncertainty.
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Table 2.7: Summary of batch completion times at varying maximum voltages

Test Max 𝑉 Operation Time-Averaged Meas 𝑟𝑖 Pred 𝑡𝑏 at 𝑟𝑖 [s] Meas 𝑡𝑏 [s]
1 16.7 CV 0.57 ± 0.02 283 ± 44 336 ± 19
6 20.0 VC 0.63 ± 0.02 256 ± 39 283 ± 6
7 23.0 VC 0.62 ± 0.02 260 ± 40 277 ± 6
8 26.0 VC 0.65 ± 0.02 248 ± 38 276 ± 6

Again, the batch completion times for trials 1 and 6-8 matched theoretical predic-

tions within experimental error (Table 2.7), providing further validation that Equation

2.29 is valid for any function of 𝑟𝑖 in time. However, in contrast to previous cases,

voltage-control did not substantially decrease the batch completion time when com-

pared to constant-voltage operation. In addition, there was no measurable difference

in batch completion time as the maximum voltage was varied from 20.0 to 26.0 V.

By comparing these results with the other trials conducted at 54 L/h, this behavior

was attributed to three factors:

1. From Equation 2.29, the batch completion time scales as

𝑡𝑏 ∝ ln
(︂
𝐶feed

𝐶prod

)︂
. (2.41)

As a result, any change in the average current ratio 𝑟𝑖 will yield a higher reduc-

tion in the batch time when desalinating through larger concentration changes.

This relationship is graphically represented is Figure 2-14, and shown to agree

with all trials conducted at 54 L/h.

2. A high average current ratio can be obtained with standard constant-voltage

operation when the concentration difference between the feed and product is

small, because the ‘untapped capacity’ in Figure 2-4 is narrow. For example,

we observed a time-averaged current ratio of 0.57 ± 0.02 when desalinating

from 1500 to 500 mg/L in Test 1, whereas this ratio is lower for Tests 2 (3000

to 400 mg/L) and 4 (2000 to 300 mg/L): 0.39 ± 0.01 and 0.37 ± 0.01, respec-

tively. Conversely, when desalinating through large concentration differences,

the average current ratio achieved at a constant-voltage is low. Here, small 𝑟𝑖
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Figure 2-14: The measured batch times 𝑡𝑏 at varying feed-to-product concentration
ratios, and average current density ratios 𝑟𝑖, agree with model predictions for all
trials conducted at a 54 L/h flow rate. As this concentration ratio increases, a larger
reduction in batch completion time 𝑡𝑏 can be obtained using voltage-control.

changes using feed-forward voltage-control can improve production performance

significantly.

3. When plotting current against diluate concentration (Fig. 2-13a), we observed

that increasing the maximum voltage results in significant differences in the

current-draw at concentrations exceeding 1000 mg/L. However, the change in

diluate concentration from 1500 (2942 uS/cm) to 1000 mg/L (1993 uS/cm) oc-

curs within only ∼100 s of the full ∼300 s batch duration (Fig. 2-13a). At con-

centrations below 1000 mg/L, current differences between the voltage-controlled

trials become negligible. Averaging over time then, the overall differences in 𝑟𝑖

are diminished.

Together, items 1-3 indicate that the highest utility is derived from time-variant

voltage-control when producing low-salinity water from highly concentrated feeds.
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2.6 Conclusions

Batch desalination using a single ED stack is implemented when space constraints

prohibit continuous desalination using a cascade of ED stages. However, batch de-

salination is often performed at a constant voltage, causing the membranes to be

under-utilized initially during the cycle when higher currents could be sustained.

Time-variant, feed-forward voltage-control was investigated as a method to utilize

this unused membrane capacity, and increase production rate or decrease the re-

quired membrane area relative to conventional constant-voltage operation. Without

affecting pH change, a maximum reduction in batch completion time of 37% ± 2%

was experimentally obtained while desalinating from 3000 to 400 mg/L at a linear

flow velocity of 6.4 cm/s.

We analytically predicted the batch completion times, and demonstrated close

agreement with experimental measurements for varying brackish feeds (1500, 2000,

and 3000 mg/L), products (200, 300, and 500 mg/L), linear flow velocities (4.3, 6.4,

and 8.5 cm/s), and for both constant-voltage and voltage-controlled desalination.

This model indicates that the batch completion time is inversely proportional to

the time-averaged ratio of applied to limiting current density. Therefore, voltage-

control increased the production rate by achieving higher ratios than is possible with

constant-voltage desalination. The largest productivity gains are derived at low flow

velocities and high feed-to-product concentration ratios. If pumping consumes more

energy than ion-transport, voltage-control was shown to also decrease the total specific

energy consumption.

Finally, we designed and experimentally evaluated a feed-forward voltage-controller

that can be fitted to a conventional batch ED system without additional sensors. Us-

ing diluate and concentrate conductivity measurements, and a simple model of the

ED process, the controller tracked the desired current to within -15 to +20%. This

performance can be improved by addressing flow velocity effects on diffusion bound-

ary layer resistance, resolving spatial concentration variations across long flow paths,

and implementing feedback.
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It is our aim that this work will provide designers and operators with both graph-

ical (Fig 2-12) and simple analytical tools (Eqn. 2.29) to design and assess batch ED

processes, as well as a method to maximize their systems’ production performance.

For cost-critical applications such as groundwater desalination in rural communities,

we have additionally demonstrated that feed-forward voltage-control is one manner

by which drinking water may be more affordably produced.
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Chapter 3

Modeling the Recovery and Specific

Energy Consumption of Single-Stage

Reverse Osmosis Systems

3.1 Introduction

The decrease in reverse osmosis (RO) specific energy consumption over the last 40-

50 years has resulted in its widespread application to brackish water and seawater

desalination [1, 2]. In the next four years alone, the installed capacity is anticipated

to expand from approximately 45 to 65 million m3/day to help satisfy the growing

worldwide demand for freshwater [3]. To design and evaluate the RO processes that

will enable this growth, designers and engineers require access to simple but reliable

modeling tools.

The literature offers a variety of RO modeling methods. One approach is to fit

polynomial functions or neural networks with collected data to enable future predic-

tions of performance [4–6]. This is a suitable approach when considering one specific

process, but requires re-calibration when translated to others. A more common treat-

ment involves one-dimensional water and salt mass balances along the RO process

[7–12], and their evolution in time [13, 14]. Two-dimensional [15–17] and quasi-two-
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dimensional models [18, 19] expand upon this approach to capture both longitudinal

and lateral variations in concentration and flow quantities. These analytical methods

are more general than the fitted models previously discussed, but sometimes require

either numerical integration or a system of several equations to be solved simulta-

neously. They can therefore be cumbersome to apply in initial process sizing and

analysis.

This chapter derives among the simplest one-dimensional analytical models to

evaluate the recovery and energy consumption of single-stage RO processes. Equiva-

lent models have been previously proposed and applied [20–23], but often with limited

or no supporting validation. Here, we aim to validate those models against experi-

mental brackish water and seawater RO data from one spiral-wound element through

to a full plant. We demonstrate that models of this type are accurate and useful,

and additionally provide an ‘uncertainty estimator’ to help assess when more pre-

cise modeling is necessary to capture the effects of pressure drop through the feed

channels.

Section 3.2 first outlines the proposed model. The model is simplified by neglecting

frictional pressure drop in the feed channel. We then provide an analytical uncertainty

function to bound the impact of this pressure drop on the predicted recovery ratio

and specific energy consumption (Sec. 3.3). This treatment is notably different from

previous approaches that either neglect the pressure drop altogether, or precisely cal-

culate it by spatially discretizing the RO process. Finally, Section 3.4 explores the

similarities with models previously proposed, offers a demonstrative example of the

model’s application to brackish water (BWRO) and seawater RO (SWRO) simula-

tions, and compares model predictions against experimental measurements compiled

from literature.

3.2 Model Derivation

The conceptual framework underlying this model (Fig. 3-1) is borrowed from previous

studies [1, 20, 21, 24–27]. The local permeate flux 𝐽𝑤 in an RO process is proportional
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to the difference between the applied applied 𝑃𝑓 and retentate osmotic pressure 𝜋.

Integrated over the process, this permeate flux gradually raises the recovery ratio.

There is a accompanying increase in osmotic pressure since the retentate becomes

more concentrated. Therefore, the process achieves a maximum recovery once the

osmotic pressure outgrows the applied pressure.

Figure 3-1: This graphical representation of a single-stage RO process assumes neg-
ligible pressure drop in the feed channel. The retentate osmotic pressure 𝜋 starts at
the feed osmotic pressure 𝜋𝑓 and increases as a function of the instantaneous recovery
ratio 𝑟. 𝑟𝑚𝑎𝑥 represents the maximum attainable recovery, which occurs at the the
intersection of the feed pressure 𝑃𝑓 and retentate osmotic pressure

Applying the assumptions listed in Section 3.2.1 to this framework, we derived

equations for the maximum recovery ratio 𝑟𝑚𝑎𝑥, the actual recovery ratio 𝑟, and

the specific energy consumption 𝑆𝐸𝐶. The full derivation is provided below, but

Equations 3.1, 3.11, and 3.18 constitute the final result.

3.2.1 Assumptions

1. Osmotic pressure varies linearly with concentration, based on van’t Hoff theory.
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2. There is perfect salt rejection, so the permeate is pure water at atmospheric

pressure.

3. The density of water 𝜌 is assumed to be constant.

4. Frictional pressure drop in the feed channel is neglected in the main model,

but we estimate the uncertainty in the modeled performance arising from this

simplification (Sec. 3.3).

5. Concentration polarization is neglected in the main model derivation and eval-

uation in favor of simplicity. However, Appendix 3.2.3 details an alternate form

of the recovery ratio equation (Eqn. 3.11) that accounts for concentration po-

larization.

3.2.2 Maximum Recovery Ratio

The model presented in this paper relies on the understanding that the maximum

recovery ratio 𝑟𝑚𝑎𝑥 for a single RO stage occurs where the feed pressure 𝑃𝑓 intersects

the osmotic pressure 𝜋 curve in Figure 3-1. Therefore,

𝑟𝑚𝑎𝑥 = 1 − 𝜋𝑓

𝑃𝑓

, where 𝑟𝑚𝑎𝑥 < 1. (3.1)

3.2.3 Recovery Ratio

The actual recovery ratio 𝑟 is evaluated by applying salt and water mass balances

along the length of the RO process.

Salt Mass Balance

Assuming a constant water density, the salt mass balance is

𝐶𝑓𝑄𝑓 = 𝐶𝑝𝑄𝑝 + 𝐶𝑏𝑄𝑏, (3.2)
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where 𝐶𝑓 , 𝐶𝑝, and 𝐶𝑏 are the respective feed, permeate, and retentate concentrations

and 𝑄𝑓 , 𝑄𝑝, and 𝑄𝑏 are the corresponding volumetric flow rates. Neglecting salt

transport across the membrane so that 𝐶𝑝 ≈ 0 simplifies the above expression to

𝐶𝑏 = 𝐶𝑓
𝑄𝑓

𝑄𝑏

= 𝐶𝑓

(︂
1

1 − 𝑟

)︂
, (3.3)

where 𝑟 is the recovery ratio. If the osmotic pressure 𝜋 is assumed to vary linearly

with concentration, then

𝜋 = 𝜋𝑓

(︂
1

1 − 𝑟

)︂
, (3.4)

where 𝜋𝑓 is the osmotic pressure of the feed. Referring to Figure 3-1, the maximum

recovery ratio 𝑟𝑚𝑎𝑥 occurs where the feed pressure intersects the osmotic pressure

curve, so
𝑃𝑓

𝜋𝑓

=

(︂
1

1 − 𝑟𝑚𝑎𝑥

)︂
or (3.5)

𝑟𝑚𝑎𝑥 = 1 − 𝜋𝑓

𝑃𝑓

< 1. (3.6)

Water Mass Balance

The local rate of water production at an infinitesimal section of the membrane is

𝑑𝑄𝑝 = 𝐴𝑚(𝑃𝑓 − 𝜋)𝑑𝑆, (3.7)

where 𝐴𝑚 is the membrane water permeability coefficient, and 𝑆 is the membrane

area. Note that we do not model concentration polarization in this simple model,

but a concentration polarization coefficient can be multiplied to the osmotic pressure

𝜋 to account for this effect (see Appendix 3.2.3 for more details on this treatment).

Dividing by the feed flow rate 𝑄𝑓 and substituting Equations 3.4 and 3.5 gives

𝑑

(︂
𝑄𝑝

𝑄𝑓

)︂
=

𝐴𝑚

𝑄𝑓

𝜋𝑓

(︂
1

1 − 𝑟𝑚𝑎𝑥

− 1

1 − 𝑟

)︂
𝑑𝑆 (3.8)

𝑑𝑟 =
𝐴𝑚𝜋𝑓

𝑄𝑓

(︂
𝑟𝑚𝑎𝑥 − 𝑟

(1 − 𝑟𝑚𝑎𝑥)(1 − 𝑟)

)︂
𝑑𝑆. (3.9)
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Grouping terms allows integration, such that

∫︁ 𝑟<𝑟𝑚𝑎𝑥

0

1 − 𝑟

𝑟𝑚𝑎𝑥 − 𝑟
𝑑𝑟 =

∫︁ 𝑆

0

𝐴𝑚𝜋𝑓

𝑄𝑓 (1 − 𝑟𝑚𝑎𝑥)
𝑑𝑆. (3.10)

The final result is

𝑟(1 − 𝑟𝑚𝑎𝑥) − (1 − 𝑟𝑚𝑎𝑥)2 ln

(︂
1 − 𝑟

𝑟𝑚𝑎𝑥

)︂
=

𝐴𝑚𝜋𝑓𝑆

𝑄𝑓

. (3.11)

The result above relates the recovery ratio and required feed pressure (via 𝑟𝑚𝑎𝑥)

on the left, to the process parameters (𝑄𝑓 and 𝜋𝑓 ) and system properties (𝑆 and 𝐴𝑚)

on the right. As the actual recovery 𝑟 approaches the maximum recovery ratio 𝑟𝑚𝑎𝑥,

the membrane area requirement 𝑆 tends to infinity (Eqn. 3.11). Therefore 𝑟𝑚𝑎𝑥 more

precisely represents the maximum theoretical recovery ratio given infinite membrane

area. This relationship is visualized in Figure 3-2.

Figure 3-2: Recovery ratio 𝑟 is plotted for increasing membrane area 𝑆 at different
pressure ratios (Eqn. 3.11). The feed flow rate, feed osmotic pressure, and membrane
permeability are 1000 L/h, 30 bar, and 1 L/m2-h-bar, respectively. As membrane area
increases, the recovery ratio approaches the maximum recovery ratio 𝑟𝑚𝑎𝑥 (Eqn.3.1).

Designers are often more concerned with achieving a target permeate flow rate
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𝑄𝑝. In this case, substituting 𝑄𝑝 = 𝑟𝑄𝑓 gives an alternate form of Equation 3.11,

where

1 − 𝑟𝑚𝑎𝑥 −
(1 − 𝑟𝑚𝑎𝑥)2

𝑟
ln

(︂
1 − 𝑟

𝑟𝑚𝑎𝑥

)︂
=

𝐴𝑚𝜋𝑓𝑆

𝑄𝑝

. (3.12)

Note that the right hand side can also be expressed in terms of the average permeate

flux 𝐽𝑤, where

𝐽𝑤 =
𝑄𝑝

𝑆
. (3.13)

With this substitution, one can analyze RO performance without assigning a physical

scale to the process. We provide an example of such an analysis in Section 3.4.2.

Accounting for Concentration Polarization

We do not account for concentration polarization in the derivation above. A simple

adjustment to account for it begins with adding a concentration polarization factor

𝛽 in Equation 3.7 to get

𝑑𝑄𝑝 = 𝐴𝑚(𝑃𝑓 − 𝛽𝜋)𝑑𝑆, (3.14)

as previously shown by Fraidenraich et al. [23]. This concentration polarization factor

can be calculated using

𝛽 = exp

(︂
𝐽𝑤
𝑘𝑚

)︂
(3.15)

from film theory [28], where 𝐽𝑤 is the permeate flux and 𝑘𝑚 is boundary-layer mass-

transfer coefficient. For typical feed flow velocities of 10-25 cm/s and 15-30 L/m2-h

permeate flux, 𝛽 varies between 1.03 - 1.1. Treating this factor as a constant gives

a similar solution to Equation 3.11. The only difference being that 𝑟𝑚𝑎𝑥 is replaced

with 𝑟′𝑚𝑎𝑥, where

𝑟′𝑚𝑎𝑥 = 𝛽𝑟𝑚𝑎𝑥 + 1 − 𝛽. (3.16)

3.2.4 Specific Energy Consumption

The specific energy consumption 𝑆𝐸𝐶 of the RO membrane train is

𝑆𝐸𝐶 =
𝑃𝑓𝑄𝑓

𝑄𝑝

=
𝑃𝑓

𝑟
. (3.17)
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Substituting Equation 3.1 gives the simple final result that

𝑆𝐸𝐶 =
𝜋𝑓

𝑟(1 − 𝑟𝑚𝑎𝑥)
. (3.18)

The same result is obtained by first rearranging Equation 3.12 to get

1 − (1 − 𝑟𝑚𝑎𝑥)

𝑟
ln

(︂
1 − 𝑟

𝑟𝑚𝑎𝑥

)︂
=

𝐴𝑚𝜋𝑓𝑆

𝑄𝑝(1 − 𝑟𝑚𝑎𝑥)
. (3.19)

Then, substituting Equation 3.1 so

1 − (1 − 𝑟𝑚𝑎𝑥)

𝑟
ln

(︂
1 − 𝑟

𝑟𝑚𝑎𝑥

)︂
=

𝐴𝑚𝑃𝑓𝑆

𝑄𝑝

, (3.20)

and finally dividing by Equation 3.11 to get

1 − (1−𝑟𝑚𝑎𝑥)
𝑟

ln
(︁

1 − 𝑟
𝑟𝑚𝑎𝑥

)︁
𝑟(1 − 𝑟𝑚𝑎𝑥) − (1 − 𝑟𝑚𝑎𝑥)2 ln

(︁
1 − 𝑟

𝑟𝑚𝑎𝑥

)︁ =

𝐴𝑚𝑃𝑓𝑆

𝑄𝑝

𝐴𝑚𝜋𝑓𝑆

𝑄𝑓

(3.21)

𝜋𝑓

𝑟(1 − 𝑟𝑚𝑎𝑥)
=

𝑃𝑓𝑄𝑓

𝑄𝑝

. (3.22)

This result implies that Equations 3.1, 3.11, and 3.18 are consistent.

Equation 3.18 does not account for energy recovery and component efficiencies.

They can only be considered once the full process is defined (Fig. 3-3). For example,

for a standard BWRO process without energy recovery, the corresponding expression

is

𝑆𝐸𝐶𝑆𝑇𝐷 =
1

𝜂𝑃

𝜋𝑓

𝑟(1 − 𝑟𝑚𝑎𝑥)
. (3.23)

where 𝜂𝑃 is the pump efficiency. SWRO processes typically implement energy recov-

ery. In this case, the expression is

𝑆𝐸𝐶𝐸𝑅𝐷 =
𝜋𝑓

(1 − 𝑟𝑚𝑎𝑥)

(︂
1

𝜂𝑃
+

1

𝜂𝐵𝑃

(︂
1 − 𝑟

𝑟

)︂
(1 − 𝜂𝐸𝑅𝐷)

)︂
, (3.24)

where 𝜂𝐸𝑅𝐷 is the energy recovery device (ERD) efficiency and 𝜂𝐵𝑃 is the booster

pump efficiency.
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(a) BWRO

(b) SWRO

Figure 3-3: Typical single-stage configurations for brackish water (BWRO) and sea-
water reverse osmosis (SWRO). ‘P’ and ‘BP’ are the pump and booster pump, re-
spectively. Given lower operating pressures and higher recoveries, energy recovery
devices (ERDs) are not typical in BWRO.

3.3 Uncertainty from Neglecting Pressure Drop

The model described above assumes that the applied pressure is constant and equal

to the feed pressure. In reality, friction in the feed channel gradually decreases the

applied pressure. Neglecting this pressure drop thereby introduces uncertainty in

the modeled recovery ratio and specific energy consumption. This uncertainty is

quantified in this section to help decide when more detailed modeling is required.

3.3.1 Recovery Ratio Uncertainty

The recovery ratio is a function of the feed pressure 𝑃𝑓 given a fixed feed flow rate,

membrane area, and feed osmotic pressure. The uncertainty in recovery ratio predic-

tions 𝛿𝑟 from neglecting frictional pressure drop in the feed channel ∆𝑃𝑓 is approxi-

mately

𝛿𝑟 =
𝑑𝑟

𝑑𝑃𝑓

(−∆𝑃𝑓 ) =

(︂
𝑑𝑟

𝑑𝑟𝑚𝑎𝑥

)︂(︂
𝑑𝑟𝑚𝑎𝑥

𝑑𝑃𝑓

)︂
(−∆𝑃𝑓 ) , (3.25)
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where 𝑟𝑚𝑎𝑥 is the maximum recovery ratio. Differentiating Equation 3.11, gives the

first term

𝑑𝑟

𝑑𝑟𝑚𝑎𝑥

=
(𝑟𝑚𝑎𝑥 − 𝑟)

(1 − 𝑟)(1 − 𝑟𝑚𝑎𝑥)

[︂
𝑟 − 2(1 − 𝑟𝑚𝑎𝑥) ln

(︂
1 − 𝑟

𝑟𝑚𝑎𝑥

)︂
+

𝑟(1 − 𝑟𝑚𝑎𝑥)2

𝑟𝑚𝑎𝑥(𝑟𝑚𝑎𝑥 − 𝑟)

]︂
= 𝐹 (𝑟, 𝑟𝑚𝑎𝑥).

(3.26)

Similarly, differentiating Equation 3.1 gives the second term

𝑑𝑟𝑚𝑎𝑥

𝑑𝑃𝑓

=
(1 − 𝑟𝑚𝑎𝑥)

𝑃𝑓

. (3.27)

Next, we evaluate an expression for the frictional pressure drop ∆𝑃𝑓 and combine

terms to provide a final expression for 𝛿𝑟.

Pressure Drop

Pressure drop in channel is modeled by equations of the form

𝑑𝑃𝑓 =
1

2
𝑓
𝜌𝑢2

𝑟

𝑑ℎ
𝑑𝑥, (3.28)

where 𝑢𝑟 is the retentate flow velocity, 𝑓 is the friction factor, 𝜌 is the density of the

solution, and 𝑑ℎ is the hydraulic diameter. Note that the retentate flow velocity and

volumetric flow-rate are related through

𝑢𝑟 =
𝑄𝑟

𝑛𝑙𝜖𝑊ℎ
(3.29)

where 𝑛𝑙 is the number of leaves in a spiral-wound element, 𝑊 is the active width of

the membrane in each leaf, ℎ is the channel height, and 𝜖 is the spacer void fraction.

The retentate flow quantities can also be expressed in terms of the respective feed

quantities 𝑢𝑓 and 𝑄𝑓 through

𝑢𝑟 = 𝑢𝑓 (1 − 𝑟), and (3.30)
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𝑄𝑟 = 𝑄𝑓 (1 − 𝑟). (3.31)

Furthermore, the membrane area 𝑆 is related to the distance along the feed spacer

via

𝑑𝑆 = 2𝑛𝑙𝑊𝑑𝑥. (3.32)

The factor of 2 accounts for permeate production occurring at both walls of the feed

channel.

Next, we perform a series of substitutions to Equation 3.28, beginning with Equa-

tions 3.29 through 3.32 so that

𝑑𝑃𝑓 =
1

4𝑑ℎ𝑛𝑙𝑊
𝑓𝜌𝑢2

𝑓 (1 − 𝑟)2𝑑𝑆. (3.33)

Then, we substitute Equation 3.4 for 𝑑𝑆, which gives

𝑑𝑃𝑓 =
1

4𝑑ℎ𝑛𝑙𝑊
𝑓𝜌𝑢2

𝑓 (1 − 𝑟)2
𝑑𝑄𝑝

𝐴𝑚(𝑃 − 𝜋)
, (3.34)

where 𝐴𝑚 is the membrane water permeability and 𝜋 is the retentate osmotic pres-

sure. The retentate pressure 𝑃 , which drives permeate flux, decreases with pressure

drop. This higher order effect is neglected for the purposes of deriving an uncertainty

estimate. Instead, the retentate pressure is held at the feed pressure 𝑃𝑓 . Relating

the feed and osmotic pressures to the recovery ratio (Eqns. 3.5 and 3.4, respectively)

then gives

𝑑𝑃𝑓 =
𝑓𝜌𝑢2

𝑓𝑄𝑓

4𝑑ℎ𝑛𝑙𝑊𝐴𝑚𝑃𝑓

(1 − 𝑟)3

(𝑟𝑚𝑎𝑥 − 𝑟)
𝑑𝑟 (3.35)

since 𝑑𝑄𝑝 = 𝑄𝑓𝑑𝑟. Integrating both sides, and substituting 𝑢𝑓 for 𝑄𝑓 (Eqn. 3.29)

gives the final expression for the pressure drop,

∆𝑃𝑓 =
𝜖ℎ

4𝑑ℎ

𝑓𝜌𝑢3
𝑓

𝐴𝑚𝑃𝑓

∫︁ 𝑟<𝑟𝑚𝑎𝑥

0

(1 − 𝑟)3

𝑟𝑚𝑎𝑥 − 𝑟
𝑑𝑟. (3.36)

The expression above assumes a constant friction factor. This is a good approximation

for our purposes since Schock and Miquel experimentally measured it to be 0.7-1.5

for different feed spacers over a broad range of Reynolds Numbers (100- 1000) [29].
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Substitution and Result

Substituting Equations 3.26, 3.27, and 3.36 in the initial expression (Eqn. 3.25) gives

the final result that

𝛿𝑟 = − 𝜖ℎ

4𝑑ℎ

𝑓𝜌𝑢3
𝑓

𝐴𝑚𝑃 2
𝑓⏟  ⏞  

𝐾

𝐹 (𝑟, 𝑟𝑚𝑎𝑥)𝐺(𝑟, 𝑟𝑚𝑎𝑥) (3.37)

when considering designs with fixed feed flow rates. The negative coefficient indicates

pressure drop causes the recovery to decrease. When deriving this expression, it was

assumed that the applied pressure across the full channel was reduced by the total

pressure drop (Eqn. 3.37). In practice, the pressure at the entry is higher than at

the exit. Therefore, this expression is conservative. The function 𝐹 was defined

previously (Eqn. 3.26) and 𝐺 is the solution to the integral in Equation 3.36:

𝐺(𝑟, 𝑟𝑚𝑎𝑥) = (1 − 𝑟𝑚𝑎𝑥)2𝑟 +
1

2
(1 − 𝑟𝑚𝑎𝑥)

[︀
1 − (1 − 𝑟)2

]︀
+

1

3

[︀
1 − (1 − 𝑟)3

]︀
−(1 − 𝑟𝑚𝑎𝑥)3 ln

(︂
1 − 𝑟

𝑟𝑚𝑎𝑥

)︂
.

(3.38)

If the design is instead constrained to provide a fixed product flow rate (or flux), then

function 𝐹 is replaced by a different function 𝐸 to capture a different sensitivity of

recovery ratio to pressure ratio (Eqn. 3.12 vs. 3.11). Substituting the derivative of

Equation 3.12 for Equation 3.26 then gives that

𝐸(𝑟, 𝑟𝑚𝑎𝑥) =
𝑟(𝑟𝑚𝑎𝑥 − 𝑟)

(1 − 𝑟𝑚𝑎𝑥)
[︁
𝑟 + (𝑟𝑚𝑎𝑥 − 𝑟) ln

(︁
1 − 𝑟

𝑟𝑚𝑎𝑥

)︁]︁
[︂
𝑟 − 2(1 − 𝑟𝑚𝑎𝑥) ln

(︂
1 − 𝑟

𝑟𝑚𝑎𝑥

)︂
+

𝑟(1 − 𝑟𝑚𝑎𝑥)2

𝑟𝑚𝑎𝑥(𝑟𝑚𝑎𝑥 − 𝑟)

]︂
.

(3.39)

The non-dimensional constant 𝐾 defines the magnitude of the uncertainty, and de-

pends on process and design parameters. The explicit analytical functions 𝐸, 𝐹 and

𝐺 resolve to values between 0.1-35 for combinations satisfying 0.1 < 𝑟 < 𝑟𝑚𝑎𝑥 < 0.95.

The definitions of the feed flow velocity 𝑢𝑓 and hydraulic diameter 𝑑ℎ depend on

82



the friction factor 𝑓 correlation being applied. In this work, we use

𝑓 = 6.23𝑅𝑒−0.3, (3.40)

which was shown to accurately model a variety of feed spacers at Reynolds numbers

𝑅𝑒 ranging from 100 to 1000 [29]. For this correlation,

𝑑ℎ =
2𝜖ℎ

5 − 4𝜖
, and (3.41)

𝑢𝑓 =
𝑄𝑓

𝜖𝑊ℎ
, (3.42)

where 𝑊 , ℎ, and 𝜖 are the width, height, and porosity of the feed spacer, respectively.

The friction factor is evaluated at the feed flow velocity when estimating uncertainty.

3.3.2 Specific Energy Consumption

The process configuration affects how frictional pressure drop impacts specific energy

consumption. For a single-stage process without energy recovery (Eqn. 3.23), the

pressure drop lowers recovery ratio. The corresponding increase in energy consump-

tion 𝛿𝑆𝑇𝐷
𝑆𝐸𝐶 is

𝛿𝑆𝑇𝐷
𝑆𝐸𝐶 = −𝑆𝐸𝐶𝑆𝑇𝐷

𝛿𝑟
𝑟
. (3.43)

With energy recovery (Eqn. 3.24), the feed channel pressure drop decreases both

recovery ratio and the recaptured brine pressure. Considering both effects, the un-

certainty in model predictions 𝛿𝐸𝑅𝐷
𝑆𝐸𝐶 is

𝛿𝐸𝑅𝐷
𝑆𝐸𝐶 = −𝑃𝑓

(1 − 𝜂𝐸𝑅𝐷)

𝜂𝐵𝑃 𝑟2
𝛿𝑟 +

(1 − 𝑟)

𝑟

𝜂𝐸𝑅𝐷

𝜂𝐵𝑃

∆𝑃𝑓 . (3.44)

From Equation 3.36, the feed channel pressure drop ∆𝑃𝑓 is approximated by

∆𝑃𝑓

𝑃𝑓

= 𝐾𝐺(𝑟, 𝑟𝑚𝑎𝑥), (3.45)
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where 𝐾 and 𝐺 are respectively the same constant and function as defined for the

recovery uncertainty (3.37).

3.4 Interpretation, Application, and Validation

We first show that although interpreted differently, the model derived here is equiv-

alent to work from other authors (Sec. 3.4.1). This is a useful exercise because the

different authors offer unique insight on the same equations. Next, the model is used

to predict the energy consumption and recovery ratio for representative single-stage

BWRO and SWRO processes (Sec. 3.4.2). These sample simulations are meant to

demonstrate the model’s utility in analyzing processes. Finally, model predictions are

compared against experimental data to evaluate accuracy (Sec. 3.4.3).

3.4.1 Equivalence with Other Models

Song and Tay derived an analytical model for a long crossflow RO membrane channel

[20]. An important parameter in their model is the characteristic pressure ∆𝑝* defined

as

∆𝑝* =
𝑢0ℎ𝑅𝑚

𝐿
, (3.46)

where 𝑢0 is the void channel feed flow velocity at the inlet, ℎ is the channel height,

𝑅𝑚 is the membrane resistance or the inverse of the membrane permeability 𝐴𝑚, and

𝐿 is the length of the channel. The right hand side of of our recovery ratio model

(Eqn. 3.11) can be expressed in terms of ∆𝑝*, since

𝜋𝑓𝐴𝑚
𝑆
𝑊

𝑄𝑓

𝑊

=
𝜋𝑓𝐿

𝑅𝑚𝑢0ℎ
=

𝜋𝑓

∆𝑝*
. (3.47)

The two models are equivalent with this substitution.

Song and Tay also showed that the process approaches the thermodynamic re-

striction at high ratios of feed pressure to characteristic pressure. Then, the recovery

ratio is bound by (1 − 𝜋𝑓/𝑃𝑓 ). This result is also consistent with the present work,
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since 𝑟𝑚𝑎𝑥 in our model equals the same quantity by definition.

Zhu et al. gave the following expression for the average net driving pressure 𝑁𝐷𝑃

for a crossflow RO system [21]:

𝑁𝐷𝑃 =
𝑃𝑓

1 +
𝜋𝑓

𝑃𝑓

1
𝑟

ln
(︁

1−𝜋𝑓/𝑃𝑓

1−𝑟−𝜋𝑓/𝑃𝑓

)︁ , or

=
𝑃𝑓

1 − (1−𝑟𝑚𝑎𝑥)
𝑟

ln
(︁

1 − 𝑟
𝑟𝑚𝑎𝑥

)︁ (3.48)

Substituting 𝑁𝐷𝑃 into the right hand side of Equation 3.12 gives the same result

since

𝑁𝐷𝑃 =
𝑄𝑝

𝐴𝑚𝑆
. (3.49)

Hence, the two models are again equivalent.

Qiu and Davies derived the theoretical minimum energy consumption to be

𝑆𝐸𝐶𝑚𝑖𝑛
𝑆𝑇𝐷,𝑡ℎ =

𝜋𝑓

𝑟(1 − 𝑟)
and (3.50)

𝑆𝐸𝐶𝑚𝑖𝑛
𝐸𝑅𝐷,𝑡ℎ =

𝜋𝑓

1 − 𝑟
(3.51)

for single-stage RO processes with and without energy recovery, respectively [24].

These expressions match Equations 3.24 and 3.23 when 𝑟 = 𝑟𝑚𝑎𝑥 and all component

efficiencies are unity. This condition implies that the applied pressure is exactly

that which is necessary to achieve a desired recovery ratio using infinite membrane

area; no excess pressure is applied. It also follows that the SEC expressions from

this work generalize the results from Qiu and Davies to provide the minimum energy

consumption when operating at a finite flux, where 𝑟 ̸= 𝑟𝑚𝑎𝑥. These expressions are

𝑆𝐸𝐶𝑚𝑖𝑛
𝑆𝑇𝐷 =

𝜋𝑓

𝑟(1 − 𝑟𝑚𝑎𝑥)
and (3.52)

𝑆𝐸𝐶𝑚𝑖𝑛
𝐸𝑅𝐷 =

𝜋𝑓

1 − 𝑟𝑚𝑎𝑥

(3.53)

for processes with and without energy recovery, respectively.
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3.4.2 Sample BWRO and SWRO Simulations

The model was used to predict the recovery ratio and energy consumption (Fig.

3-4) of the single-stage BWRO and SWRO configurations introduced in Figure 3-

3. Parameters for this case-study were chosen to reflect conventional design and

operation (Table 3.1) [27, 30, 31]. The theoretical energy consumption at the limit of

zero flux (Eqns. 3.50 and 3.51) is also plotted for each configuration. Key observations

include:

Table 3.1: BWRO and SWRO Simulation Parameters

Parameter BWRO SWRO
Feed Osmotic Pressure, 𝜋𝑓 [bar] 3 30
Membrane Water Permeability, 𝐴𝑚 [L/m2-h-bar] 5 1
Average Flux, 𝐽𝑤 [L/m2-h] 25 15
Feed Channel Height, ℎ [mm] 0.77 0.77
Feed Channel Porosity, 𝜖 0.9 0.9
Feed Channel Velocity, 𝑢𝑓 [m/s] 0.15 0.15
Feed Pump Efficiency, 𝜂𝑃 0.8 0.8
Booster Pump Efficiency, 𝜂𝐵𝑃 - 0.8
ERD Efficiency, 𝜂𝐸𝑅𝐷 - 0.9

1. The x-intercepts in Figure 3-4A are the minimum pressure ratios required to

generate the prescribed permeate flux at the given 𝐴𝑚 values. Lowering 𝐴𝑚

or raising the average flux requirement shifts the intercept to higher pressure

ratios (or 𝑟𝑚𝑎𝑥 values).

2. Recovery ratio is initially limited by membrane permeability. A higher per-

meability raises recovery ratio in this region. Recovery eventually becomes

pressure-limited; hence 𝑟 approaches 𝑟𝑚𝑎𝑥 (thermodynamic restriction).

3. Shaded regions indicate that neglecting frictional pressure drop has a negligible

impact when modeling the performance of single-stage SWRO at typical 30-

50% recoveries [2]. Here, the SEC and recovery is predicted with a maximum

uncertainty of 2% and 4%, respectively. This result matches the assessment by

Zhu et al. who estimated the relative error due to frictional pressure drop to lie

in the range of 10−5-10−2 for 𝑟 = 0.3 − 0.95 [21].
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A. B.

Figure 3-4: Predicted recovery ratio 𝑟 (A) and specific energy consumption 𝑆𝐸𝐶 (B)
for single-stage BWRO without energy recovery, and SWRO with energy recovery,
at fixed average permeate flux (Eqns. 3.12 and 3.18). Simulated parameters are
summarized in Table 3.1. Dashed lines represent the thermodynamic limit whereby
𝑟 = 𝑟𝑚𝑎𝑥 on (A), and on (B) the theoretical energy consumption at zero permeate
flux (Eqns. 3.50 and 3.51). The solid lines represent the predicted recovery and 𝑆𝐸𝐶,
* symbols indicate 𝑆𝐸𝐶 minima, and the shaded regions represent the uncertainty in
the model predictions from neglecting pressure drop in the feed channel (Eqns. 3.37
and 3.43).

4. Neglecting pressure drop introduces more uncertainty when modeling BWRO

recovery and energy consumption because lower pressures are involved. Recall

that the uncertainty magnitude 𝐾 (Eqn. 3.37) scales as

𝐾 ∝ 1/𝑃 2
𝑓 , (3.54)

and as with the case simulated, feed pressures are generally lower in BWRO

processes.

5. When recovery ratio is raised at a fixed average permeate flux, the brine flow rate

decreases. The corresponding decrease in the frictional pressure drop (relative to

feed pressure) is reflected in the shape of the shaded uncertainty regions. Hence,

the model is generally expected to be more accurate at higher recoveries.

6. The minimum theoretical SEC without energy recovery occurs at a recovery
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ratio of 0.5. This result was previously shown by Qiu and Davies [24]. At

a finite flux, the optimum operating point shifts to higher recoveries. The

optimum recovery ratio is 0.69 for the simulated BWRO process.

7. Unlike the theoretical value, the actual SWRO energy consumption increases

at low recoveries due to ERD inefficiency. Permeate flux is fixed for these

simulations. Therefore, SEC increases at low recoveries because power loss at

the non-ideal ERD grows from increased brine flow.

8. Following from Item 7, we see that a recovery ratio of 34% minimizes SWRO

energy consumption with the specified flux and component efficiencies while the

theoretical minimum occurs at zero recovery.

3.4.3 Experimental Validation

Model predictions were compared against experimental data compiled from litera-

ture (Table 3.2). These data represent a broad range of system sizes and operating

parameters spanning both brackish and seawater RO.

Table 3.2: Summary of Compiled Experimental Data

Source Type Feed Pressure Feed Flow Membrane Area Recovery
[bar] [L/h] [m2] [%]

Shah and Winter [32] BW 0.7-5.6 56-104 0.49 2-25
Avlonitis et al. [33], Li [19] SW 60-80 615-655 2 8-14

Fraidenraich et al. [8] BW 6.8-11.0 425-630 7.5 16-32
Li and Noh [34] BW 12.6 310,000 - 355,000 7284, 3642𝑎 79-91

Song and Tay [20] BW 2-17 330-500 10.8 6-98
Geraldes et al. [35] SW 57-59 70,200-82,400 1680 30-32
Mohamed et al. [36] SW 37 847 5.6 12

𝑎 - Membrane areas for first and second trains, respectively. Brine from the first train was processed
by the second train without re-pressurization.

Recovery ratio and SEC predictions (Eqns. 3.11 and 3.18) agree with experimental

measurements with a mean relative error of 7% (Figs. 3-5 and 3-6). Therefore,

the model is reasonably accurate for a broad range of RO applications despite its

simplicity.

The comparison also confirms that the model generally over-predicts recovery

ratio and under-predicts SEC by neglecting frictional pressure drop. The associated
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Figure 3-5: Recovery ratio predictions from Equation 3.11 were compared against
experimental measurements compiled from literature. Horizontal error bars represent
estimated prediction uncertainty from neglecting feed channel pressure drop while
vertical error bars represent measurement uncertainty as reported in the sources. The
red data point has the highest relative error of 36% between measured and predicted
values.

uncertainty in the modeled performance was computed (Eqns. 3.37 and 3.43) and

plotted as horizontal error bars on Figures 3-5 and 3-6. Note that even though

some measurements significantly deviate from nominal model predictions, the error

falls within the uncertainty in most cases. The recovery ratio data point with the

highest relative error of 36% is one case where this agreement is observed (Fig. 3-5,

highlighted in red). This agreement indicates that the frictional pressure drop in

the feed channel likely explains the discrepancy between the nominal predictions and

the measurements. For predictions that closely match measurements, the proposed

method generally provides a smaller window of uncertainty. Thus, the proposed

uncertainty metric is a good indicator of the extent to which the model can be trusted.

BWRO processes with high feed flow velocities have the highest modeling uncer-

tainty. Recall that the uncertainty magnitude 𝐾 (Eqn. 3.37) scales as

𝐾 ∝ 𝑢3
𝑓/𝑃

2
𝑓 . (3.55)

Feed flow velocities ranged between 15-22 cm/s in the BWRO process investigated
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Figure 3-6: Specific energy consumption predictions from the model are compared
against experimental measurements compiled from literature. Comparison is drawn
for the 𝑆𝐸𝐶 of the RO membrane train only (Eqn. 3.17); component efficiencies
and energy recovery are not considered. Horizontal error bars represent prediction
uncertainty from neglecting feed channel pressure drop (Eqn. 3.43) while vertical
error bars represent measurement uncertainty

by Fraidenraich et al. [8], In the plant optimized by Li and Noh, the velocities were

26-30 cm/s [19]. To predict performance more precisely under these conditions, we

recommend alternative approaches that more precisely capture the effect of pressure

drop on the spatial variation in net driving pressure [7–14].

3.5 Conclusions

This work derived a simple set of equations to model the recovery ratio and energy

consumption of single-stage RO processes. Despite the simplicity, model predictions

matched experimental measurements for both BWRO and SWRO processes with a

mean relative error of 7%.

Neglecting frictional pressure drop in the feed channel introduces uncertainty in

the predicted performance. This uncertainty was analytically quantified and shown

to be negligible when modeling conventional single-stage SWRO, but significant for

BWRO with high feed flow velocities (>15 cm/s). Consequently, modeling the latter

may require a more detailed approach.
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While only single-stage RO processes were considered here, we have laid the

groundwork for others to expand the method to more complex process configura-

tions.
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Chapter 4

Using Gear and Vane mechanisms as

Energy Recovery Devices in

Small-Scale Reverse Osmosis

Applications

4.1 Introduction

This study investigates the feasibility of a low-cost energy recovery device (ERDs) for

small-scale reverse-osmosis (RO) applications. By recapturing brine pressure, ERDs

can decrease the specific energy consumption (SEC) of all RO processes. However,

most ERDs today (Fig. 4-1) are designed for large-scale seawater desalination plants

where the high pressures (40-55 bar) and flow rates (>100 m3/h) can amplify small

SEC reductions into large energy cost savings. At this scale, initial ERD costs are on

the order of $100-1000 per m3/h and are easily superceded by the energy cost savings

that they enable [1–3].

ERDs can also lower the SEC of smaller RO processes but the total power recover-

able from the brine stream drops with decreasing pressures and flow rates, providing

a lower opportunity for cost savings. Consequently, fewer ERD products have been
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0.1 - 1 m³/h 1-10 10 -100

Clark Pump 
Spectra Watermakers
(0.02-0.1)

Pearson Pump 
Spectra Watermakers (0.3-1.6)

SWPE
Danfoss (0.5-1.25)

APP/APM Series
Danfoss (0.2-22)

iSave
Danfoss (6-70)

DWEER
Flowserve (<350)

SalTec N
KSB (>300)

PX
ERI (4.5-68)

Turbocharger
FEDCO (3-1500 m³/h)

Francis Turbine
Flowserve (<1500)

PISTON-BASED ROTODYNAMIC

PRESSURE- EXCHANGERS

Figure 4-1: Examples of commercially-available ERDs at varying capacities.
Color-coding by mechanism type shows that pistons are prevalent at approximately
< 1 m3/h capacities, while rotodynamic devices and work-exchangers are generally
designed for >10 m3/h.

developed for small RO applications with <5 m3/h permeate production capacity

(Fig. 4-1) and they only tend to be cost-effective when energy is either scarce or

expensive. For example, the Clark Pump is a piston-based ERD designed for sea-

water desalination aboard sailboats and costs on the order of $10,000 per m3/h [2].

Clark Pumps have also been suggested for use in off-grid installations where decreas-

ing the power consumption can lead to significant savings on photovoltaic generation

costs [4]. Decreasing the cost of small-scale energy recovery could expand usage to

on-grid and lower-pressure brackish water desalination applications, thus making it

more efficient to produce drinking water using small-scale RO treatment [5–7].

Gear and sliding vane pumps are ubiquitous, inexpensive (∼$100 per m3/h), and

available in a variety of sizes. They can be adapted as hydraulic motors to recover

power from the brine stream and to convert it into mechanical power to assist with

pumping feed. However, the feasibility of energy recovery using gears has not been

previously explored and only one study evaluates small-scale vane ERDs. In this

study, Lu et al. [8] tested a 1.5-2 m3/h prototype that provided a 20% energy savings

at a maximum 41 bar test pressure. However, their system’s recovery dropped from

an expected 55% to a measured 15-20% due to the leakage of water from the high

pressure side to the low pressure side of the device. The geometry of the device nor

sources of these losses was explained so it remains unclear whether performance can

be improved. There are additionally two studies that modeled a 1200 m3/h vane ERD

96



[9, 10]. Since efficiency tends to improve with device size, the predicted performance

is likely to differ from the performance at the smaller <5 m3/h capacities of present

interest. Therefore, this study assesses the technical feasibility and challenges of gear-

and vane-based ERDs while crucially accounting for how efficiency degrades as these

mechanisms are scaled down. In doing so, we also aim to provide insight on whether

it is possible to improve upon the measured performance reported by Lu et al.

To assess feasibility, we propose a fixed-recovery pump-ERD architecture that can

adopt either gears or sliding vanes and evaluate its performance for typical BWRO

and SWRO operation. To do this, we first model the proposed device coupled to an

RO membrane train and simulate the impact of pump and ERD inefficiencies on de-

salination production rate, recovery, and energy consumption. Results are then used

to identify the better-performing mechanism between gears and vanes and predict the

SEC reduction against conventional operation without energy recovery.

4.2 Proposed Fixed-Recovery Pump-ERD Concept

This work explores a fixed-recovery concept involving two rotary positive displacement

stages (pump and ERD) coupled on a single shaft that is directly driven by an electric

motor (Fig. 4-2). A positive displacement mechanism displaces a fixed volume of fluid

per rotation of the shaft from the input port to the output port. This volume, which

is set by the device’s geometry, is defined as its displacement 𝑑. In the proposed

configuration, the pump is specified to have a displacement 𝑑𝐼 . Then, for a shaft

speed 𝜔, the ideal feed flow rate 𝑄𝑖𝑑
𝑓 is

𝑄𝑖𝑑
𝑓 =

𝜔𝑑𝐼

2𝜋
. (4.1)

The ERD has a smaller displacement of 𝑑𝐼𝐼 < 𝑑𝐼 . Therefore, for the same shaft speed,

the ideal brine flow rate 𝑄𝑖𝑑
𝑏 that is discharged by the ERD is

𝑄𝑖𝑑
𝑏 =

𝜔𝑑𝐼𝐼

2𝜋
. (4.2)
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By applying a mass-balance on the RO train, the ideal permeate flow rate 𝑄𝑖𝑑
𝑝 must

then be

𝑄𝑖𝑑
𝑝 =

𝜔(𝑑𝐼 − 𝑑𝐼𝐼)

2𝜋
. (4.3)

Taking the ratio of the permeate flow rate to the feed flow rate, the ideal recovery

ratio 𝑟𝑖𝑑 is

𝑟 = 1 − 𝑑𝐼𝐼

𝑑𝐼
. (4.4)

Therefore, the geometries of the pump and ERD stages fix the ideal recovery ratio of

the system.

An ideal power balance on the fixed-recovery system gives

𝑇 𝑖𝑑
𝑚𝜔 = 𝑃𝑓𝑄

𝑖𝑑
𝑓 − 𝑃𝑏𝑄

𝑖𝑑
𝑏 , (4.5)

where 𝑇 𝑖𝑑
𝑚 is the ideal torque output of the motor, 𝑃𝑓 is the feed pressure, and 𝑃𝑏 is

the brine pressure. Assuming negligible brine pressure drop through the RO element

so that 𝑃𝑓 = 𝑃𝑏, Eqn. 4.5 simplifies to

𝑇 𝑖𝑑
𝑚𝜔 = 𝑃𝑓𝑄

𝑖𝑑
𝑝 . (4.6)

The above equation implies that the motor only provides the necessary power to

generate the permeate flow rate; the remainder of the hydraulic power output from

the pump is recaptured by the ERD.

The proposed device could provide several advantages for small-scale RO applica-

tions. First, the system is rotary and operates continuously to decrease complexity.

In contrast, the Clark Pump is a linear piston-based fixed-recovery mechanism that

requires a complex secondary hydraulic circuit to periodically reverse the piston’s

direction of travel [11, 12]. Second, the proposed device can be directly coupled to an

electric motor, thereby eliminating the need for an additional feed or booster pump.

Finally, the geometries of the positive displacement stages dictates the system’s pro-

duction rate and recovery ratio, thus minimizing the need for manual tuning. To

verify technical feasibility, we first use a detailed model to explain the performance
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of fixed-recovery architectures in general. Then, we evaluate the performance for two

specific choices for the positive displacement mechanism: gears and sliding vanes (Fig.

4-2).

4.3 Detailed Model of Fixed-Recovery Systems

For an ideal fixed-recovery system, the previous section showed that the flow rate,

recovery, and energy savings are strictly a function of geometry. However, there are

two types of parasitic losses that will cause the actual performance to diverge from

these ideal expectations. Volumetric loss, or slip, is the leakage that detracts from

the flow that the positive displacement device is geometrically designed to deliver.

This leakage is driven by the pressure difference across the device. Slip decreases the

pump’s supply so that the actual feed flow rate is less than the ideal rate (𝑄𝑎𝑐𝑡
𝑓 < 𝑄𝑖𝑑

𝑓 ),

but raises the ERD’s discharge so that the actual brine flow rate is greater than the

ideal rate (𝑄𝑎𝑐𝑡
𝑏 > 𝑄𝑖𝑑

𝑏 ). Separately, mechanical losses such as friction affect the

conversion between mechanical and hydraulic power. These losses raise the input

torque needed by the pump and decrease the output torque produced by the ERD.

A hierarchical model was applied to simulate these losses and assess their impact

on the productivity and energy consumption of the desalination process (Fig. 4-3).

The upper tier of this model evaluates the operating point of the system due to the

coupled behaviour of the three sub-systems (pump, ERD, and RO train), while the in-

termediate tier models their individual behavior. These subsystem models (Table 4.1)

apply to all positive-displacement mechanisms arranged in the same fixed-recovery

configuration. Finally, the lowest tier accounts for how the operating parameters and

the specific mechanism type, geometry, and size affect subsystem performance. At

this layer, additional models for the displacement per shaft revolution 𝑑, slip flow rate

𝑄𝑠, and friction torque 𝑇𝑓 are required. As these are specific to mechanism type, gears

and vanes are treated separately in Sections 4.4 and 4.5, respectively. The following

subsections detail the other modules comprising this approach.
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Figure 4-3: Flowchart highlighting the overall process by which the fixed
recovery system was modeled and evaluated. Additional details regarding
specific modules are provided in the bracketed sections.

4.3.1 Reverse Osmosis (RO) Model

The single-stage RO model, which was previously derived in Chapter 3 by integrating

the permeate flux through the length of the RO train, and validated against exper-

imental data compiled from literature, relates recovery ratio to feed pressure given

solution and membrane properties. This model notably assumes zero pressure drop

in the feed channel and does not account for concentration polarization. These sim-

plifications are deemed acceptable since the present focus is to assess pump and ERD

performance.

As the pump and ERD increase in capacity, so should the membrane area. There-

fore, for each combination of pump and ERD that was simulated, the corresponding

RO membrane area 𝑆 was specified such that the ideal permeate flow 𝑄𝑖𝑑
𝑝 from that

pump-ERD combination (Eqn. 4.3) would provide a target flux 𝐽 𝑖𝑑
𝑤 . Therefore, the

membrane area 𝑆 changes to match the size of the process being simulated.

4.3.2 Application

The fixed-recovery device’s performance was evaluated under typical brackish water

(BWRO) and seawater reverse osmosis (SWRO) conditions. The two applications

were differentiated as summarized in Table 4.2. Note that recovery ratio was specified

to increase with BWRO permeate capacity as per the trend observed in compiled data
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Table 4.2: Simulated process parameters and membrane properties for
BWRO and SWRO applications

Parameter BWRO SWRO
Feed Osmotic Pressure, 𝜋𝑓 [bar] 3 30
Membrane Water Permeability, 5 1
𝐴𝑚 [L/m2-h-bar] [13, 14]
Target Permeate Flux, 𝐽 𝑖𝑑

𝑤 [L/m2-h] [15] 25 15
Ideal Recovery Ratio, 𝑟𝑖𝑑 0.17 log

(︀
𝑄𝑖𝑑

𝑝 /𝑄0

)︀
; 0.40

𝑄0 = 0.0028 m3/h (Fig.4-4)

(Fig. 4-4). This trend occurs because an increase in RO process capacity is achieved

by increasing the number of RO membrane elements. Each of these elements is

designed to recovery a maximum of 12-19% of its individual incoming feed flow [15].

Therefore, adding more membranes in series enables higher overall recoveries. This

relationship is important to consider because as recovery increases, the fraction of the

total input hydraulic power carried by the brine stream decreases. However, similar

recovery versus production rate data for small-scale SWRO are sparse; therefore, a

fixed target recovery of 40% was assumed for that case. As will be seen later (Sec.

4.7.3), this assumption does not change the outcomes on SWRO feasibility.

4.3.3 Performance Metrics

Performance was evaluated using efficiencies, productivity losses, and specific energy

consumption. These are defined as follows.

Efficiencies

Volumetric and mechanical efficiencies characterize the relative magnitude of the two

parasitic losses discussed previously. Volumetric efficiency 𝜂𝑣 is a measure of the slip

flow as a ratio of the ideal flow while mechanical efficiency 𝜂𝑚 is a measure of frictional

losses relative to the ideal input (pump) or output (ERD) power.

The mechanical and volumetric efficiencies for the pump stage are defined in Table
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Figure 4-4: Larger BWRO systems enable higher recoveries. Plotted data
are measured [16–35] and simulated [36–42] recovery ratios from continuous BWRO
systems of varying capacities. The fitted red line indicates a logarithmic increase in
recovery with increasing permeate production capacity. The systems built by Cheah
[22] and Afonso et al. [32] are outliers. The former suffered from calcium-sulfate
scaling while the latter was an experimental system operated below the manufac-
turer’s feed flow requirements due to pump limitations. Hence, both fall outside the
recommended operation for long-term reliability.

4.1. Substituting them into the energy balance gives

𝜂𝐼𝑚𝜂
𝐼
𝑣(𝑇𝑀 + 𝑇𝐸𝑅𝐷)𝜔 = 𝑃𝑓𝑄

𝑎𝑐𝑡
𝑓 , (4.7)

which captures the non-ideal conversion of input mechanical power to output hy-

draulic power. Following the same process for the ERD stage gives

𝑇𝐸𝑅𝐷𝜔 = 𝜂𝐼𝐼𝑚 𝜂𝐼𝐼𝑣 𝑃𝑏𝑄
𝑎𝑐𝑡
𝑏 , (4.8)

because the input hydraulic power is only partially converted to output mechanical
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power. Note that both efficiencies affect power losses, therefore the total efficiency

for either stage is

𝜂 = 𝜂𝑚𝜂𝑣. (4.9)

Productivity Losses

As discussed previously, slip will decrease the feed flow rate while increasing the brine

flow rate. These losses will impact desalination productivity by causing the permeate

production rate and recovery to both decrease. Therefore, while the ideal recovery

𝑟𝑖𝑑 is determined by the displacement ratio or ideal flow rates (Eqn. 4.4, the system’s

actual recovery ratio based on actual flow rates is

𝑟𝑎𝑐𝑡 = 1 − 𝑄𝑎𝑐𝑡
𝑏

𝑄𝑎𝑐𝑡
𝑓

. (4.10)

Substituting the volumetric efficiency definitions from Table 4.1 relates the two re-

covery definitions, giving

𝑟𝑎𝑐𝑡 = 1 − 1

𝜂𝐼𝑣𝜂
𝐼𝐼
𝑣

𝑄𝑖𝑑
𝑏

𝑄𝑖𝑑
𝑓

= 1 − (1 − 𝑟𝑖𝑑)

𝜂𝑣
, (4.11)

where 𝜂𝑣 = 𝜂𝐼𝑣𝜂
𝐼𝐼
𝑣 is the device’s overall volumetric efficiency.

Specific Energy Consumption

The specific energy consumption 𝑆𝐸𝐶 is evaluated at the actual permeate flow rate

𝑄𝑎𝑐𝑡
𝑝 . Therefore,

𝑆𝐸𝐶𝑎𝑐𝑡 =
𝑇𝑀𝜔

𝑄𝑎𝑐𝑡
𝑝

. (4.12)

This energy consumption is compared to three benchmarks. The first is the the

minimum specific energy 𝑆𝐸𝐶𝑚𝑖𝑛 to produce the same permeate flow rate at the

same recovery, where

𝑆𝐸𝐶𝑚𝑖𝑛 = 𝑃𝑓 . (4.13)
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This lower-bound represents the minimum SEC achievable with ideal pumping and

energy recovery. The second benchmark is

𝑆𝐸𝐶𝑝𝑚𝑖𝑛 =
𝑃𝑓

𝑟𝑎𝑐𝑡
, (4.14)

which is the minimum SEC with ideal pumping, but without energy recovery. Finally,

we can compare against the SEC with non-ideal pumping,

𝑆𝐸𝐶𝑝 =
𝑃𝑓

𝜂𝑝𝑟𝑎𝑐𝑡
, (4.15)

where 𝜂𝑝 is the pump’s total efficiency. Equations 4.12-4.15 do not account for the

motor efficiency. Losses at the motor will further raise energy consumption.

4.4 Gear Mechanism Geometry and Models

To simulate the performance of a gear mechanism within the proposed fixed-recovery

architecture, we first specify a representative geometry. Then, for that geometry, we

model the displacement, slip flow, and friction torque.

4.4.1 Geometry

The assumed gear mechanism geometry (Fig. 4-5) is parametrically defined (Table

4.3) with respect to the gear module 𝑚, a measure of the gear tooth size that prescribes

the mechanism’s physical scale. A larger gear module represents a larger device.

Specifying the geometry in this manner facilitates rescaling the design for varying

permeate capacities. The ideal recovery ratio for a pump-ERD combination is then

dictated by the width 𝑊 𝐼𝐼 of the ERD stage relative to the width of the pump stage

𝑊 𝐼 while the rest of the geometry is kept equal.
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Figure 4-5: Gear mechanism geometry and clearances. Marked variables are
defined in Table 4.3

4.4.2 Displacement

Recall that the displacement 𝑑 is the volume of fluid transported from the inlet to

the outlet of each positive displacement stage per rotation of the shaft under zero

pressure differential. For gears, the total displacement has two contributions,

𝑑 = 𝑑𝑔 + 𝑑𝑡. (4.16)

The geometric displacement 𝑑𝑔 is the volume displaced within the gaps between the

gear teeth, given by

𝑑𝑔 = 2𝜋𝑚2𝑊

(︂
𝑁 + 1 − 𝜋2 cos2(𝛼)

12

)︂
[44]. (4.17)

The Couette displacement 𝑑𝑡, where

𝑑𝑡 = 𝑊𝑅𝑎ℎ𝑡, (4.18)

is the volume dragged by the gear teeth through the radial clearance ℎ𝑡 with the

housing through the action of viscosity.
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Table 4.3: Parametric geometry of the simulated gear mechanism. The same
geometry applies to both pump and ERD stages unless specified.

Parameter Value
Number of Teeth, 𝑁 14
Gear Pitch Diameter, 𝐷 𝑚𝑁
Pump Stage Gear Width, 𝑊 𝐼 12𝑚
ERD Stage Gear Width, 𝑊 𝐼𝐼 𝑊 𝐼(1 − 𝑟𝑖𝑑)
Pressure Angle, 𝛼 20𝑜
Gear Addendum, 𝑎 𝑚
Gear Dedendum, 𝑏 1.25𝑚
Gear Tooth Width, 𝑊𝑡 𝜋𝐷/(2𝑁)
Addendum Radius, 𝑅𝑎 𝐷/2 + 𝑎
Gear Tip Length, 𝐿 𝑚(𝜋 − 4 sin(𝛼))/2
Bearing Diameter Ratio, 𝛽 0.4
Bearing Diameter, 𝐷𝑏 𝛽𝐷
Bearing Width, 𝑊𝑏 𝐷𝑏

Nominal Efficiency, 𝜂0 0.9
Bearing Clearance, ℎ𝑏 0.0015𝐷𝑏 [43]
Tip Clearance, ℎ𝑡 see Sec. 4.4.4
Side Clearance, ℎ𝑠 see Sec. 4.4.4

4.4.3 Slip Flow

The pressure difference ∆𝑃 across each stage drives a total slip flow 𝑄𝑠 approximated

by

𝑄𝑠 = 2

(︃
𝐶𝑑

√︃
4∆𝑃

𝜌𝑁
𝑊ℎ𝑡

)︃
+ 8

(︂
1

24𝜇
∆𝑃 (1 − 𝛽)ℎ3

𝑠

)︂
+ 2

(︂
1

6𝜇

∆𝑃

𝜋𝐷𝑏/2
𝑊𝑏ℎ

3
𝑏

)︂
+ 4

(︂
1

12𝜇

∆𝑃

𝑊𝑡𝑁/2
(𝑎 + 𝑏)ℎ3

𝑠

)︂
,

(4.19)

where 𝜇 and 𝜌 are the viscosity and density of water and all geometry parameters

(𝑁 , 𝑊 , 𝑊𝑏, 𝐷𝑏, 𝛽, 𝑎, 𝑏, ℎ𝑠, ℎ𝑡, and ℎ𝑏) are defined in Table 4.3. The terms in Eqn.

4.19 represent the slip past the tips of the gear teeth, across the gear faces, across the

sides of the gear teeth, and through the hydrodynamic bearing, respectively. These

paths are depicted later on Fig. 4-12C. Slip through the backlash between the two

meshing gears is neglected for being small with respect to the other contributions

[45]. The slip past the gear teeth tips was treated as an orifice flow with a discharge
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coefficient of 𝐶𝑑 = 0.6 while the other contributions were derived from lubrication

theory. The Reynolds numbers evaluated for these flows justify this treatment for the

BWRO pressures, but the flow across the teeth sides transitions to being turbulent

at SWRO pressures.

4.4.4 Clearance Scaling

Figure 4-6: Side and tip clearances change non-linearly with the size of the
mechanism. Curves represent the assumed conservative correlation (Eqn. 4.20) to
the gear pitch diameter or vane rotor diameter, while points represent sparse clearance
data from experimental and analytical studies of gear [45–54] and vane pumps [8, 55–
57].

In addition to the bearing clearance ℎ𝑏 defined in Table 4.3, slip flows are also

sensitive to the side ℎ𝑠 and tip ℎ𝑡 clearances (Eqn. 4.19). Poor data availability

prevents accurate characterization of these clearances and how they vary with device

size. Therefore, the approach taken was to fit a conservative upper-bound estimate

to available data (Fig. 4-6). The fitting function used for side and tip clearances was

ℎ = 100.2(𝐼𝑇𝐺−1)
(︀
0.45𝐷1/3 + 0.001𝐷

)︀
. (4.20)
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It was adopted from the International Tolerance Grades (ITG) standard which is an

established reference for tolerances achievable by various manufacturing processes,

for a given dimension 𝐷. ITG grades of 7.6 and 8.5 were used to bound the available

side and tip clearance data using the gear pitch diameter and vane rotor diameter as

reference dimensions. These fitted coefficients relate to processes that are commonly

used to manufacture gear and vane pumps (turning, boring, and reaming processes),

thereby justifying this approach.

These scaling correlations suggest that clearances do not scale linearly with mech-

anism size. As will be shown in Sec. 4.7, the consequence is that larger devices are

more efficient, a trend consistent with real systems.

4.4.5 Friction Torque

Viscous drag from the four slip sources identified in Sec. 4.4.3 respectively contribute

to a friction torque 𝑇𝑓𝑟 in each stage that is

𝑇𝑓𝑟 = 2

(︂
𝜇𝜔𝑅2

𝑎𝑊𝐿𝑁

2ℎ𝑡

)︂
+ 4

(︂
𝜋𝜇𝜔𝐷4(1 − 𝛽)4

32ℎ𝑠

)︂
+ 2

(︂
𝜇𝑏∆𝑃𝐷𝑊𝐷𝑏

2

)︂
+ 4

(︂
𝜇𝜔𝑅2𝑊𝑡(𝑎 + 𝑏)𝑁

ℎ𝑠

)︂
+ (1 − 𝜂0)𝑇0.

(4.21)

The first two terms were derived by integrating the viscous shear stresses acting on

the gear teeth and along the gear faces. The third term is the bearing friction due

to the pressure difference across the gears. We elaborate further on this term in Sec.

4.5.5. The last term represents other losses, for example due to shaft misalignment,

friction against seals, and sliding gear teeth contact. These losses detract from the

nominal torque output of the ERD and increase the torque required at the pump, so

𝑇0 =

⎧⎪⎨⎪⎩𝑇𝐸𝑅𝐷 for the ERD, and

𝑇𝑀 + 𝑇𝐸𝑅𝐷 for the pump.
(4.22)
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4.4.6 Gear Model Validation

The models above were validated by comparing resulting efficiencies against empir-

ical correlations fitted by Michael et al. [58] (Fig. 4-7). The geometry (Table 4.3)

and clearances (Fig. 4-6) assumed for this comparison are the same as used in the

feasibility analysis. The correlations fit volumetric and mechanical efficiency measure-

ments performed using oil on sixteen gear pumps from different manufacturers whose

displacements ranged from 31.8 - 56.5 cm3. Modeled displacements that match this

displacement range (open circles) are differentiated from those that do not (points)

because efficiency is size-dependent. Smaller pumps tend to be less efficient.

Mechanical

Volumetric

BWSW

Figure 4-7: Model predictions of gear mechanism efficiencies were compared
to experimentally-derived correlations from Michael et al. [58]. Modeled
conditions span 1 - 5 mm gear modules, pressure differences of 3-10 bar for BWRO
and 30-55 bar for SWRO, and a fixed 1800 RPM rotational speed. Modeled mecha-
nisms matching the 31.8 - 56.5 cm3 displacement range tested by Michael et al. are
represented as open circles; others are represented as points.

When displacements are matched, the simulated volumetric efficiency exceeds the

empirical correlation. For the BWRO regime, the error is within the scatter observed
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in the source data (not reproduced in Fig. 4-7). The error is greater in the SWRO

regime likely because some slip flow rates increase as they transition from being

laminar to turbulent. In contrast, simulated mechanical efficiencies are lower than

suggested by the experimental correlation at all pressures. We model increased friction

at the bearings due to the poor lubrication properties of water versus oil; therefore,

a lower mechanical efficiency is expected. Overall, this comparison indicates that

the model estimates realistic pump efficiencies for BWRO operation, but optimistic

efficiencies for SWRO. The same conclusions apply for the ERD stage since identical

models for slip flow and friction torque are used for both stages.

4.5 Vane Mechanism Geometry and Models

This section details the geometry and models that were used to simulate the per-

formance of the sliding vane mechanism. The approach detailed here borrows from

the methods applied by Al-Hawaj [59] and Ye et al [10] in their analyses of sliding

vane ERDs. The key differences are that we parametrize the geometry to investi-

gate the impact of size, and the assumed clearances are informed by manufacturing

considerations (Sec. 4.4.4).

4.5.1 Geometry and Material Properties

The assumed vane mechanism geometry (Fig. 4-8) is defined in Table 4.4 with respect

to the rotor radius 𝑅𝑟. The same table also summarizes the material properties used

to evaluate sliding friction between moving parts. Here, the vanes and stator are

assumed to be manufactured from graphite while the rotor and shaft are assumed to

be steel components. The same combination is often used in small water vane pumps.

4.5.2 Kinematic Relationships

Kinematic relationships are drawn to evaluate the displacement and vane dynamics.

From the cosine law, the distance 𝑅 from the rotor center to the stator-vane contact
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Table 4.4: Vane mechanism geometry and frictional properties. The same
geometry and friction coefficients are used in both pump and ERD stages unless
otherwise specified.

Parameter Value
Number of Vanes, 𝑁 6
Pump Stage Rotor Width, 𝑊 𝐼 𝑅𝑟

ERD Stage Rotor Width, 𝑊 𝐼𝐼 𝑅𝐼
𝑟(1 − 𝑟𝑖𝑑)

Vane Length, 𝐿 0.6𝑅𝑟

Vane Thickness, 𝑡 0.15𝑅𝑟

Eccentricity, 𝑒 0.75𝑡
Stator Radius, 𝑅𝑠 𝑅𝑟 + 𝑒
Vane Density, 𝜌 2200 kg/m3

Rotor-Vane Friction Coefficient, 𝜇𝑟 0.15
Stator-Vane Friction Coefficient, 𝜇𝑠 0.15
Bearing-Shaft Friction Coefficient, 𝜇𝑏 0.05
Shaft-to-Rotor Radius Ratio, 𝛽 0.4
Bearing Radius, 𝑅𝑏 𝛽𝑅𝑟

Bearing Width, 𝑊𝑏 2𝑅𝑏

Nominal Efficiency, 𝜂0 0.9
Bearing Clearance, ℎ𝑏 0.0015𝐷𝑏 [43]
Side Clearance, ℎ𝑠 see Sec. 4.4.4

point varies as

𝑅2 = 𝑅2
𝑠 − 𝑒2 + 2𝑒𝑅 cos 𝜃, (4.23)

where 𝑒, 𝑅𝑠, and 𝜃 are the eccentricity, stator radius, and angular vane position,

respectively (Fig. 4-8). Then, the vane extension 𝑙 past the rotor radius 𝑅𝑟 is

𝑙 = 𝑅−𝑅𝑟. (4.24)

Table 4.5: Pressures acting on the vane through one rotation within the
stator. 𝑃ℎ is the high pressure at the pump outlet and ERD inlet. 𝑃𝑙 is the low
pressure at the pump inlet and ERD outlet.

For 𝜃 from: −𝜋 + 𝜑 −𝜑 𝜑 𝜋 − 𝜑
to: −𝜑 𝜑 𝜋 − 𝜑 −𝜋 + 𝜑
Actuation Pressure, 𝑃𝑣 𝑃ℎ 𝑃𝑙 𝑃ℎ 𝑃ℎ

Face Pressure, 𝑃𝑙 𝑃ℎ 𝑃𝑙 𝑃𝑙 −𝑃𝑙

Tip-Leading Pressure, 𝑃1 𝑃𝑙 𝑃ℎ 𝑃ℎ 𝑃𝑙

Tip-Trailing Pressure, 𝑃2 𝑃𝑙 𝑃𝑙 𝑃ℎ 𝑃ℎ
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Likewise, the distance from the rotor center to the vane center of gravity is approxi-

mately

𝑅𝑐𝑔 = 𝑅− 𝐿

2
, (4.25)

where 𝐿 is the vane length. Applying the cosine law also gives that the stator-vane

contact angle 𝛾 is

cos 𝛾 =
𝑅2 + 𝑅2

𝑠 − 𝑒2

2𝑅𝑅𝑠

, (4.26)

4.5.3 Displacement

The ideal volume displaced per shaft revolution is

𝑑 = 𝑊𝑁

(︂∫︁ 𝜑

0

(︀
𝑅2 −𝑅2

𝑟

)︀
𝑑𝜃 − (𝑅−𝑅𝑟)𝑡

)︂
, (4.27)

where 𝑊 is the depth of the stage, 𝑁 is the number of vanes, and half the angle

between two adjacent vanes 𝜑 (Fig. 4-8) is

𝜑 =
𝜋

𝑁
. (4.28)

4.5.4 Slip Flow

The pressure difference ∆𝑃 drives slip through three major pathways: past the sides

of the vanes, past the face of the rotor, and through the radial bearing. These

contributions are respectively modeled as

𝑄𝑠 = 2

(︃
𝐶𝑑

√︃
2∆𝑃

𝜌
(2ℎ𝑠𝑒)

)︃
+ 4

(︂
1

24𝜇
∆𝑃 (1 − 𝛽)ℎ3

𝑠

)︂
+ 2

(︂
1

6𝜇

∆𝑃

𝜋𝑅𝑏

𝑊𝑏ℎ
3
𝑏

)︂
, (4.29)

where all geometry parameters (𝑒, 𝑅𝑏, 𝑊𝑏, ℎ𝑏, 𝛽 and ℎ𝑠) are all defined in Table 4.4.

The slip past the vane sides was treated as an orifice flow with a discharge coefficient

of 𝐶𝑑 = 0.6, while the other contributions are due to Poiseuille flow through the side

ℎ𝑠 and bearing ℎ𝑏 clearances.
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4.5.5 Friction Torque

The total friction torque for each stage is

𝑇𝑓𝑟 =
𝑁

2

(︂
2𝜇𝜔𝑡𝑅3

𝑟

3ℎ𝑠

)︂(︂
𝑒

𝑅𝑟

(︂
5
𝑒

𝑅𝑟

2

+ 9
𝑒

𝑅𝑟

+ 6

)︂)︂
+ 2

(︂
𝜋𝜇𝜔𝑅4

𝑟(1 − 𝛽)4

2ℎ𝑠

)︂
+ 𝜇𝑏∆𝑃 (2𝑅𝑠𝑊 )𝑅𝑏 + 𝑇𝑓𝑟,𝑣𝑟

+ 𝑇𝑓𝑟,𝑣𝑠 + (1 − 𝜂0)𝑇0.

(4.30)

The first two terms relate to viscous drag on the vane sides and rotor faces, respec-

tively. These were derived by integrating the viscous shear stresses acting on those

surfaces due to Couette flow within the axial clearance between the rotor and the

housing. The third term is the friction torque at the radial bearing due to the net

pressure forces acting on the rotor from the high pressure side. The approximate

Stribeck number calculated for those bearings at BWRO pressures is

𝑆𝑡 =
𝜇𝜔

𝑃𝑏

=
𝜇𝜔𝑅𝑟𝑊𝑏

∆𝑃𝑅𝑠𝑊𝑠

=
2𝜇𝜔𝛽2

∆𝑃
≈ 5 × 10−8, (4.31)

where 𝑃𝑏 is the average pressure acting on the bearing. Since this number does not

exceed the value of 1.7 x 10−6 typically recommended for full-film lubrication [60],

we assume mixed-lubrication conditions and use a mid-range wet friction coefficient

of 𝜇𝑏 = 0.05 from data provided by Morgan Advanced Materials for their carbon

graphite bearings [61]. The forth and fifth terms in Equation 4.30 are due to sliding

friction where the vane contacts the rotor and stator, respectively. These are derived

by resolving the vane dynamics as described in the following subsection. Finally, the

last term captures other minor losses such as friction at the mechanical seals and

shaft misalignment as discussed in Section 4.4.5.
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4.5.6 Vane Dynamics

Referring to Figure 4-8, the force and moment balances used to solve for the unknown

rotor-vane and stator-vane contact forces 𝐹1, 𝐹2, and 𝐹𝑁 for each stage are⎡⎢⎢⎢⎣
1 −1 − sin 𝛾 − 𝜇𝑠 cos 𝛾

− sgn (𝑢)𝜇𝑟 − sgn (𝑢)𝜇𝑟 𝜇𝑠 sin 𝛾 − cos 𝛾

−𝑙 − 1
2

sgn (𝑢)𝜇𝑟𝑡 𝐿 + 1
2

sgn (𝑢)𝜇𝑟𝑡 0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝐹1

𝐹2

𝐹𝑁

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
2𝑚𝜔𝑢 + 𝑃0𝑙𝑊

𝑚𝑑𝑢
𝑑𝑡

−𝑚𝜔2𝑅𝑐𝑔 − 𝑡𝑏(𝑃𝑣 − 1
2
𝑃1 − 1

2
𝑃2)

−𝑚𝜔𝑢𝐿− 1
2
𝑃0𝑊𝑙2 − 1

8
𝑊𝑡2(𝑃1 − 𝑃2)

⎤⎥⎥⎥⎦ ,

(4.32)

where 𝜇𝑟 and 𝜇𝑡 are the rotor-vane and stator-vane friction coefficients, respectively.

Pressures acting on the vane take either the high pressure 𝑃ℎ or low pressure 𝑃𝑙 values

depending on the vane’s angular position 𝜃 (Table 4.5). In this study, we assume that

the low pressure side is at atmospheric pressure and that the high pressure is feed

pressure 𝑃𝑓 for both pump and ERD stages.

The vane extension velocity 𝑢 is related to the angular rotation speed 𝜔 through

𝑢 =
𝑑𝑙

𝑑𝑡
= 𝜔

𝑑𝑙

𝑑𝜃
. (4.33)

Multiplication by the sign of 𝑢 in Equation 4.32 accounts for the change in direction

of the rotor-vane friction force during vane retraction. Using the resolved forces, the

average friction torques caused by all 𝑁 vanes sliding against the rotor and stator are

calculated from numerically integrating the total power loss through one rotation:

𝑇𝑓𝑟,𝑣𝑟 =
𝑁

2𝜋

∫︁ Γ

0

𝑢𝜇𝑟 (sgn(𝐹1)𝐹1 + sgn(𝐹2)𝐹2) 𝑑𝑡 and (4.34)

𝑇𝑓𝑟,𝑣𝑠 =
𝑁

2𝜋

∫︁ Γ

0

𝑢𝑡𝜇𝑡𝐹𝑁𝑑𝑡. (4.35)

117



Γ is one rotation period and the vane tip velocity tangential to the stator 𝑢𝑡 is

𝑢𝑡 = 𝜔𝑅𝑟𝑐𝑜𝑠(𝛾). (4.36)

4.5.7 Vane Model Validation

To verify that modeled volumetric and mechanical efficiencies are practical, compar-

ison was drawn against the manufacturer-specified performance of three vane pumps

intended for water applications (Fig. 4-9).

/
/

Mechanical

Volumetric

Figure 4-9: Validation of predicted slip and friction characteristics of the
unbalanced vane mechanism. Mechanical and volumetric efficiencies at 1725 RPM
for three Procon sliding vane pumps (Series 2 140 GPH, Series 4 330 GPH, and Series
6 660 GPH) are compared against modeled efficiencies for simulated geometries of
equal displacements. The simulated geometries have rotor radii of 15.8, 20.8, and
26.3 mm.

Volumetric efficiencies agreed closely while mechanical efficiencies were over-predicted

for the smaller pumps. The discrepancy observed in the latter is acceptable when

considering that the geometry and vane loading characteristics assumed in this study

may differ from those of the actual pumps. Furthermore, pressure-independent fric-

tion such as that resulting from seals was not simulated in this study. Inclusion of

these terms would decrease the mechanical efficiency at low pressures. Nevertheless,
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this comparison shows that the simulated efficiencies are practical at the size-scales

investigated in this study.

4.6 Examining Fixed-Recovery System Behavior

Models defined in the Sec. 4.3 are first used to simulate and explain the coupled

behaviour of pump, ERD, and RO train. This general behavior applies to all fixed-

recovery systems irrespective of the positive displacement mechanism type that is

implemented. Then, the specific differences in performance between gears and sliding

vanes are examined as a function of application (BWRO vs. SWRO) and system size

in the following section.

4.6.1 Visualizing the Coupled Behavior

The fixed recovery architecture couples the behavior of the pump, ERD, and RO

train in the manner visualized in Fig. 4-10A. This representation is agnostic to the

type of positive displacement mechanism constituting each stage; it describes fixed-

recovery architectures in general. Each component is represented by a surface, and the

intersection of the three surfaces indicates the operating point of the system. These

surfaces would intersect at the ideal operating point if the pump and ERD stages

were ideal devices with zero slip. In this case, these devices would be represented by

vertical planes at their ideal flow rates. However, slip causes less feed to be pumped

to the RO train (Fig. 4-10B), while simultaneously allowing more brine to escape

through the ERD (Fig. 4-10C). This non-ideal behaviour is represented by pump

and ERD surfaces that diverge from the verticals. As a consequence of this non-ideal

behavior, the actual operating point occurs at a lower feed pressure, production rate,

and recovery ratio than the expected ideal operating point. It follows that volumetric

efficiency, which relates slip to ideal flow, directly affects the operating point of the

system. For the device to produce the intended permeate production rate and recovery

ratio, a high volumetric efficiency is required. The precise relationship is quantified

in the following sections.
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Figure 4-10: Slip flows in the pump and ERD stages shift the actual oper-
ating point to a lower recovery ratio and production rate than the ideal
operating point. (A) The actual operating point occurs at the intersection of the
pump (‘PUMP’), energy recovery device (‘ERD’), and reverse osmosis (‘RO’) system
surfaces. (B) A side view of the pump surface shows slip increasing with feed pres-
sure. This slip decreases the actual feed flow rate relative to the ideal flow rate. (C)
This top view shows that while slip decreases feed flow through the pump, it increases
brine flow through the ERD. The combination causes the actual recovery to be lower
than the ideal recovery. Pump and ERD surfaces were generated for a 2 mm gear
mechanism, rotating at 1800 rpm, and designed for 34% recovery. The RO surface
was generated using the equations and BWRO parameters provided in Tables 4.1 and
4.2, respectively.
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Mechanical efficiency does not impact the operating point in the same direct

manner. For certain actuators, such as wind turbines or brushed DC motors, poor

mechanical efficiency could raise the required torque and consequently decrease shaft

speed. This change in speed would then translate the operating point to lower feed and

brine flow rates. This second-order effect is not significant for AC motors, especially

if speed is directly controlled using variable frequency drives (VFDs). It is therefore

neglected in this feasibility study.

It is also worth noting that RO membrane permeabilities are not constant prop-

erties. They will decrease over time due to compaction, scaling, and clogging. These

changes would cause the RO surface in Figure 4-10 to be steeper. For the recovery

and production rate to be robust to these permeability changes, a high volumetric

efficiency is again required.

4.6.2 Recovery Ratio Sensitivity to Volumetric Efficiency

By examining the coupled behavior of the subsystems, it was shown that the pump

and ERD volumetric efficiencies affect the extent to which the actual recovery will

deviate from the ideal. To understand the extent of this deviation, we plotted the

predicted relationship (Eqn. 4.11) at three ideal recovery ratios (Fig. 4-11): 30%,

55%, and 80%. The horizontal lines represent those ideal recoveries while the curves

represent the actual recoveries as they vary with volumetric efficiency. The prediction

at an ideal recovery of 55% is compared with measurements from Lu et al [8]. Their

fixed-recovery vane ERD prototype was configured to provide the same recovery, but

the actual recovery decreased with increasing feed pressure. It is seen that Eqn.

4.11 accurately explains the reported deviation of the actual recovery from the ideal

recovery with decreasing volumetric efficiency.

By setting 𝑟𝑎𝑐𝑡 to zero in Eqn. 4.11, we find that no water is produced below a

minimum total volumetric efficiency that is given by

𝜂𝑣 > 1 − 𝑟𝑖𝑑. (4.37)
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Figure 4-11: The ideal recovery is determined by displacement ratio, but the
actual recovery depends on the volumetric efficiency of both stages. The
dashed lines represent the ideal recovery, while solid lines of the same color represent
the actual recovery as a function of volumetric efficiency (Eqn. 4.11). The expected
relationship matches vane ERD prototype measurements from Lu et al. [8] at all
tested speeds.

This result is non-intuitive because it states that higher volumetric efficiencies are

required when targeting lower fixed recovery ratios. For example, a system designed

for a 25% recovery must be at least 75% efficient to produce any permeate; how-

ever, when targeting 75% recovery, the minimum efficiency is only 25%. This finding

explains why piston-based ERDs such as the Clark Pump and Pearson Pump domi-

nate low-capacity and low-recovery applications (Fig. 4-1). Pistons can provide the

high volumetric efficiencies that are necessary at the low 7-35% recoveries that those

fixed-recovery systems are designed for.

The ability to adjust the displacement of one or both stages would provide control

over the ideal recovery. This biasing feature would enable the device to target low

recoveries with reduced volumetric efficiencies. For example, a 30% recovery could

be enabled at 80% volumetric efficiency (per stage) by adjusting the displacements

to artificially target 55% ideal recovery (Fig. 4-11). This solution is not explored
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further in this feasibility study, but could be explored as a method to ease volumetric

efficiency requirements in low-recovery applications.

This sensitivity analysis reemphasizes the significance of volumetric efficiency. Re-

call that while both volumetric and mechanical efficiency impact SEC equally (Eqn.

4.7), only the former impacts the operating point. Maximizing volumetric efficiency

is therefore critical for minimizing productivity losses in fixed-recovery architectures.

4.7 Comparing Gears and Vanes

Having examined the general behavior of fixed-recovery architectures, this section

compares specific implementations with gears versus vanes. The focus is also shifted

from an individual configuration of a fixed capacity to a range of configurations with

increasing capacities, as represented by larger gear modules and vane rotor radii (Fig.

4-2).

4.7.1 Gear Mechanism BWRO Performance

Considering the BWRO case first, it is clear that productivity losses vary with system

size, where the smallest systems have the highest productivity losses (Fig. 4-12A).

The smallest simulated geometries (modules of <1.25 mm) do not satisfy the mini-

mum volumetric efficiency requirements for this architecture as dictated by Equation

4.37; therefore, they produce no permeate. However, as the systems increase in size,

productivity improves: for 1-5 m3/h systems, the actual recovery is predicted to be

within 85-94% of the ideal recovery. This behavior is related to the pump and ERD

volumetric efficiencies, which are plotted for a fixed 10 bar feed pressure through the

same range of system sizes (Fig. 4-12B). It is seen that volumetric efficiency improves

with increasing system size. The underlying reason is that the ideal flow rate scales

as

𝑄𝑖𝑑 ∼ 𝑚3, (4.38)
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A. B.

C. D.

ERD
Pump

Figure 4-12: Gear mechanism performance under BWRO conditions. (A)
Actual recovery and permeate production rate are plotted alongside the ideal perfor-
mance for simulated systems of increasing sizes, as represented by the gear module
𝑚. (B) Volumetric, mechanical, and total efficiencies are simulated for systems with
increasing gear modules at 10 bar feed pressure and 1800 rpm shaft speed. (C) Pump
stage volumetric losses through different slip pathways are plotted under the same
conditions, normalized by the ideal flow rate. Colored arrows highlight slip pathways
past the gear tips (1), across the gear face (2), across the sides of the gear teeth (3),
through the bearing clearance (4), and through the backlash between meshed teeth
(5). Note that (5) is neglected in this study for being small with respect to (1)-(4)
[45]. (D) At the actual operating conditions presented in subfigure A, the specific
energy consumption of the simulated fixed-recovery system 𝑆𝐸𝐶𝑎𝑐𝑡 is compared to
the minimum achievable energy consumption 𝑆𝐸𝐶𝑠𝑝 with an ideal pump only, and
with both an ideal pump and ERD, 𝑆𝐸𝐶𝑚𝑖𝑛.
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from Eqn. 4.17 since the width 𝑊 is also proportional to the module 𝑚 (Table 4.3).

However the dominant contribution to the slip flow, which occurs past the tips of the

gear teeth (Fig. 4-12C), scales at most as

𝑄𝑠,𝑡 ∼ 𝑚2, (4.39)

after accounting for how the clearance scales (Eqn. 4.20) in the slip flow model (Eqn.

4.19). Therefore, the ratio of slip flow to the ideal flow decays as 1/𝑚, implying

that volumetric losses become less significant relative to the displaced flow as the

system grows in size. The consequence of this behavior is the observed decrease in

productivity losses.

In contrast, mechanical efficiency is insensitive to system size (Fig. 4-12B). The re-

lationship between clearances and system size did not affect the mechanical efficiency

because the shearing of water within clearances is a negligible source of friction torque.

Instead, bearing friction arising from pressure forces acting on the gears is the dom-

inant loss. Our model additionally prescribed other losses (shaft misalignment, seal

friction etc.) to be 10% of ideal torque (Sec. 4.4.5). Together, these two losses fully

explain the 70% and 66% mechanical efficiencies predicted for the pump and ERD

stages, respectively.

The SEC was evaluated for the simulated systems at the reduced actual production

rates and recovery ratios, and compared against benchmarks outlined in Sec. 4.3.3

(Fig. 4-12D). It was found that after accounting for slip and frictional power losses,

the addition of the gear ERD stage does not decrease the SEC below the energy

consumption of a stand-alone ideal pump. Before addressing the energetic perfor-

mance however, this evaluation suggests that for gears to be a viable fixed-recovery

ERD solution, productivity losses must be first decreased by minimizing slip. Figure

4-12C shows that most of this slip occurs between the gears tips and casing. This

contribution could be decreased using two strategies:

1. Finer gear teeth: From Eqns. 4.17 and 4.19, the ratio of tip slip to ideal flow
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scales as
𝑄𝑠,𝑡

(𝑑)(𝜔/(2𝜋))
∼ 1/

√
𝑁

(𝑚2𝑁)(𝜔/(2𝜋))
(4.40)

Therefore, volumetric efficiency can be improved at a constant displacement 𝑑

by increasing the number of teeth 𝑁 while decreasing the module 𝑚. In practice,

increasing the number of teeth increases the resistance to the circumferential

flow around the gear.

2. Pressure-compensated housing: Fluid pressure can be used to press a float-

ing casing against the gear teeth to minimize clearances. Using this strategy,

Schiffer et al. developed a pump with 1 mm module gears that was capable of

volumetric efficiencies as high as 75% at 40-50 bar pressure [44].

Modeling of these strategies could be the focus of future work. In this work, we

instead examine the performance of sliding vanes since they are inherently designed

to provide higher volumetric efficiencies.

4.7.2 Vane Mechanism BWRO Performance

By providing a sliding seal against the stator (Fig. 4-2), vanes decrease slip and thus

provide higher volumetric efficiency relative to gears. The extent to which this higher

volumetric efficiency improves performance is examined for the BWRO case in Fig-

ure 4-13A. Actual permeate production rate and recovery ratio are now respectively

within 89-95% and 91-96% of the ideal values for 1-5 m3/h systems, relative to 77-92%

and 85-94% found previously for gears. Therefore, the higher volumetric efficiency

enabled by sliding vanes results in reduced productivity losses.

Comparing Figs. 4-12B and 4-13B, it is seen that the choice between gears and

vanes is a trade-off between mechanical and volumetric efficiency. Since volumetric

efficiency is more critical to the fixed-recovery architecture examined in this study

(Sec. 4.6), vanes are the more suitable choice. However, this improvement in volu-

metric efficiency is achieved at the expense of decreased mechanical efficiency (Fig.

4-13B). Pump stage mechanical efficiencies of 65-67% were observed for the sliding
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Figure 4-13: Sliding vane performance under BWRO conditions. (A) Actual
recovery and permeate production rate are plotted with the ideal performance for
simulated systems of increasing sizes, as represented by the rotor radius 𝑅𝑟. (B)
Volumetric, mechanical, and total efficiency are plotted for those same systems. (C)
The various pump mechanical losses are plotted as a fraction of the total pump input
torque. Colored arrows highlight friction sources due to bearing friction (1), vane-
stator sliding friction (2), vane-rotor sliding friction (3), viscous drag on the rotor (4),
and viscous drag on the vanes (5). (D) Efficiencies were used to calculate normalized
specific energy consumption 𝑆𝐸𝐶𝑎𝑐𝑡 for the simulated device, which is then compared
to the minimum energy consumption with and without energy recovery : 𝑆𝐸𝐶𝑚𝑖𝑛

and 𝑆𝐸𝐶𝑝𝑚𝑖𝑛, respectively. Comparison is also made with the energy consumption
of a 65% efficient pump without energy recovery 𝑆𝐸𝐶𝑝.
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vanes versus the 70% observed previously for gears. The most significant mechanical

losses are due to bearing friction caused by the pressure loads on the rotor. The next

largest source is the vanes sliding against the stator (Fig. 4-13C). Other losses from

vane-rotor friction and viscous drag are small in comparison. The observed increase

in vane-stator friction is caused by growing centrifugal forces on the vanes since their

masses and distances from the center of rotation are both modeled as increasing with

system size (Table 4.3). Larger centrifugal forces in-turn produce greater vane-stator

contact forces that raise friction. The net result is a decreasing mechanical efficiency.

When paired with the increasing volumetric efficiency, the resulting total efficiency is

approximately constant at 65% and 55% for the pump and ERD stages, respectively,

across simulated rotor radii.

The impact of the inefficiencies was evaluated by comparing SEC with ideal sys-

tems, with and without energy recovery, at the actual production and recovery ratios

(Fig. 4-13D). The simulated fixed-recovery sliding vane device does not outperform a

standalone ideal pump. After accounting for power losses due to slip and friction, the

SEC is 20-30% greater than an ideal pump would require. However, if the pump is

only 65% efficient as was estimated for the vane pump (Fig. 4-13B), then adding the

vane ERD stage is expected to decrease SEC by 16-22% for 1-5 m3/h systems. Note

that the minimum SEC for an ideal pump and ERD combination is approximately

2.5-3x lower than for the simulated design. Therefore, substantial improvements in

energy efficiency could be achieved by addressing the dominant losses that were pre-

viously identified. Potential solutions to decrease these losses are highlighted in Sec.

4.7.4.

4.7.3 Gear and Vane Peformance for SWRO

Even with optimistic predictions of volumetric efficiency (Sec. 4.4.6), conventional

gear mechanisms are not feasible solutions for energy recovery in SWRO applications.

Poor volumetric efficiency at the elevated pressures causes high productivity losses

(Fig. 4-14A).

Although better-performing than the gear mechanism, the vane mechanism also
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Figure 4-14: Gear and vane mechanism performance under SWRO condi-
tions. (A) Large recovery ratio and production rate losses are observed for the gear
mechanism. (B) High productivity losses are also observed for the vane mechanism.
Small systems with <2 mm gear module and <12 mm rotor radius do not produce
permeate because they fail to generate pressures that exceed the 30 bar feed osmotic
pressure.

performed poorly in the SWRO application (Fig. 4-14B). Actual production and re-

covery ratio were significantly lower than the ideal performance due to high volumetric

losses at the elevated pressures. These simulation results qualitatively agree with the

measured performance of the 2 m3/h prototype tested by Lu et al [8]. Hence, while

previous studies that modeled 1200 m3/h vane ERDs found them to be over 85%

efficient at SWRO pressures [9, 10], this study shows that the same high efficiencies

are infeasible when the mechanisms are physically scaled down.

Unlike for BWRO, when evaluating performance for the SWRO application, the

systems were all simulated to provide a 40% ideal recovery ratio independent of perme-

ate capacity (Sec. 4.3.2). Neither gears nor vanes were capable of providing suitable

production performance despite this high ideal recovery. Based on the sensitivity of

actual recovery to volumetric efficiency (Sec. 4.6.2), it is expected that the perfor-

mance will be further degraded at lower ideal recoveries. It follows that the constant

recovery assumption does not impact the outcomes of this study.
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4.7.4 Recommended Design Improvements and Future Work

To improve the energetic performance of the sliding vane system, mechanical effi-

ciency must be raised by either minimizing the friction torque or maximizing the

displacement without changing rotor radius. Based on the results of this analysis, we

suggest three directions where these improvements could be achieved:

1. Balancing pressure forces on the rotor. The current study assumes an un-

balanced configuration since it is the most common in small water vane pumps.

However, this configuration produces unbalanced pressure forces on the rotor

that generate high bearing friction (Fig. 4-13C). Adopting a balanced config-

uration comprising of two diametrically opposed inlets, that are located 90𝑜

about the stator from two diametrically opposed outlets, will therefore mitigate

the largest source of friction torque. Adding a second pair of inlets and outlets

would provide the added benefit of raising displacement.

2. Optimizing vane geometry for maximum displacement. Increasing vane

extension will raise displacement, but also increase the bending moments im-

parted on the vane [62] and increase its likelihood of jamming within the rotor

[10]. Optimizing the vane geometry under these constraints may provide effi-

ciency improvements.

3. Optimizing material selection Vane-stator friction was the second highest

source of mechanical losses. These losses could be potentially decreased by

selecting material combinations that have lower friction coefficients.

Finally, while this study emphasizes the production and energetic performance,

long-term reliability will also determine viability. For this reason, component wear

must also be considered in future design efforts.

4.8 Conclusions

External gear and sliding vane pumps are ubiquitous and inexpensive positive dis-

placement devices. Using simulation, we assessed the feasibility of re-purposing these
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mechanisms within a fixed-recovery architecture to enable energy recovery in <5 m3/h

BWRO and SWRO applications.

By modeling the coupled behavior of the pump, ERD, and RO subsystems in

this architecture, we showed that high volumetric efficiency is necessary to minimize

productivity losses particularly in low-recovery processes. Since sliding vanes provide

a higher volumetric efficiency than gears, they were found to be the more suitable

mechanism for the investigated architecture. Nonetheless, the volumetric efficiencies

of both choices was too low to enable efficient energy recovery at SWRO pressures.

Though sliding vane mechanisms were found be a technically viable solution for

energy recovery in BWRO, the energy savings predicted for the simulated geometry

were only 16-22% relative to a standalone 65% efficient pump. These savings could be

increased by addressing the dominant mechanical losses in the system: bearing fric-

tion and vane-stator friction. Among the design improvements that were suggested,

adopting a balanced configuration would decrease the impact of both these losses.

By explaining the behavior of fixed-recovery architectures, predicting the perfor-

mance for two baseline designs, and suggesting improvements to those designs, this

work lays the initial steps towards realizing an affordable energy recovery solution for

small-scale RO treatment.
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Chapter 5

Experimental Evaluation of a

Fixed-Recovery Coupled Vane

Pump-ERD Prototype

5.1 Introduction

The purpose of this work is to quantify the energy savings enabled by an experimental

low-cost energy recovery device (ERD) for small-scale (0.5-2 m3/h) brackish water

reverse osmosis systems (BWRO). Brackish groundwater desalination using reverse

osmosis (RO) is an increasingly popular means of producing drinking water in com-

munities where freshwater resources are scarce or piped water supplies are unreliable.

These systems have been extensively deployed in India [1–3], the Middle-Eastern

[4, 5], and Brazil [6], and are recently gaining popularity in African countries [7–9].

These community-scale desalination systems produce approximately 1-20 m3/day

of drinking water using a small number of RO membrane elements [9,10]. Unlike

large BWRO facilities where extensive pretreatment and trains of several membrane

elements are used to achieve recoveries of 70-90% [10–12], these smaller units typically

recover only 50% of the input feed as drinking water [1, 13]. Dissipation of brine

pressure, particularly when such large fractions of the input feed are expelled as brine,
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results in high specific energy consumption (SEC). At 50% recovery, for example,

approximately half the hydraulic power from the pump is dissipated at the brine

throttle. Furthermore, these losses are compounded by the poor efficiency of small

pumps and motors. In off-grid applications where photovoltaic (PV) systems are

used to power desalination, this high SEC translates to large power system capital

costs [3]. A 2018 study found that commercially available 1-10 m3/h BWRO systems

powered by the grid cost $4,000-8,000, while their PV-powered counterparts cost

$20,000-80,000 [13]. Safe Water Network, an operator of these community-scale water

desalination systems, also reports that the capital cost of their standard 1 m3/h

systems rises from $7,000 -$10,000 when grid-powered to ∼$24,000 when PV-powered

[3]. Decreasing this capital cost premium by making the process more energy-efficient,

via recovering energy from the brine stream, will increase affordability to target users

in developing countries [3, 14, 15].

Energy-recovery devices are designed specifically to recapture brine pressure and

lower the energy consumption of RO processes. However, existing products are de-

signed to withstand the extreme pressures (50-60 bar) and feed corrosivity encoun-

tered in seawater reverse osmosis (SWRO) rather than the much lower pressures and

corrosivity of BWRO. The initial costs of existing small ERDs (∼$10,000 per m3/h

of production capacity [16]) are therefore not justified by their energy savings when

applied to BWRO [17, 18]. Hence, there remains a need for low-cost ERDs that are

more suitable for small-scale BWRO applications [14, 15].

By investigating concepts for low-cost ERDs, we previously identified that a fixed-

recovery architecture that implements sliding vanes (Fig. 5-1) is technically feasible

for BWRO [19]. This device couples two positive displacement stages – the sliding

vane mechanisms – on a shaft that is driven by an electric motor. Each stage ideally

displaces a fixed volume of fluid per rotation of the shaft. The pump stage pressurizes

incoming feed volumes while the ERD extracts pressure from smaller outgoing brine

volumes. The ratio of the stages’ displacements dictates the system recovery ratio,

which is the volume ratio of permeate production to feed intake.

In this study, we built and tested a 0.55 m3/h prototype of the proposed fixed-
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Figure 5-1: Description of the experimental prototype and test set-up. (A)
The prototype couples two vane pumps through a 1:1 transmission where one was used
as a pump while the other was used in reverse as a hydraulic motor, or ERD. (B) These
devices consist of four carbon-graphite pressure-actuated vanes that are seated within
a stainless steel rotor and slide against a carbon-graphite stator. When operated as a
pump, the rotor rotates clockwise to transport fluid from the low pressure chamber on
the right to the high pressure chamber on the left. (C) The prototype was fitted into
a test set-up where a VFD, pressure sensors, and flow sensors were used to measure
the efficiency of converting electrical power to hydraulic power. When the pump
is operated independently, the dashed hydraulic lines are disconnected. When both
pump and ERD are operated together, those lines transport the brine.
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recovery system using purchased water vane pumps and evaluated its efficiency. Using

the measured performance, we then estimated the capital cost savings that such a

device could provide when applied to PV-BWRO.

5.2 Methods

This section details the experimental prototype followed by the test set-up and pro-

cedure used to evaluate it. Additionally, the metrics used to assess the prototype’s

performance are explicitly defined and expressed in terms of measured quantities.

5.2.1 Experimental System

The experimental prototype couples two purchased vane pumps of different displace-

ments through a custom-built 1:1 gear transmission (Fig 5-1A). A Procon Series 4

1250 L/h vane pump (rated at 1725 RPM and 6.9 bar) was used for the pump stage

while a Procon Series 4 750 L/h vane pump was spun in reverse as the ERD stage.

The internal geometry of these devices is shown in Fig. 5-1B. Features most relevant

to this investigation are:

• The rotor is supported by water-lubricated carbon-graphite bearings. Figure

5-11B highlights the shaft surface that is seated within those bearings.

• The vanes and stator are carbon-graphite components; the rotor-shaft assembly

is stainless steel.

• The vanes are pressure-actuated. Pins maintain a minimum separation be-

tween diametrically opposed vanes. However, high-pressure fluid that is routed

through the shaft to the back of the vanes forces them radially outward against

the stator.

• The rotor is unbalanced. Since there is only one inlet and one outlet, there is

a net radial pressure force acting on the rotor that is directed toward the right

in the image shown.
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The geometries of both pump and ERD were measured (Table 5.1) and used to calcu-

late the expected slip flows and friction torques. These results are discussed in Section

5.3. Both devices use the same bearing plates. All measurements that are reported to

three decimal places were measured using a vernier micrometers while those reported

to two decimal places were measured using digital calipers. The nominal values are

the average of five measurements while the errors are the standard deviation.

Table 5.1: Measured internal geometries of the pump and ERD stages.

Property Pump Stage ERD Stage
Rotor Diameter [mm] 44.152 ± 0.001 41.000 ± 0.001
Rotor Depth [mm] 19.044 ± 0.001 19.050 ± 0.001
Vane Slot Width [mm] 3.98 ± 0.01 4.02 ± 0.01
Maximum Stator Diameter [mm] 48.991 ± 0.020 44.997 ± 0.009
Stator Depth [mm] 19.085 ± 0.005 19.074 ± 0.001
Vane Length [mm] 19.045 ± 0.002 19.044 ± 0.001
Vane Thickess [mm] 3.958 ± 0.001 3.961 ± 0.002
Vane Height [mm] 13.953 ± 0.002 12.416 ± 0.028
Number of Vanes 4
Shaft Diameter at Bearings [mm] 15.847 ± 0.002 15.845 ± 0.006
Bearing Bore Diameter [mm] 15.898 ± 0.011
Bearing Width [mm] 12.792 ± 0.001

A schematic of the test apparatus that was used to evaluate the prototype is pro-

vided in Fig. 5-1C. Though the device is intended to supply an RO membrane train,

the needle valve labeled LOAD was instead used to adjust the load since we aim only

to characterize the prototype’s efficiency in this study. The prototype was driven

by a 1.1 kW AC induction motor (IronHorse MTRP-1P5-3BD18) whose speed was

commanded using a variable frequency drive (VFD) (WEG CFW300). For heavier

loads, the motor speed deviated from the VFD command speed by up to 15 RPM.

Therefore, the shaft speed was separately measured using a laser tachometer (Neiko

20713A). The VFD also recorded the electrical power input to the motor. To cal-

culate the motor’s mechanical power output, we separately measured and applied its

efficiency. These efficiency curves are provided in Sec. 5.2.2.

The system was operated under two configurations: with only the pump, and with

both pump and ERD. When the pump was operated independently, flow meter F1
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(King Instruments 7510217A08) was used to measure its flow rate. When both pump

and ERD were operated together, flow meter F2 (King Instruments 7511215B08)

indicated the ERD flow rate while the flow rates from F1 and F2 together summer

to the pump’s flow rate. The corresponding pressures at the inputs and outputs of

the pump and ERD were measured using pressure gauges. Together, the flow and

pressure data that were manually recorded from these sensors were used to calculate

the hydraulic power output from the pump and the hydraulic power input to the

ERD.

The working fluid used for all experiments was tap water recirculated from a 400 L

tank. The water in the tank was separately recirculated through a 10 micron cartridge

filter to avoid large particulates from damaging the pump and ERD. The temperature

of the incoming water, which was measured using a Type K thermocouple (Proster

4333090752), was within 23-25𝑜C through all experiments; therefore, the impact of

temperature on viscosity was neglected when processing results.

5.2.2 Measured Motor Efficiency

The AC motor (IronHorse MTRP-1P5-3BD18) efficiency curves used in processing

the experimental results are plotted in Figure 5-2. These curves were measured using

the experimental set-up presented earlier (Fig. 5-1) but with a continuous rotation

torque sensor (Omega TQ513-100) connecting the pump and motor rather than the

transmission. The VFD was used to measure the electrical power input to the motor

while the torque sensor and tachometer (Neiko 20713A) were used to measure the

mechanical power output. The load on the pump was adjusted using the 𝐿𝑂𝐴𝐷

needle valve while its speed was controlled using the VFD. The manufacturer-reported

efficiency at 1800 RPM, represented as the dashed line, agreed with the measurements.

5.2.3 Experimental Procedure

To establish a baseline for comparison, electrical power consumption and flow rates

were first measured using only the pump through output pressures of 1.4-12.4 bar
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Figure 5-2: Motor efficiency versus speed and input power. The data points
represent the measured efficiency at varying speeds while the dashed line is the
manufacturer-reported efficiency at 1800 RPM. Each data point represents the av-
erage of three measurements. The error bars represent the propagated repeatability
errors and sensor inaccuracies in quadrature.

in 1.4 bar increments, and through commanded motor speeds of 1200-1800 rpm in

150 rpm increments. Then, to assess the power savings enabled by energy recovery,

electrical power and flow rates were measured again with both pump and ERD. Three

pairs of tests were conducted, alternating between using the pump alone and then

using both pump and ERD together. The alternating order helped to ensure that

component wear did not favor either case significantly.

5.2.4 Calculation of Displacement, Slip, and Friction Torque

The measurements were used to evaluate the slip and friction torque within the pump

and ERD stages. Slip is the leakage from the high-pressure chamber to the low-

pressure chamber of each device. It decreases the flow rate from the pump and

increases the flow rate through the ERD, relative to their ideal geometric displace-

ments. Therefore, to assess slip, we first characterized the geometric displacements

𝑑 of both stages using a standard procedure [20]. In this procedure, the slope of the
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actual flow rate 𝑄𝑎𝑐𝑡 versus rotational speed 𝑑𝜔 is evaluated at, and plotted against,

different pressure differences ∆𝑃 . Then, the displacement is defined as the intercept

of the resulting 𝑑𝑄𝑎𝑐𝑡/𝑑𝜔 versus ∆𝑃 line. Then, the slip 𝑄𝑠 through the pump and

ERD are calculated from

𝑄𝐼
𝑠 = 𝑄𝐼

𝑖𝑑 −𝑄𝐼
𝑎𝑐𝑡 and (5.1)

𝑄𝐼𝐼
𝑠 = 𝑄𝐼𝐼

𝑎𝑐𝑡 −𝑄𝐼𝐼
𝑖𝑑 , (5.2)

where the superscripts 𝐼 and 𝐼𝐼 signify the pump and ERD stages, respectively. In

these expressions, the ideal flow rate 𝑄𝑖𝑑 is

𝑄𝑖𝑑 =
𝑑𝜔

2𝜋
. (5.3)

Since the 𝐿𝑂𝐴𝐷 valve is used in place of an RO membrane, the flow rate through

flow meter F1 is the product flow rate (Fig. 5-1). For an ideal pump and ERD

combination, the ideal product flow rate 𝑄𝑝,𝑖𝑑 is

𝑄𝑝,𝑖𝑑 = 𝑄𝐼
𝑖𝑑 −𝑄𝐼𝐼

𝑖𝑑 =
𝜔(𝑑𝐼 − 𝑑𝐼𝐼)

2𝜋
(5.4)

Friction torque increases the mechanical power required by the pump and de-

creases the mechanical power produced by the ERD. To estimate the friction torque,

we first derive the ideal torque 𝑇𝑖𝑑 from the energy balance

𝑇𝑖𝑑 =
∆𝑃𝑑

2𝜋
. (5.5)

Then, using the measured electrical power consumption 𝑊̇𝑝 of the pump itself, the

pump’s friction torque is

𝑇 𝐼
𝑓 =

𝜂𝑒𝑚𝑊̇𝑝

𝜔
− 𝑇 𝐼

𝑖𝑑, (5.6)

where 𝜂𝑒𝑚 is the motor efficiency. Then, the electrical power consumption 𝑊̇𝑝𝑒 is

measured under the same conditions but with both pump and ERD. Using this mea-
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surement, the ERD friction torque is

𝑇 𝐼𝐼
𝑓 = 𝑇 𝐼𝐼

𝑖𝑑 − 𝜂𝑒𝑚(𝑊̇𝑝 − 𝑊̇𝑝𝑒)

𝜔
. (5.7)

5.2.5 Calculation of Efficiencies

We refer to three efficiencies in this study: volumetric, mechanical, and total. The

volumetric efficiency 𝜂𝑣 is a measure of the actual flow rate relative to the ideal flow

rate. Since slip decreases the pump flow rate, its volumetric efficiency is defined as

𝜂𝐼𝑣 =
𝑄𝐼

𝑎𝑐𝑡

𝑄𝐼
𝑖𝑑

. (5.8)

The inverse applies for the ERD; therefore,

𝜂𝐼𝐼𝑣 =
𝑄𝐼𝐼

𝑖𝑑

𝑄𝐼𝐼
𝑎𝑐𝑡

. (5.9)

The mechanical efficiency 𝜂𝑚 is a measure of the actual torque relative to the ideal

torque. Friction raises the pump input torque so its mechanical efficiency is

𝜂𝐼𝑚 =
𝑇 𝐼
𝑖𝑑

𝑇 𝐼
𝑎𝑐𝑡

, (5.10)

but it decreases the ERD torque output so

𝜂𝐼𝐼𝑚 =
𝑇 𝐼𝐼
𝑎𝑐𝑡

𝑇 𝐼𝐼
𝑖𝑑

. (5.11)

Lastly, the total efficiency for either stage is the product of the volumetric and me-

chanical efficiencies, giving

𝜂𝑡 = 𝜂𝑚𝜂𝑣. (5.12)
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5.2.6 Theoretical Maximum Power Savings

Assuming the pump is not replaced, the maximum relative power savings 𝜖 that can

be provided by and ideal ERD is

𝜖 =
∆𝑃𝑄𝐼𝐼

𝑖𝑑

∆𝑃𝑄𝐼
𝑎𝑐𝑡

=
𝑄𝐼𝐼

𝑖𝑑

𝑄𝐼
𝑎𝑐𝑡

. (5.13)

The pump’s actual flow rate is used because the ERD can not recapture power from

any flow that slips through the pump. Substituting Eqns. 5.3 and 5.8 simplifies the

above expression to

𝜖 =
𝑑𝐼𝐼

𝑑𝐼𝜂𝐼𝑣
. (5.14)

5.3 Results and Discussion

We first report the measured volumetric performance and power reduction achieved

by the prototype. Then, we characterize the ERD friction to provide suggestions

on how power consumption can be further decreased. Finally, we use the measured

efficiencies to estimate capital cost savings for the target community-scale PV-BWRO

application.

5.3.1 Volumetric Performance

Measured flow rates for the pump and ERD stages are plotted as a function of shaft

speed and pressure (Fig. 5-3A and B). As pressure increases, the pump flow rate

decreases while the ERD flow rate increases due to slip. To quantify the slip flow

rates, the geometric displacements are required. These were evaluated to be 12.7 ±

0.1 mL/rev and 7.6 ± 0.1 mL/rev for the pump and ERD, respectively, using the

procedure specified in Sec. 5.2.4.

Slip is not expected to vary with shaft speed since it is defined as the pressure-

driven leakage through each stage. By plotting the calculated slip (Eqns. 5.1 amd

5.2) from measured flow rates, it is seen that this expectation is met (Figs. 5-3C and

D). Error-bars are large because slip flow rates are less than 0.07 m3/h, while the
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Figure 5-3: Flow rates of the individual pump and ERD stages through
different motor speeds. Measured pump (A) and ERD (B) flow rates are plotted
against the pressure differences across those stages. Slip flow rates at both pump
(C) and ERD (D) were calculated from the same flow rate measurements and com-
pared with predictions from a previously proposed model [19]. These predictions, as
represented by the dashed lines, agreed with the experiment. Error bars represent
propagated repeatability errors and sensor inaccuracies in quadrature.

flow meters F1 and F2 (Fig. 5-1) are only accurate to within ±0.05 m3/h (2% of

full-scale) and ±0.03 m3/h (3% of full-scale), respectively. The dashed lines on the

same plots indicate the predicted slip through each stage from the model presented

in previous work [19]. This model predicts the slip past the axial rotor faces, vane

sides, and through the hydrodynamic bearing of the measured geometry (Table 5.1).

Though error-bars are large, The agreement between model and experiment for both

pump and ERD suggests that the magnitude of slip is realistically predicted. A more

thorough validation would require measuring flow rates more precisely.

Since slip does not increase with shaft speed while the displaced flow rate does,

the volumetric efficiencies of both pump and ERD improve with shaft speed (Fig.
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Figure 5-4: Measured pump and ERD efficiencies through varying pressure
differences and motor command speeds. Pump efficiencies are plotted along the
top row while ERD efficiencies are plotted along the bottom row. Volumetric, me-
chanical, and total efficiencies are plotted from left to right. Colors in all plots relate
to the motor command speed as per the legend provided in the top left figure. Error
bars represent propagated repeatability errors and sensor inaccuracies in quadrature.

5-4). It follows that to maximize volumetric efficiency, the system should be sized

for, and operated at, the maximum acceptable speed. Slip also impacts the system’s

permeate production rate (Fig. 5-5). The ideal production rate only depends on

the displacements and motor speed (Eqn. 5.4). However, slip causes less feed to be

conveyed by the pump and more brine to escape through the ERD, thereby decreasing

production rate. Since slip does not vary with shaft speed, the absolute decrease in

production rate is equal at the maximum and minimum tested speeds of 1800 and

1200 RPM. However, the displaced flow rate varies linearly with shaft speed; hence,

the relative decrease in production rate is more pronounced at the lower speed. For

example, at the maximum test pressure, the production loss is only 15% at 1800 RPM

but 22% at 1200 RPM. Again, it is seen that operating the system at the maximum
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acceptable speed is beneficial.

1800

1200

Figure 5-5: Ideal and actual production rates are compared as a function of
pump outlet pressure at the maximum and minimum tested motor speeds.
The ideal production rate is only a function of rotation speed while the actual produc-
tion rate decreases due to slip at the pump and ERD. The shaded regions represent the
propagated uncertainty in ideal production rate due to uncertainty in the calculated
pump and ERD displacements. Error bars on measured values represent propagated
repeatability errors and sensor inaccuracies in quadrature.

Overall, the system demonstrated high volumetric performance since both pump

and ERD stages respectively provided efficiencies exceeding 96 ± 3% and 96 ± 4% at

the manufacturer’s maximum recommended speed of 1800 RPM, and for pressures up

to 12.4 bar (Fig. 5-4). This prototype outperformed the only previous fixed-recovery

vane prototype evaluated by Lu et al. [21] whose reported volumetric efficiency was

below 96% at pressures above 6 bar.

5.3.2 Energetic Performance

Next, the electrical power consumption was compared with and without the ERD

(Fig. 5-6A). No power savings were observed at the lowest pressures because the total

ERD efficiency is negative under those conditions (Fig. 5-4). This result indicates

for pressure differences of less than 2 bar, the input hydraulic driving power does

not exceed the ERD’s frictional losses, causing it to behave as a net power dissipator
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than a net generator (Fig. 5-6B). Then as this hydraulic driving force increases with

rising pressure, the ERD efficiency improves and a net power savings is observed.

Power savings also increase with speed because the ERD’s total efficiency increases

with speed. Despite this improvement, the maximum measured reduction in electrical

power consumption over all test conditions was only 17 ± 3% versus the maximum

62 ± 2% that is theoretically achievable with an ideal ERD of the same displacement

(Eqn. 5.14).

ERD Friction

ERD Slip
Hydraulic Losses
Pump Friction
Pump Slip
Motor Losses

Minimum Power

Throttle

A. B. C.

With ERD
Without ERD

Figure 5-6: Measured electrical power savings enabled by the ERD. (A)
Electrical power consumption measurements with (o) and without (*) the ERD are
plotted as a function of the pump outlet pressure and motor command speed. Data
collected at speeds of 1650 and 1350 RPM are omitted for clarity. (B) The electrical
power savings provided by the ERD, relative to operating the pump without the
ERD, are plotted under the same conditions. A maximum reduction of 17 ± 3%
was obtained at the maximum speed and pressure. (C) A comparison of the power
breakdown with and without the ERD is presented for a representative operating
point (1800 RPM and 9.7 bar) to quantify the various losses.

To better understand the decreased savings, we examined a power breakdown

with and without the ERD at a representative operating point: 1800 RPM and

9.7 bar (Fig. 5-6C). The total height of the stacked bars represents the measured

electrical power consumption. The lowest bar is the minimum power required to

deliver the measured product flow rate at the stated pressure while the bars stacked

above represent different losses throughout the system. This representation clearly

shows that power losses due to slip at both the pump and ERD are small relative

to the total power consumption. This result is consistent with the high volumetric
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efficiencies measured for both stages (Fig. 5-4). Instead, the largest losses are due to

mechanical friction in the pump and ERD. Hence, decreasing ERD friction is the most

effective way to increase power savings. In the following section we assess the sources

contributing to this friction to identify strategies for mitigating the corresponding

losses.

5.3.3 Sources of ERD Friction

The calculated ERD friction torque (Eqn. 5.7) is plotted against pressure difference

through all tested speeds (Fig. 5-7A). The observed linear trend suggests that the

friction is generated at five sources: the transmission, the ERD shaft seal, the sliding

of the rotor against the axial bearing faces, the sliding of vanes against the rotor and

stator, and the radial bearing friction (Fig. 5-7B). Modeling and experimentation

were applied together to allocate the total measured frictional power losses to these

sources (Fig. 5-7C).

(5) Radial
Bearing
Friction

(2) Shaft Seal
Friction   

(3) Axial Bearing Friction (4) Vane Friction

Side Cross-Section Front Cross-Section

A.A. B.

C.

ERD Frictional Power Losses [W]

(1) Transmission

0 20 40 60 80 100 120

2+3 44 5

Figure 5-7: Analyzing the sources of ERD friction. (A) ERD friction was
observed to increase linearly with pressure difference. (B) Sources of this friction
are highlighted in front and side cross-sectional views of the ERD. (C) The frictional
power losses at these sources were quantified using a combination of experiments and
modeling. Colors in the stacked bar chart refer to the sources highlighted in the front
and side views.

Losses at the gear transmission were evaluated by comparing the motor power

output while running the smaller of the two vane pumps (Procon 750 L/h) directly

by the motor and then through the transmission. The difference in power was in-
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terpreted as transmission losses. When running the pump through the transmission,

the motor’s rotation direction was reversed to account for the gears spinning in oppo-

site directions. We assume that this change did not affect the motor efficiency. The

measured differences in power consumption are plotted in Fig. 5-8. However, at 1800

RPM and 9.7 bar, these losses on average only account for approximately 3 W of the

total 121 ± 5 W lost to friction. Therefore, transmission losses were found negligible.

Figure 5-8: Experimental measurement of the frictional power losses at the
transmission. A vane pump (Procon Series 4 750 L/h) was operated directly and
through the transmission (right). The difference in motor power output is plotted for
varying pump outlet pressures and motor speeds (left). The data points represent the
average of three measurements and the error bars indicate propagated repeatability
and sensor errors in quadrature. The dashed line is a linear fit of the data collected
over all speeds.

To isolate losses at the shaft seal and the axial bearing faces, we removed the vanes

from the ERD (Fig. 5-9). This modification eliminates two sources of friction. Most

obviously, it eliminates sliding friction at the vane-stator and vane-rotor interfaces.

Removing the vanes also causes the pressure forces on the rotor to be balanced and

therefore additionally minimizes friction at the radial bearing. The modified ERD

was then coupled to the pump via the transmission and pressurized water was intro-

duced into its inlet but the outlet was blocked. It therefore behaved as a brake and

the observed increase in motor power output was attributed to total friction at the

transmission, shaft seal, and axial bearings. Detailed results from this evaluation are
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provided in Fig/ 5-10. After subtracting transmission losses, it was similarly found

that the seal and axial bearings together contributed minimal friction: ∼12 W at

1800 RPM and 9.7 bar.

Figure 5-9: Pressure forces on the rotor are balanced when the vanes are
removed. When the vanes are present, the pressure differences on the rotor cause a
net force directed toward the right. When the vanes are removed, the pressure acts
symmetrically so there is no net force on the rotor

Vane friction and radial bearing friction could not be experimentally isolated since

the pressure-actuated vanes must be present to cause unbalanced pressure loads on

the rotor. Consequently, the model described in Sec. 4.5 was used to bound the

power dissipated due to the frictional sliding of the vane against the rotor and stator.

In this model, a force and moment balance considering both pressure and inertial

forces is applied to solve for the frictional forces at the vane tip and sides. These

frictional forces are then integrated through one rotation of the rotor to calculate the

mean friction torque and power. Using a conservative estimate of 0.15 for friction

coefficient at the vane-stator and vane-rotor interfaces [22], we calculated losses due

to vane friction to be 48 W. This value accounts for approximately 40% of the total

ERD frictional losses at 1800 RPM and 9.7 bar pressure.

The leftover 48% of the measured losses likely occurs at the radial bearing. Con-

ventionally, the friction at hydrodynamic bearings is minimized by maintaining a

fluid layer between the stationary and rotating surfaces. However, due to the high

radial pressure loads exerted at the bearing and the low viscosity of water, we sur-
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Figure 5-10: Experimental measurement of the total frictional power losses
at the shaft seal, axial bearing, and transmission. The vanes were removed
from the ERD to isolate these frictional sources. Then, with the modified ERD acting
as a brake (right), the difference in motor power output was measured for varying
pump outlet pressures and motor speeds (left). The data points represent the average
of three measurements and the error bars indicate propagated repeatability and sensor
errors in quadrature. The dashed line is a linear fit of the data collected over all speeds.

mise that full-film lubrication conditions are not attained in the tested vane pumps.

This hypothesis is supported by observations of the bearing surfaces on the loaded

and unloaded sides after use (Fig. 5-11). Relative to the unloaded side, which more

closely resembles the original surface, the loaded side showed significant signs of wear

by the shaft. This wear indicates that the bearing and shaft are not fully separated

by a lubricating layer, resulting in increased friction.

This assessment of friction suggests that the power consumption can be most ef-

fectively decreased by implementing a balanced rotor configuration. The simplest

balanced configuration has a pair of diametrically opposed inlets and a pair of di-

ametrically opposed outlets. The pressure loads in this configuration cancel out to

provide minimal loads on the radial bearing. This modification would minimize fric-

tional losses at the ERD’s radial bearings and consequently increase power savings to

an estimated 31%, a substantial improvement over the 17% obtained with the present

design.
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Figure 5-11: Close-up images of the radial bearing surface before and after
pump tests. The bearing surface before use is seen on the left. After use, the surface
on the loaded side of the bearing appears more worn (center) than on the unloaded
side (right). All images were captured under similar lighting conditions.

5.3.4 Economic Implications

To contextualize the efficiency results, we estimated the PV capital cost savings that

would be enabled by the fixed-recovery system for the target application discussed in

the introduction: community-scale BWRO systems. The assumptions made in this

analysis are as follows.

• The baseline system represents a 1 m3/h system,the most common capacity for

the target application [3, 23].

• As is typical, the baseline system operates at a recovery of𝑟 = 50% and uses a

brine stream throttle to pressurize the feed [13, 24].

• Multi-stage centrifugal pumps are typically used in these BWRO systems. There-

fore, a baseline pump efficiency of 𝜂𝑏𝑝 = 50% is assumed, as this is consistent

with the peak efficiencies provided by premium multi-stage centrifugal pumps

at the capacities of interest [25].

• A PV system that could power this baseline system costs $8,000. This estimate

is on the lower end of the ranges reported by the Safe Water Network [3] and
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Figure 5-12: Vane ERD with balanced configuration. This configuration has
two diametrically opposed inlets and two diametrically opposed outlets. Therefore,
the pressure forces cancel to provide zero net force on the rotor.

Boden and Subban [13].

• 70% of the PV system capital cost scales with the power requirement, while the

remaining 30% represents fixed costs [23].

• The fixed-recovery system that would replace the multi-stage centrifugal pump

also provides a 50% recovery.

• The efficiencies of the vane pump and ERD stages are 𝜂𝑝 = 80% and 𝜂𝐸𝑅𝐷 =

40%, respectively, based on the measurements made in this study (Fig. 5-4).

• From the assessment of frictional losses (Fig. 5-7C), an improved ERD with

minimized bearing friction would provide a higher efficiency of 60% .

Then the power consumed by the pump in the baseline system is

𝑊̇𝑏 =
𝑃𝑓𝑄𝑓

𝜂𝑏𝑝
, (5.15)

where 𝑃𝑓 is the feed pressure and 𝑄𝑓 is the feed flow rate. For a different pump
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coupled with an ERD, the estimated power consumption is

𝑊̇𝑛 =
𝑃𝑓𝑄𝑓

𝜂𝑝
(1 − 𝜂𝑝𝜂𝐸𝑅𝐷(1 − 𝑟)), (5.16)

Then, taking the ratio of these two power requirements and applying Assumptions 4

and 5, the capital cost of the PV system can be approximated by

𝐶𝐶 = $8, 000

(︂
0.70

𝜂𝑏𝑝
𝜂𝑝

(1 − 𝜂𝑝𝜂𝐸𝑅𝐷(1 − 𝑟)) + 0.30

)︂
. (5.17)

The resulting cost-comparison indicates that simply replacing the multi-stage cen-

trifugal pump with the more efficient vane pump tested in this study would provide a

cost savings of $2,100 (Fig. 5-13). Adding the ERD would only provide a further $550

savings. Though each of the pumps used in this work can be purchased for approxi-

mately $300, the added complexity of introducing an ERD may not be justifiable in

this case. However, if the friction in the ERD were to be addressed by balancing the

rotor and increasing efficiency 60%, the resulting savings would be more substantial:

$2950 relative to the baseline.

Figure 5-13: Estimating PV system capital cost savings enabled by the fixed-
recovery vane ERD. The bar lengths indicate the capital cost of the PV system
required to power each system configuration. The baseline represents the throttled 1
m3/h, 50% recovery systems that are commonly used today.
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5.3.5 Limitations of this Assessment

While the purpose of this study was to assess the efficiency of a fixed-recovery system

comprised of commonly-available vane pumps, there are other factors that will also

determine the viability of this solution, including:

• Component wear: Wear will affect the frequency of required maintenance.

• Ability to handle salt solutions: The vane pumps selected for this study are

advertised as a being suitable for RO applications. However, more testing is

required to quantify the efficiency degradation that might arise from salt pre-

cipitating within the device.

In future work, we plan to adapt the experimental set-up developed for this study to

assess these factors.

5.4 Conclusions

Community-scale, photovoltaic-powered, brackish water desalination using reverse os-

mosis (PV-BWRO) could be made more affordable using energy recovery; however,

existing solutions are cost-prohibitive. In this work, we experimentally evaluated

whether purchased water vane pumps could be used as low-cost energy recovery de-

vices (ERDs) by implementing two vane pumps of different displacements within a

fixed-recovery architecture, and measuring energy savings and efficiencies as a func-

tion of shaft speed and pressure.

While both pump and ERD stages exhibited high volumetric efficiencies exceeding

96 ± 3% and 96 ± 4%, respectively, the maximum reduction in power consumption

from adding the ERD was only 17% ± 3% due to mechanical friction. Using experi-

ments and modeling, it was identified that 48% of those frictional losses occurred at

the water-lubricated radial bearings, and were caused by unbalanced pressure loads

on the rotor. Thus, to improve the ERD’s efficiency and increase power savings, a

balanced configuration consisting of two inlets and outlets is recommended.
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Finally, using measured efficiencies, we estimated the vane pump alone could pro-

vide PV capital cost savings of $2100 while adding the ERD would only yield an

additional $550 in savings. However, adopting the recommended balanced configu-

ration for the ERD is expected to raise the total savings to $2950. Therefore, from

testing an experimental prototype, we have highlighted a feasible path toward realiz-

ing a low-cost energy recovery solution for PV-BWRO.
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Chapter 6

Evaluating the Production and

Energetic Performance of

Point-of-Use Reverse Osmosis Devices

6.1 Introduction

The objective of this work is to experimentally characterize the performance of a POU

RO system and conduct an exergy analysis to identify key inefficiencies. In doing so,

we hope to catalyze new developments in POU RO desalination that address their

low recovery and high energy consumption (Fig. 1-6).

Prior studies evaluating POU RO desalination have not investigated the energy

losses within such a system. Elfil et al. performed a techno-economic analysis on the

use of POU RO devices in Tunisia, which encompassed an evaluation of the scaling

propensity and recovery ratio for different feed water compositions and temperatures.

They concluded that the treatment cost was 11-30 times greater than can be achieved

with large scale plants when water, energy consumption, and membrane replacement

were considered. However, they did not quantify the inefficiencies underlying this

large difference [1]. To address the low recovery ratio, Thampy et al. proposed hy-

bridization with an electrodialysis process for POU desalination, and demonstrated
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that recovery could be raised to 50-60% for 2000-4000 mg/L feeds [2]. The energy

consumption of the proposed process was 8-10 kWh/m3, which equates to approxi-

mately thrice the 2.9 kWh/m3 consumption of the Minjur seawater desalination plant

(Fig. 1-6). By analyzing the RO process for POU systems in detail, we aim to identify

other strategies for improving recovery with potentially lower energetic penalties.

6.2 General Description of POU RO Systems

Figure 6-1 shows an example of the filtration steps within a POU RO system. The

core RO process highlighted in gray is the same across different products, but pre- and

post-treatment steps may vary. This process contains a booster pump, RO element,

and flow restrictor in the configuration shown. The highlighted subsystem is the focus

of this study, as it is the largest energy consumer in the POU system. In this work,

we tested the RO subsystem from a Dr. Aquaguard Magna purifier (Eureka-Forbes)

[3] which consumes 24 W of the 35 W total electrical power consumption. The

remainder is consumed by the ultraviolet (UV) lamp.

Incoming water is sufficiently pressurized for the pre- filtration, but the booster

pump provides the pressure for RO desalination and post-filtration. Diaphragm

pumps are typically used in this application because they are inexpensive. The pump

used in this study was manufactured by CSE Company Ltd. (Model CS-0580Q-

AQ); the observed efficiency matches POU RO pumps from other manufacturers.

For example, from the data provided by Aquatec (Model 8800) and EFlow (Model

ZS-ARO-N75G) for pumps providing similar pressure and flow-rate performance, the

peak efficiencies are 47% and 34%, respectively. These values are comparable to the

peak efficiency of 45 ± 2% observed for the pump evaluated in this work. Thus,

our findings regarding the impact of pump efficiency are relevant to other POU RO

devices.

Spiral-wound POU RO elements are also commodity items manufactured in stan-

dard sizes. The element evaluated in this work was manufactured by Infinite Water

Solutions Ltd. (HTFC-75 NANO). It has a nominal permeate production capacity
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Figure 6-1: The general configuration of POU desalination systems includes a reverse
osmosis stage surrounded by other treatment. The RO module of present interest is
fixed (highlighted in gray), while the type of pre- and post- filtration may vary across
different POU RO products.

of 12 L/h (75 gal/d) and matches the pressure versus flow performance of equiva-

lent Pentair (TLC-75 [4]) and DOW (FilmTecTM BW60-1812-75 [5]) products. This

agreement provides further assurance that while only one POU product was evaluated

here, the results can be generalized to other devices.

In some POU RO systems, a bypass valve is used to reintroduce salinity to the

product stream. The extent to which this valve is opened depends on user preferences.

In this work, we assume that there is no mixing of the feed and product to provide

an upper bound on the system’s second law efficiency.

Finally, it is worth noting that testing was performed on an RO element that

was previously unused. Furthermore, the POU system implements a continuous flow

configuration (Fig. 6-1) but is intermittently operated under normal use. Membrane

permeability coefficients are known to decrease with sustained use [6], and particu-
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larly with intermittent operation [7, 8], causing energy consumption to consequently

increase and production rate to decrease. It follows that the results presented here

represent the upper bound of energetic and production performance for POU RO

systems.
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Figure 6-2: This is a schematic of the experimental setup. It incorporated a spiral-
wound RO element and booster pump from a POU RO purifier. Flow-rates and
concentrations of brine and product were measured for varying feed concentrations
and pressures. Streams are numbered 1-5, and referenced in the exergy analysis (Sec.
6.4). The air columns attenuated pressure fluctuations. Tubing lengths and internal
diameters [mm] are provided for pressure drop calculations.

6.3 Experimental Methods and Data

We first experimentally evaluated the RO subsystem from a POU purifier. Power

consumption, rate of desalinated water production, and recovery ratio were measured

to quantify performance (Sec. 6.3.1). To understand the conversion from electric to

hydraulic energy, the motor was detached from the hydraulic end of the pump and

evaluated independently on a dynamometer (Sec. 6.3.2). In this section, we detail

both experiments and provide the raw results.

6.3.1 RO System Evaluation

A diaphragm booster pump and an encapsulated spiral-wound RO element were ob-

tained from a Dr. Aquaguard Magna purifier (Eureka-Forbes) [3], and fitted to a test
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setup (Fig. 6-2). The production rate, energy consumption, and recovery ratio of

this system was measured at three feed concentrations (approximately 650, 1000, and

1800 mg/L of sodium chloride), and feed pressures ranging between 70 to 630 kPa, for

a combined total of 26 tests (Table 6.1). Feed solutions, at all three concentrations,

were prepared by adding lab-grade sodium chloride (Sigma-Aldrich) to distilled water

whose initial conductivity was ∼2 us/cm.

The feed-pressure was adjusted using a control valve fitted to the reject line in

approximately 70 kPa increments up to the maximum pump pressure of 630 kPa.

This pressure was measured using a dial gauge (Ashcroft 1005). An additional pres-

sure gauge (Dwyer Instruments) was fitted downstream of the RO element, so that

viscous losses across the element could be quantified. Pressure fluctuations from the

diaphragm pump were attenuated by the air occupying the sensing tubes connected

to these gauges.

After setting the feed-pressure for each test, the system was allowed to achieve

steady operation over a minimum of 60 s, which is approximately six times the feed

residence time within the RO element. At the end of this period, the pump’s DC

current draw was recorded from the adjustable power supply (Dr. Meter PS-305DM).

Then, brine and product were collected over an additional 45-60 s duration in a 2 L

beaker and a 250 mL measuring flask, respectively. The collected masses of brine and

product, measured using a weigh scale (Ohaus, Scout Pro), were subsequently used

to estimate flow rates. Conductivities of the feed, brine, and product were measured

at the end of each test using a handheld conductivity meter (Myron L Company,

Ultrameter II). The same device was also used to measure feed temperature, which

remained between 22-25∘C through all tests.

Upon completing the tests, the RO element was unwound so that membrane and

spacer dimensions could be measured. These data are provided to facilitate future

modelling and design efforts (Table 6.2).
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Table 6.2: RO element - membrane and spacer dimensions

Parameter Value
Membrane width within glue strips, 𝑊 1.30 m
Membrane length within glue strips, 𝐿 0.19 m
Total membrane area𝑎, 2𝐿𝑊 0.494 m2

Feed spacer filament diameter, 𝑑𝑓,𝑟 0.216 mm
Feed spacer filament spacing 1.75 mm
Feed spacer filament angle𝑏 90∘

Permeate spacer height 0.254 mm
𝑎 - Transport occurs across both walls of the permeate channel
𝑏 - Filament angle is defined as in Koutsou et al. [9].

6.3.2 Pump Motor Characterization

The torque-speed relationship of the brushed DC motor used in the booster pump

was measured using a dynamometer [10], at its 24 V rating (Fig. 6-3). The speed

of the absorber was controlled through 60 steps, from 0 to the motor’s 95 rad/s

maximum. The motor speed was allowed to settle after each speed command before

torque, speed, and current were sampled at 150 Hz for 4 s and averaged.

Figure 6-3: The torque-speed characteristics, and efficiency of the pump’s motor were
measured on a dynamometer. The absorber controls the speed of the motor, while
the torque sensor measures torque output from the motor at that speed.

Dynamometer measurements were used to estimate the torque constant 𝑘𝑇 [N-

m/A], speed constant 𝑘𝑉 [V-s/rad] and winding resistance 𝑅𝑚 [Ohms] (Table 6.3).

The slope and intercepts of the measured torque-current and speed-torque curves
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were used to solve these constants (Fig. 6-4). The relevant linear relationships are

𝑘𝑇 =
𝑑𝜏

𝑑𝐼
, (6.1)

𝑘𝑉 =
𝑉

𝜔𝑚𝑎𝑥

, and (6.2)

𝑅𝑚

𝑘𝑉 𝑘𝑇
= −𝑑𝜔

𝑑𝜏
, (6.3)

where the motor torque is 𝜏 [N-m], 𝐼 is the current [A], and 𝜔𝑚𝑎𝑥 is the no-load speed

[rad/s] at voltage 𝑉 [V]. MATLAB was used to perform the linear regression, and

plot the prediction intervals that are shown [11].

Figure 6-4: 𝑘𝑇 equals the slope of measured torque vs. current (left). 𝑘𝑉 and 𝑅𝑚 were
estimated from the y-intercept and slope of the measured speed vs. torque (right).
The fitted models (Eqns. 6.1-6.3) match all experimental data within error. Each
experimental data point represents the mean of 600 measurements. The error-bars
on experimental data span the 95% confidence interval of the mean.

Table 6.3: Empirically-fitted motor constants

Parameter 95% C.I.
Velocity Constant, 𝑘𝑉 [V-s/rad] 0.260 ± 0.003
Torque Constant, 𝑘𝑇 [N-m/A] 0.228 ± 0.001
Winding Resistance, 𝑅𝑚 [Ohm] 7.1 ± 0.2
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6.4 Exergy Analysis

An exergy analysis was conducted to quantify the inefficiencies in the system. An

overview of the methodology and key equations are presented here to guide the

reader’s understanding of the work. However, a more complete description of the

exergy concept and its application to analyzing desalination systems can be found in

Mistry et al. [12]. The total work of separation
.

𝑊 𝑠𝑒𝑝 [W] is represented by the sum

.

𝑊 𝑠𝑒𝑝 =
.

𝑊 𝑙𝑒𝑎𝑠𝑡 +
∑︁
𝑖

.

Ξ𝑑,𝑖, (6.4)

where
.

𝑊 𝑙𝑒𝑎𝑠𝑡 [W] is the least work of separation at a finite recovery ratio, and each
.

Ξ𝑑,𝑖 [W] term represents the exergy destroyed by each component 𝑖 due to irreversible

operation. Normalizing by the volumetric rate of desalinated water production 𝑄𝑝

[m3/s] allows the specific energy consumption 𝑆𝐸𝐶 [J/m3] to be represented as the

sum of contributions from the least work and the losses,

𝑆𝐸𝐶 =

.

𝑊 𝑠𝑒𝑝

𝑄𝑝

=
1

𝑄𝑝

(︃
.

𝑊 𝑙𝑒𝑎𝑠𝑡 +
∑︁
𝑖

.

Ξ𝑑,𝑖

)︃
. (6.5)

For the present system, the work of separation is the electrical energy supplied to

the motor. Therefore
.

𝑊 𝑠𝑒𝑝 = 𝐼𝑉, (6.6)

where 𝑉 [V] is the voltage supplied to the motor, and 𝐼 [A] is the measured current.

Then, the second law efficiency of the system 𝜂𝐼𝐼 is

𝜂𝐼𝐼 =

.

𝑊 𝑙𝑒𝑎𝑠𝑡

𝐼𝑉
. (6.7)

Each exergy destruction term is calculated from

.

Ξ𝑑,𝑖 =
∑︁

𝑖𝑛−𝑜𝑢𝑡

.

Ξ𝑤,𝑖 +
∑︁

𝑖𝑛−𝑜𝑢𝑡

.

Ξ𝑠,𝑖, (6.8)
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indicating that exergy flows can relate to both work
.

Ξ𝑤 or process streams
.

Ξ𝑠 [W].

For process streams, the specific exergy per unit mass 𝜉 [J/kg] is defined as

𝜉 = (ℎ− ℎ*)⏟  ⏞  
enthalpy

−𝑇0(𝑠− 𝑠*)⏟  ⏞  
entropy

+
𝑛∑︁
𝑖

𝑤𝑖(𝜇
*
𝑖 − 𝜇𝑖,0)/𝑀𝑖⏟  ⏞  

chemical potential

, (6.9)

where ℎ, 𝑠, 𝑤𝑖, 𝜇𝑖, and 𝑀𝑖 are the specific enthalpy [J/kg], specific entropy [J/kg-K],

the mass fraction of species 𝑖 of 𝑛, its chemical potential [J/mol], and its molar mass

[kg/mol], respectively. Properties with the superscript * are evaluated at the temper-

ature 𝑇0 [K] and pressure 𝑃0 [Pa] of the environment, but at the same composition as

the stream of interest (restricted dead state). However, properties with the subscript

0 are evaluated at the temperature, pressure, and composition of the environment

(global dead state).

Table 6.4: Equations for quantifying each component’s exergy destruction and exergy
efficiency

Component, 𝑖 Exergy Destruction,
.
Ξ𝑑,𝑖 Exergy Efficiency, 𝜖𝑖

Full System 𝐼𝑉 −
.
𝑊 𝑙𝑒𝑎𝑠𝑡, see Eqn. 6.10 for

.
𝑊 𝑙𝑒𝑎𝑠𝑡

.
𝑊 𝑙𝑒𝑎𝑠𝑡/(𝐼𝑉 )

Pump, Motor 𝐼𝑉 − 𝑘𝑇
𝑘𝑉

(𝐼𝑉 − 𝐼2𝑅𝑚) 𝑘𝑇
𝑘𝑉

(1− 𝐼𝑅𝑚/𝑉 )

Pump, Hydraulics 𝑘𝑇
𝑘𝑉

(𝐼𝑉 − 𝐼2𝑅𝑚)− 𝑃𝑓𝑄𝑓 𝑃𝑓𝑄𝑓/
(︁

𝑘𝑇
𝑘𝑉

(𝐼𝑉 − 𝐼2𝑅𝑚)
)︁

RO Element 𝑃𝑓𝑄𝑓 − 𝑃𝑏𝑄𝑏 −
.
𝑊 𝑙𝑒𝑎𝑠𝑡

.
𝑊 𝑙𝑒𝑎𝑠𝑡/ (𝑃𝑓𝑄𝑓 − 𝑃𝑏𝑄𝑏)

Flow Restrictor 𝑃𝑏𝑄𝑏 -

Applying these expressions, we derived the exergy destruction and exergy effi-

ciency for each component. The equations are summarized in Table 6.4, while details

are provided in the following subsections. The primary assumptions include:

1. All streams are at the temperature of the feed solution. This is a common

assumption for the analysis of RO systems since it is a pressure-driven process.

It follows that the enthalpy differences in Equation 6.9 may only arise due to

changes in pressure.

2. The disposal of concentrated brine is not treated as lost exergy. Instead, the

least work is defined as the minimum work to separate the feed stream into

concentrated and diluted streams, at a finite recovery ratio. This definition
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allows direct comparison with exergy efficiencies of brackish water RO plants

reported in literature. When the disposal of concentrated brine is treated as

lost exergy, the maximum second law efficiency drops from 1.80 ± 0.05% (Sec.

6.5.1) to 1.61 ± 0.05% while other conclusions are unaffected. For a detailed

discussion on the difference between the two approaches, Qureshi et al. [13] and

Mistry et al. [12] are recommended.

3. The solution is treated as incompressible. Therefore, entropy has no pressure

dependence.

4. The feed temperature, composition, and atmospheric pressure specify the global

dead state for each test.

5. The literature provides different definitions for the exergy efficiency of the RO

element. We apply the definition provided by Blanco-Marigorta et al., whereby

the RO element is evaluated on its ability to exchange physical exergy for chem-

ical exergy [14].

6.4.1 Least Work of Separation

The least work of separation is the difference in chemical potential energy of the

product and brine streams, relative to the feed. From the derivation provided in

Appendix C,

.

𝑊 𝑙𝑒𝑎𝑠𝑡 = 2
.
𝑚𝐻2𝑂,𝑝𝑅𝑇

[︂
−𝑏𝑝𝜑𝑝 + 𝑏𝑓𝜑𝑓 + 𝑏𝑝 ln

(︂
𝛾𝑝𝑏𝑝
𝛾𝑓𝑏𝑓

)︂]︂
+2

.
𝑚𝐻2𝑂,𝑏𝑅𝑇

[︂
−𝑏𝑏𝜑𝑏 + 𝑏𝑓𝜑𝑓 + 𝑏𝑏 ln

(︂
𝛾𝑏𝑏𝑏
𝛾𝑓𝑏𝑓

)︂]︂
.

(6.10)

The mass flow rate of water in each stream .
𝑚𝐻2𝑂 [kg/s] and the associated molality of

sodium chloride 𝑏 [mol/kg] were calculated from the raw results using the procedure

outlined in Appendix D. 𝑅 is the gas constant [J/mol-K], 𝑇 is temperature [K], and

the product, brine, and feed streams are differentiated by subscripts 𝑝, 𝑏, and 𝑓 ,
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respectively. The osmotic coefficients 𝜑 and mean molal activity coefficients 𝛾 were

taken from Partanen’s work [15].

Note that at the limit of infinitesimal recovery (𝑏𝑏 = 𝑏𝑓 ) and pure water production

(𝑏𝑝 = 0), Equation 6.10 simplifies to

.

𝑊 𝑙𝑒𝑎𝑠𝑡 =

.
𝑚𝐻2𝑂,𝑝

𝜌𝐻2𝑂

(2𝑅𝑇𝑏𝑓𝜑𝑓𝜌𝐻2𝑂) = 𝑄𝑝𝜋𝑓 , (6.11)

where 𝜋𝑓 [Pa] is the osmotic pressure of the feed.

6.4.2 Pump Motor

As specified earlier, the exergy input to the motor is the electrical power (𝐼𝑉 ). Exergy

output from the brushed DC motor
.

Ξ𝑜𝑢𝑡,𝑚 [W] is mechanical power, given by the

product of torque 𝜏 [N-m] and rotational speed 𝜔 [rad/s]. Since these quantities

could not be directly measured during operation of the pump, the exergy output was

estimated from

.

Ξ𝑜𝑢𝑡,𝑚 = 𝜏𝜔 = 𝑘𝑇 𝐼

(︂
𝑉

𝑘𝑉
− 𝑅𝑚

𝑘𝑇𝑘𝑉
𝜏

)︂
=

𝑘𝑇
𝑘𝑉

(︀
𝐼𝑉 − 𝐼2𝑅𝑚

)︀
,

(6.12)

using fitted motor constants from dynamometer testing (Table 6.3).

6.4.3 Pump Hydraulics

The two exergy inputs are related to the mechanical power from the motor and the

feed stream (Stream 1 in Fig. 6-2). Since this stream defines the dead state properties,
.

Ξ1 = 0. Neglecting the dependence of entropy on pressure (Assumption 3), the exergy

flow associated with output Stream 2 is

.

Ξ2 = 𝑃𝑓𝑄𝑓 , (6.13)
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due to the elevated feed pressure 𝑃𝑓 [Pa]. The average feed volumetric flow rate 𝑄𝑓

[m3/s] for each test can be estimated from the measured product and brine mass flow

rates .
𝑚 using

𝑄𝑓 =
1

𝜌
(

.
𝑚𝑝 +

.
𝑚𝑏) , (6.14)

where 𝜌 [kg/m3] is taken to be the density of the solution at the dead state. Appendix

D outlines how the solution density, molality, and molarity were correlated to the

conductivity measurements.

6.4.4 RO Element

The exergy input of the feed stream Ξ2 is given in Equation 6.13, while the brine

and product streams form the exergy outputs. Applying Equation 6.9 to the product

(Stream 3), we find that the exergy is only related to the chemical potential difference

since the temperature and pressure are equal to those of the dead state. Then,

applying the same substitutions as in Appendix C,

.

Ξ3 = 2
.
𝑚𝐻2𝑂,𝑝𝑅𝑇

[︂
−𝑏𝑝𝜑𝑝 + 𝑏𝑓𝜑𝑓 + 𝑏𝑝 ln

(︂
𝛾𝑝𝑏𝑝
𝛾𝑓𝑏𝑓

)︂]︂
. (6.15)

The brine leaving the RO element (Stream 4) is pressurized to 𝑃𝑏 [Pa]. Accounting

for both the enthalpy and chemical potential difference,

.

Ξ4 = 𝑃𝑏𝑄𝑏 + 2
.
𝑚𝐻2𝑂,𝑏𝑅𝑇

[︂
−𝑏𝑏𝜑𝑏 + 𝑏𝑓𝜑𝑓 + 𝑏𝑏 ln

(︂
𝛾𝑏𝑏𝑏
𝛾𝑓𝑏𝑓

)︂]︂
, (6.16)

where 𝑄𝑏 is the brine volumetric flow-rate.

Note that summing the exergy outputs from the RO element and substituting

Equation 6.10 gives the result

.

Ξ3 +
.

Ξ4 =
.

𝑊 𝑙𝑒𝑎𝑠𝑡 + 𝑃𝑏𝑄𝑏. (6.17)

The least work of separation appears in this expression because the separation process

occurs within the RO element.
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6.4.5 Flow Restrictor

The restrictor depressurizes the brine stream. Therefore the exergy of Stream 5 is

simply reduced from that of Stream 4 (Eqn. 6.16) to

.

Ξ5 = 2
.
𝑚𝐻2𝑂,𝑏𝑅𝑇

[︂
−𝑏𝑏𝜑𝑏 + 𝑏𝑓𝜑𝑓 + 𝑏𝑏 ln

(︂
𝛾𝑏𝑏𝑏
𝛾𝑓𝑏𝑓

)︂]︂
. (6.18)

6.5 Results and Discussion

The exergy analysis outlined above was conducted using the measured data to esti-

mate second law efficiency, highlight significant losses, and suggest areas for improve-

ment.

6.5.1 Specific Energy Consumption

Specific energy consumption (SEC) is plotted against feed pressure and feed concen-

tration (Fig. 6-5). Tests where the applied pressure only marginally exceeded the

osmotic pressure were excluded given that the permeate production rate was far below

the RO element’s nominal 12 L/h specification. Likewise, tests conducted at 625 kPa

were excluded because brine flow was almost fully choked, and the pump was close

to stalling. Between these limits, a minimum measured specific energy consumption

of 1.54 ± 0.04 kWh/m3 was obtained at the lowest feed concentration of 650 mg/L,

and the highest feed pressure of 560 kPa.

SEC increased with feed concentration as expected, because permeate flux de-

creases when a constant pressure is applied against increasing feed osmotic pressures.

At the same 560 kPa pressure, the SEC was 1.63 ± 0.05 kWh/m3 and 1.99 ± 0.06

kWh/m3 for the intermediate and high feed concentrations, respectively. Figure 6-5

also shows SEC decreasing with increasing feed pressure. This behavior is examined

more closely in the following subsection.

The stacked bars (Fig. 6-5) present a breakdown of SEC into the least work of

separation and accumulated losses due to exergy destruction at the individual com-

ponents, per Equation 6.5. This breakdown indicates that the booster pump (motor
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and hydraulics, together), followed by the discharge of pressurized brine, contribute

the greatest losses in the system. These losses respectively account for 36%, 25%, and

29% of the measured SEC at 1000 mg/L and highest feed pressure. Note that the

motor is the most upstream component in the system that was analyzed; hence, it

provides the power for all downstream processes. Downstream inefficiencies therefore

have a compounded effect on the exergy destruction at the motor. For example, if

the exergy destruction associated with brine depressurization were lowered, then the

motor would be required to output less power to maintain the same potable water

production rate. If the efficiency of the motor remained constant, one could then

expect to also see a decrease in the SEC contribution from the motor. It follows that

reducing, or recovering, the brine pressure can significantly decrease the system SEC.

Figure 6-6: Exergy efficiencies of the individual components are plotted against feed
concentration, for operation at 550 kPa feed pressure. The efficiency definitions are
summarized in Table 6.4. The flow restrictor is a purely dissipative element (𝜂 =
0) and is therefore excluded here. Error bars represent the root mean square of
measurement uncertainty and standard deviation.

At 8%, the RO element provides the smallest contribution to the SEC of the

system, but a comparison of exergy efficiencies reveals that it is the least efficient

component (Fig. 6-6). These two results are consistent because the RO element
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Figure 6-7: Recovery ratio and system efficiency both increased with feed pressure.
The maximums were 24.6% ± 0.8% and 1.80% ± 0.05%, respectively. Error bars
represented propagated measurement uncertainty.

consumes only a small fraction of the hydraulic power generated by the pump. The

remainder is dissipated by the flow restrictor. Therefore, permeation losses, viscous

losses, and losses due to concentration polarization at the RO element are small when

compared to losses at the other components under the intended system operation.

Therefore, improving the efficiency of the RO element alone will not decrease SEC

significantly.

6.5.2 Effect of Feed Pressure on Production Rate, Recovery,

and Specific Energy Consumption

The maximum measured second law efficiency for the system was 1.80 ± 0.05% at

the 1800 mg/L feed and maximum pressure (Fig. 6-7). In the previous subsection,

we highlight that one way to improve this efficiency is to recover the exergy destroyed
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Figure 6-8: Exergy destruction at the pump is plotted with product flow rate against
feed pressure. The x-intercept of the flow rate vs. feed pressure plot is the feed osmotic
pressure 𝜋𝑓 . Above this pressure, the flow rate is linear with the over-pressure ∆𝑃𝑓 .
A minimum of 5 W is dissipated by friction at the pump before any desalinated water
is produced. Results are plotted for the 1000 mg/L feed, and error bars represent
propagated measurement uncertainty.

at the flow restrictor. Here, we show that another potential solution is to increase

feed pressure. The observed decrease in SEC with rising feed pressure (Fig. 6-5) is

explained by two mechanisms.

1. The SEC decays with feed pressure because a nominal pumping loss is dis-

tributed over increasing volumes of produced water. Approximately 5 W are

lost to pump friction before any desalinated water is produced from the 1000

mg/L feed (Fig. 6-8). This minimum energy loss is the sum of frictional losses

within the pump at no-load conditions and the losses incurred in overcoming

the feed osmotic pressure.

2. Increasing feed pressure raises recovery (Fig. 6-7), which in turn decreases

exergy destruction at the flow restrictor. To understand this relationship, we

begin with the expression for exergy destruction at the flow restrictor (Table
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6.4) and neglect viscous pressure drop through the RO feed channel so that

𝑃𝑏 ≈ 𝑃𝑓 . Then, the respective contribution to SEC is approximately

𝑆𝐸𝐶𝑓 ≈ 𝑃𝑓𝑄𝑏

𝑄𝑝

= 𝜋𝑓

(︂
1

𝑟
− 1

)︂
+

∆𝑃𝑓

𝑄𝑝

𝑄𝑏, (6.19)

where 𝑟 is the recovery ratio. Similarly to Mechanism 1 above, the osmotic

pressure 𝜋𝑓 represents the minimum hydraulic potential before any desalinated

water is produced. The first term on the right-hand side of Equation 6.19

pertains to the SEC decay as this energy requirement is divided over increasing

product volumes. Meanwhile, ∆𝑃𝑓 represents the over-pressure required to

generate permeate flux. The constant slope in Figure 6-8 indicates that the

ratio of this term to the product flow rate 𝑄𝑝 is constant. However, brine flow

rate 𝑄𝑏 decreases with increasing feed pressure; therefore, the second term also

decreases with feed pressure. Note that the exergy destruction at the brine

throttle approaches zero as the recovery ratio approaches one.

Raising feed pressure will further decrease SEC contributions at the pump and

throttle via both mechanisms, albeit at an evidently diminishing rate (Fig. 6-5).

However, an opposite trend is observed with the RO element (Fig. 6-9). By substi-

tuting the simplified least work of separation (Eqn. 6.11) within the expression for

exergy destruction at the RO element provided in Table 6.4, we get the approximate

expression
.

Ξ𝑑,𝑒 ≈ 𝑃𝑓𝑄𝑓 − 𝑃𝑏𝑄𝑏 − 𝜋𝑓𝑄𝑝, (6.20)

and the corresponding contribution to the specific energy consumption is

𝑆𝐸𝐶𝑒 =

(︂
𝑃𝑓𝑄𝑓 − 𝑃𝑏𝑄𝑏

𝑄𝑝

)︂
− 𝜋𝑓 . (6.21)

At low permeate fluxes, when brine flow rates are highest, energy consumption is

dominated by viscous pressure drop through the feed channel. At higher permeate

fluxes, in the intended operating regime, this viscous pressure drop decreases so that

the brine pressure 𝑃𝑏 approaches the feed pressure 𝑃𝑓 (Table 6.1). Then, Equation

181



6.21 can be approximated by

𝑆𝐸𝐶𝑒 ≈ 𝑃𝑓 − 𝜋𝑓 = ∆𝑃𝑓 . (6.22)

The product flow rate grows linearly with this over-pressure (Fig. 6-8). After nor-

malizing the product flow by total membrane area (Table 6.2), the proportionality

constant between permeate flux 𝐽𝑤 and over-pressure ∆𝑃 gives an effective membrane

permeability coefficient of 𝐴𝑚 = 5.7 ± 0.2 L/m2-h-bar. This value is lower than the

membrane’s actual permeability coefficient, because it also accounts for concentration

polarization. Substituting this linear relationship into Equation 6.22 gives

𝑆𝐸𝐶𝑒 ≈
1

𝐴𝑚

𝐽𝑤. (6.23)

The calculated element SEC closely matched this expected linear relationship (Fig.

6-9). The small systematic difference is caused by the pressure drop in the brine

stream.

Thus, we have shown that specific exergy destruction at the RO element grows

linearly with increasing feed pressure (Fig. 6-9), while at the pump and throttle it

decays with feed pressure (Fig. 6-5). For the present system, exergy destruction at

the pump and throttle outweigh those at the RO element. Therefore, small increases

in feed pressure will produce a net decrease in SEC. There are however two factors

that may limit how much feed pressure may be increased:

• Maximum Permeate Flux: Membrane manufacturers recommend an average

permeate flux of 23-31 L/m2-h for brackish water desalination to minimize foul-

ing and prevent mechanical damage [16, 17]. At the highest pressures, the 30

L/m2-h flux for the present system approaches the upper bound of this de-

sign recommendation (Fig. 6-9). As a result, accelerated fouling or membrane

damage may be one barrier to raising feed pressure beyond the present range.

Additional experimental investigation is recommended to characterize these ef-

fects.
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1 Am1/

Figure 6-9: The SEC contribution due to exergy destruction at the RO element is
plotted against permeate flux 𝐽𝑤. Viscous pressure drop through the brine channel
dominates at low flux, while pressure drop due to membrane permeation dominates at
high flux. The latter process is expected to produce a linear trend with a slope corre-
sponding to the inverse of the effective membrane water permeability coefficient, 𝐴𝑚

= 5.7 ± 0.2 L/m2-h-bar. Error bars represent propagated measurement uncertainty.

• Maximum Element Pressure: Another barrier to raising feed pressure is the

maximum pressure rating: 830 kPa for the present RO element. We did not

investigate failure mechanisms that prevent operation at higher pressures. How-

ever, other manufacturers provide products that are rated to higher pressures:

1035 kPa for both FilmTecTM [5] (DOW) and NanoH2OTM (LG) products [18].

Therefore, it seems feasible for a system to be designed for higher feed pressures.

Reiterating Mechanisms 1 and 2 above, raising feed pressure decreases SEC by

increasing recovery ratio. The same can be achieved by maintaining the same feed

pressure and increasing membrane area instead. With this approach, the permeate

flux would not exceed recommended design limits. Potential solutions here include an

element with larger membrane area or a second RO stage. Alternatively, recovery ratio

could be increased by recirculating the brine in a batch or semi-batch process [19–23]
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so that the same membrane area is reused several times within a single batch. In all

cases, designers would be required to balance the efficiency gains with an increased

capital cost. They would also have to fit more equipment within the compact POU

purifier bodies.

Examining Figures 6-7 and 6-8 together, it is also seen that recovery ratio, pro-

duction rate, and second law efficiency improve simultaneously with increasing feed

pressure. This synergy could be potentially exploited to improve system performance

across-the-board.

6.5.3 Pump Performance

Summing electric and hydraulic losses, we find that the booster pump assembly (mo-

tor and hydraulic end together) is the greatest source of losses (Fig. 6-5). These

losses could be decreased by raising the pump efficiency 𝜂𝑝, which peaked at 45 ± 2%

and remained relatively flat over a wide operating range (Fig. 6-10). However at this

peak, the motor efficiency 𝜂𝑚 is 70 ± 1%, giving an estimated hydraulic efficiency 𝜂ℎ

(= 𝜂𝑝/𝜂𝑚) of 64 ± 1%. These efficiencies are acceptable given the small size of the

pump and it would be therefore difficult to increase them substantially.

6.6 Conclusions

Point-of-use reverse osmosis (POU RO) devices have been useful in enabling house-

holds to produce drinking water from saline water supplies. However, they are ineffi-

cient when compared to large-scale processes, with respect to both recovery ratio and

specific energy consumption (SEC). In this work, an RO element and correspond-

ing pump from one such POU device was experimentally evaluated at varying feed

pressures of 70 - 630 kPa and three sodium chloride concentrations: 650, 1000, and

1800 mg/L. A subsequent exergy analysis using the experimental results indicated a

maximum second law efficiency of 1.80 ± 0.05% for the system, and a minimum SEC

of 1.54 ± 0.04 kWh/m3.

Four directions for decreasing SEC were identified. First, the depressurization
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Figure 6-10: The measured pump (motor and hydraulic) power and efficiency are
plotted against feed pressure (top). The 95% prediction interval for motor power
and efficiency are represented by the shaded region for the same operating range, by
correlating pump pressure to current draw (bottom). The combined pump efficiency
peaked at 45 ± 2%, while the motor alone is most efficient at low output powers
where small currents decrease ohmic losses. Error bars in the top graph represent
measurement uncertainty.
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of brine at the flow restrictor accounts for 29% of the specific energy consumption.

Recovering this energy will also decrease losses at the upstream pump. The second

suggestion involves raising feed-pressure to increase recovery ratio. This approach

would decrease exergy destruction due to brine throttling, and distribute pump fric-

tional losses over greater volumes of produced water. However, since the 30 L/m2-h

permeate flux at the highest pump pressures already approaches the maximum rec-

ommended values for brackish water desalination, operation at even higher pressures

may increase fouling propensity. To overcome this concern, a third approach is to

maintain the same feed pressures but increase membrane area. Finally, the recovery

could also be increased by recirculating the brine through the RO element in a batch

or semi-batch process.

The spiral-wound RO element had an exergy efficiency of 8.6 - 21.9% at maxi-

mum pressure, when SEC was lowest for each feed. Losses were primarily caused by

over-pressure due to concentration polarization and permeation through the mem-

brane. These losses account for only 8% of the system’s SEC at the 1000 mg/L feed.

Improving the element’s efficiency alone is therefore unlikely to decrease the overall

system SEC significantly. However, element upgrades that enable higher pressure op-

eration, or increase water recovery, could promote significant energy savings at other

components.

This work can guide new developments to decrease the impact of POU RO devices

on scarce energy and groundwater resources in countries such as India, where they

are increasingly used.
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Chapter 7

Engineering a Semi-Batch Reverse

Osmosis System for Point-of-Use

Applications

Grace Connors and Quantum Wei contributed to the work presented in this chapter.

In addition, the work was heavily informed by research conducted by the Lienhard

Research Group.

7.1 Introduction

In the previous chapter, it was identified that point-of-use reverse osmosis (POU RO)

desalination could be made more energy- and water-efficient by adopting a batch or

semi-batch configuration, where the brine is recirculated to increase recovery. This

chapter justifies the selection of a semi-batch configuration over batch, describes the

design of a prototype system, and outlines the additional improvements that could

be made.
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7.1.1 Batch vs. Semi-Batch RO Systems

Brine can be recirculated through the RO element to increase recovery in three dif-

ferent manners (Fig. 7-1). In continuous RO processes, a fraction of the brine from

the output of the RO element can be recycled and mixed with feed at the input

(7-1A). While this recycling increases recovery, it also raises the concentration of the

water that is being desalinated. The greater the fraction of brine that is recycled, the

higher this feed concentration. Raising the feed concentration could in turn decrease

the production rate and increase the likelihood of salt precipitation within the RO

element; therefore, the other methods of recirculating brine were favored for the POU

application.

Figure 7-1: There are different methods for recirculating brine. (A) A small
fraction of the brine can be mixed with the feed inflow in a continuous RO desalination
process. Alternatively, RO desalination can be performed in batches. In a semi-batch
process (B), all the brine is recirculated and mixed with incoming feed until the brine
concentration reaches a specified maximum. Then it is flushed out and the process
is reset. Alternatively, in a true batch process (C), there is no mixing of the brine
with incoming feed. Instead, brine is recirculated through a variable volume tank to
account for permeate volume losses. Once the brine concentration reaches a specified
maximum, it is flushed out and replaced with new feed.

In semi-batch and true batch processes, water is treated in batches. In a semi-

batch RO process, all the brine leaving the RO element is recirculated and mixed
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with incoming feed (Fig. 7-1B). This process continues until the brine concentration

reaches a specified maximum. Then it is flushed out of the system and replaced with

new feed. In a true batch process, there is no mixing of brine with feed. Instead, a

variable volume capacity is added to accommodate losses in the total brine volume

as permeate is produced (Fig. 7-1C). Once the brine is sufficiently concentrated, it is

flushed and replaced with new feed. There are different solutions for how a varying

brine volume can be accommodated, including a bladder [1, 2], a double-acting piston

[3, 4], and a tank or reservoir [5]. While both semi-batch and true batch RO processes

can be used to increase recovery, the following factors influenced the selection of the

former over the latter:

Footprint

In a batch process, the feed that is initially held in the reservoir gradually permeates

across the RO membrane over the batch cycle. The concentrated brine that remains

in the system at the end of this cycle is then flushed out. Therefore, the minimum

reservoir volume 𝑉𝑟 increases with the target recovery ratio 𝑟 of the process according

to

𝑉𝑟 = 𝑉𝑠
𝑟

(1 − 𝑟)
, (7.1)

where 𝑉𝑠 is the hold-up volume of the RO element and piping system [6]. For the 60%

recovery ratio mandated by the NGT, the reservoir volume is 1.5 times the system

volume. This additional volume would make it more challenging to fit a batch RO

process within compact POU water purifiers. In contrast, semi-batch RO processes

have smaller footprints because they do not require this separate reservoir.

Feed-Brine Mixing

By preventing the mixing of brine with feed, true batch RO can consume less energy

than semi-batch RO. For brackish water desalination, these savings only become

significant for recoveries exceeding 60-70% [6, 7]. Since the mandated recovery sits at

this threshold, a batch process does not provide a significant energetic benefit over a
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semi-batch process for this application.

Incomplete Flushing and Salt Retention

Incomplete flushing of brine at the end of one batch cycle will result in salt retention

that elevates the concentration at the start of the subsequent cycle. Lee et al. found

that for their experimental semi-batch RO system, a minimum of three to four times

the system volume was needed for flushing (without that volume being recycled) [8, 9].

Wei et al. took a different approach by flushing their batch RO system with only one

times the system volume [2]. They minimized the feed volume lost to flushing and

accepted the resulting feed salinity elevation. In both approaches, minimizing system

volume will decrease the feed volume lost to flushing. Since semi-batch RO systems

tend to have smaller system volumes, they provide an advantage over true batch RO

systems on this metric.

Flux Penalty

To equate the overall production rates of continuous and batch RO processes, some

studies specify that the permeate flux must be greater during the production phase

of batch processes to compensate for zero permeate production during their flush

phase [2, 5, 9]. POU purifiers operate intermittently to replace the water that the

user withdraws from the storage tank. Therefore, there is no need to operate at an

elevated flux for this application. Hence, there is also no obvious advantage from a

semi-batch process over a true batch process, or vice-versa.

7.2 Design and Operation of Semi-Batch Systems

A semi-batch RO system (Fig. 7-2) consitutes:

1. One or more RO elements housed within pressure vessels.

2. A high-pressure pump (HPP). This pump introduces feed into the system and

generates the necessary pressure for desalination.
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Figure 7-2: Schematic of a semi-batch RO system. The system consists of the
RO element, a high-pressure pump (HPP), a circulation pump (CP), a one-way check
valve, and a solenoid valve (SV).

3. A circulation pump (CP) that recirculates brine in a closed loop through the

RO element at a flow rate that exceeds the manufacturer’s specified minimum.

Recirculating the brine is necessary to prevent excessive concentration polariza-

tion. Given its function, the circulation pump only needs to provide sufficient

pressure to overcome flow losses through the feed channel and piping.

4. A one-way check valve to control the flow direction within the circulation loop

5. A solenoid valve (SV) to control the release of brine.

The system operates cyclically though two phases: production and flushing (Fig.

7-3). During the production phase, the solenoid valve is shut. The high-pressure

pump introduces feed into the system while the circulation pump recirculates the

brine through the RO element. The inflow from the high-pressure pump causes the

system pressure to rise above the osmotic pressure of the brine, which in turn causes

water to permeate through the RO membrane, and the brine to become concentrated.

Once the system is pressurized, the rate of feed inflow equals the permeate outflow.

Permeate production is maintained until the brine becomes sufficiently concentrated.

Then, the flush phase is initiated by opening the solenoid valve. Opening this valve

depressurizes the system and ceases permeate production. The circulation and feed
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pumps are then used to eject the concentrated brine and replace it with new feed.

Figure 7-3: A semi-batch RO process cycles through two phases. In the
production phase, the solenoid valve is shut and the brine is recirculated through
the RO element, growing more concentrated with each pass. In the flush phase, the
solenoid valve is opened and this concentrated brine is ejected

There are three key advantages to the semi-batch configuration over the continuous

configuration that is currently used in POU products:

1. Since POU RO systems are used intermittently, reducing exposure to concen-

trated brine during down-time will likely extend membrane life. The semi-batch

system is flushed with new feed after each production phase. Since no portion of

the RO element sits exposed to concentrated brine over an extended duration,

the risk of scaling is minimized. It may be possible to completely eliminate

scale formation if exposure to supersaturated conditions is minimized and any

formed crystals are dissolved during the flush phase [10, 11]; however, this may

be difficult to accomplish in practice [8]. In comparison, the tail end of the RO

element in a continuous process will always be exposed to the maximum brine

concentration.

2. RO elements are designed to operate with a minimum brine flow-rate and within

a maximum permeate flux. These two specifications together bound the maxi-

mum recovery that is feasible with one RO element in a continuous process. A

semi-batch process offers independent control over the permeate flux and the
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brine flow rate so that higher recoveries are feasible while operating within the

aforementioned specifications.

3. In Chapter 6, it was shown the brine stream throttle in a conventional contin-

uous POU RO system dissipates 29% of the input electrical power due to the

low recovery ratio of the process. This dissipation is avoided by recirculating

the brine in a semi-batch process, which may lead to potential power savings.

7.3 Prototype Description

A prototype semi-batch RO system was assembled using mass-produced off-the-shelf

components (Fig. 7-4). The prototype uses a standard encapsulated 12 L/h (75 GPD)

RO element, which is a common size for POU RO purifiers. It uses diaphragm pumps

for both the high-pressure and circulation pumps. By design, diaphragm pumps are

equipped with check-valves on their outlet ports, thereby eliminating the need for a

stand-alone check valve (Fig. 7-2). Finally, the controller for the prototype uses pulse-

width modulation (PWM) to control the voltage applied to the high-pressure pump.

Controlling pump voltage actively through the production phase may be necessary,

as will be explained in Section 7.4.3.

Figure 7-4: Photograph of prototype semi-batch system. The prototype was
assembled using a standard 12 L/h (75 GPH) element and off-the-shelf pumps.
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7.3.1 Preliminary Testing

The prototype was used to desalinate concentrated tap-water. Tap water was mixed

with the brine from one test to form the feed for the consecutive test. Measured

production rates, recovery, and average permeate concentrations are tabulated below

(Table 7.1). The total permeate volume produced for each test was 1 - 1.25 L.

Table 7.1: Results from initial testing of the semi-batch POU RO prototype

Feed Conductivity Production Rate Recovery Permeate Conductivity
(𝜇S/cm) (L/h) (%) (𝜇S/cm)

1350 15.3 67 56
1474 14.2 75 80
1800 13.6 75 110
2171 12.3 75 116
2400 12.0 75 132
2730 11.1 75 158
3600 11.0 71 209

As seen, the prototype is capable of recovery ratios that exceed the 60% threshold

that the National Green Tribunal (NGT) aims to enforce as a mandatory minimum.

This recovery ratio 𝑟 is defined as

𝑟 =
𝑉𝑝

𝑉𝑝 + 𝑉𝑓

, (7.2)

where 𝑉𝑝 is the produced permeate volume and 𝑉𝑓 is the feed volume used to flush

the brine out of the system at the end of the batch cycle. The flush volume was set to

approximately twice the system hold-up volume 𝑉𝑠 to ensure adequate flushing, how-

ever some sources suggest that this may be insufficient [8, 9]. Therefore, optimization

of this flush volume is still required.

The system is also capable of production rates that are similar to those of existing

products (9-15 L/h). This average production rate 𝑄𝑝 was calculated from

𝑄𝑝 =
𝑉𝑝

𝜏𝑝
, (7.3)

where 𝜏𝑝 is the production phase period. Flush durations were excluded in this
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calculation because the system is not expected to process batches continuously. It

will only process a batch when drinking water is withdrawn from the purifier’s storage

tank. However, since the flush phase takes only 10-15 s, accounting for the flush

duration would decrease the tabulated production rates by less than 5%. While

these production rates are acceptable, they can be further increased as is discussed

in Section 7.4.3.

The NGT also aims to mandate a minimum product concentration of 150 mg/L,

which corresponds to a conductivity of roughly 250 𝜇S/cm. The permeate concen-

tration from the prototype is lower than this minimum. As is typical for existing RO

products, blending of the permeate with small feed quantities could be used to raise

the product concentration to permissible levels.

Power consumption was not measured during these tests. Therefore, it is yet to be

determined whether this semi-batch prototype saves energy relative to conventional

continuous systems.

7.4 Proposed Improvements to the System

Before the system can be integrated into a product, additional features may be needed

to ensure that the performance is robust to changes in temperature, feed concentra-

tion, and membrane permeability. Concepts for how these features could be imple-

mented are described below.

7.4.1 Monitoring Batch Progress

The time to achieve a certain recovery ratio will vary with feed concentration and

membrane permeability. To accommodate membrane aging, as well as seasonal and

geographical variations in feed water composition, a method of monitoring the batch

progress is required.

Sensing of the recirculated brine conductivity or permeate flow rate through the

production phase process would enable accurate control over the process recovery

ratio. Unfortunately, measuring conductivity and flow rates accurately, with minimal
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Figure 7-5: High-pressure pump curves. (A) Flow-rate is plotted against pressure
for varying pump voltages. (B) Current is plotted against pressure for varying pump
voltages.

sensor recalibration, is prohibitively expensive. An alternative low-cost solution is

measuring the pump outlet pressure and inferring the feed flow rate from the linear

pump curve (Fig. 7-5A). The feed flow rate is equal to the permeate flow rate dur-

ing the production phase; therefore, this approach could be used to monitor batch

progress. This approach is attractive because when compared to conductivity and

flow rate sensors, pressure transducers are inexpensive.

Another approach could be to measure the voltage and current drawn by the

pump, and to use those two parameters to deduce the flow rate and pressure. However,

for the small diaphragm pumps used for this prototype, the current is insensitive to

pressure in the typical operating pressure range of 5- 7 bar (Fig. 7-5B). Therefore, it

would be difficult to infer the pressure reliably from current measurements.

7.4.2 Virtual Feed Concentration and Membrane Permeabil-

ity Sensor

We can leverage our understanding of the semi-batch process to estimate the feed

concentration and membrane permeability using a time series of pressure data and

the high-pressure pump curve (Fig. 7-5). To illustrate the basic concept, the following

simplifications are made:

1. The per-pass recovery is low so that the brine concentration can be treated as
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spatially uniform within the circulation loop. The brine concentration is then

treated as only changing temporally.

2. Concentration polarization can be neglected, or can be approximately modeled

with a decreased membrane permeability coefficient.

3. The permeate is pure water.

4. The osmotic pressure is proportional to concentration.

5. Pressure drop through the feed-channel is negligible

Then, at any time during the production phase of each batch cycle, the instanta-

neous permeate flow rate 𝑄𝑝 is

𝑄𝑝 = 𝐴𝑚𝑒𝑚𝑆(𝑃𝑓 − 𝜋𝑏), (7.4)

where 𝐴𝑚𝑒𝑚 is the membrane water permeability coefficient, 𝑃𝑓 is pressure applied by

the high-pressure pump (Fig. 7-5), 𝑆 is the total membrane area of the RO element,

and 𝜋𝑏 is the instantaneous brine osmotic pressure, assuming that the concentration

through the element is uniform (Assumption 1).

Additionally, a mass balance during the production phase gives that

𝑉𝑠(𝐶𝑏 − 𝐶𝑓 ) = 𝐶𝑓

∫︁ 𝑡

𝑡=0

𝑄𝑓𝑑𝑡, (7.5)

where 𝑉𝑠 is the system hold-up volume, 𝐶𝑏 is the instantaneous average brine concen-

tration, 𝐶𝑓 is the feed concentration, 𝑄𝑓 is the feed flow rate, and 𝑡 is the elapsted

time. The left side of the equation represents the salt accumulation within the sys-

tem and the right side is the inflow of salt into the system. The outflow of salt in

the permeate stream is negligible (Assumption 3). Note that during the production

phase, the feed flow rate equals the permeate flow rate, so

𝑄𝑓 = 𝑄𝑝, (7.6)
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and if the osmotic pressure is proportional to concentration (Assumption 4), then

Eqn. 7.5 can be written as

𝑉𝑠(𝜋𝑏 − 𝜋𝑓 ) = 𝜋𝑓𝑉𝑝. (7.7)

where 𝑉𝑝 is the accumulated permeate volume at time 𝑡:

𝑉𝑝 =

∫︁ 𝑡

𝑡=0

𝑄𝑝𝑑𝑡. (7.8)

Rearranging the above gives
𝜋𝑏

𝜋𝑓

= 1 +
𝑉𝑝

𝑉𝑠

. (7.9)

Combining Equations 7.4 and 7.9 gives the expression

𝑄𝑝 = 𝐴𝑚𝑒𝑚𝑆

(︂
𝑃𝑓 − 𝜋𝑓

(︂
1 +

𝑉𝑝

𝑉𝑠

)︂)︂
. (7.10)

If the pressure 𝑃𝑓 is measured, then the instantaneous permeate flow rate 𝑄𝑝 can

be inferred from the pump curve (Fig. 7-5A). Integration of 𝑄𝑝 over time gives the

accumulated permeate volume 𝑉𝑝. Therefore, 𝑃𝑓 , 𝑄𝑝, and 𝑉𝑝, are quantities that

are measured in time. The system volume 𝑉𝑠 and the membrane area 𝑆 are known

quantities by design. Thus, the only two unknowns are the membrane permeability

𝐴𝑚𝑒𝑚 and the feed osmotic pressure 𝜋𝑓 . It follows that these two quantities can be

estimated using the time series data of the measured quantities.

One way to perform such an estimate is to apply gradient descent. To do this,

Eqn. 7.10 is rewritten as

[𝐴] = 𝑥[𝐵] − 𝑥𝑦[𝐶], (7.11)

where 𝑥 = 𝐴𝑚𝑒𝑚 and 𝑦 = 𝜋𝑓 are unknown scalars. 𝐴, 𝐵, and 𝐶 are vectors that are

calculated from known quantities and the time series data of measured quantities,

where

𝐴 =
𝑄𝑝

𝑆
, (7.12)

𝐵 = 𝑃𝑓 , and (7.13)
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𝐶 =

(︂
1 +

𝑉𝑝

𝑉𝑠

)︂
. (7.14)

Using this formulation, we aim to optimize the values of 𝑥 and 𝑦, that will minimize

the mean squared error (MSE) of the residual function 𝐸, where

[𝐸] = [𝐴] − 𝑥[𝐵] + 𝑥𝑦[𝐶], and (7.15)

𝑀𝑆𝐸 =
1

𝑚

𝑚∑︁
𝑖=1

𝐸𝑖(𝑥, 𝑦)2. (7.16)

𝐸𝑖(𝑥, 𝑦) is the 𝑖𝑡ℎ of 𝑚 elements of the vector [𝐸] evaluated for a given combination

of 𝑥 and 𝑦 values. Applying gradient descent, 𝑥 and 𝑦 can be optimized iteratively

through

⎡⎣𝑥
𝑦

⎤⎦𝑛𝑒𝑤

=

⎡⎣𝑥
𝑦

⎤⎦𝑜𝑙𝑑

− 𝛼

⎡⎣𝜕𝑀𝑆𝐸
𝜕𝑥

𝜕𝑀𝑆𝐸
𝜕𝑦

⎤⎦𝑜𝑙𝑑

=

⎡⎣𝑥
𝑦

⎤⎦𝑜𝑙𝑑

− 𝛼

⎡⎣ 2
𝑚

∑︀
𝐸𝑖(𝑥, 𝑦)(−𝐵𝑖 + 𝑦𝐶𝑖)

2
𝑚

∑︀
𝐸𝑖(𝑥, 𝑦)(𝑥𝐶𝑖)

⎤⎦𝑜𝑙𝑑

,

(7.17)

where 𝛼 is the learning rate that will have to be tuned through experimentation. The

above optimization could be performed on-board the POU RO purifier in real-time

as each batch is processed. This virtual sensor could be used to track variations in

feed water processed by the purifier, and monitor membrane life, without the need

for additional physical sensors.

7.4.3 Maximizing Production Rate

For the preliminary tests, the high-pressure pump was operated at a fixed voltage,

commanded using PWM. However this type of operation does not maximize the

production rate of the system (trajectory 1 in Fig. 7-6). At a fixed voltage, the

permeate flow-rate will decrease as the batch progresses.

An improved method of controlling the process would be to initially increase the

voltage to operate at the maximum allowable flux of the membrane element, then to

decrease voltage to operate at its maximum allowable pressure (trajectory 2 in Fig.

7-6).
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7.5 Conclusions

This section describes the design of a semi-batch RO system intended for point-of-

use treatment. Initial testing indicates that this system is capable of meeting the

recovery ratio, production rate, and permeate concentration targets required for the

application. Long-duration testing on hard water is now required to test whether

this performance can be sustained over the expected life of the membrane. In addi-

tion, we have outlined several features that could be added to enhance the system’s

performance at minimum additional cost.
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Chapter 8

Conclusions

In this thesis, modeling, prototyping, and experimentation were applied to investigate

methods to improve the cost, energy efficiency, and water recovery of ED and RO

for community-scale and point-of-use desalination of brackish groundwater. After

recognizing that membranes are underutilized in a conventional batch ED process, a

controller was designed and experimentally implemented to increase yield so that the

ED stack cost could be decreased (Chapter 2). With community-scale RO systems, it

was identified that recovering hydraulic power from the brine stream could lower the

capital cost barrier for off-grid deployment. Modeling was used to demonstrate the

feasibility of a fixed-recovery coupled vane pump-ERD concept (Chapters 3-4), which

was then prototyped and shown to save energy (Chapter 5). Finally, by evaluating

a POU RO purifier, it was identified that a semi-batch RO system could increase

recovery while simultaneously saving energy (Chapter 6). A prototype was engineered

but awaits further testing (Chapter 7). In addition to the findings summarized within

each chapter, key overarching conclusions of this thesis follow:

1. Controlling the applied current to track with the limiting current through the

batch ED process (as was demonstrated in Chapter 1) enables minimum mem-

brane usage. To significantly decrease the cost of ED systems further, the

underlying unit cost of ion-exchange membranes must decrease.

2. As the diluate salinity decreases in an ED process, it becomes increasingly more
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expensive to remove each additional ounce of salt, both in terms of energy con-

sumption and membrane usage. The former is caused by decreasing diluate

conductivity while the latter is a function of decreasing limiting current den-

sity. For this reason, using ED to desalinate to concentrations of less than

approximately 200-300 mg/L is possible, but it is akin to “fighting the physics"

of the process.

3. Basic modeling of salt flux, water flux, and energy consumption is notably more

challenging for ED than for RO. Investment in simplified modeling tools and

software will make it more approachable for engineers to design ED process,

and perhaps contribute to the technology being adopted more widely.

4. Using measured efficiencies, it was estimated that adopting the fixed-recovery

vane prototype would decrease the energy consumption of typical community-

scale BWRO systems (that use multi-stage centrifugal pumps) by approximately

47%. Pairing this estimate with the pilot study measurements (Table 1.2), it is

calculated that the fixed-recovery RO system would consume less energy than

GEAR Lab’s ED pilot: 2.0 kWh/m3 vs. 3.7 kWh/m3 for the same 100 mg/L

TDS output, respectively. Therefore, if it can be made to operate reliably,

then the proposed system would be a significantly more cost-effective method

to decreasing energy consumption than switching to ED. On the other hand, it

would not increase recovery.

5. Solutions tend to fail in the field when they cannot be maintained. There is an

established network of suppliers and expertise for maintaining both community-

scale and point-of-use RO systems. Leveraging these same networks could help

ensure that new solutions in these markets, such as ED, ERDs, or semi-batch

systems, will succeed.
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8.1 Future Directions

In this thesis, three solutions to make decentralized desalination more affordable were

proposed and demonstrated. However, much work remains before these solutions can

be deployed at scale. Specific tasks and directions that would advance this work are

outlined as follows:

1. The strategy of tracking the limiting current with a safety margin (Chapter 1)

can be implemented with current feedback. In this approach, only the limit-

ing current density would have to be calculated in real-time, based on diluate

conductivity measurements. A separate model to calculate the applied voltage

would not be required, thereby simplifying the controller.

2. If the ED stack can be modeled accurately, then by simply measuring the current

through the stack at a given voltage, it would be possible to ascertain the

conductivity of the water flowing through the stack. Therefore, the ED stack

could be used as both actuator and sensor in low-cost applications.

3. In next steps, the fixed-recovery prototype should be coupled to an RO train and

used to desalinate a saline feed. Monitoring of wear during such a test would

help determine whether the existing solution is viable, or whether alternative

vane and stator materials must be considered.

4. A preliminary evaluation of the semi-batch POU RO system was used to test

whether the recovery, production rate, and permeate concentration targets could

be achieved. Having demonstrated feasibility, longer-duration testing is now rec-

ommended on water compositions that are more representative of groundwater

in India.

5. If the semi-batch RO system proves successful at achieving high recovery ratios

and low energy consumption over an extended duration, without increasing

the frequency at which membranes must be replaced, then it should also be

investigated as a potential solution for community-scale desalination.
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Appendix A

Estimating water and energy usage of

POU RO systems in Delhi

In Table A.1, we estimate the aggregate daily feed intake, product output, and energy

consumption for all point-of-use (POU) Reverse Osmosis (RO) systems in the city of

Delhi, grouped by high (HIG), middle (MIG), low (LIG) income group households.

Device usage statistics were collected by Ghosh et al. [1] for each income group,

while total households in the same categories were taken from Chaturvedi et al. [2].

The assumed recovery ratio and energy consumption was taken from manufacturer

specifications [3].

Table A.1: Estimating the scale of water production and energy consumption of POU
RO devices in Delhi

HIG MIG LIG Total
Number of Households in Delhi 156 518 486 945 2 967 884 3 611 347
Percentage with Device [%] 77 44 27
Mean Household Size 4.12 4.06 4.25
Average Feed Consumption [L/person-day] 9.4
Specific Energy Consumption [kWh/m3] 3
Recovery Ratio [%] 25
Feed Intake [x 106 L/day] 4.7 8.2 32.0 44.9
Product Output [x 106 L/day] 1.2 2.0 8.0 11.2
Energy Consumption [MWh/day] 3.5 6.1 24.0 33.7
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Appendix B

Tapered Flow Paths for Continuous

Electrodialysis

B.1 Introduction

In Chapter 2, I showed that to minimize membrane usage, the applied current den-

sity should track the limiting current density throughout the process. In batch elec-

trodialysis (ED), where the diluate is desalinated to the target concentration via

recirculation, this tracking was achieved by applying a time-varying voltage to the

stack. However, in continuous ED processes, the diluate is desalinated to the required

concentration within a single pass through the stack. In this case, the matching of

the applied and limiting current densities can be achieved by tuning the flow path

geometry.

When we analyze the applied current density for rectangular flow paths, we find

that the applied current density only approaches the limiting current density toward

the outlet of the stack (Fig. B-1). As a consequence, the applied current is lower than

the limiting current at the stack inlet, leaving an untapped capacity. This capacity

can be interpreted as either underutilized membrane area or wasted pumping power,

since the limiting current density increases with flow velocity.

A tapered flow path like the one illustrated in Figure B-1 causes a decrease in the

limiting current density at the inlet of the stack, resulting in an overall better match
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Figure B-1: Rectangular flow paths cause a mismatch between the applied
and limiting current densities. As diluate travels down the rectangular flow path
on the left, its concentration decreases. The resulting applied and limiting current
densities are plotted as a function of the downstream distance in the middle plot. It is
seen that the applied current is much lower than the limiting current toward the inlet
of the flow path, thereby resulting in untapped capacity. Instead, the tapered flow
path on the right has a width that decreases as a function of diluate concentration so
that the applied current tracks more closely with the limiting current.

between the applied and limiting current density curves. As a result, it may utilize

less membrane area or consume less pumping power. In this analysis, I calculated the

tapered flow path shapes that enabled this matching, and evaluated their performance

against a conventional rectangular flow path.

B.2 Calculation of the Ideal Flow-Path Geometry

To calculate the geometry, the flow path was discretized along its length (Fig. B-2)

and the following steps were applied iteratively, beginning at the inlet (𝑥 = 0).

1. The local applied current density 𝑖 was calculated using an equivalent circuit

model. This approach is thoroughly described in previous work [1].

2. The required limiting current density 𝑖𝑙𝑖𝑚, for a specified current density ratio

𝑟𝑖 = 𝑖/𝑖𝑙𝑖𝑚, was calculated. This ratio represents the safety factor against
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Figure B-2: Calculating the tapered flow path geometry. The flow path was
first discretized along its length. The applied current density was calculated for each
discrete element using an equivalent circuit model. Then, the width at those elements
was tuned so that the resulting local flow velocity provided a fixed ratio of applied-
to-limiting current.

limiting current.

3. The width 𝑊 (𝑥) was adjusted to give the local flow velocity 𝑢(𝑥) correspond-

ing to the limiting current density 𝑖𝑙𝑖𝑚 calculated in the previous step. The

equations relating the flow velocity to limiting current density are described in

Chapter 2.3.1.

4. Finally, a mass balance was applied to determine the salt removal at that dis-

crete element.

This process was repeated sequentially for all the elements along the flow path length,

giving the diluate concentration at the outlet of the stack, and the width and current

density distribution along the flow path. These results were then post-processed

to calculate three metrics for comparing flow path geometries: membrane area, the

electrical power for desalination, and the hydraulic power for pumping diluate through
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the flow channel. The membrane area 𝐴 is

𝐴 =

∫︁ 𝐿

𝑥=0

𝑊 (𝑥)𝑑𝑥, (B.1)

where 𝐿 is the length of the flow path. The desalination power 𝑃𝑑 consumption is

𝑃𝑑 = 𝑉

∫︁ 𝐿

𝑥=0

𝜂𝑖(𝑥)𝑊 (𝑥)𝑑𝑥, (B.2)

where 𝜂 is the open-area fraction of the flow spacer and 𝑉 is the applied voltage.

Finally. the pumping power 𝑃𝑝 is estimated from

𝑃𝑝 = ∆𝑃𝑄, (B.3)

where ∆𝑃 is the pressure drop and 𝑄 is the diluate flow rate. In this analysis, we

integrate the frictional pressure drop using

∆𝑃 =

∫︁ 𝐿

𝑥=0

𝑓𝜌𝑢(𝑥)2

4ℎ
𝑑𝑥[2], (B.4)

where ℎ is the channel height and the friction factor 𝑓 is correlated to the Reynolds

number 𝑅𝑒 as per

𝑓 =
1400

𝑅𝑒
for 𝑅𝑒 < 61, and

𝑓 =
104.5

𝑅𝑒.0.37
for 𝑅𝑒 ≥ 61.

(B.5)

The Reynolds number used in these correlations is defined as

𝑅𝑒 =
𝑢ℎ

𝜈
, (B.6)

where 𝜈 is the kinematic viscosity of water.
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B.3 Comparison with Rectangular Flow Path

A case-study was conducted to compared the performance of the tapered flow path to

a rectangular flow path. The rectangular flow path geometry used in this comparison

is from the Suez (formerly GE) MkIV-2 ED stack [3]. Though this flow path is

actually arranged in a U-shape, we treated it as being straight in this analysis. The

dimensions, sample operating parameters, and calculated performance metrics for this

geometry are provided in Table B.1.

Table B.1: Geometry, sample operating parameters, and calculated perfor-
mance of the Suez MkIV-2 rectangular flow path.

Geometry
Width 20 cm
Length 1.60 m
Membrane Area 0.32 m2

Spacer Open-Area Fraction 0.70
Channel Height 71 𝜇m

Operating Parameters
Feed Concentration 2000 mg/L
Flow Rate per Diluate Channel 35 L/h
Recovery Ratio 80%
Voltage per Cell-Pair 0.62 V

Calculated Performance
Flow Velocity 𝑢 7 cm/s
Product Concentration 722 mg/L
Desalination Power per Cell-Pair 𝑃𝑑 13 W
Pressure Drop ∆𝑃 52 kPa
Pumping Power per Diluate Channel 𝑃𝑝 5 W
Maximum Current Density Ratio 𝑟𝑖 0.7

A tapered flow path geometry was derived for the same operating parameters,

salt removal, and maximum velocity as the rectangular flow-path (Fig. B-3). It was

found that the pumping power could be decreased by 48% relative to a rectangular

flow path without significantly increasing the membrane area and desalination power

consumption. This power savings comes from decreasing the flow velocity toward the

inlet of the flow channel, where the limiting current density greatly exceeds the applied

current density. Note that the pressure required to accelerate the flow through the
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taper (1/2𝜌𝑢2 ∼ 2 Pa) is negligible relative to the frictional pressure drop; therefore,

it was excluded in this analysis.

Figure B-3: For similar membrane area and desalination power consump-
tion, the tapered geometry can decrease pumping power. The rectangular
flow path is shown on the left, and the calculated tapered flow path is shown on the
right.

Figure B-4: The tapered flow path has a constant ratio of applied to limiting
current density. In doing so, the tapered flow path decreases the wasted pumping
energy, relative to the rectangular flow path.

The calculated applied current density and limiting current trajectories are plotted

for the same two flow path geometries (Fig. B-4). For the rectangular flow path, the

current density ratio 𝑟𝑖 is less than 0.7 in upstream portions of the flow path. The
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tapered flow path saves pumping power by lowering the flow velocity, and therefore

also limiting current density, in this portion so that 𝑟𝑖 = 0.7 everywhere.

Figure B-5: For the same pumping power, the tapered geometry can de-
crease membrane usage. The rectangular flow path is shown on the left, and the
calculated tapered flow path is shown on the right.

Figure B-6: The tapered flow path provides a constant ratio of applied to
limiting current density at a higher voltage. In doing so, the tapered flow path
enables a higher current density, which in turn decreases membrane usage.

Another approach to obtain a fixed current density ratio is to increase the applied

current density by raising voltage. A different tapered flow path results from this

approach (Fig. B-5). In this case, the pumping power is unchanged but membrane

area decreases due to the higher overall applied current density (Fig. B-6). The
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desalination power increases due to the higher applied voltage. Since the equipment

cost of brackish water ED desalination typically outweighs its energy costs [4–6], it

would be more cost-effective to tune the tapered flow path geometry to minimize

membrane usage, as shown in this case (Fig. B-5), than low power consumption (Fig.

B-3), as in the former case.

B.4 Remarks on Practicality

The case-study above shows that the untapped capacity in rectangular flow paths can

be recaptured by adopting tapered geometries that provide either an increase in the

applied current density to decrease membrane usage, or a decrease in the limiting

current density to decrease pumping power. While these savings were shown to be

theoretically feasible, there are several practical factors that are likely to hinder the

adoption of such geometries:

• ED membranes are typically manufactured as continuous rolls. The individual

membranes for an ED stack are then stamped out of this roll. The 13% decrease

in membrane usage shown in Figure B-5 only applies to bounded area of the flow

path geometry. However, this area savings may not translate to a manufacturing

cost savings since unlike rectangular geometries, the tapered geometries do not

pack tightly side-by-side. The resulting manufacturing material wastage may

outweigh the savings on flow path area.

• More work is needed to assess the sensitivity of a tapered flow path’s perfor-

mance to changes in the operating parameters. A tapered flow path geometry

optimized under one set of conditions may perform poorly under a different set

of conditions.

• In calculating the tapered flow path geometries, it is assumed that the mem-

brane area is constant and known (Fig. B-2). In practice, this resistance changes

as a function of diluate and concentrate concentrations. It is also likely to

increase with membrane degradation and scale formation. These phenomena
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would affect the applied current density, thereby possibly shifting the current

density ratio away from the value for which the tapered geometry was designed.

For the reasons stated above, tapered flow paths were not investigated in further

detail in this thesis.
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Appendix C

Least work of separation derivation

The least work corresponds to the power required to separate the feed stream into

a diluted product stream, and a concentrated brine stream at the same temperature

and pressure as the feed. It is derived on a mole basis from the first and second laws

of thermodynamics in [1] to be

.

𝑊 𝑙𝑒𝑎𝑠𝑡 = [
.
𝑛𝐻2𝑂𝑅𝑇 ln (𝑎𝐻2𝑂) +

.
𝑛𝑁𝑎𝐶𝑙𝑅𝑇 ln (𝑎𝑁𝑎𝐶𝑙)]𝑝

+ [
.
𝑛𝐻2𝑂𝑅𝑇 ln (𝑎𝐻2𝑂) +

.
𝑛𝑁𝑎𝐶𝑙𝑅𝑇 ln (𝑎𝑁𝑎𝐶𝑙)]𝑏

− [
.
𝑛𝐻2𝑂𝑅𝑇 ln (𝑎𝐻2𝑂) +

.
𝑛𝑁𝑎𝐶𝑙𝑅𝑇 ln (𝑎𝑁𝑎𝐶𝑙)]𝑓 .

(C.1)

The molar flow rates of water and salt are .
𝑛𝐻2𝑂 and .

𝑛𝑁𝑎𝐶𝑙 [mol/s], respectively. 𝑅

is the gas constant [J/mol-K], 𝑇 is the temperature [K], and the product, brine, and

feed streams are differentiated by subscripts 𝑝, 𝑏, and 𝑓 , respectively. The water and

salt mole balances
.
𝑛𝐻2𝑂,𝑓 =

.
𝑛𝐻2𝑂,𝑝 +

.
𝑛𝐻2𝑂,𝑏, and (C.2)

.
𝑛𝑁𝑎𝐶𝑙,𝑓 =

.
𝑛𝑁𝑎𝐶𝑙,𝑝 +

.
𝑛𝑁𝑎𝐶𝑙,𝑏 (C.3)

are substituted into the above equation to give

.

𝑊 𝑙𝑒𝑎𝑠𝑡 =

[︂
.
𝑛𝐻2𝑂,𝑝𝑅𝑇 ln

(︂
𝑎𝐻2𝑂,𝑝

𝑎𝐻2𝑂,𝑓

)︂
+

.
𝑛𝑁𝑎𝐶𝑙,𝑝𝑅𝑇 ln

(︂
𝑎𝑁𝑎𝐶𝑙,𝑝

𝑎𝑁𝑎𝐶𝑙,𝑓

)︂]︂
+

[︂
.
𝑛𝐻2𝑂,𝑏𝑅𝑇 ln

(︂
𝑎𝐻2𝑂,𝑏

𝑎𝐻2𝑂,𝑓

)︂
+

.
𝑛𝑁𝑎𝐶𝑙,𝑏𝑅𝑇 ln

(︂
𝑎𝑁𝑎𝐶𝑙,𝑏

𝑎𝑁𝑎𝐶𝑙,𝑓

)︂]︂ (C.4)
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The activities are expressed in terms of the osmotic coefficients 𝜑 and mean molal

activity coefficients 𝛾 using

ln(𝑎𝐻2𝑂) = −𝜈𝜑𝑏𝑁𝑎𝐶𝑙𝑀𝐻2𝑂 and (C.5)

ln(𝑎𝑁𝑎𝐶𝑙) = 𝜈 ln(𝛾𝑏𝑁𝑎𝐶𝑙), (C.6)

where 𝜈 = 2 because one mole of sodium chloride dissolves to form two moles of ions.

These thermodynamic properties were taken from [2] at atmospheric pressure, and

the temperature of the feed solution. Note that

.
𝑛𝑁𝑎𝐶𝑙
.
𝑛𝐻2𝑂

= 𝑏𝑁𝑎𝐶𝑙𝑀𝐻2𝑂, (C.7)

where 𝑏𝑁𝑎𝐶𝑙 is the molality of NaCl and 𝑀𝐻2𝑂 [kg/mol] is the molar mass of water.

Substituting Equations C.5-C.7 into C.4 gives the final expression

.

𝑊 𝑙𝑒𝑎𝑠𝑡 =2
.
𝑚𝐻2𝑂,𝑝𝑅𝑇

[︂
−𝑏𝑁𝑎𝐶𝑙,𝑝𝜑𝑝 + 𝑏𝑁𝑎𝐶𝑙,𝑓𝜑𝑓 + 𝑏𝑁𝑎𝐶𝑙,𝑝 ln

(︂
𝛾𝑝𝑏𝑁𝑎𝐶𝑙,𝑝

𝛾𝑓𝑏𝑁𝑎𝐶𝑙,𝑓

)︂]︂
+2

.
𝑚𝐻2𝑂,𝑏𝑅𝑇

[︂
−𝑏𝑁𝑎𝐶𝑙,𝑏𝜑𝑝 + 𝑏𝑁𝑎𝐶𝑙,𝑓𝜑𝑓 + 𝑏𝑁𝑎𝐶𝑙,𝑏 ln

(︂
𝛾𝑓𝑏𝑁𝑎𝐶𝑙,𝑏

𝛾𝑓𝑏𝑁𝑎𝐶𝑙,𝑓

)︂]︂
,

(C.8)

where the mass flow rate of water .
𝑚𝐻2𝑂 [kg/s] in each stream is

.
𝑚𝐻2𝑂 =

.
𝑛𝐻2𝑂𝑀𝐻2𝑂. (C.9)
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Appendix D

Molality, molarity, and density

relations

Solution molarities 𝑐 [mol/L] were calculated using the Onsager-Falkenhagen relation,

Λ = Λ0 − (𝐾1Λ0 + 𝐾2)

√
𝑐

1 + 𝐾0𝑎
√
𝑐
, (D.1)

where the specific conductance Λ [S-cm2/mol] is related to the conductivity measure-

ments 𝜎 [uS/cm] through

𝜎 = (1000 uS/S)Λ𝑐. (D.2)

The coefficients 𝐾0 −𝐾3 and 𝑎 are tabulated for 20∘C and 25∘C, and linear interpo-

lation was applied to calculate Λ at intermediate temperatures.

Table D.1: Onsager/Falkenhagen constants for NaCl solutions [1]

Temp [∘C] Λ0 𝑎 𝐾0 𝐾1 𝐾2

20 113.76 4 0.3276 0.2269 53.48
25 126.45 4 0.3286 0.2289 60.32

Conversion from molarity to molality 𝑏 [mol/kg] was performed using

𝑏 =
𝑐

𝜌/1000 − 𝑐𝑀𝑁𝑎𝐶𝑙

, (D.3)
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where the density of the solution 𝜌 [kg/m3] was itself correlated to molality through

𝜌 = 𝜌𝐻2𝑂
1 + 𝑏𝑀𝑁𝑎𝐶𝑙

1 + 𝐴0𝑏𝜌𝐻2𝑂 + 𝐵0𝑏3/2𝜌𝐻2𝑂 + 𝐶0𝑏2𝜌𝐻2𝑂

. (D.4)

Here, 𝑀𝑁𝑎𝐶𝑙 [kg/mol] is the molar mass of sodium chloride, 𝜌𝐻2𝑂 = 997.047 kg/m3 is

density of pure water at 25∘C, and the empirical coefficients are 𝐴0 = 16.62 x 10−6,

𝐵0 = 1.773 x 10−6, and 𝐶0 = 0.098 x 10−6 [2].

The average total (water and salt) mass flow rate .
𝑚 [kg/s] for each stream is taken

as the ratio of the measured mass over time. The associated volumetric flow rate is

𝑄 =

.
𝑚

𝜌
. (D.5)

The mass flow rate of only water .
𝑚𝐻2𝑂 [kg/s] in the stream is subsequently

.
𝑚𝐻2𝑂 = 𝜌𝐻2𝑂𝑄. (D.6)
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