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Abstract

We present sampling-based algorithms with provable guarantees to alleviate the
increasingly prohibitive costs of training and deploying modern AI systems. At the
core of this thesis lies importance sampling, which we use to construct representative
subsets of inputs and compress machine learning models to enable fast and deployable
systems. We provide theoretical guarantees on the representativeness of the generated
subsamples for a variety of objectives, ranging from eliminating data redundancy for
efficient training of ML models to compressing large neural networks for real-time
inference. In contrast to prior work that has predominantly focused on heuristics,
the algorithms presented in this thesis can be widely applied to varying scenarios to
obtain provably competitive results. We conduct empirical evaluations on real-world
scenarios and data sets that demonstrate the practicality and effectiveness of the
presented work.
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Chapter 1

Introduction

Modern Artificial Intelligence (AI) systems, such as deep neural networks, have

been unprecedentedly successful in a wide variety of high-impact applications such

as Autonomous Driving [SAMR18, LSV+17], Computer Vision [FJY+19], health

care [BM20], and Natural Language Processing [BMR+20]. Some are even capa-

ble of superhuman performance in voice and image recognition [Sch15], language

translation [BMR+20], and games beyond Chess [SAH+20] such as Poker [MSB+17],

Go [SHM+16], and Starcarft [VBC+19]. Moreover, state-of-the-art generative models

can produce photorealistic images of faces, melodic songs that include singing, and

creative pieces of fiction [BMR+20, DJP+20, KALL17]. Often times, these artificial

generations are so impressively realistic that humans have a very difficult time telling

them apart from their real-world or human-generated counterparts.

In parallel to their expanding capabilities, these intelligent systems have become

increasingly ingrained in our everyday lives. Examples range from the AI we use in

our smartphones for, e.g., voice assistants (e.g., Siri, Alexa), facial recognition, and

high-quality image capture, to the AI that curates our personalized news, playlist

(e.g., Spotify), and social media feed (e.g., Instagram). The fact that many modern

smartphones and small embedded devices now come equipped with specialized hard-

ware tailored for AI can be seen as a testament to the pervasiveness of these systems
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in devices of all shapes and sizes. Overall, it is difficult to overstate the ubiquity of AI

in many of the everyday activities and processes that we partake in, whether they be

at work or at home.

1.1 Motivation

Worryingly, however, AI’s successes have come on the back of increasingly large and

complex models trained on massive sets of labeled data. In fact, many contemporary

advances in AI are achieved through sheer scale [PGL+21, BGMMS21]. For example,

GPT-3, a recent language model that has demonstrated unprecedented capabilities,

contains 175 billion parameters and was trained on hundreds of billions of words taken

from sources containing up to petabytes of data such as Common Crawl, WebText2,

and Wikipedia [BMR+20]. For context, training GPT-3 with a single1 Tesla V100,

one of the fastest GPUs on the market as of this writing, would take 355 years and

cost $4, 600, 000 even with the lowest-priced GPU cloud [Li20]. Even OpenAI, the

well-resourced pioneer of GPT-3, concedes that the overall cost of training the model

was so high that, despite a bug found in data filtering, they could not retrain the

model [BMR+20].

The story of GPT-3 is sadly not an isolated one. More generally, the amount of

compute used for the largest AI has doubled every 3.4 months and grown by more

than 300, 000 times since 2012 [Ope19]. For comparison, Moore’s Law has a 2 year

doubling period [M+65]. At the same time, the success of large AI models has led

many to espouse the Bigger is better paradigm [NKB+20] and, for the most part,

write off the consequences as a price to pay for performance [PGL+21, BGMMS21].

However, we are rapidly approaching a point of indisputable [PGL+21] marginal

returns of sheer size, and in turn, experiencing exponential costs in computation

time, energy consumption, data acquisition, and deployment to resource-constrained

1In practice this is not currently possible and a distributed system with many GPUs is required;
the single GPU statistic is based on a hypothetical calculation that abstracts out some of the practical
requirements, e.g., memory constraints [Li20].
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platforms [TGLM20, GYK+21, BGMMS21].

AI’s voracious appetite for computation also has ramifications for global climate

change and the environment at large. For instance, training GPT-3 produced the

equivalent of 552 metric tons of CO2 – equivalent to the amount corresponding to

driving 120 passenger cars for a year [PGL+21]. Even training BERT, an older model

that is 500x smaller than GPT-3 (345 million parameters), requires as much energy

as a trans-atlantic flight [BGMMS21]. Worse yet, these figures do not account for

the compute and effort required for other components of training, such as (often

brute-force) hyperparameter tuning and data cleansing.

The issues surrounding AI like GPT-3 with billions of parameters do not end at the

training step. The sheer size of the models also leads to computationally-expensive

inference and infeasibility in deployment to resource-constrained platforms, such as

mobile phones, embedded devices, or small-scale robotic platforms [BLG+19a]. [Li20]

reports that just loading GPT-3 into memory would require 350 GB of VRAM,

equivalent to at least 11 32-GB Tesla V100 GPUs. Beyond memory concerns, the

inference-time costs of models this size further hamstring their deployment to a

variety of high-impact applications. For example, end-to-end autonomous driving

applications [APB+18] require an efficient and compact network in order to make

real-time (i.e., fast) decisions. Given the current trend, deploying models of the size

of GPT-3 to low-resource platforms seems out of reach, and even if they could be

deployed, inference would most likely be exceedingly slow for the application at hand.

As these models have grown exponentially in size over the last decade, so have the

size of the labeled data sets used for training. A pertinent saying goes "If there is

one thing statisticians and deep learning practitioners agree on, it is that more data is

always better" [NKB+20]. While labeled data may be relatively straightforward to

come by or annotate when e.g., junk email or images of cats and dogs are in question,

acquiring large sets of labeled data may be extremely costly or infeasible altogether

in other domains like health care. For instance, applying deep networks to the task
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of cancer detection may require medical images that can only be labeled with the

expertise of health care professionals, and a single accurate annotation may come at

the cost of a biopsy on a patient [SMR+19]. These concerns motivate the question

Can we can train powerful AI using significantly smaller sets of labeled data?

In sum, progress in developing more efficient exact algorithms is far outpaced by the

ever-growing size of state-of-the-art machine learning models and labeled data sets.

Given these diminishing returns — as evidenced by other areas like computational

linear algebra, where the growing size of matrices has even exceeded the capabilities

of algorithms studied for centuries [Mus18] — it is highly unlikely that significantly

faster exact algorithms for training and inference exist. Thus, in this thesis we focus

on efficient approximation algorithms based on importance sampling of the input.

To this end, we develop novel methods to generate compact and representative subsets

on which existing algorithms can be efficiently applied to obtain provably competitive

solutions.

1.2 Challenges & Vision

In this thesis we introduce novel sampling-based algorithms that can render existing

methods significantly more efficient. The key insight is to create subsamples of the input

and model parameters to enable fast and approximate computation. To clearly depict

the challenges involved, we can consider as an example the initial attempt of using

uniform sampling to reduce the number of training data points from potentially billions

to thousands prior to training the model for computational efficiency. More specifically,

given a large data set 𝒫, we first construct a smaller (weighted) subset 𝒞 ⊂ 𝒫 by

sampling elements from 𝒫 uniformly at random. Subsequently, we (efficiently) train

the machine learning model on this much smaller data set 𝒞, with the hope that it is

sufficiently representative of the original set 𝒫 so that we obtain a highly-accurate

model. Although this may sound promising, the downside of this approach is that

there is no guarantee that uniform sampling will lead to a sufficiently rich training

subsample, and we may miss crucial training points by sampling in this way.
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This shortcoming is especially conspicuous in real-world scenarios that tend to have

inputs that are unbalanced in terms of their labels or outliers that are crucial for

the task at hand. For instance, in the case of an unbalanced data set of 10 images

of cats and 990 images of dogs, the probability that we do not sample a single cat

image among a uniform subsample of 70 points is roughly 0.52. Therefore, if we

sample uniformly at random, approximately half the time the subsample will not

be sufficiently rich to contain even a single image of a cat, which would lead to

training an uninformed model unaware of the existence of cats. Ideally, we would

sample non-uniformly so we obtain at least one image of a cat in the subsample with

exceedingly high probability, and reweigh the selected points accordingly to reflect

their representation. It turns out that this toy example can be generalized, and it has

been shown that uniform sampling can lead to arbitrarily bad performance both in

practice and in theory [MSSW18, MS18, BFL16, BLK17, BTFR20].

Besides uniform sampling, similar heuristic approaches have also been investigated to

reduce other costs as well. This includes existing network pruning algorithms tailored to

remove redundant parameters of neural networks to speed up inference, alleviate energy

consumption, and enable their deployment to resource-constrained platforms such as

mobile phones [LKD+16, HMD15]. On the whole, however, a common shortcoming of

prior attempts is their lack of theoretical guarantees on the generated compact model,

which poses serious challenges for their widespread applicability to real-world machine

learning tasks – especially to those that are safety-critical, e.g., autonomous driving.

Vision Motivated by the issues of contemporary AI and the research gap described

above, the vision of this thesis is to enable efficient and deployable AI systems through

importance sampling with theoretical guarantees. Rather than attempting to develop a

faster or more efficient AI algorithm for each application, we envision using importance

sampling to construct sufficiently representative data and model summaries, among

others. This has the potential to enable efficient applications of existing AI methods

on the compact representation, with provably competitive results relative to using the
2Assuming sampling with replacement, as is common in literature: (1− 10/1000)70 ≈ 0.5.
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full representation.

1.3 Thesis Overview & Contributions

In this thesis, we develop and analyze a variety of sampling-based algorithms to

enable fast and deployable AI. At the core of this thesis lies importance sampling,

which we use to subsample important elements of a larger collection. Although this

collection may refer to the training set as in the example in the previous section, we

will also consider collections that represent other objects like the parameters of a large

neural network. The premise of our approach is that if we can efficiently identify and

sample important elements from this collection as a pre-processing step, then running

existing algorithms on this subsample will be (i) computationally efficient and (ii)

provably-competitive with the results on the full collection.

More specifically, the overview and contributions of this thesis are outlined as follows.

1.3.1 Reachability Analysis

In Chapter 3, we begin with a motivating and introductory application of importance

sampling for the problem of reachability analysis. Importance sampling is a foun-

dational concept in this thesis and we will use it extensively to accelerate existing

methods or enable new functionalities, such as real-time performance. Here, we

introduce importance sampling in the context of reachability analysis because it is

easy to visualize and conceptualize. At a high level, given a set of initial states that is

infinite in size, we use importance sampling to construct a finite, representative sample

of initial states – among a set of uncountably infinite ones – to efficiently obtain a

provably approximate set of reachable states.

This work is motivated by the fact that highly automated, real-world systems inherently

depend on effectively incorporating rigorous guarantees on the performance and

safety through formal verification and validation methods. For instance, in order to

ensure collision-free paths, advanced driver-assistance systems need to be capable of
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anticipating all potential actions of the driver without overly conservative assumptions.

This requires performing on-line reachability analysis, i.e., computation of states that

these vehicles can reach within a given time interval. Applications of reachability

analysis include safety, correctness, and controller synthesis problems involving intricate

specifications or robotic systems such as autonomous aircraft and cars, medical robots,

and personal-assistance robots.

Typically the state of a system is not fully observable, e.g., a car might not have

precise knowledge about its position. Thus, conducting accurate reachability analysis

by definition requires reasoning about all possible trajectories from every possible

state. Reasoning about all possible behaviors of a system renders reachability analysis

computationally intractable in practice [AD14]. This computational challenge is

further compounded by the generally large size and high complexity of the system

in consideration, and the practical need to obtain verification results in a reasonably

short time (i.e., seconds or minutes, not days) for the sake of, for example, real-time

motion planning. These computational challenges in conjunction with the need to

obtain provably valid results motivate the development of approximation schemes with

provable guarantees for reachability analysis.

Roughly speaking, given a set of initial states 𝒳 for e.g., an autonomous agent, the

objective of reachability analysis is to compute the set of all possible reachable states

𝐹 (𝒳 ;𝑇 ) after 𝑇 time steps, where 𝐹 is a highly computationally expensive evaluation

function. Since the set of initial states is uncountably infinite, we cannot use the

reachability function 𝐹 on every initial state 𝑥 ∈ 𝒳 to compute the entirety of the

reachable region. Due to this difficulty and the practical need to perform verification in

a short amount of time (e.g., real-time motion planning), previous work has proposed

methods that impose restrictive assumptions on the geometry of the set of initial states

𝒳 and the reachability function 𝐹 . Moreover, prior methods have also predominantly

focused on over -approximations of the reachable set, which may lead to false-positives

and is consequently not applicable to e.g., checking the feasibility of prospective motion

plans.
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Figure 1-1: An example sampled set of initial states 𝒮 (red) from 𝒳 (green) on the left
and the corresponding reachable set 𝐹 (𝒮;𝑇 ) (red region) relative to the full reachable set,
𝐹 (𝒳 ;𝑇 ) (gray) on the right.

In Chapter 3, we propose a sample-based approach to reachability analysis that

imposes minimal assumptions on the initial set of states 𝒳 and only a mild Lipschitz

assumption on the reachability function 𝐹 . Relative to prior work, our approach

generates under-approximations of the reachable set by only evaluating the reachability

of a small subset of initial states 𝒮 ⊂ 𝒳 (see Fig. 1-1 for an example). We provide

analytical sample complexity bounds that enable the practitioner to trade-off the

approximation accuracy (i.e., volume of coverage of 𝐹 (𝒳 ;𝑇 )) and computation time

prior to deployment and prior to even running our algorithm. This property is crucial

in safety-critical tasks such as autonomous driving, where provably accurate verification

of reachability is necessary to plan collision-free paths. We also provide an anytime,

asymptotically-optimal extension of our algorithm that generates increasingly better

solutions as more time is allotted.

1.3.2 Streaming Coresets for Support Vector Machines

Next, in Chapter 4, we consider the problem of downsizing the set of training points

required to train an accurate Support Vector Machine (SVM) model. Unlike the

problem of reachability analysis from the previous subsection involving an uncountably

infinite input space to sample from, here we are given a finite set of training data points

𝒫 ; our goal is to generate a small, weighted subset 𝒮 so that the model found by training

on 𝒮 is provably competitive with the model found by training on 𝒫 . Fig. 1-2 depicts a

toy scenario where a similar separator to the near-optimal one shown could be obtained
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by only training on a subset of the points near the decision boundary. To achieve this,

we build on prior work in coresets [BHPI02, HPM04, LS10, FL11, MIGR19, Fel19],

which are small summaries that contain the core components of a larger set.

Figure 1-2: An example classification scenario with an SVM where the task is to compute the
maximum-margin separator (hyperpane) that correctly separates the red input points from
the blue ones. Here the points with the arrows denote those that were on the wrong side of
the separation. In the context of the example scenario depicted above, Chapter 4 considers
the question of whether we can compute a similar separator to the one shown by training on
a smaller subset of the displayed data points, such as only those near the decision boundary.

Unlike prior work in accelerating SVM training, including related coresets work like

Core Vector Machines [TKC05], our approach builds on the importance sampling

framework of [BFL16, LS10] that constructs coresets by sampling data points according

to their sensitivities. The sensitivity of a data point is deemed to be the maximum

relative impact of that point on the training loss across all possible queries 𝑤 ∈ 𝒲.

For example, in the case of SVMs, the queries 𝒲 are the possible margins 𝑤 and

biases 𝑏 that describe the set of all possible separating hyperplanes.

We first prove a negative result showing that no coreset of size sublinear in the number

of data points 𝑛 exists for pathological choices of the regularization parameter 𝜆 and

data sets. Notwithstanding, we prove a sharp upper bound on the sensitivity of each

point by bridging the SVM problem with k-means clustering. This leads to analytical
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sufficient conditions for the existence of small coresets, which turn out to be very mild

in practice. By sampling points in proportion to our sensitivity upper bounds, we

obtain an efficient coreset construction algorithm for SVMs with a sampling complexity

that is sub-linear for a wide range of real-world hyperparameter choices and data sets.

We present empirical results demonstrating our coresets’ effectiveness in both offline

and streaming data settings, where the training points arrive in a stream.

1.3.3 Pruning Neural Networks for Fast and Deployable AI

In the last subsection, we discussed our work on importance sampling of training

points for efficient training of SVMs that appears in Chapter 4. In Chapters 5

and 6, we extend this work to sampling essential parameters of large neural networks

to construct compact and deployable models. The main idea is once again to use

importance sampling, but this time, to select and keep the important parameters

of neural networks and prune the unsampled ones. We show that pruning networks

through our approach generates compact models that are efficient and easy to deploy,

while remaining competitively accurate as the original network. Fig. 1-3 depicts an

example visualization of this process. Network pruning can also be used to reduce

the burden of manually designing a small network by automatically inferring efficient

architectures from larger networks. Principled pruning approaches also have potential

to enable insights into the theoretical and practical properties of neural networks,

including overparameterization and generalization [AGNZ18, LBL+20].

As in our work on SVMs outlined in the previous subsection, we use the notion

of coresets; but, here the challenge is to treat the model parameters as the input

space that we construct a coreset for, rather than the input training points. Hence,

our main approach is to extend importance sampling of input data based on the

sensitivity framework to parameter sampling. One caveat here is that the roles of

the queries (parameters of a model) and the data points swap relative to those in

the sensitivity framework [BFL16, LS10] that we used for SVM coresets in chapter 4.

That is, we are now interested in sampling from weights of a neural network 𝑤 ∈ 𝒲
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and considering the maximum impact that the weight has on the output across all

input points. It turns out that if we apply the traditional notion of sensitivity here, we

end up with uniform sensitivities across all parameters, which consequently leads to

uniform sampling. By digging deeper, we observe that this is due to the high capacity

of neural networks and the fact that the definition of sensitivity does not consider the

randomness in the queries, i.e., the input data points in the case of network pruning.

Figure 1-3: An example of network pruning. The parameters (edges) of the graph on the
left is removed to generate a compact network (right). The goal of network pruning is to
generate a sparse network whose predictive capability (e.g., test accuracy) is comparable
with that of the original network.

To resolve this shortcoming of the existing coresets framework, we introduce the

notion of empirical sensitivity for pruning the parameters of a machine learning model,

such as those of a deep neural network. The empirical sensitivity differs from the

traditional notion of sensitivity because it explicitly captures the probabilistic nature

of the input training points, and leads to more informed sensitivity (i.e., importance)

assignments to each of the model’s weights. To the best of our knowledge, our

work [BLG+19a, LBL+20, BLG+19b] is the first to extend the sensitivity coreset

framework to pruning the parameters of machine learning models.

We use the empirical sensitivity framework for provably pruning the weights of a

network model (Chapter 5) as well as neurons and filters (Chapter 6). We present

theoretical guarantees on the trade-off between the size of the pruned network and

its predictive accuracy relative to the original model. We also present empirical

results demonstrating the effectiveness of our approach relative to existing pruning

strategies. Relative to existing approaches, the theoretical guarantees of our pruning
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methods hold regardless of the specific state of the network — i.e., regardless of

whether the given network is untrained, trained, or partially trained — and hence

tends to perform consistently well across diverse pruning pipelines that incorporate

varying amounts of retraining. Our analysis also provides an analytical compression

bound for neural networks with respect to the desired approximation accuracy of the

compressed network, which may have applications to deriving novel generalization

bounds [BLG+19a, AGNZ18, AZLL19, ADH+19, NLB+19, ZVA+18].

We conclude our discussion of network pruning at the end of Chapter 5, where we

discuss the practical ramifications of pruning neural networks beyond test accuracy.

Namely, our recent results [LBC+21] empirically demonstrate that pruned networks are

more brittle to noisy, out-of-distribution, and adversarial inputs [MMS+17, TCBM20,

IST+19, CAP+19]. This calls for pruning algorithms that can consider multiple

objectives rather than solely the test accuracy. We are hopeful that future work in

this realm can build on the framework and techniques described in this thesis to make

this possible.

1.3.4 Active Learning for Label-Efficient Deep Learning

In the last subsection, we discussed pruning large AI models using a sampling-based

approach. For the last chapter (Chapter 7), we consider the use of importance sampling

for label-efficient training of large-scale AI models. This setting resembles that of data

reduction for efficient training of SVMs from Chapter 4, however, the main difference

here is that the set of training points is assumed to be unlabeled. It turns out that this

aspect of the problem precludes the application of the techniques from the previous

chapter. Intuitively, this is because without the inputs’ labels, it is not possible to

accurately capture the relative importance of a point to the neural network training

process.

Motivated by applications such as health care, where large sets of labeled data are

difficult to obtain, we investigate whether we can train highly accurate models by only

requesting the labels of a subset of points that are deemed to be highly informative.
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This is called Active Learning and it is often conducted in an iterative fashion where

the labels of small batches of inputs are sequentially requested. The objective of

an active learning algorithm is to decide the best (i.e., most informative) batch of

unlabeled data points to label at each time step.

Unsurprisingly, a vast amount of prior work has focused on devising proxies that

can capture the informativeness of each data point without knowledge of its label.

Examples include proxies based on model uncertainty [RXC+20], clustering on the

network embedding [SS17a, AZK+19], and margin proximity [DP18]. Despite their

effectiveness in certain scenarios, virtually all of the existing active learning methods

are based on greedy selection of the points that are ranked as most informative with

respect to the proxy measure. Despite the intuitiveness of this approach, it is known

to be highly sensitive to outliers and to occasionally perform significantly worse than

uniform sampling on even simple scenarios involving the MNIST dataset [EGSD20].

In our work, we deviate from the greedy paradigm and instead propose a low-regret

active learning framework that can be applied with any user-specified notion of

informativeness. We view the problem of active learning as one of prediction with

(sleeping) expert advice, and develop and analyze a regret minimization algorithm,

AdaProd+, tailored to the active learning setting. Our analysis and evaluations

also show that AdaProd+ can be applied off-the-shelf with existing informativeness

measures to robustify and improve upon greedy selection.

1.4 Thesis Contributions

This thesis makes the following contributions:

• A novel sampling algorithm for provable reachability analysis based on a geomet-

ric packing of the input space. We provide bounds on the relative volume of the

ground-truth reachable set we can cover using the finite subsample generated by

our approach. To the best of our knowledge, this work was the first to present

a general approach to reachability analysis with explicit theoretical bounds on
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the resulting approximation as a function of the sample size. Unlike prior work,

this work was the first to enable the practitioner to control the computation

time vs. accuracy trade-off analytically and above all, prior to deployment to

safety-critical tasks like autonomous driving.

• The first importance sampling approach with an explicit sampling complexity

for constructing coresets for accelerated SVM training in offline, streaming, and

dynamic data settings, where points are frequently inserted and deleted.

• A novel theoretical framework for parameter pruning of machine learning models,

Sensitivity-informed Provable Pruning (SiPP), and a family of neural network

pruning algorithms that are instantiations. Namely, we introduce a family of

deterministic and randomized sampling algorithms for unstructured (weight)

pruning of large-scale neural networks and provide bounds on the performance of

the generated pruned models. We also bridge network pruning and generalization

bounds for neural networks. To the best of our knowledge, this work was the

first to provably generate pruned networks with guarantees on their accuracy

for unforeseen inputs at the time of publication.

• The first algorithm for structured (i.e., neuron and filter) pruning with guarantees

on the performance of the generated model as a function of the model’s size.

Additionally, a fully-automated sample allocation procedure based on our error

bounds to prioritize sampling and retaining components of important layers.

• A novel, low-regret active learning approach for label-efficient training of modern,

large-scale neural network models. Unlike prior work, our method is applicable

with any notion of informativeness and is the first to provide bounds on the

regret of data acquisition for efficient training of deep neural networks.

The main contribution of this thesis relative to prior work is the development of widely-

applicable, practical algorithms with provable guarantees for model pruning and input

(data) compression. This stands in contrast to related work, which has primarily
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focused on developing heuristics and presented results that were mostly empirical. For

example, as detailed in Chapter 2, virtually all of prior edge pruning methods are

heuristics that do not provide any bounds on the performance of the generated pruned

network. Our approach in Chapter 5 on the other hand, explicitly provides guarantees

on the size and capability of the pruned model. The same can be said for filter and

neuron pruning, where prior approaches consider the norm of the filter or neuron

weights to decide what to prune with the hope that it captures their importance,

but this leads to unreliably pruned networks. Our work in Chapter 6, on the other

hand, introduces an approach that provably ensures that neurons or filters that are

crucial are approximately preserved during pruning. More generally, the theoretical

guarantees of the algorithms presented in this thesis enable the efficient training

and deployment of reliable and capable AI systems for a wide range of applications,

including safety-critical tasks such as autonomous driving where assessing potential

risks prior to deployment is crucial.

1.5 Thesis Outline

The outline of this thesis as follows:

Chapter II: Background and Related Work We cover background material for

the topics covered in this thesis and provide an overview of prior work.

Chapter III: Reachability Analysis We enable real-time and approximately-

optimal reachability analysis by providing a sampling approach to construct and

evaluate a finite and representative subset of initial states among an infinitely large

set.

Chapter IV: Streaming Coresets for Support Vector Machines We present

an efficient sampling approach of large data sets to accelerate SVM training in offline

streaming, and dynamic data settings, and present bounds on the performance of the

model trained on the subsample.
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Chapter V: Provable Weight Pruning of Neural Networks We introduce

a theoretical framework and a family of importance sampling algorithms to prune

individual parameters of large-scale models and provide bounds on the resulting

compact model’s performance.

Chapter VI: Structured Pruning and The Next Pruning Frontier We ex-

tend the importance sampling framework from the previous chapter to sample and

prune neurons and filters, i.e., structured pruning, to obtain networks capable of

fast and real-time inference. We discuss the next pruning frontier in context of the

limitations of state-of-the-art pruning approaches and present avenues for future

development.

Chapter VII: Active Learning for Label-Efficient Deep Learning We present

a novel, low-regret active learning algorithm for label-efficient deep learning that

alleviates the brittleness of prior greedy approaches and leads to reliable and uniformly

superior performance in practice.

Chapter VIII: Conclusion We summarize the contributions and implications of

the work presented in this thesis, discuss the lessons learned along the way, and outline

avenues for future work.

1.6 Relevant Publications

The core chapters of this thesis are based on the following publications. Here, the

superscript * denotes shared first-authorship (equal contribution).

Chapter III: Reachability Analysis

1. Lucas Liebenwein*, Cenk Baykal*, Igor Gilitschenski, Sertac Karaman, and

Daniela Rus, "Sampling-Based Approximation Algorithms for Reachability

Analysis with Provable Guarantees," in Robotics: Science and Systems (RSS),

2018 [LBG+18].
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Chapter IV: Streaming Coresets for Support Vector Machines

1. Cenk Baykal*, Murad Tukan*, Dan Feldman, and Daniela Rus, "Coresets for

Support Vector Machines," as special issue invite to Theoretical Computer

Science (TCS), 2021 [BTFR21].

2. Murad Tukan*, Cenk Baykal*, Dan Feldman, and Daniela Rus, "On Coresets for

Support Vector Machines," in Theory and Applications of Models of Computation

(TAMC), 2020 [TBFR20].

Chapter V: Provable Weight Pruning of Neural Networks

1. Cenk Baykal*, Lucas Liebenwein*, Igor Gilitschenski, Dan Feldman, Daniela Rus,

"Data-Dependent Coresets for Compressing Neural Networks with Applications

to Generalization Bounds," in International Conference on Machine Learning

(ICLR), May 2019 [BLG+18].

2. Cenk Baykal*, Lucas Liebenwein*, Igor Gilitschenski, Dan Feldman, and Daniela

Rus, "SiPPing Neural Networks: Sensitivity-informed Provable Pruning of Neural

Networks," 2021, submitted to SIAM Journal on Mathematics of Data Science

(SIMODS), available on arXiv [BLG+21].

Chapter VI: Structured Pruning and The Next Pruning Frontier

1. Lucas Liebenwein*, Cenk Baykal*, Harry Lang, Dan Feldman, and Daniela

Rus, "Provable Filter Pruning for Efficient Neural Networks," in International

Conference on Machine Learning (ICLR), 2020 [LBL+20].

2. Lucas Liebenwein, Cenk Baykal, Brandon Carter, David Gifford, and Daniela Rus,

"Lost in Pruning: The Effects of Pruning Neural Networks beyond Test Accuracy,"

in Conference on Machine Learning and Systems (MLSys), 2021 [LBC+21].

Chapter VII: Active Learning for Label-Efficient Deep Learning
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1. Cenk Baykal, Lucas Liebenwein, Dan Feldman, Daniela Rus, "Low-Regret Active

Learning," submitted to NeurIPS 2021, available on arXiv [BLFR21].

1.7 Other Relevant Results

This thesis presents a subset of the results obtained as part of the student’s PhD work

for sake of brevity and cohesion. Additional results along the same lines as the ones

presented in this thesis include:

1. Coresets for Sparse PageRank (Harry Lang*, Cenk Baykal*, Najib Abu

Samra, Tony Tannous, Dan Feldman, and Daniela Rus, "Deterministic Coresets

for Stochastic Matrices with Applications to Scalable Sparse PageRank," in

TAMC, 2019) [LBS+19].

2. Algorithms for Resilient Multi-Agent Consensus (Stephanie Gil, Cenk

Baykal, and Daniela Rus, "Resilient Multi-Agent Consensus using Wi-Fi Signals,"

in IEEE Control Systems Letters, 2019) [GBR18].
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Chapter 2

Background and Related Work

Our work builds on prior work in importance sampling, reachability analysis, coresets,

network pruning, and active learning. In this chapter, we cover background and prior

work pertinent to the material presented in this thesis. In Sec. 2.1, we cover prior

work in importance sampling for approximate machine learning that is related to, but

different than the flavor of sampling we consider in our work. Next, in Sec. 2.2, we

overview prior approaches to approximate reachability analysis. In Sec. 2.3, we describe

and outline relevant work in coresets, a foundational idea that will be commonly

referenced throughout this thesis. Relatedly, we discuss acceleration methods for

Support Vector Machine training in Sec. 2.4, including prior coreset-based methods.

We overview the state-of-the-art in neural network pruning in Sec. 2.5. We conclude

the chapter with a coverage of related approaches and their limitations for active

learning in Sec. 2.6.

2.1 Importance Sampling for Approximate Queries

Here, we cover related work where the objective is to accelerate the core training or

evaluation procedure on the fly by embedding importance sampling into it, rather

than use sampling as a pre-processing step to generate compact representations as we
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do in this thesis. Stochastic Gradient Descent (SGD) [RM51] is one such example:

it samples a mini batch of data points at each iteration to approximate the gradient

over the entire data set during training. This is different – but complementary –

to the flavor of sampling we cover in this thesis, which aims to generate compact

representations prior to applying existing (including sampling-based) algorithms such

as SGD.

Approaches in this realm include Locality Sensitive Hashing (LSH)-based [GIM+99,

IN07] samplers for efficient and approximate ML applications [SS17c, SS17b]. In [SS17c],

for example, the authors speed up training of neural networks by LSH-based sampling

of nodes with probabilities proportional to their activations [SS17c] during training,

and performing forward and backward propagation on only the sampled nodes. This

is similar to the work on (Adaptive) Dropout [MF14, SHK+14], where the forward

and backpropagation steps are done on adaptively selected subsets of nodes with high

activations. The power of LSH-based sampling lies in its ability to generate (desirably)

correlated samples in sublinear time [SS17c]; hence, it has been successfully applied

to efficient training of large language models [SS17b], importance sampling for SGD

and ADAM [CXS19], and mutual information estimation [SS20]. LSH-based sampling

can be synergistically combined with the approaches outlined in this thesis by, for

example, combining the LSH-based sampler for efficient training with the network

pruning algorithms presented in Chapters 5 and 6.

A similar line of work involves the use of importance sampling for approximate ten-

sor operations in neural network training and inference [ALHS18, PBB+19]. The

main idea is to replace the computationally-expensive tensor operations, e.g., ma-

trix multiplication and tensor convolutions, during the forward (and backward, if

training) passes with faster operations involving tensors made up of sampled rows

and columns [ALHS18]. Related methods include channel gating [HZDS+18], which

attempts to learn a gate (sampling) function at run-time to identify important re-

gions in the input features, and skip the computation on the unimportant parts;

sparsified backpropagation where only a small subset of the full gradient is used to
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update the model parameters [SRMW17]; and Sub-LInear Deep Learning Engine

(SLIDE) [CMF+19], an approach that blends various randomized (sampling-based)

algorithms to speed up neural network training and inference.

Unlike the work in this thesis, these approaches aim to reduce the runtime by inte-

grating the sampling procedure directly into the original algorithm at run-time, as

opposed to sparsifying the data set or the machine learning model prior to execution.

Their shortcoming lies in the fact that they cannot alleviate the difficulty of deploying

over-parameterized models to resource-constrained platforms or handling dynamic

streams of data in a memory-efficient way. However, our work can be synergistically

combined with these related sampling methods to simultaneously reap the benefits of

both using a compact representation and a sampling approach at run-time for training

and deploying efficient machine learning models.

2.2 Reachability Analysis

A large body of literature has been devoted to formal analysis of reachability for

finite [CGL93], continuous [BF04, CK08], and hybrid systems [ACH+95, MBT05,

ADI06, CSM+15] with applications ranging from ensuring the safety of mobile robots

in human environments to flight maneuver verification [LRH+17, BGM+14, GHH+11,

PLA+15, XD10, Ser95, Imm15, EWR+15, GO05, MBT05]. Accurate reachability

analysis necessitates the computation of the reachable set for every single state in

an uncountable state space, which is computationally intractable in practice [Tab09].

Therefore, a vast collection of prior work has focused on developing approximation

algorithms for the computation of approximate reachable sets.

To this end, an approach using zonotopes is presented in [Alt15] and implemented as

the CORA toolbox. Taylor flow tubes were used in Flow⋆ tool [CÁS13]. Other tools

such as HyTech [HHWT97] and [CK99] consider only linear dynamics. In [FCTS15,

MBT05] reachability is cast as Partial Differential Equations (PDEs) and standard

tools for solving PDEs are used. However, virtually all of these tools compute
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over-approximations and cast the generally (highly) non-linear system dynamics as

polynomials or even linear functions, which results in potentially unbounded error

terms. Moreover, they are highly sensitive to the dimensionality of the input space

and suffer to a great extent from the curse of dimensionality [MBT05].

To overcome the computational tractability issues, the simplified version of the problem

has been addressed in the context of safety, namely falsification [PKV09, CK08, BF04].

In this case, an invariant set is fixed and the procedure generates some trajectory

that exists in the set. This approach culminated in the development of frameworks

such as counter-example guided abstraction refinement methods [CGJ+00, KDSA14]

for safety verification and synthesis. Another falsification method for continuous and

hybrid systems based on the Rapidly-exploring Random Tree (RRT) algorithm (and its

variants) was proposed in [BF04]. Other approaches to overcome the inherit tractability

issues of verification include decoupling the dynamics of the system [CT15], which,

however, poses a strong assumption on the types of systems that can be considered.

Previous work has also investigated verification for autonomous cars and other agents.

In [AD14], planned driving maneuvers are verified before execution via zonotope-based

approximations of the reachable set. Similarly, [EFG16] considered safe envelopes for

shared steering of a vehicle, however, the approach does not consider vehicle dynamics,

but its performance heavily depends on the geometry of the environment. The work

in [LSV+17] introduces a compositional verification framework for a large array of

driving scenarios to verify planner constraints on a city-level scale. In [AGJT14], the

coupled dynamics of vehicle platooning is investigated and verified offline.

In contrast to prior work, our work in Chapter 3 addresses the problem of generat-

ing accurate under-approximations of reachable sets and closes the research gap in

approximate reachability analysis, which has predominantly focused on computing

over-approximations. Unlike prior approaches that lack theoretical guarantees on per-

formance or impose strong assumptions on the problem, our sampling-based algorithm

is simple-to-implement, imposes minimal assumptions, and is provably-optimal up to
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any desired approximation accuracy. This enables the practitioner to explicitly make

the trade-off between the computational complexity and approximation accuracy prior

to deployment to safety-critical tasks like autonomous driving.

2.3 Coresets

In this section, we cover prior work in coresets, a fundamental idea that we will revisit

frequently throughout our work. As discussed in Chapter 1, popular machine learning

algorithms are computationally expensive, or worse yet, intractable to train on massive

data sets where the input data set is so large that it may not be possible to process all

the data at one time. A natural approach to achieve scalability when faced with Big

Data is to first conduct a preprocessing step to summarize the input data points by

a significantly smaller, representative set. Off-the-shelf training algorithms can then

be run efficiently on this compressed set of data points. The premise of this two-step

learning procedure is that the model trained on the compressed set will be provably

competitive with the model trained on the original set – as long as the data summary,

i.e., the coreset, can be generated efficiently and is sufficiently representative.

Coresets are small weighted subsets of the training points such that models trained

on the coreset are approximately as good as the ones trained on the original (massive)

data set. Coreset constructions were originally introduced for k-means and k-median

clustering [HPM04] and subsequently generalized for applications to other problems

via an importance sampling-based, sensitivity framework [LS10, BFL16, BLK17].

Coresets have been used successfully to accelerate various machine learning algorithms

such as 𝑘-means clustering [FL11, BFL16], graphical model training [MMK18], and

logistic regression [HCB16] (see the surveys of [BLK17] and [MS18] for a complete

list).

The sensitivity framework provides a popular coreset construction technique, and we

will frequently reference and leverage it in this thesis. The main idea is to perform

importance sampling with respect to the points’ sensitivities, where the sensitivity
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of each point is defined to be the maximum relative impact of the data point on the

objective (loss) function across all queries. Points with high sensitivities have a large

impact on the objective value and are sampled with correspondingly high probability,

and vice-versa. The main challenge in generating small coresets often lies in evaluating

the importance of each point in a sufficiently accurate and computationally efficient

way.

2.4 Accelerating Support Vector Machines

Training SVMs requires 𝒪(𝑛3) time and 𝒪(𝑛2) space in the offline setting where 𝑛

is the number of training points. Towards the goal of accelerating SVM training

in the offline setting, [TKK07, TKC05] introduced the Core Vector Machine (CVM)

and Ball Vector Machine (BVM) algorithms, which are based on reformulating the

SVM problem as the Minimum Enclosing Ball (MEB) problem and Enclosing Ball

(EB) problem, respectively, and by leveraging existing coreset constructions for each;

see [BC03]. However, CVM’s accuracy and convergence properties have been noted

to be at times inferior relative to those of existing SVM implementations [LC07].

Additionally, unlike the coreset construction we introduce in Chapter 4, neither the

CVM, nor the BVM algorithm extends naturally to streaming or dynamic settings

where data points are continuously inserted or deleted.

Similar geometric approaches, including extensions of the MEB formulation, those

based on convex hulls and extreme points, among others, were investigated by

[AS10, GJ09, HPRZ07, Joa06, NKT14, RDIV09] Another class of related work in-

cludes the use of canonical optimization algorithms such as the Frank-Wolfe algo-

rithm [Cla10], Gilbert’s algorithm [Cla10, CHW12], and a primal-dual approach

combined with Stochastic Gradient Descent (SGD) [HKS11]. SGD-based approaches,

such as Pegasos [SSSSC11], have been a popular tool of choice in approximately-

optimal SVM training. Pegasos is a stochastic sub-gradient algorithm for obtaining a

(1 + 𝜀)-approximate solution to the SVM problem in ̃︀𝒪(𝑑𝑛𝜆/𝜀) time for a linear kernel,

where 𝜆 is the regularization parameter and 𝑑 is the dimensionality of the input data
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points. In contrast to the approach presented in Chapter 4, these approaches and

their corresponding theoretical guarantees do not readily extend to dynamic data sets

and/or streaming settings.

There has been prior work in streaming algorithms for SVMs, such as those of [AS10,

HPRZ07, NR14, RDIV09]. However, they generally suffer from poor practical perfor-

mance in comparison to that of approximately optimal SVM algorithms in the offline

(batch) setting, high difficulty of implementation and application to practical settings,

or lack theoretical guarantees.

2.5 Pruning Neural Networks for Fast and Scalable

AI

Prior pruning work has considered varying techniques ranging from those based on

Singular Value Decomposition (SVD) to regularized (sparsity-aware) training [DSD+13,

DZB+14, JVZ14, KPY+15, TXZ+15, IRS+15, AS17, YLWT17]. Other general method-

ologies include those that exploit the structure of the weight tensors to induce spar-

sity [ZLW+17, SSK15, CYF+15, CCB+16, WWW+16], Bayesian approaches [ZZWT19,

LUW17], and those based on dynamic reparameterization where certain weights are

pruned and others grown back iteratively throughout the training process [MW19,

CPI18, BKML17, GYC16]; see [GEH19, BGOFG20, YLLW18] for a more extensive

overview. In contrast to these approaches, we consider pruning a given network

independent of how it was trained, and we specifically take into the account the input

data distribution in order to make more informed pruning decisions.

Existing network pruning algorithms are predominantly based on data oblivious [RFC20,

HMD15] or data-informed [GKDP20, LGGT19, MMT+19, YLC+18, LAT18] heuristics

that work well in practice as part of a pruning pipeline that incorporates retrain-

ing [LBC+21]. However, they generally lack provable guarantees and thus provide

little insight into the mechanics of the pruning algorithms and consequently into the
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pruned network.

Weight pruning Weight pruning [LDS90] hinges on the idea that only a few of

dominant weights within a layer, or more generally, the entire network, are required

to approximately preserve the output. Approaches of this flavor were investigated

by [LL16, DCP17], e.g., by embedding sparsity as a constraint [IHM+16, AANR17,

LRLZ17]. A popular weight-based pruning method is that of [HMD15, RFC20], where

weights with absolute values below a threshold are removed. A recent approach

of [LAT18] prunes the parameters of the network by using a mini-batch of data points

to approximate the influence of each parameter on the loss function of a randomly

initialized network. Other data-informed techniques include [GKDP20, LSB+20,

LGGT19, MTK+16, MMT+19, YLC+18, LBL+20]. Despite their favorable empirical

performance, these approaches generally lack rigorous theoretical analysis of the effect

that the discarded weights can have on the model’s performance. Approaches based on

Alternating Direction Method of Multipliers (ADMM) have also been investigated for

weight [MCL+19, ZYZ+18] and filter [LJL+19] pruning. However, these methods tend

to be more computationally-intensive as they require running an iterative algorithm

(ADMM) for the pruning step itself, and do not provide an explicit theoretical guarantee

for or trade-off between the performance and size of the compressed network.

Provable pruning In the recent years, [AGNZ18] introduced a compression method

based on random projections and proved norm-based bounds on the compressed

network – however, this bound only applies to points from the training set only.

In contrast, our work provides approximation guarantees on the network’s output

that hold even for points outside the training set. The work of [AAR20] formulates

the pruning problem as a convex optimization problem at each layer and provides

bounds depending on the convex program. However, this approach requires solving

an optimization program iteratively (via ADMM) to prune each layer and does not

provide an explicit control or theoretical trade-off between the size and accuracy of

the compressed network.
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We close this research gap in Chapters 5 and 6 by introducing sensitivity-informed

pruning, a family of network pruning algorithms that provably prunes parameters

and filters of a given network in a data-informed manner. Building and improving

on state-of-the-art pruning methods, the presented approaches are simultaneously

provably accurate, data-informed, and applicable to various architectures including

fully-connected (FNNs), convolutional (CNNs), and recurrent neural networks (RNNs).

2.6 Active Learning for Label-Efficient Deep Learn-

ing

As we saw in Chapter 1, the successes of large-scale AI have come on the back of

training large models on massive labeled data sets, which may be costly or even

infeasible to obtain in other applications like Healthcare [BM20]. Active learning

focuses on alleviating the high label-cost of learning by only querying the labels of

points that are deemed to be the most informative. The notion of informativeness is

not concrete and may be defined in a task-specific way. Unsurprisingly, prior work

in active learning has primarily focused on devising proxy metrics to appropriately

quantify the informativeness of each data point in a tractable way. Examples include

proxies based on model uncertainty [GIG17], clustering [SS17a, AZK+19], and margin

proximity [DP18] (see [RXC+20] for a detailed survey).
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Figure 2-1: Evaluations on FashionMNIST and ImageNet with benchmark active learning
algorithms. Existing approaches based on greedy selection are not robust and may perform
significantly worse than uniform sampling.
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An overwhelming majority of existing methods are based on greedy selection of

the points that are ranked as most informative with respect to the proxy criterion.

Despite the intuitiveness of this approach, it is known to be highly sensitive to outliers

and to occasionally perform significantly worse than uniform sampling on certain

tasks [EGSD20] – as Fig. 2-1 also depicts. In fact, this shortcoming manifests itself

even on reportedly redundant data sets, such as MNIST, where existing approaches can

lead to models with up to 15% (absolute terms) higher test error [Mut19] than those

obtained with uniform sampling. In sum, the general lack of robustness and reliability

guarantees of prior (greedy) approaches impedes their widespread applicability to

high-impact deep learning tasks.

In Chapter 7, we propose a low-regret active learning framework that can be applied

with any user-specified notion of informativeness. Our approach deviates from the

standard greedy paradigm and instead formulates the active learning problem as that

of learning with expert advice in an adversarial environment. We develop and analyze

a regret minimization algorithm tailored to the active learning setting. In this regard,

our work aims to advance the development of effective and robust active learning

strategies that can be widely applied to modern deep learning tasks.

52



Chapter 3

Importance Sampling in the Context

of Reachability Analysis

3.1 Overview

We begin our exposition on sampling-based algorithms with a motivating application

to the problem of reachability analysis, i.e., the computation of states that can be

reached by a safe trajectory from any of the specified initial states. Given that the set

of states we have to consider is infinite in size, we have to settle for approximations.

Here, we propose a principled approach for generating such an approximation based on

set packing from computational geometry. By constructing an appropriate packing for

the set of initial states, we enable computational efficiency and real-time performance

by only requiring the evaluation of a finite set of states, at the cost of small, bounded

approximation error.

Above all, this application highlights the effectiveness of sampling-based approaches

in AI; with sampling, we solve the exact same problem as before except on a finite set

of states whose reachability can be computed efficiently. Moreover, unlike prior work

that is based on complex geometrical assumptions and methods, sampling serves as a

highly general approach that imposes minimal assumptions and is capable of handling
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Figure 3-1: (1− 𝜀) = 0.2 Figure 3-2: (1− 𝜀) = 0.4

Figure 3-3: (1− 𝜀) = 0.6 Figure 3-4: (1− 𝜀) = 0.8

Figure 3-5: (a)-(d): A 0.2, 0.4, 0.6, and 0.8-approximation respectively, of the reachable set
of a unicycle car. The set of initial conditions is taken to be the unit cube around the origin.

nonlinear dynamics as well as arbitrarily non-convex regions of states. This work is

based on [LBG+18] and contributes the following:

1. A unified problem formulation that imposes minimal system-specific assumptions,

for the provable under-approximation of the reachable set of a continuous set,

2. A simple-to-implement, sampling-based algorithm to sample sufficiently diverse

initial states in order to generate a provably-accurate approximation of the target

reachable set, up to any desired accuracy. Additionally, an anytime variant of

our approximation algorithm that is asymptotically optimal,

3. An analysis of the proposed algorithms and their theoretical properties, including

approximation accuracy and computational complexity, as a function of the

desired approximation error 𝜀 and system-specific variables,
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4. Empirical results demonstrating the broad applicability and practical effective-

ness of our algorithm on a set of real-world inspired, simulated scenarios.

3.2 The Reachability Problem

Consider a robot described by the dynamic system: 𝑥̇ = ℎ(𝑥, 𝑢), where 𝑥 ∈ R𝑑 is the

state, 𝑢 ∈ 𝒰 is the control signal, the set of controls 𝒰 ⊂ R𝑚 is a compact set, and ℎ

is a continuously differentiable function. Let x(𝑥0, 𝑡, 𝑢(·)) denote the robot’s state at

time 𝑡 starting from the initial state 𝑥0 and evolving under input control signal 𝑢(𝑡).

Denote the set 𝐻(𝑥0, 𝑇 ) = {x(𝑥0, 𝑇, 𝑢(·)) | 𝑢(𝑡) ∈ 𝒰 ,∀𝑡 ∈ [0, 𝑇 ]}.

Let 𝒳 ⊂ R𝑑 denote the 𝑑-dimensional compact set of initial states and let 𝒴 denote

the 𝑑-dimensional compact set of all reachable states. The reachability function

𝑓 : R𝑑 → 2𝒴 maps each state 𝑥 ∈ 𝒳 to a compact set of reachable states, 𝑓(𝑥) ⊆ 2𝒴 .

Let 𝑇 > 0 be the terminal time, the reachability function is 𝑓(𝑥) = 𝐻(𝑥, 𝑇 ). The

domain of 𝑓 is defined to be the entire 𝑑-dimensional space for convenience in our

analysis, however, without loss of generality we assume that 𝑓(𝑧) = ∅ ∀𝑧 /∈ 𝒳 . For

any subset 𝒳 ′ ⊆ 𝒳 , define the function that represents the union of all reachable sets

in 𝒳 ′, 𝐹 (𝒳 ′) = ∪𝑥∈𝒳 ′𝑓(𝑥) for notational brevity. Note that 𝐹 is monotonous, i.e., for

any subset 𝒳 ′ ⊆ 𝒳 , 𝐹 (𝒳 ′) ⊆ 𝐹 (𝒳 ) and that the ground truth reachable set is 𝐹 (𝒳 ).

We assume that both the state space, 𝒳 , and the ground truth reachable set, 𝐹 (𝒳 ),

are compact.

Our objective is to generate an approximation to 𝐹 (𝒳 ) via the union of the reachable

sets of a finite set 𝒮 ⊂ 𝒳 such that |𝒮| = 𝑛 ∈ N+. That is, our goal is to judiciously

construct a finite set 𝒮 ⊂ 𝒳 such that 𝐹 (𝒮) ≈ 𝐹 (𝒳 ). We will quantify the accuracy of

our approximation by comparing the volume of 𝐹 (𝒮) to that of 𝐹 (𝒳 ). More formally,

let 𝜇(·) denote the Lebesgue measure, i.e., volume, of any measurable set and let

𝜇(𝐹 (𝒳 )) denote the volume of the ground truth reachable set.

We formalize the reachability problem as follows.
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Problem 1 (Approximate Reachability Problem). For any given 𝜀 ∈ (0, 1), generate

a finite subset 𝒮 ⊂ 𝒳 such that

(1− 𝜀)𝜇(𝐹 (𝒳 )) ≤ 𝜇(𝐹 (𝒮)) ≤ 𝜇(𝐹 (𝒳 )). (3.1)

3.3 Method

In this section, we present our algorithm for generating reachable sets that are provably

competitive with the ground-truth reachable set to any desired accuracy. We show

that our main method (Alg. 2) can easily be used as a sub-procedure to obtain an

anytime, asymptotically-optimal algorithm (Alg. 3) for reachability analysis.

3.3.1 Overview

Accurate construction of the ground-truth reachable set 𝐹 (𝒳 ) requires the evaluation

of the reachable set 𝑓(𝑥) for all initial states 𝑥 ∈ 𝒳 in the worst case. However, the set

of initial states 𝒳 is uncountably infinite, which renders straightforward evaluation of

𝐹 (𝒳 ) computationally intractable. To address this challenge, we take a sampling-based

approach to reachability analysis.

Our method is based on the premise that evaluating the reachability of a carefully

constructed finite subset 𝒮 ⊂ 𝒳 of the initial states can serve as an accurate approxi-

mation of the ground-truth reachable set. The crux of our approach lies in generating

a set 𝒮 containing points that are sufficiently diverse, i.e., far-apart from one another,

to ensure that that the union of the reachable sets 𝐹 (𝒮) covers as much of 𝐹 (𝒳 )

as possible. To this end, we use the GreedyPack [Wu16] algorithm (Alg. 1) to

construct a 𝛿-packing for 𝒳 , i.e., a subset 𝒮 ⊂ 𝒳 such that the minimum pairwise

distances between the points in 𝒮 is greater than 𝛿 (see Sec. 3.4), for an appropriate

𝛿 > 0.
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Algorithm 1 GreedyPack
Input: 𝒳 ⊂ R𝑑: 𝑑-dimensional set of input states,
𝛿 ∈ R+: packing precision
Output: 𝒮: a 𝛿-packing for 𝒳
1: 𝒮 ← Random point chosen from 𝒳 ;
2: while ∃𝑥 ∈ 𝒳 : ∀𝑦 ∈ 𝒮, ‖𝑥− 𝑦‖ ≥ 𝛿 do
3: 𝒮 ← 𝒮 ∪ {𝑥};
4: return 𝒮;

3.3.2 Approximately-optimal Algorithm

Our algorithm for approximately-optimal reachability analysis is shown as Approx-

imateReachability (Alg. 2). We give an overview of our method, which follows

directly from the constructive proofs presented in Sec. 3.4. In particular, for any

desired approximation accuracy 𝜀 ∈ (0, 1), our analysis establishes an appropriate

value of 𝛿 to be used in constructing the 𝛿-packing for 𝒳 . Lines 1-4 of Alg. 2 generate

upper bounds on the system-specific constraints, which are then used, along with 𝜀,

to set the appropriate 𝛿 parameter for the packing (Line 6). The 𝛿-packing, 𝒮, is then

constructed (Line 7) and the reachability of 𝒮 is computed and returned (Lines 8-12).

3.3.3 Anytime, Asymptotically-optimal Algorithm

Our anytime, asymptotically-optimal algorithm is shown as AnytimeApproxi-

mateReachability (Alg. 3). The main idea behind our algorithm is that if Alg. 2

is iteratively invoked with increasingly small values of 𝜀 as input, then the gener-

ated reachable sets will converge to the ground-truth reachable set as the number of

iterations 𝑖 tends to infinity.

3.4 Theoretical Guarantees

We prove under mild assumptions that for any specified error 𝜀 ∈ (0, 1), Alg. 2

generates an approximately optimal reachable set by computing the reachable sets of

only finitely many initial states. As a corollary, we prove that the anytime variant of

our approximation algorithm, Alg. 3, is asymptotically optimal. For brevity, some of
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Algorithm 2 ApproximateReachability
Input: 𝒳 ⊂ R𝑑: a 𝑑-dimensional set of input states,
𝜀 ∈ (0, 1): desired approximation accuracy
Output: 𝐹𝒮 : approximate reachable set such that 𝜇(𝐹𝒮) ≥ (1− 𝜀)𝜇(𝐹 (𝒳 ))

1: 𝛼← UpperSurfAreaToVolume(𝒳 );
2: 𝐾 ← UpperLipschitzConstant(𝒳 );
3: ◁ Approximate the universal constant from Lemma 3
4: 𝑐← UpperUniversalConstant(𝒳 );
5: ◁ Set packing precision as established in Theorem 7
6: 𝛿 ← 𝑑

(︀
(1− 𝜀)−1/𝑑 − 1

)︀
/(𝛼𝐾𝑐);

7: 𝒮 ← GreedyPack(𝒳 , 𝛿); ◁ Generate a 𝛿-packing for 𝒳
8: 𝐹𝒮 ← ∅;
9: for 𝑥 ∈ 𝒮 do ◁ Evaluate the reachable set for each 𝑥 ∈ 𝒮

10: 𝑓(𝑥)← EvaluateReachability(𝑥);
11: 𝐹𝒮 ← 𝐹𝒮 ∪ 𝑓(𝑥);

12: return 𝐹𝒮 ;

Algorithm 3 AnytimeApproximateReachability
Input: 𝒳 ⊂ R𝑑: 𝑑-dimensional set of input states
Output: 𝐹𝒮 : asymptotically-optimal reachable set
1: 𝜀← 1/2; 𝐹𝒮 ← ∅;
2: while allotted time remains do
3: 𝐹𝒮 ← ApproximateReachability(𝒳 , 𝜀);
4: 𝜀← 𝜀/2;
5: return 𝐹𝒮 ;

the proofs have been omitted from this manuscript.

The intuition behind our analysis is as follows. Assuming that the reachability function

is Lipschitz continuous, we expect similar states to map to similar reachable sets.

Therefore, to establish a bound on the quality of our finite set generated by Alg. 1, we

show that the total overlap between the reachable sets of 𝑥 ∈ 𝒮 and the neighboring

states of 𝑥 is high (Lemmas 3, 4). This implies that 𝑓(𝑥) serves as a good approximation

of the reachable sets of all neighboring states. By generalizing and applying this

argument to all points in 𝒮, we establish that 𝐹 (𝒮) serves as a good approximation for

the entire reachable set, given that the points are sampled sufficiently far apart from
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one another (Lemmas 5, 6). We conclude by establishing sufficient conditions on the

constructed set 𝒮 to ensure a (1− 𝜀)-approximation of the reachable set and analyzing

the computational complexity of our algorithm (Theorems 7, 10). The proofs of the

technical lemmas are deferred to Sec. 3.6 for clarity of exposition.

3.4.1 Preliminaries

For any measurable two sets 𝐴,𝐵, let 𝑑H(𝐴,𝐵) denote the Hausdorff distance [Mun14]

between 𝐴 and 𝐵, i.e.,

𝑑H(𝐴,𝐵) = max
{︀

sup
𝑎∈𝐴

inf
𝑏∈𝐵
‖𝑎− 𝑏‖ , sup

𝑏∈𝐵
inf
𝑎∈𝐴
‖𝑎− 𝑏‖

}︀
,

where ‖·‖ denotes the Euclidean norm. Intuitively, the Hausdorff distance is the

maximum length of the path from a point in one of the sets to the closest point

belonging to the other set. An equivalent way to define the Hausdorff distance between

compact sets 𝐴,𝐵 is via a 𝛿-fattening:

𝑑H(𝐴,𝐵) = inf{𝛿 ≥ 0 : 𝐴 ⊆ 𝐵𝛿 and 𝐵 ⊆ 𝐴𝛿},

where 𝐴𝛿 ⊆ R𝑑 denotes the 𝛿-fattening of the set 𝐴: 𝐴𝛿 = ∪𝑎∈𝐴ℬ𝛿(𝑎), where ℬ𝛿(𝑎)

denotes the closed ball of radius 𝛿 centered at 𝑎 [Mun14].

Assumption 1 (Measure Properties of 𝑓). For all states 𝑥 ∈ 𝒳 , 𝑓(𝑥) is measurable

and has non-zero measure, i.e., ∀𝑥 ∈ 𝒳 𝜇(𝑓(𝑥)) > 0.

Assumption 2 (Lipschitz Continuity of 𝑓). There exists a Lipschitz constant 𝐾 > 0

such that for any two states 𝑥, 𝑦 ∈ 𝒳 , 𝑑H(𝑓(𝑥), 𝑓(𝑦)) ≤ 𝐾 ‖𝑥− 𝑦‖.

A reachable set 𝐴 ⊆ 𝒴 is said to be 𝑚-rectifiable if there exists a Lipschitz map

𝑔 : R𝑚 → 𝒴 onto 𝒴 [Fed69, Definition 3.2.14]. Less formally, rectifiability of 𝐴 implies

that 𝐴 enjoys many of the properties shared by smooth manifolds and that 𝐴 is in a

sense a piece-wise smooth set.
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Assumption 3 (Properties of 𝐹 ). For all subsets 𝒳 ′ ⊆ 𝒳 ⊆ R𝑑, 𝐹 (𝒳 ′) is compact

and for any 𝛿 ≥ 0, the 𝛿-fattening of 𝐹 (𝒳 ′), 𝐹 (𝒳 ′)𝛿, is a (𝑑− 1)-rectifiable set.

Assumption 1 ensures that 𝑓 maps to reachable sets that have strictly positive volume.

Assumption 2 guarantees that similar initial states have similar reachable sets. Finally,

Assumption 3 rules out pathological problem instances, where the reachable sets may

have arbitrarily large surface areas, e.g., fractals. We note that these assumptions

generally hold in practical settings. In particular, dynamical systems in real-world

scenarios often exhibit these kind of properties.

We will leverage properties of coverings and packings with respect to the Euclidean

norm in our analysis. For 𝛿 > 0, a 𝑑-dimensional space 𝐴 defining the metric space

(𝐴, ‖·‖), a set 𝐶 = {𝑐1, . . . , 𝑐𝑁} ⊂ 𝐵 is said to be a 𝛿-covering of 𝐵 ⊂ 𝐴 if for all 𝑏 ∈ 𝐵,

there exists 𝑐 ∈ 𝐶 such that ‖𝑏− 𝑐‖ ≤ 𝛿. The covering number of 𝐵, 𝑁(𝐵, 𝛿), is defined

as the minimum cardinality of a 𝛿-covering of 𝐵 [Wu16]. Under the same setting as

before, 𝐷 = {𝑑1, . . . , 𝑑𝑀} ⊂ 𝐵 is a 𝛿-packing for 𝐵 if min𝑖,𝑗∈[𝑀 ]:𝑖 ̸=𝑗 ‖𝑑𝑖 − 𝑑𝑗‖ > 𝛿. The

packing number of 𝐵, 𝑀(𝐵, 𝛿) is defined as the maximum cardinality of a 𝛿-packing of

𝐵 [Wu16]. We present the following standard results in covering and packing numbers

for completeness.

Theorem 1 ([Wu16, Theorem 14.2]). For 𝛿 > 0, 𝒳 ⊂ R𝑑, and 𝐶 = 𝜋𝑑/2

Γ(𝑑/2+1)
the

following holds:

(︂
1

𝛿

)︂𝑑
𝜇(𝒳 )

𝐶
≤ 𝑁(𝒳 , 𝛿) ≤𝑀(𝒳 , 𝛿) ≤

(︂
2∆(𝒳 )

𝛿
+ 1

)︂𝑑

,

where ∆(𝒳 ) = max𝑥,𝑦∈𝒳 ‖𝑥− 𝑦‖ and Γ(·) is the Euler gamma function [Dav59].

Note that in order for a 𝛿-packing for the set 𝒳 ⊆ R𝑑 to be non-trivial, i.e., contain at

least 2 points, it must be the case that 𝛿 ≤ ∆(𝒳 ). Since, if 𝛿 > ∆(𝒳 ), there cannot

exist more than one point in the packing by definition of ∆(𝒳 ) = max𝑥,𝑦∈𝒳 ‖𝑥− 𝑦‖.

Therefore, we henceforth will assume that we are interested in generating non-trivial

packings with parameter 𝛿 ∈ (0,∆(𝒳 )]. Our first lemma bounds the size of the points
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generated by GreedyPack (Alg. 1).

Lemma 2. Given a compact set 𝒳 ⊂ R𝑑 and 𝛿 ∈ (0,∆(𝒳 )], GreedyPack (Alg. 1)

generates a packing for 𝒳 , 𝒮, such that

(︂
1

𝛿

)︂𝑑
𝜇(𝒳 )

𝐶
≤ |𝒮| ≤

(︂
3∆(𝒳 )

𝛿

)︂𝑑

,

where ∆(𝒳 ) and 𝐶 are defined as in Theorem 1.

Proof. By the termination condition of GreedyPack, we have the negation of the

following statement ∃𝑥 ∈ 𝒳 ∀𝑦 ∈ 𝒮 ‖𝑥− 𝑦‖ > 𝛿, which is ∀𝑥 ∈ 𝒳 ∃𝑦 ∈ 𝒮 ‖𝑥− 𝑦‖ ≤

𝛿, which implies that upon termination of the algorithm, 𝒮 is an 𝛿-covering of 𝒳 and

thus |𝒮| ≥ 𝑁(𝒳 , 𝛿). Invoking Theorem 1, we have

|𝒮| ≥ 𝑁(𝒳 , 𝛿) ≥
(︂

1

𝛿

)︂𝑑
𝜇(𝒳 )

𝐶
.

The upper bound follows by the upper bound on 𝑀(𝒳 , 𝛿) from Theorem 1 and the

inequality 𝛿 ≤ ∆(𝒳 ).

3.4.2 Analysis of Algorithms 2 and 3

For a non-empty, compact set 𝐴 ⊆ R𝑑, the Minkowski Content of 𝐴, denoted by

𝜆(𝜕𝐴), is defined by the Minkowski-Steiner formula [Fed69]:

𝜆(𝜕𝐴) = lim inf
𝛿→0

𝜇(𝐴𝛿)− 𝜇(𝐴)

𝛿
. (3.2)

We note that for sufficiently regular sets 𝐴, 𝜆(𝜕𝐴) corresponds to the surface area

of 𝐴 [Fed69]. In the subsequent lemma, we establish a technical inequality that will

later be used to establish the relationship between the volume of 𝛿-fattenings.

Lemma 3. Let 𝐴 ⊂ R𝑑 be a non-empty compact set with finite diameter and let

𝛿 ∈ (0,∆(𝒳 )]. If 𝜇(𝐴) > 0 and the 𝛿-fattening of 𝐴, 𝐴𝛿, is (𝑑− 1)-rectifiable for all
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𝛿 ∈ (0,∆(𝒳 )], then there exists a finite universal constant 𝑐 ≥ 1:

𝑐 = max{𝑀/(𝑑𝜇(ℬ1(·))1/𝑑), 1} <∞,

where 𝑀 > 0 is a finite constant independent of 𝛿 and 𝐴, such that

𝜆(𝜕𝐴𝛿)

𝜇(𝐴𝛿)(𝑑−1)/𝑑
≤ 𝑐 𝜆(𝜕𝐴)

𝜇(𝐴)(𝑑−1)/𝑑
,

where 𝑐 is independent of 𝛿 and 𝐴, and 𝜆(𝜕𝐴) is the Minkowski Content as defined in

(3.2).

The following technical Lemma quantifies the relationship between 𝜇(𝐴) and 𝜇(𝐴𝛿)

and will be used later in our main result.

Lemma 4. Consider any finite, strictly positive 𝛿 and a non-empty, compact set

𝐴 ⊂ R𝑑 such that 𝜇(𝐴) > 0 and its 𝛿-fattening, 𝐴𝛿, is a (𝑑− 1)-rectifiable set for all

𝛿 ≥ 0. Then,

𝜇(𝐴𝛿) ≤
(︂

1 +
𝑐 𝛿𝜆(𝜕𝐴)

𝜇(𝐴)𝑑

)︂𝑑

𝜇(𝐴), (3.3)

where 𝑐 ≥ 1 is the universal constant from Lemma 3, and 𝜆(𝜕𝐴) is the Minkowski

Content as defined in (3.2).

Proof. Define the function 𝑔 : R≥0 → R≥0 such that 𝑔(𝑥) = (𝜇(𝐴𝑥)/𝜇(𝐴))1/𝑑, and let

ℎ(𝛿) : R≥0 → R≥0 be the function defining the Minkowski Content ℎ(𝛿) = 𝜇(𝐴𝛿)−𝜇(𝐴)
𝛿

.

Observe that since 𝐴𝛿 is a (𝑑 − 1)-rectifiable set we have that the limit inferior of

the expression in (3.2) is equivalent to its limit superior [Fed69, Theorem 3.2.39], and

thus the traditional limit exists:

𝜆(𝜕𝐴) = lim inf
𝛿→0

𝜇(𝐴𝛿)− 𝜇(𝐴)

𝛿
= lim inf

𝛿→0
ℎ(𝛿)

= lim sup
𝛿→0

ℎ(𝛿) = lim
𝛿→0

ℎ(𝛿).

Let 𝜀 > 0 and define 𝜆′ = 𝜆(𝜕𝐴) + 𝜀 > 𝜆(𝜕𝐴). By definition of lim𝛿→0 ℎ(𝛿) = 𝜆(𝜕𝐴),
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there exists an open interval defined by a constant (as a function of 𝜀), 𝜉(𝜀) > 0 such

that for all 𝛿′ ∈ (0, 𝜉(𝜀)), |ℎ(𝛿′) − 𝜆(𝜕𝐴)| < 𝜀. This implies that ℎ(𝛿′) < 𝜆(𝜕𝐴) + 𝜀

and thus by definition of ℎ(𝛿′), we have for all 𝛿′ ∈ (0, 𝜉(𝜀))

𝜇(𝐴𝛿′) < 𝜇(𝐴) + 𝛿′ (𝜆(𝜕𝐴) + 𝜀) = 𝜇(𝐴) + 𝛿′ 𝜆′.

Thus, for all 𝛿′ ∈ (0, 𝜉(𝜀)), we have

𝑔(𝛿′) =

(︂
𝜇(𝐴𝛿′)

𝜇(𝐴)

)︂1/𝑑

<

(︂
1 +

𝛿′𝜆′

𝜇(𝐴)

)︂1/𝑑

≤ 1 +
𝛿′𝜆′

𝜇(𝐴)𝑑

≤ 1 +
𝑐𝛿′𝜆′

𝜇(𝐴)𝑑
, (3.4)

where the second to last inequality follows by Bernoulli’s inequality and the last

inequality follows by the fact that 𝑐 ≥ 1. The inequality (3.4) implies that if 𝛿 ∈

(0, 𝜉(𝜀)), then the inequality trivially holds and we are done. Therefore, we next

consider the case where 𝛿 ∈ [𝜉(𝜀),∆(𝒳 )].

Differentiating 𝑔(𝛿′) with respect to 𝛿′ yields:

d 𝑔(𝛿′)

d𝛿′
=

1

𝜇(𝐴)1/𝑑
· d𝜇(𝐴𝛿′)

1/𝑑

d𝛿′

=
𝜆(𝜕𝐴𝛿′)

𝜇(𝐴)1/𝑑 𝜇(𝐴𝛿′)(𝑑−1)/𝑑 𝑑
,

where we used the (𝑑− 1)-rectifiability of 𝐴𝛿′ to replace the limit with the Minkowski

Content, since the limit is ensured to exist. Moreover, note that

d

d𝛿′

(︂
1 +

𝑐𝛿′𝜆′

𝜇(𝐴)𝑑

)︂
=

𝑐𝜆′

𝜇(𝐴)𝑑
>

𝑐𝜆(𝜕𝐴)

𝜇(𝐴)𝑑

≥ 1

𝑑𝜇(𝐴)1/𝑑
· 𝜆(𝜕𝐴𝛿′)

𝜇(𝐴𝛿′)(𝑑−1)/𝑑
=

d 𝑔(𝛿′)

d𝛿′
,

where the inequality follows from Lemma 3.

Thus, we have that for all 𝛿′ ∈ (0,∆(𝒳 )], 𝑔(𝛿′) grows not faster than does the

expression on the right-hand side of the inequality in (3.4). This observation combined
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with the fact that the inequality holds for all values of 𝛿′ ∈ (0, 𝜉(𝜀)) implies that for

all 𝛿′ ∈ (0,∆(𝒳 )], inequality (3.4) holds and thus we have also have for the originally

specified 𝛿 that 𝑔(𝛿) ≤ 1+ 𝑐𝛿𝜆′

𝜇(𝐴)𝑑
. Finally, taking the limit of both sides of this inequality

yields

𝑔(𝛿) = lim
𝜆′→𝜆(𝜕𝐴)

𝑔(𝛿) ≤ lim
𝜆′→𝜆(𝜕𝐴)

(︂
1 +

𝑐 𝜆(𝜕𝐴)𝛿

𝜇(𝐴)𝑑

)︂
= 1 +

𝑐 𝛿𝜆(𝜕𝐴)

𝜇(𝐴)𝑑
,

and the lemma follows by definition of 𝑔(𝛿).

For our subsequent results, we assume that a 𝛿-packing for 𝒳 , 𝒮 ⊂ 𝒳 , is generated

by GreedyPack (Alg. 1) for a predefined constant 𝛿 ∈ (0,∆(𝒳 )]. We now employ

Lemma 4 to establish the amount of overlap.

Lemma 5. For all 𝑥 ∈ 𝒮, it follows that

𝑓(𝑥) ⊆ 𝐹 (ℬ𝛿(𝑥)) ⊆ 𝑓(𝑥)𝛿𝐾 , (3.5)

where 𝑓(𝑥)𝛿𝐾 is the (𝛿𝐾)-fattening of 𝑓(𝑥), 𝛿 > 0 is the constant used to construct 𝒮,

and 𝐾 is the Lipschitz constant from Assumption 2.

Proof. By definition of ℬ𝛿(𝑥) and by Assumption 2, it follows that for all 𝑦 ∈ ℬ𝛿(𝑥),

𝑑H(𝑓(𝑥), 𝑓(𝑦)) ≤ 𝐾 ‖𝑥− 𝑦‖ ≤ 𝐾𝛿.

We have that 𝑥 ∈ ℬ𝛿(𝑥), 𝑓(𝑥) ⊆ 𝐹 (ℬ𝛿(𝑥)), and 𝑓(𝑥) is compact. Moreover for all 𝑓(𝑦),

𝑦 ∈ ℬ𝛿(𝑥), 𝑓(𝑦) is also compact. Thus, it follows by definition of Hausdorff distance

that the (𝛿𝐾)-fattening of 𝑓(𝑥), 𝑓(𝑥)𝛿𝐾 fully contains 𝑓(𝑦), i.e., 𝑓(𝑦) ⊆ 𝑓(𝑥)𝛿𝐾 . Since

this holds for all 𝑦 ∈ ℬ𝛿(𝑥), we have by definition of Hausdorff distance

𝑑H(𝑓(𝑥),∪𝑦∈ℬ𝛿(𝑥)𝑓(𝑦)) = 𝑑H(𝑓(𝑥), 𝐹 (ℬ𝛿(𝑥))) ≤ 𝛿𝐾.
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The lemma then follows by definition of Hausdorff distance in terms of (𝛿𝐾)-fattenings.

Lemma 6. Suppose that the set 𝒮 ⊂ 𝒳 ⊆ R𝑑 is constructed as previously described.

Then, it follows that for all 𝑥 ∈ 𝒮

𝐹 (𝒳 ) = ∪𝑥∈𝒮𝐹 (ℬ𝛿(𝑥)) ⊆ ∪𝑥∈𝒮𝑓(𝑥)𝛿𝐾 = 𝐹 (𝒮)𝛿𝐾 , (3.6)

where 𝑓(𝑥)𝛿𝐾 is the (𝛿𝐾)-fattening of 𝑓(𝑥), 𝐹 (𝒮)𝛿𝐾 is the (𝛿𝐾)-fattening of 𝐹 (𝒮),

𝛿 > 0 is the constant used to construct 𝒮, and 𝐾 is the Lipschitz constant from

Assumption 2.

Proof. Observe that since 𝒮 is a 𝛿-covering of 𝒳 , it follows that union of |𝒮| balls of

radius 𝛿 centered at each of points of 𝑥 ∈ 𝒮 forms a superset of 𝒳 . Recall by definition

of the reachability function, ∀𝑥 /∈ 𝒳 , 𝑓(𝑥) = ∅. This enables us to conveniently deal

with evaluation of points outside the domain of initial states, 𝒳 .

Now, consider 𝐹 (𝒳 ) and note that by definition of 𝑓 on input outside the domain of

𝒳 , we have

𝐹 (𝒳 ) = 𝐹
(︀
∪𝑥∈𝒮 ∪𝑦∈ℬ𝛿(𝑥) 𝑦

)︀
= ∪𝑥∈𝒮𝐹 (ℬ𝛿(𝑥)).

By Lemma 5, it follows that for any arbitrary 𝑥 ∈ 𝒮, 𝐹 (ℬ𝛿(𝑥)) ⊆ 𝑓(𝑥)𝛿𝐾 . Taking the

union over all 𝑥 ∈ 𝒮 on both sides, we obtain ∪𝑥∈𝒮𝐹 (ℬ𝛿(𝑥)) = ∪𝑥∈𝒮𝑓(𝑥)𝛿𝐾 , and the

lemma follows from the fact that ∪𝑥∈𝒮𝑓(𝑥)𝛿𝐾 = 𝐹 (𝒮)𝛿𝐾 .

Theorem 7. Given any 𝜀 ∈ (0, 1) consider the 𝛿-packing of 𝒳 , 𝒮 ⊂ 𝒳 ⊆ R𝑑, generated

by GreedyPack (Alg. 1) with parameter 𝛿 > 0 satisfying

𝛿 ≤ 𝑑((1− 𝜀)−1/𝑑 − 1)

𝛼𝐾𝑐
,

where 𝛼 = sup𝒳 ′⊆𝒳
𝜆(𝜕𝐹 (𝒳 ′))
𝜇(𝐹 (𝒳 ′))

< ∞, and 𝑐 is the universal constant from Lemma 3:
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𝑐 = max{𝑀/(𝑑𝜇(ℬ1(·))1/𝑑), 1}. Then, 𝒮 solves the approximate reachability problem

defined by (3.1), i.e., (1− 𝜀)𝜇(𝐹 (𝒳 )) ≤ 𝜇(𝐹 (𝒮)) ≤ 𝜇(𝐹 (𝒳 )).

The following corollary follows immediately from the theorem established above.

Corollary 8. Given a set of initial states 𝒳 ⊆ R𝑑 and 𝜀 ∈ (0, 1), Approx-

imateReachability (Alg. 2) generates a reachable set 𝐹𝒮 such that 𝜇(𝐹𝒮) ≥

(1− 𝜀)𝜇(𝐹 (𝒳 )).

Corollary 9. For all 𝜀 ∈ (0, 1), the reachability problem defined by (3.1) can be solved

by a 𝛿-packing, 𝒮 ⊂ 𝒳 of size at most |𝒮| ≤ (3𝛼𝐾∆(𝒳 )𝑐/𝜀)𝑑 .

Let 𝒞𝛼, 𝒞𝐾 , and 𝒞𝑐 denote the computational complexity of approximating the system-

specific constants 𝛼 (ratio of surface area to volume), 𝐾 (Lipschitz constant), and 𝑐

(universal constant from Lemma 3) respectively. Also let 𝒞𝒮 and 𝒞𝑓 be upper bounds

on the computational complexity of generating the 𝛿-packing 𝒮 and evaluating 𝑓(𝑥)

for any 𝑥 ∈ 𝒳 , respectively. Application of Corollary 9 yields the following theorem.

Theorem 10. Given a set of initial states 𝒳 ⊆ R𝑑 and 𝜀 ∈ (0, 1), Approx-

imateReachability (Alg. 2) generates a reachable set 𝐹𝒮 such that 𝜇(𝐹𝒮) ≥

(1− 𝜀)𝜇(𝐹 (𝒮)), in 𝒪
(︀
𝒞𝛼 + 𝒞𝐾 + 𝒞𝑐 + 𝒞𝒮 + (𝛼𝐾∆(𝒳 )𝑐/𝜀)𝑑 𝒞𝑓

)︀
time.

Define the sequence (ℱ𝑖)𝑖∈N+ such that for each 𝑖 ∈ N+, ℱ𝑖 denotes the approximate

reachable set 𝐹𝒮𝑖
generated at iteration 𝑖 of Alg. 3, i.e., ℱ𝑖 = 𝐹𝒮𝑖

, where, 𝒮𝑖 ⊂ 𝒳 is

the packing generated at iteration 𝑖.

Proposition 11. The AnytimeApproximateReachability algorithm (Alg. 3) is

asymptotically-optimal, i.e., lim𝑖→∞ 𝜇(ℱ𝑖) = lim𝑖→∞ 𝜇(𝐹𝒮𝑖
) = 𝜇(𝐹 (𝒳 )).

3.4.3 Simultaneous under and over approximations

Finally, we show that a (𝛿𝐾)-fattening of the reachable set generated by our algorithm

simultaneously produces a bounded over-approximation, and we conclude with a

corollary that combines both aspects of our approach.

66



Theorem 12 (Over-approximation). Given any 𝜀 ∈ (0, 1/2) consider the 𝛿-packing of

𝒳 , 𝒮 ⊂ 𝒳 ⊆ R𝑑, generated by GreedyPack (Alg. 1) with parameter 𝛿 > 0 satisfying

𝛿 ≤ 𝑑((1 + 𝜀)1/𝑑 − 1)

𝛼𝐾𝑐
,

then, the (𝛿𝐾)-fattening of 𝐹 (𝒮), denoted by 𝐹 (𝒮)𝛿𝐾 satisfies

𝐹 (𝒳 ) ⊆ 𝐹 (𝒮)𝛿𝐾 ,

and

𝜇(𝐹 (𝒳 )) ≤ 𝜇(𝐹 (𝒮)𝛿𝑘) ≤ (1 + 𝜀)𝜇(𝐹 (𝒳 )).

Proof. Since 𝒮 is a 𝛿-covering of 𝒳 , by Lemma 6, we have 𝐹 (𝒳 ) ⊆ 𝐹 (𝒮)𝛿𝐾 . Thus,

by monotonicity of measure and by application of Lemma 4 to the (𝛿𝐾)-fattening of

𝐹 (𝒮), we have

𝜇(𝐹 (𝒳 )) ≤ 𝜇(𝐹 (𝒮)𝛿𝐾)

≤
(︂

1 +
𝑐 𝛿𝐾𝜆(𝜕𝐹 (𝒮))

𝜇(𝐹 (𝒮))𝑑

)︂𝑑

𝜇(𝐹 (𝒮))

≤
(︂

1 +
𝑐 𝛿𝐾𝛼

𝑑

)︂𝑑

𝜇(𝐹 (𝒮))

≤ (1 + 𝜀)𝜇(𝐹 (𝒮))

≤ (1 + 𝜀)𝜇(𝐹 (𝒳 )),

where the second-to-last inequality follows by our choice of 𝛿 and the last inequality

follows by monotonicity of measure.

Corollary 13 (Simultaneous under and over approximations). Given any 𝜀 ∈ (0, 1/2)

consider the 𝛿-packing of 𝒳 , 𝒮 ⊂ 𝒳 ⊆ R𝑑, generated by GreedyPack (Alg. 1) with

parameter 𝛿 > 0 satisfying

𝛿 ≤ 𝑑((1 + 𝜀)1/𝑑 − 1)

𝛼𝐾𝑐
,
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then, 𝐹 (𝒳 ) ⊆ 𝐹 (𝒮)𝛿𝐾 and

(1− 𝜀)𝜇(𝐹 (𝒳 )) ≤ 𝜇(𝐹 (𝒮)) ≤ 𝜇(𝐹 (𝒮)𝛿𝐾) ≤ (1 + 𝜀)𝜇(𝐹 (𝒳 )).

Proof. The proof follows from the fact that for 𝜀 ∈ (0, 1/2), we have

𝛿 ≤ 𝑑((1 + 𝜀)1/𝑑 − 1)

𝛼𝐾𝑐
≤ 𝑑((1− 𝜀)−1/𝑑 − 1)

𝛼𝐾𝑐
,

which means that our choice of 𝛿 is simultaneously less than the value required to

obtain both an under and over approximation.

3.5 Results

Figure 3-6: Clockwise: Set of initial conditions and the resulting reachable set for the
unit cube, dumbbell, lollipop, and hedgehog scenarios. We compare the reachable sets
of uniform sampling, our algorithm, and the ground truth. The visualizations show that
uniform sampling initial states performs poorly when the set of initial states has an uneven
distribution of volume.

We apply our approximation algorithm to simulated scenarios with a diverse set of

initial states (see Fig. 3-6), where the objective is to generate the reachable set of

a unicycle model. We evaluate the performance of our algorithm and compare the

generated reachable sets to the ground truth reachable set, which can be readily

computed for a unicycle model [Dub57]. We show that the theoretical guarantees hold

and compare the performance of our algorithm with that of uniform sampling. We

implemented our reachability algorithm in MATLAB. The simulations were conducted

on a PC with a 2.60 GHz Intel i9-7980XE processor (single core) and 128 GB RAM.
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3.5.1 Experimental Setup

We consider the reachable set 𝐹 (·) of a mobile robot described by the unicycle dynamics:

d

dt

⎛⎜⎜⎜⎝
𝑥

𝑦

𝜃

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
𝑢𝑣 cos 𝜃

𝑢𝑣 sin 𝜃

𝑢𝜔

⎞⎟⎟⎟⎠ , (3.7)

where 𝑥, 𝑦 ∈ R denote the position of the robot and 𝜃 ∈ R the orientation, and the

control inputs (𝑢𝑣, 𝑢𝜔) ∈ 𝒰 ⊂ R2 of the system are given by the speed and angular

velocity, respectively. We are interested in the reachable set 𝐹 (𝒳 ), where 𝒳 ∈ R3

denotes the set of initial conditions for which we want to approximate the reachable

set at a given time 𝑇 .

Figure 3-7: Comparisons of the performance of our algorithm with that of uniform sampling
for the unit cube scenario (first column) and the dumbbell scenario (second column). The
corresponding scenarios are depicted in the first and second column of Fig. 3-6, respectively.

We note that the reachable set for a unicycle model with minimal turning radius 𝜌

and velocity 𝑢𝑣 is known [Dub57, PPF03] and that the boundary of the set can be

described by a set of curves consisting of straight segments (S) as well as left turns

(L) and right turns (R) at the maximum turning radius. In particular, the reachable
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Figure 3-8: The performance of the evaluated reachability analysis methods for the lollipop
scenario (first column) and the hedgehog scenario (second column). The evaluated scenarios
are shown in the third and fourth column of Fig. 3-6, respectively.

set consists of the curves RLR, LRL, RSR, LSL, RSL, and LSR. As an exemplary

parametrization for these curves, we give the parametrization for the curve RSL:⎛⎜⎜⎜⎝
𝑥𝑅𝑆𝐿

𝑦𝑅𝑆𝐿

𝜃𝑅𝑆𝐿

⎞⎟⎟⎟⎠ = 𝜌

⎛⎜⎜⎜⎝
2 sin(𝜃1) + 𝜃2 cos(𝜃1)− sin(𝜃1 − 𝜃3)

−1 + 2 cos(𝜃1)− 𝜃2 sin(𝜃1)− cos(𝜃1 − 𝜃3)

𝜃1/𝜌− 𝜃2/𝜌

⎞⎟⎟⎟⎠ ,

where 𝜃𝑖 = 𝑢𝑣𝑡𝑖
𝜌
,∀𝑖 ∈ {1, 2, 3} and 𝑡1 denotes the time in segment R, 𝑡2 in segment S,

and 𝑡3 in segment L, respectively. Note that 𝑡1 + 𝑡2 + 𝑡3 ≤ 𝑇 , where 𝑇 is the given

time as before, and this solution can be shown to be extended for a range of velocities

𝑢𝑣 ∈ [𝑣𝑚𝑖𝑛, 𝑣𝑚𝑎𝑥], [PPF03].

Using the unicycle model allows us to compare the algorithm to the ground truth

reachable set in an exact manner.

70



3.5.2 Evaluation of Computed Reachable Sets

We evaluated the performance of our algorithm and uniform sampling against a set of

diverse initial states: (i) unit cube, (ii) dumbbell, (iii) lollipop, and (iv) hedgehog. To

increase the efficiency of our implementation, we replaced the random construction of

a 𝛿-covering by a grid construction. The terminal time 𝑇 was taken to be 1 second.

Fig. 3-6 depicts the projections onto (𝑥, 𝑦) of the four sets of considered initial

conditions, the respective reachable sets computed by uniform sampling and our

algorithm, and the ground truth sets. The visualizations of the computed reachable

sets show that uniform sampling may be a reasonable approximation for convex sets

such as the unit cube, but its performance suffers significantly when non-convex

sets, with non-uniformly distributed volumes are considered, such as the dumbbell

or lollipop. Unlike uniform sampling, our algorithm still generates highly accurate

reachable sets when evaluated against scenarios with non-uniform and/or non-convex

initial states, which underlines the significance of judiciously generating a structured

set of points as is done by our algorithm. Similar scenarios might arise in real-world

situations, where dynamic obstacles are present that constrain the reachable space to

non-convex, irregular regions.

To quantify the quality of the generated reachable sets, we ran our algorithm and

uniform sampling against each scenario and averaged the results over 10 trials. Fig. 3-

7 depicts the performance of uniform sampling and our algorithm in computing

approximate reachable sets for the unit cube and dumbbell scenarios. Our results

indicate that our algorithm is capable of generating higher quality approximations of

the reachable set with a fewer amount of samples when compared to uniform sampling.

Fig. 3-8 shows the results of evaluation against the lollipop and hedgehog scenarios

with respect to volumetric coverage of the reachable set and the computation time.

Since the sets of initial states exhibit highly non-uniform distribution of volume and

are non-convex, we once again observe the significant gap in performance of uniform

sampling when compared to the quality of approximations generated by our algorithm.
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We note that across all experiments, our theoretical bounds of volumetric coverage

hold and that the computation time required by our algorithm is significantly less

than that required by uniform sampling for the same approximation accuracy. In

particular, we note that the computation time required to generate the reachable

set of the sampled subset (𝛿-packing) is near real-time. Our algorithm’s favorable

performance with respect to both approximation quality and computational efficiency

on a wide variety of scenarios and non-convex initial states highlights its applicability

to real-world motion planning and decision-making problems of autonomous systems.

3.6 Proofs

3.6.1 Proof of Lemma 3

Lemma 3. Let 𝐴 ⊂ R𝑑 be a non-empty compact set with finite diameter and let

𝛿 ∈ (0,∆(𝒳 )]. If 𝜇(𝐴) > 0 and the 𝛿-fattening of 𝐴, 𝐴𝛿, is (𝑑− 1)-rectifiable for all

𝛿 ∈ (0,∆(𝒳 )], then there exists a finite universal constant 𝑐 ≥ 1:

𝑐 = max{𝑀/(𝑑𝜇(ℬ1(·))1/𝑑), 1},

where 𝑀 > 0 is independent of 𝛿 and 𝐴, such that

𝜆(𝜕𝐴𝛿)

𝜇(𝐴𝛿)(𝑑−1)/𝑑
≤ 𝑐 𝜆(𝜕𝐴)

𝜇(𝐴)(𝑑−1)/𝑑
,

where 𝑐 is independent of 𝛿 and 𝐴, and 𝜆(𝜕𝐴) is the Minkowski Content as defined in

(3.2).

Proof. Fix the finite universal constant 𝑐 > 0, to be determined later. By the

Isoperimetric inequality [Fed69, Theorem 3.2.43], the right hand side of the inequality

is bounded below by a universal constant independent of 𝛿 and 𝐴:

𝑐 𝜆(𝜕𝐴)

𝜇(𝐴)(𝑑−1)/𝑑
≥ 𝑐 𝑑𝜇(ℬ1(·))1/𝑑.
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Moreover, since 𝐴𝛿 is compact, (𝑑−1)-rectifiable, and 𝜇(𝐴𝛿) > 0, for all 𝛿 ∈ (0,∆(𝒳 )],

we have that 𝜆(𝜕𝐴𝛿) is equivalent to the 𝑑 − 1 Hausdorff measure of 𝐴𝛿 [Fed69,

Theorem 3.2.39] which is finite by properties of 𝐴𝛿 [Mor16]. Thus, the left hand side

is bounded above by a universal finite value, i.e., there exists a universal upper bound

𝑀 > 0, independent of 𝐴 and 𝛿, for the left hand side of the inequality such that

𝜆(𝜕𝐴𝛿)

𝜇(𝐴𝛿)(𝑑−1)/𝑑
≤𝑀.

Thus, define the universal constant 𝑐 to be

𝑐 = max{𝑀/(𝑑𝜇(ℬ1(·))1/𝑑), 1},

and note that this choice of 𝑐 yields

𝑐 𝜆(𝜕𝐴)

𝜇(𝐴)(𝑑−1)/𝑑
≥ 𝑐 𝑑𝜇(ℬ1(·))1/𝑑 ≥𝑀 ≥ 𝜆(𝜕𝐴𝛿)

𝜇(𝐴𝛿)(𝑑−1)/𝑑
,

as desired.

3.6.2 Proof of Theorem 7

Theorem 7. Given any 𝜀 ∈ (0, 1) consider the 𝛿-packing of 𝒳 , 𝒮 ⊂ 𝒳 ⊆ R𝑑, generated

by GreedyPack (Alg. 1) with parameter 𝛿 > 0 satisfying

𝛿 ≤ 𝑑((1− 𝜀)−1/𝑑 − 1)

𝛼𝐾𝑐
,

where

𝛼 = sup
𝒳 ′⊆𝒳

𝜆(𝜕𝐹 (𝒳 ′))

𝜇(𝐹 (𝒳 ′))
<∞,

and 𝑐 is the universal constant from Lemma 3, 𝑐 = max{𝑀/(𝑑𝜇(ℬ1(·))1/𝑑), 1}. Then,

𝒮 solves the approximate reachability problem defined by (3.1), i.e., (1− 𝜀)𝜇(𝐹 (𝒳 )) ≤

𝜇(𝐹 (𝒮)) ≤ 𝜇(𝐹 (𝒳 )).
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Proof. Fix 𝛿 > 0, to be determined later. Combining Lemmas 4 and 6, it follows that

𝜇(𝐹 (𝒳 )) ≤ 𝜇(𝐹 (𝒮)𝛿𝐾) ≤
(︂

1 +
𝛿𝐾𝛼𝑐

𝑑

)︂𝑑

𝜇(𝐹 (𝒮)).

The inequality above yields

𝜇(𝐹 (𝒮)) ≥
(︂

1 +
𝛿𝐾𝛼𝑐

𝑑

)︂−𝑑

𝜇(𝐹 (𝒳 )).

Thus, to ensure that 𝜇(𝐹 (𝒮)) is a (1− 𝜀) approximation to 𝜇(𝐹 (𝒳 )), we seek to set 𝛿

such that the following inequality holds:

(︂
1 +

𝛿𝐾𝛼𝑐

𝑑

)︂−𝑑

𝜇(𝐹 (𝒳 )) ≥ (1− 𝜀)𝜇(𝐹 (𝒳 ))

⇔
(︂

1 +
𝛿𝐾𝛼𝑐

𝑑

)︂−𝑑

≥ 1− 𝜀.

Solving for 𝛿 satisfying the inequality above yields

𝛿 ≤ 𝑑((1− 𝜀)−1/𝑑 − 1)

𝛼𝐾𝑐
.

The theorem follows from the fact that 𝛼 <∞ since 𝐹 (𝒳 ′) is compact and rectifiable

for all 𝒳 ′ ⊆ 𝒳 [Mor16], 𝑑 ≥ 1, 𝜀 ∈ (0, 1), and 𝛼𝐾𝑐 > 0, thus, the expression on the

right hand-side is strictly positive, which completes the proof.

3.6.3 Proof of Corollary 9

Corollary 9. For all 𝜀 ∈ (0, 1), the reachability problem defined by (3.1) can be solved

by a 𝛿-packing, 𝒮 ⊂ 𝒳 of size at most

|𝒮| ≤ (3𝛼𝐾∆(𝒳 )𝑐/𝜀)𝑑 = 𝒪𝛼,𝐾,Δ(𝒳 ),𝑐(𝜀
−𝑑),

where 𝒪𝛼,𝐾,Δ(𝒳 ),𝑐(·) notation suppresses 𝛼, 𝐾, 𝑐, and ∆(𝒳 ) factors.
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Proof. Plugging in the expression for 𝛿 from Theorem 7 with equality, i.e., 𝛿 =

𝑑(1−𝜀)−1/𝑑−𝑑
𝛼𝐾𝑐

, into the expression from Lemma 2 yields

|𝒮| ≤
(︂

3𝛼𝐾∆(𝒳 )𝑐

𝑑((1− 𝜀)−1/𝑑 − 1)

)︂𝑑

.

Now, since 𝜀 ∈ (0, 1) and −1/𝑑 < 0, it follows by Bernoulli’s inequality that (1 −

𝜀)−1/𝑑 ≥ 1 + 𝜀/𝑑. Plugging this lower bound for the denominator in the expression

above establishes the result.

3.6.4 Proof of Proposition 11

Proposition 11. The AnytimeApproximateReachability algorithm (Alg. 3) is

asymptotically-optimal, i.e.,

lim
𝑖→∞

𝜇(ℱ𝑖) = lim
𝑖→∞

𝜇(𝐹𝒮𝑖
) = 𝜇(𝐹 (𝒳 )).

Proof. Let 𝜀𝑖 denote the value of 𝜀 at the beginning of the 𝑖th iteration of the algorithm.

Since the value of 𝜀 is halved after each iteration, it follows immediately that 𝜀𝑖 = 2−𝑖

and therefore lim𝑖→∞ 𝜀𝑖 = 0. Thus,

lim
𝑖→∞

𝜇(ℱ𝑖) ≥ lim
𝑖→∞

(1− 𝜀𝑖)𝜇(𝐹 (𝒳 )) = 𝜇(𝐹 (𝒳 )).

Moreover, by monotonicity of measure 𝜇(ℱ𝑖) ≤ 𝜇(𝐹 (𝒳 )) for all 𝑖, thus it must be the

case that lim𝑖→∞ 𝜇(ℱ𝑖) = 𝜇(𝐹 (𝒳 )).
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3.7 Discussion and Future Work

In this chapter, we presented a sampling-based approach to reachability analysis

that imposes minimal assumptions and can be applied to a wide variety of systems.

Our algorithm enables computational efficiency by computing the reachable set of a

carefully constructed finite subset of initial states that provides a covering of the entire

state space. We proved that our algorithm generates an approximation to the ground-

truth reachable set that is approximately optimal up to any desired approximation

accuracy.

Our favorable results in real-world inspired scenarios validate the favorable theoretical

properties of our algorithm and demonstrate its applicability to a diverse set of

reachability problems. We envision that our method can be used to conduct reachability

analysis to facilitate decision-making and trajectory planning for autonomous agents

in a wide variety of application including autonomous driving, parallel autonomy,

and supervision of deep learning-based planning systems. In future work, we plan to

extend our algorithm and analysis to obtain both under- and over-approximations of

reachable sets with provable guarantees.
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Chapter 4

Streaming Coresets for Support

Vector Machines

4.1 Overview

In the previous chapter, we sampled a finite, representative set from an infinite

input space of reachable states for approximate reachability analysis. In this chapter,

we focus on subsampling data points from a finite set of input training points for

efficient machine learning. In particular, we introduce an efficient coreset construction

algorithm to generate compact representations of large data sets to accelerate SVM

training. Unlike our set-coverage-based approach from the previous chapter, here we

leverage the notion of coresets and use importance sampling of data points according

to their sensitivities [BFL16]. In contrast to prior approaches in efficient SVM training,

our approach is both (i) provably efficient and (ii) naturally extends to streaming or

dynamic data settings. Above all, it can be used to enable the applicability of any

off-the-shelf SVM solver – including gradient-based and/or approximate ones, e.g.,

Pegasos [SSSSC11] – to streaming and distributed data settings by exploiting the

composibility and reducibility properties of coresets [Fel19].

This work is based on [BTFR21, TBFR20] and contributes the following:
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1. A coreset construction algorithm for accelerating SVM training based on an

efficient importance sampling scheme.

2. An analysis proving lower bounds on the number of samples required by any

coreset construction algorithm to approximate the input data set.

3. A corollary to our analysis that provides justification for the widely reported

empirical success of using 𝑘-means clustering as a way to generate data summaries

for large-scale SVM training.

4. Theoretical guarantees on the efficiency and accuracy of our coreset construction

algorithm.

5. Evaluations on synthetic and real-world data sets that demonstrate the effec-

tiveness of our algorithm in both streaming and offline settings.

4.2 Setting & Objective

4.2.1 Setting

Let 𝑃 =
{︀

(𝑥, 𝑦) : 𝑥 ∈ R𝑑 × 1, 𝑦 ∈ {±1}
}︀

denote a set of 𝑛 input points. Note that

for each point 𝑝 = (𝑥, 𝑦) ∈ 𝑃 , the last entry 𝑥𝑑+1 = 1 of 𝑥 accounts for the bias

term embedding into the feature space1. To present our results with full generality,

we consider the setting where the input points 𝑃 may have weights associated with

them. Hence, given 𝑃 and a weight function 𝑢 : 𝑃 → R≥0, we let 𝒫 = (𝑃, 𝑢) denote

the weighted set with respect to 𝑃 and 𝑢. The canonical unweighted case can be

represented by the weight function that assigns a uniform weight of 1 to each point,

i.e., 𝑢(𝑝) = 1 for every point 𝑝 ∈ 𝑃 . For every 𝑇 ⊆ 𝑃 , let 𝑈(𝑇 ) =
∑︀

𝑝∈𝑇 𝑢(𝑝). We

consider the scenario where 𝑛 is much larger than the dimension of the data points,

i.e., 𝑛≫ 𝑑.

For a normal to a separating hyperplane 𝑤 ∈ R𝑑+1, let 𝑤1:𝑑 denote vector which

1We perform this embedding for ease of presentation later on in our analysis.
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contains the first 𝑑 entries of 𝑤. The last entry of 𝑤 (𝑤𝑑+1) encodes the bias term

𝑏 ∈ R. Under this setting, the hinge loss of any point 𝑝 = (𝑥, 𝑦) ∈ 𝑃 with respect to a

normal to a separating hyperplane, 𝑤 ∈ R𝑑+1, is defined as ℎ(𝑝, 𝑤) = [1− 𝑦⟨𝑥,𝑤⟩]+,

where [·]+ = max{0, ·}. As a prelude to our subsequent analysis of sensitivity-based

sampling, we quantify the contribution of each point 𝑝 = (𝑥, 𝑦) ∈ 𝑃 to the SVM

objective function as

𝑓𝜆(𝑝, 𝑤) =
1

2𝑈(𝑃 )
‖𝑤1:𝑑‖22 + 𝜆ℎ(𝑝, 𝑤), (4.1)

where 𝜆 ∈ [0, 1] is the SVM regularization parameter, and ℎ(𝑝, 𝑤) = [1− 𝑦⟨𝑥,𝑤⟩]+ is

the hinge loss with respect to the query 𝑤 ∈ R𝑑+1 and point 𝑝 = (𝑥, 𝑦). Putting it all

together, we formalize the 𝜆-regularized SVM problem as follows.

Definition 12 (𝜆-regularized SVM Problem). For a given weighted set of points

𝒫 = (𝑃, 𝑢) and a regularization parameter 𝜆 ∈ [0, 1], the 𝜆-regularized SVM problem

with respect to 𝒫 is given by

min
𝑤∈R𝑑+1

𝐹𝜆(𝒫 , 𝑤),

where

𝐹𝜆(𝒫 , 𝑤) =
∑︁
𝑝∈𝒫

𝑢(𝑝)𝑓𝜆(𝑝, 𝑤). (4.2)

We let 𝑤* denote the optimal solution to the SVM problem with respect to 𝒫, i.e.,

𝑤* ∈ argmin𝑤∈R𝑑+1 𝐹𝜆(𝒫 , 𝑤). A solution 𝑤̂ ∈ R𝑑+1 is an 𝜉-approximation to the SVM

problem if 𝐹𝜆(𝒫 , 𝑤̂) ≤ 𝐹𝜆(𝒫 , 𝑤*) + 𝜉. Next, we formalize the coreset guarantee that

we will strive for when constructing our data summaries.

4.2.2 Coresets

Here, we formalize the notion of coresets presented in the previous chapters by defining

it specifically for the SVM problem. Recall that a coreset is a compact representation

of the full data set that provably approximates the SVM cost function (4.2) for every

query 𝑤 ∈ R𝑑+1 – including that of the optimal solution 𝑤*. This is fleshed out in the
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definition below for the SVM problem with objective function 𝐹𝜆(·) as in (4.2).

Definition 13 (𝜀-coreset). Let 𝜀 ∈ (0, 1) and let 𝒫 = (𝑃, 𝑢) be the weighted set of

training points as before. A weighted subset 𝒮 = (𝑆, 𝑣), where 𝑆 ⊂ 𝑃 and 𝑣 : 𝑆 → R≥0

is an 𝜀-coreset for 𝒫 if

∀𝑤 ∈ R𝑑+1 |𝐹𝜆 (𝒫 , 𝑤)− 𝐹𝜆 (𝒮, 𝑤)| ≤ 𝜀𝐹𝜆 (𝒫 , 𝑤) . (4.3)

This strong guarantee implies that the models trained on the coreset 𝒮 with any

off-the-shelf SVM solver will be approximately (and provably) as good as the optimal

solution 𝑤* obtained by training on the entire data set 𝒫. We formalize this in the

lemma below.

Lemma 14. Let 𝒫 be a weighted set, 𝜀 ∈
(︀
0, 1

2

)︀
and let 𝒮 be an 𝜀-coreset with respect

to 𝒫. Let

𝑤*
𝒮 = argmin

𝑤∈R𝑑+1

𝐹𝜆 (𝒮, 𝑤)

be the optimal solution on the set 𝒮 and let

𝑤*
𝒫 = argmin

𝑤∈R𝑑+1

𝐹𝜆 (𝒫 , 𝑤)

be defined similarly as the optimal solution with respect to points 𝒫. Then, the

performance of the solution 𝑤*
𝒮 on the entire set 𝒫 is (1 + 4𝜀)-competitive with that of

the ground-truth optimal solution 𝑤*
𝒫 , i.e.,

𝐹𝜆(𝒫 , 𝑤*
𝒮) ≤ (1 + 4𝜀)𝐹𝜆(𝒫 , 𝑤*

𝒫).

Proof. We have

𝐹𝜆(𝒫 , 𝑤*
𝒮) ≤ 𝐹𝜆(𝒮, 𝑤*

𝒮)

1− 𝜀
≤ 𝐹𝜆(𝒮, 𝑤*

𝒫)

1− 𝜀

≤ 1 + 𝜀

1− 𝜀
𝐹𝜆(𝒫 , 𝑤*

𝒫) ≤ (1 + 4𝜀)𝐹𝜆(𝒫 , 𝑤*
𝒫),
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where the first and third inequalities follow from (𝑆, 𝑣) being an 𝜀-coreset (see Def-

inition 13), the second inequality holds by definition of 𝑤*
𝒮 , and the last inequality

follows from the assumption that 𝜀 ∈
(︀
0, 1

2

)︀
.

The lemma above implies that, if the size of the coreset 𝒮 is provably small relative to

𝒫 , e.g., logartihmic in 𝑛 (see Sec. 4.4), then an approximately optimal solution can be

obtained much more quickly by training on 𝒮 rather than 𝒫 , leading to computational

gains in practice for both offline and streaming data settings (see Sec. 4.6).

The difficulty in constructing coresets lies in constructing them (i) efficiently, so that

the preprocess-then-train pipeline takes less time than training on the full data set

and (ii) accurately, so that important data points – i.e., those that are imperative to

obtaining accurate models – are not left out of the coreset, and redundant points are

eliminated so that the coreset size is small. In the following sections, we introduce

and analyze our coreset algorithm for the SVM problem.

4.3 Our Approach

Our coreset construction scheme is based on the unified framework of [FL11, LS10]

and is shown in Alg. 4. The crux of our algorithm lies in generating the importance

sampling distribution via efficiently computable upper bounds (proved in Sec. 4.4) on

the importance of each point (Lines 1–10). Sufficiently many points are then sampled

from this distribution and each point is given a weight that is inversely proportional

to its sample probability (Lines 11–12). The number of points required to generate

an 𝜀-coreset with probability at least 1 − 𝛿 is a function of the desired accuracy 𝜀,

failure probability 𝛿, and complexity of the data set (𝑡 from Theorem 19). Under

mild assumptions on the problem at hand (see Sec. 4.8.4), the required sample size is

polylogarithmic in 𝑛.

Our algorithm is an importance sampling procedure that first generates a judicious

sampling distribution based on the structure of the input points and samples sufficiently
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Algorithm 4 Coreset(𝑃, 𝑢, 𝜆, 𝜉, 𝑘,𝑚)

Inputs: (𝑃, 𝑢, 𝜆, 𝜉, 𝑘,𝑚) – A set of training points 𝑃 ⊆ R𝑑+1 × {−1, 1} containing
𝑛 points, weight function 𝑢 : 𝑃 → R≥0, a regularization parameter 𝜆 ∈ [0, 1], an
approximation factor 𝜉 > 0, a positive integer 𝑘, a sample size 𝑚

Output: A weighted set (𝑆, 𝑣) which satisfies Theorem 19
1: 𝑤̃ ← An 𝜉-approximation for the optimal SVM of (𝑃, 𝑢);
2: ̃︁𝑜𝑝𝑡𝜉 ← 𝐹𝜆(𝒫 , 𝑤̃)− 𝜉;
3: for 𝑦 ∈ {−,+} do
4: 𝑃𝑦 ← all the points in 𝑃 that are associated with the label 𝑦;

5:
(︁
𝑐
(𝑖)
𝑦 , 𝑃

(𝑖)
𝑦

)︁𝑘
𝑖=1
← k-means++(𝒫𝑦, 𝑘); where 𝑐

(𝑖)
𝑦 is the centroid of the 𝑖th

cluster;
6: for every 𝑖 ∈ [𝑘] do

7: 𝛼
(𝑖)
𝑦 ←

𝑈
(︁
𝑃∖𝑃 (𝑖)

𝑦

)︁
2𝜆𝑈(𝑃 )𝑈

(︁
𝑃

(𝑖)
𝑦

)︁ ;

8: for every 𝑝 = (𝑥, 𝑦) ∈ 𝑃
(𝑖)
𝑦 do

9: 𝑝Δ ← 𝑦(𝑐
(𝑖)
𝑦 − 𝑥);

10: 𝛾(𝑝)← 𝑢(𝑝)

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁ + 9𝜆𝑢(𝑝)
2

max

{︃
4𝛼

(𝑖)
𝑦

9
,

√︂
4
(︁
𝛼
(𝑖)
𝑦

)︁2
+

2‖𝑝Δ‖22
9̃︁𝑜𝑝𝑡𝜉 − 2𝛼

(𝑖)
𝑦

}︃
;

11: 𝑡←
∑︀

𝑝∈𝑃 𝛾(𝑝);
12: (𝑆, 𝑣)← 𝑚 weighted samples from 𝒫 = (𝑃, 𝑢) where each point 𝑝 ∈ 𝑃 is sampled

with probability 𝑞(𝑝) = 𝛾(𝑝)
𝑡

and, if sampled, has weight 𝑣(𝑝) = 𝑢(𝑝)
𝑚𝑞(𝑝)

;
13: return (𝑆, 𝑣);

many points from the original data set. The resulting weighted set of points 𝒮 =

(𝑆, 𝑣), serves as an unbiased estimator for 𝐹𝜆(𝒫 , 𝑤) for any query 𝑤 ∈ R𝑑+1, i.e.,

E [𝐹𝜆 (𝒮, 𝑤)] = 𝐹𝜆(𝒫 , 𝑤). Although sampling points uniformly with appropriate

weights can also generate such an unbiased estimator, it turns out that the variance

of this estimation is minimized if the points are sampled according to the distribution

defined by the ratio between each point’s sensitivity and the sum of sensitivities, i.e.,

𝛾(𝑝)/𝑡 on Line 12 [BLK17].

4.3.1 Computational Complexity

Coresets are intended to provide efficient and provable approximations to the optimal

SVM solution. However, the very first line of our algorithm entails computing

an (approximately) optimal solution to the SVM problem. This seemingly eerie
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phenomenon is explained by the merge-and-reduce technique [HPM04] that ensures

that our coreset algorithm is only run against small partitions of the original data set

[BFL16, HPM04, LFKF17]. The merge-and-reduce approach leverages the fact that

coresets are composable and reduces the coreset construction problem for a (large)

set of 𝑛 points into the problem of computing coresets for 𝑛
2|𝑆| points, where 2|𝑆| is

the minimum size of input set that can be reduced to half using Algorithm 4 [BFL16].

Assuming that the sufficient conditions for obtaining polylogarithmic size coresets

implied by Theorem 19 hold, the overall time required is approximately linear in 𝑛.

4.4 Analysis

In this section, we analyze the sample-efficiency and computational complexity of our

algorithm. The outline of this section is as follows: we first formalize the importance

(i.e., sensitivity) of each point and summarize the necessary conditions for the existence

of small coresets. We then present the negative result that, in general, sublinear coresets

do not exist for every data set (Lem. 16). Despite this, we show that we can obtain

accurate approximations for the sensitivity of each point via an approximate 𝑘-means

clustering (Lems. 17 and 18), and present non-vacuous, data-dependent bounds on the

sample complexity (Thm. 19). We defer all proofs to Sec. 4.8 for clarity of exposition.

4.4.1 Preliminaries

We will henceforth state all of our results with respect to the weighted set of training

points 𝒫 = (𝑃, 𝑢), 𝜆 ∈ [0, 1], and SVM cost function 𝐹𝜆 (as in Sec. 4.2). The definition

below rigorously quantifies the relative contribution of each point.

Definition 15 (Sensitivity [BFL16]). The sensitivity of each point 𝑝 ∈ 𝑃 is given by

𝑠(𝑝) = sup
𝑤

𝑢(𝑝)𝑓𝜆(𝑝, 𝑤)

𝐹𝜆(𝒫 , 𝑤)
. (4.4)

Note that in practice, exact computation of the sensitivity is intractable, so we usually
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settle for (sharp) upper bounds on the sensitivity 𝛾(𝑝) ≥ 𝑠(𝑝) (e.g., as in Alg. 4).

Sensitivity-based importance sampling then boils down to normalizing the sensitivities

by the normalization constant – to obtain an importance sampling distribution – which

in this case is the sum of sensitivities 𝑡 =
∑︀

𝑝∈𝑃 𝑠(𝑝). It turns out that the required

size of the coreset is at least linear in 𝑡 [BFL16], which implies that one immediate

necessary condition for sublinear coresets is 𝑡 ∈ 𝑜(𝑛).

4.4.2 Lower bound for Sensitivity

The next lemma shows that a sublinear-sized coreset cannot be constructed for every

SVM problem instance. The proof of this result is based on demonstrating a hard

point set for which the sum of sensitivities is Ω(𝑛𝜆), ignoring 𝑑 factors, which implies

that sensitivity-based importance sampling roughly boils down to uniform sampling

for this data set. This in turn implies that if the regularization parameter is too large,

e.g., 𝜆 = 𝜃(1), and if 𝑑≪ 𝑛 (as in Big Data applications) then the required number of

samples for property (4.3) to hold is Ω(𝑛).

Lemma 16. For an even integer 𝑑 ≥ 2, there exists a set of weighted points 𝒫 = (𝑃, 𝑢)

such that

𝑠(𝑝) ≥ 𝑛𝜆 + 𝑑2

𝑛 (𝜆 + 𝑑2)
∀𝑝 ∈ 𝑃 and

∑︁
𝑝∈𝑃

𝑠(𝑝) ≥ 𝑛𝜆 + 𝑑2

(𝜆 + 𝑑2)
.

Next, we provide upper bounds on the sensitivity of each data point with respect to

the complexity of the input data. Despite the non-existence results established above,

our upper bounds shed light into the class of problems for which small-sized coresets

are ensured to exist.

4.4.3 Sensitivity Upper Bound

In this subsection we present sharp, data-dependent upper bounds on the sensitivity

of each point. Our approach is based on an approximate solution to the 𝑘-means
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clustering problem and to the SVM problem itself (as in Alg. 4). To this end, we will

henceforth let 𝑘 be a positive integer, 𝜉 ∈ [0, 𝐹𝜆(𝒫 , 𝑤*)] be the error of the (coarse)

SVM approximation, and let (𝑐
(𝑖)
𝑦 , 𝑃

(𝑖)
𝑦 ), 𝛼(𝑖)

𝑦 and 𝑝Δ for every 𝑦 ∈ {+,−}, 𝑖 ∈ [𝑘] and

𝑝 ∈ 𝑃 as in Lines 4–9 of Algorithm 4.

The next lemma leverages the clusters found by an approximate k-median solution

and an approximate SVM solution to bound the relative importance, i.e., sensitivity,

of each data point.

Lemma 17. Let 𝑘 be a positive integer, 𝜉 ∈ [0, 𝐹𝜆(𝒫 , 𝑤*)], and let 𝒫 = (𝑃, 𝑢) be a

weighted set. Then for every 𝑖 ∈ [𝑘], 𝑦 ∈ {+,−} and 𝑝 ∈ 𝑃
(𝑖)
𝑦 ,

𝑠(𝑝) ≤ 𝑢(𝑝)

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁ +
9𝜆𝑢(𝑝)

2
max

{︃
4𝛼

(𝑖)
𝑦

9
,

√︃
4
(︁
𝛼
(𝑖)
𝑦

)︁2
+

2 ‖𝑝Δ‖22
9̃︁𝑜𝑝𝑡𝜉 − 2𝛼(𝑖)

𝑦

}︃
= 𝛾(𝑝).

Next, we bound the sum of sensitivities, which is a quantity that appears in the

application of concentration inequalities to our importance sampling scheme and

dictates the sampling complexity of the problem.

Lemma 18. In the context of Lemma 17, the sum of sensitivities is bounded by

∑︁
𝑝∈𝑃

𝑠(𝑝) ≤ 𝑡 = 4𝑘 +
𝑘∑︁

𝑖=1

3𝜆Var(𝑖)+√︁
2̃︁𝑜𝑝𝑡𝜉 +

3𝜆Var(𝑖)−√︁
2̃︁𝑜𝑝𝑡𝜉 ,

where Var(𝑖)𝑦 =
∑︀

𝑝∈𝑃 (𝑖)
𝑦

𝑢(𝑝) ‖𝑝Δ‖2 for all 𝑖 ∈ [𝑘] and 𝑦 ∈ {+,−}.

Having bounded the sum of sensitivities from above, we now apply a seminal result

of [BFL16] to establish the number of samples necessary under our algorithm to

generate an 𝜀-coreset. In the theorem below, we can see that the coreset size scales

linearly in the sum of sensitivities 𝑡 and explains the rationale for our effort in obtaining

sharp sensitivity bounds.
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Theorem 19. For any 𝜀 ∈ (0, 1/2), 𝛿 ∈ (0, 1), let 𝑚 be an integer satisfying

𝑚 ∈ Θ

(︂
𝑡

𝜀2
(︀
𝑑 log 𝑡 + log(1/𝛿)

)︀)︂
,

where 𝑡 is as in Lem. 18. Invoking Coreset with the inputs defined in this context

yields a 𝜀-coreset 𝒮 = (𝑆, 𝑣) with probability at least 1− 𝛿 in 𝒪 (𝑛𝑑 + 𝑇 ) time, where

𝑇 represents the computational complexity of obtaining an 𝜉-approximated solution to

SVM and applying 𝑘-means++ on 𝑃+ and 𝑃−.

Sufficient conditions and the effect of 𝑘-means on our sensitivity Theo-

rem 19 immediately implies that, for reasonable 𝜀 and 𝛿, coresets of poly-logarithmic

(in 𝑛) size can be obtained if 𝑑 = 𝒪(polylog(𝑛)), which is usually the case in our

target Big Data applications, and if
∑︀𝑘

𝑖=1

3𝜆Var(𝑖)+√
2̃︁𝑜𝑝𝑡𝜉 +

3𝜆Var(𝑖)−√
2̃︁𝑜𝑝𝑡𝜉 = 𝒪(polylog(𝑛)).

Despite the fact that any 𝑘-partitioning of the data can be applied instead of 𝑘-means

for achieving an upper bound on the sensitivities of the points, it’s important to note

that 𝑘-means actually acts as a trade-off mechanism between the raw contribution

and the actual contribution (the weight term and the max term from Lemma 17,

respectively). Choosing the best 𝑘 can be done via binary search over the values of 𝑘

that minimize the sensitivity.

4.5 Intuition for 𝑘-means Clustering

Recall the bound from Lemma 17, and note that it was achieved by using 𝑘-means++

clustering as depicted at Algorithm 4. Following our analysis from Sec. 4.8.2, we

observe that we can simply use any 𝑘-partitioning of the dataset, instead of applying

𝑘-means clustering. Moreover, we can also simply choose 𝑘 = 1 which translates to

simply taking the mean of the labeled points. Despite all of above, we did choose to

use a clustering algorithm as well as having larger values of 𝑘, and such decisions were

inspired by the following observations:

(i) 𝑘-means clustering aims to optimize the sum of squared distances between the
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points and their corresponding center, which on some level, helps in lowering

the distance between points and their corresponding centers. Such observation

leads to having tighter bounds for the sensitivity of each point, consequently

leading to lower coreset sizes; See Thm. 19.

(ii) Having larger 𝑘 also helps lowering the distance between a point and its corre-

sponding center.

(iii) 𝑘-means clustering acts as a trade-off mechanism between

∙ the raw contribution of each point, which is translated into the weight of

the point divided by the sum of the weights with respect to the cluster that

each point is assigned to,

∙ and the actual contribution of each point which is translated to the distance

between each point and its corresponding center.

In light of the above, we observe that as 𝑘 goes larger, the sensitivity of each point gets

closer and closer to being simply the raw contribution, which in case of unweighted

data set, is simply applying uniform sampling. Thus, for each weighted (𝑃, 𝑢), we

simply chose 𝑘 = log 𝑛 where 𝑛 denotes the total number of points in a 𝑃 .

This observation helps in understanding how the sensitivities that we are providing

for outliers and misclassified points actually quantifies the importance of such points.

Specifically speaking, as 𝑘 goes larger the outliers would mostly be assigned to the same

cluster and since in general there aren’t much of these points, we end up giving higher

sensitivities for such points (than others) due to the fact that their raw contribution

increases as the size of their corresponding cluster decreases. When 𝑘 isn’t large enough

to separate these points from the rest of the data points, the actual contribution is

used, which then results in shifting the mean of the cluster towards the “middle”

between the outliers and the rest of the points in that cluster. This boosts the actual

contribution of the rest of points inside the same cluster; See Fig. 4-1.
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(a) At first, an optimal solution for the SVM
problem is found.

(b) We focus on the the positive labeled points
(blue points) and we find a 𝑘-means clustering
using 𝑘-means++, where we set 𝑘 = 3. The
yellow points are the centers found by the
𝑘-means++ algorithm

(c) Points in small clusters have higher sensitivities, which quantifies the importance of outliers and
misclassified points as they will be mostly in small clusters as 𝑘 goes larger.

Figure 4-1: Understanding the effect of 𝑘-means on the sensitivities of the points.

4.5.1 Automating the Search for the (Approximately) Opti-

mal 𝑘

To find the approximately optimal value of 𝑘, observe that the sum of sensitivities

(see Lemma 18) contains two distinct expressions in terms of the number of clusters.

By Lemma 18, they are (roughly) (1) 𝑘 and (2) the sum of distances to the nearest

cluster. Note that term (1) is increasing with 𝑘 while (2) is decreasing with 𝑘. This

means that we can perform a binary search over [1, 𝑛] to find the best 𝑘.

However, a challenge here is that the clusterings are generated by k-means++ in

practice, which is only 𝒪(log 𝑘)-competitive in expectation. Nevertheless, at the
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additional multiplicative cost of 𝒪(log 1/𝛿+log log 𝑛) time, we can amplify the success

probability by running k-means++ for a clustering size of 𝑘 Θ(log((log 𝑛)/𝛿)) times and

picking the best 𝑘-clustering to obtain a 𝒪(log 𝑘)-competitive solution with probability

at least 1− 𝛿/𝒪(log 𝑛) (by combining Markov’s inequality and amplification). Doing

this for every 𝑘 we pick as we binary search, and accounting for the total log 𝑛 iterations

of binary search leads to a multiplicative factor increase of𝒪 (log 𝑛 (log 1/𝛿 + log log 𝑛))

in the computation time. Using the 𝒪(log 𝑘)-competitiveness of all of the k-means

instances implies that the binary search2 generates a 𝑘-clustering such that the sum

of sensitivities is within Θ(log 𝑛) factor of the minimum (over all 𝑘 ∈ [1, 𝑛]) sum of

sensitivities with respect to the best clustering, with probability3 at least 1− 𝛿/2.

The additional concern here is the run-time of k-means++, which is 𝒪(𝑛𝑑𝑘) for a

clustering of size 𝑘 [AV07]. To alleviate the dependence on 𝑑 in the case of a high

dimensional data set, we can use the (fast) Johnson-Lindenstrauss transform [CEM+15,

IN07] on the input data points as a pre-processing step to reduce the dimensionality 𝑑

to Θ(log 𝑛/𝜀2) at the cost of 𝜀 distortion in the pairwise distances between the points,

while retaining the 𝒪(log 𝑘)-competitiveness of the k-means++ solution [MMR19].

This leads to at most 𝒪(𝑛𝑘 log 𝑛) time per k-means++ invocation. To further reduce

the runtime in the case of large values of 𝑘, we can restrict the end point of our binary

search to e.g., 𝑘 ∈ [1,
√
𝑛] (or even 𝑘 ∈ [1,𝒪(log 𝑛)]), since any 𝑘 ≥

√
𝑛 would yield

a sum of sensitivities that is ≥
√
𝑛, and in turn, a sampling complexity of at least

√
𝑛 – which would imply a higher-than-ideal coreset size in the first place. With these

changes in place, the runtime per invocation of k-means++ reduces to 𝒪(𝑛𝑏 log 𝑛),

where 𝑏 (≤ 𝒪(log 𝑛) for instance) is the end-point of the binary search over 𝑘 ∈ [1, 𝑏],

without compromising its 𝒪(log 𝑘)-competitiveness.

2And keeping track of the best 𝑘 found thus far, including the end points of the binary search
range.

3For an appropriate choice of constants within the asymptotic notation.
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4.6 Empirical Evaluations

In this section, we present experimental results that demonstrate and compare the

effectiveness of our algorithm on a variety of synthetic and real-world data sets in

offline and streaming data settings [Lic13]. Our empirical evaluations demonstrate the

practicality and wide-spread effectiveness of our approach: our algorithm consistently

generated more compact and representative data summaries, and yet incurred a

negligible increase in computational complexity when compared to uniform sampling.

Measurements
Dataset HTRU Credit Pathol. Skin Cod W1

Number of data-points (𝑛) 17, 898 30, 000 1, 000 245, 057 488, 565 49, 749
Sum of Sensitivities (𝑡) 475.8 1, 013.0 77.6 271.5 2, 889.2 24, 231.6
𝑡/𝑛 (Percentage) 2.7% 3.4% 7.7% 0.1% 0.6% 51.3%

Table 4.1: The number of input points and measurements of the total sensitivity computed
empirically for each data set in the offline setting. The sum of sensitivities is significantly
less than 𝑛 for virtually all of the data sets, which, by Thm. 19, ensures the sample-efficiency
of our approach on the evaluated scenarios.

Evaluation We considered 6 real-world data sets of varying size and complexity

as depicted in Table 4.1. For each data set of size 𝑛, we selected a set of 𝑀 = 15

geometrically-spaced subsample sizes 𝑚1, . . . ,𝑚M ⊂ [log 𝑛, 𝑛4/5]. For each sample size

𝑚, we ran each algorithm (Alg. 4 or uniform sampling) to construct a subset 𝒮 = (𝑆, 𝑣)

of size 𝑚. We then trained the SVM model as per usual on this subset to obtain an

optimal solution with respect to the coreset 𝒮, i.e., 𝑤*
𝒮 = argmin𝑤 𝐹𝜆(𝒮, 𝑤). We then

computed the relative error incurred by the solution computed on the coreset (𝑤*
𝒮)

with respect to the ground-truth optimal solution computed on the entire data set

(𝑤*): |𝐹𝜆(𝑃,𝑤
*
𝒮)−𝐹𝜆(𝑃,𝑤

*)|/𝐹𝜆(𝑃,𝑤
*). The results were averaged across 100 trials.

Figures 4-2 and 4-3 depict the results of our comparisons against uniform sampling in

the offline setting. In Fig. 4-2, we see that the coresets generated by our algorithm are

much more representative and compact than the ones constructed by uniform sampling:

across all data sets and sample sizes, training on our coreset yields significantly better

solutions to SVM problem when compared to those generated by training on a uniform
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Figure 4-2: The relative error of query evaluations with respect uniform and coreset subsam-
ples for the 6 data sets in the offline setting. Shaded region corresponds to values within one
standard deviation of the mean.

sample. For certain data sets, such as HTRU, Pathological, and W1, this relative

improvement over uniform sampling is at least an order of magnitude better, especially

for small sample sizes. Fig. 4-2 also shows that, as a consequence of a more informed

sampling scheme, the variance of each model’s performance trained on our coreset is

much lower than that of uniform sampling for all data sets.

Fig. 4-3 shows the total computational time required for constructing the sub-sample

(i.e., coreset) 𝒮 and training the SVM on the subset 𝒮 to obtain 𝑤*
𝒮 . We observe that

our approach takes significantly less time than training on the original model when

considering non-trivial data sets (i.e., 𝑛 ≥ 18, 000), and underscores the efficiency of

our method: we incur a negligible cost in the overall SVM training time due to a more

involved coreset construction procedure, but benefit heavily in terms of the accuracy

of the models generated (Fig. 4-2).

Next, we evaluate our approach in the streaming setting, where data points arrive

one-by-one and the entire data set cannot be kept in memory, for the same 6 data sets.

The results of the streaming setting are shown in Fig. 4-4. Figs. 4-4 portray a similar

trend as the one we observed in our offline evaluations: our approach significantly
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Figure 4-3: The total computational cost of constructing a coreset and training the SVM
model on the coreset, plotted as a function of the size of the coreset.

outperforms uniform sampling for all of the evaluated data sets and sample sizes, with

negligible computational overhead.
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Figure 4-4: The relative error of query evaluations with respect uniform and coreset subsam-
ples for the 6 data sets in the streaming setting. The figure shows that our method tends to
fare even better in the streaming setting (cf. Fig. 4-2).

In sum, our empirical evaluations demonstrate the practical efficiency of our algorithm

and reaffirm the favorable theoretical guarantees of our approach: the additional

computational complexity of constructing the coreset is negligible relative to that of
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uniform sampling, and the entire preprocess-then-train pipeline is significantly more

efficient than training on the original massive data set.

4.7 Extension to Streaming Settings

As a corollary to our main method, Alg. 5 extends the capabilities of any SVM solver,

exact or approximate, to the streaming setting, where data points arrive one-by-one.

Alg. 5 is inspired by [FL11, LS10] and constructs a binary tree, termed the merge-

and-reduce tree, starting from the leaves which represent chunks of the data stream

points. For each stream of 𝑙 points, we construct an 𝜀-coreset using Algorithm 4, and

then we add each resulted tuple to 𝐵1, a bucket which is responsible for storing each

of the parent nodes of the leaves (Lines 1-6).

Note that for every 𝑖 > 1, the bucket 𝐵𝑖 will hold every node which is a root of a

subtree of height 𝑖. Then, for every two successive items in each bucket 𝐵𝑖, for every

𝑖 ≥ 1, a parent node is generated by computing a coreset on the union of the coresets,

which is then, added to the bucket 𝐵𝑖+1 (Lines 7-11). This process is done till all the

buckets are emptied other than 𝐵ℎ, that will contain only one tuple (𝑆, 𝑣) which is

set to be the root of the merge-and-reduce tree.

In sum, we obtain a binary tree of height ℎ = Θ(log(𝑛)) for a stream of 𝑛 data points.

Thus, at Lines 3 and 9, we have used error parameter 𝜀′ = 𝜀/(2 log(𝑛)) and failure

parameter 𝛿′ = 𝛿/(2 log(𝑛)) in order to obtain 𝜀-coreset with probability at least 1− 𝛿.

Coreset construction of size poly-logarithmic in 𝑛 In case of the total sensitiv-

ity being sub-linear in 𝑛 where 𝑛 denotes the number of points in 𝑃 , which is obtained

by Lemma 17, we provide the following theorem which constructs a (1 + 𝜀)-coreset of

size poly-logarithmic in 𝑛.

Lemma 20. Let 𝜀 ∈
[︁

1
log𝑛

, 1
2

]︁
, 𝛿 ∈

[︁
1

log𝑛
, 1
)︁
, 𝜆 ∈ (0, 1], a weighted set (𝑃, 𝑢),

𝜉 ∈ [0, 𝐹𝜆(𝒫 , 𝑤*)] where 𝑤* ∈ argmin𝑤∈R𝑑+1 𝐹𝜆(𝒫 , 𝑤). Let 𝑡 denote the total sensitivity

from Lemma 17 and suppose that there exists 𝛽 ∈ (0.1, 0.8) such that 𝑡 ∈ Θ(𝑛𝛽). Let
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Algorithm 5 Streaming-Coreset(𝑃, 𝑢, ℓ, 𝜆, 𝜉, 𝑘)

Inputs: (𝑃, 𝑢, ℓ, 𝜆, 𝜉, 𝑘) – An input stream 𝑃 in R𝑑+1 × {−1, 1} of 𝑛 points, a leaf
size ℓ > 0, a weight function 𝑢 : 𝑃 → R≥0, a regularization parameter 𝜆 ∈ [0, 1],
a positive integer 𝑘, and an approximation factor 𝜉 > 0.

Output: A weighted set (𝒮, 𝑣).
1: 𝐵𝑖 ← ∅ for every 1 ≤ 𝑖 ≤ ∞; ℎ← 1;
2: for each set 𝑄 of consecutive 2ℓ points from 𝑃 do
3: (𝑇, 𝑣)← Coreset(𝑄, 𝑢, 𝜆, 𝜉, 𝑘, ℓ); 𝑗 ← 1; 𝐵𝑗 ← 𝐵𝑗 ∪ (𝑇, 𝑣);
4: for each 𝑗 ≤ ℎ do
5: while |𝐵𝑗| ≥ 2 do
6: (𝑇1, 𝑢1), (𝑇2, 𝑢2)← top two items in 𝐵𝑗;
7: Set 𝑢̃ : 𝑇1 ∪ 𝑇2 → [0,∞) such that for every 𝑝 ∈ 𝑇1 ∪ 𝑇2,

8: 𝑢̃(𝑝) =

{︃
𝑢1(𝑝) 𝑝 ∈ 𝑇1,

𝑢2(𝑝) otherwise
;

9: (𝑇, 𝑣)← Coreset(𝑇1 ∪ 𝑇2, 𝑢̃, 𝜆, 𝜉, 𝑘, ℓ) ;
10: 𝐵𝑗+1 ← 𝐵𝑗+1 ∪ (𝑇, 𝑣); ℎ← max{ℎ, 𝑗 + 1};
11: Set (𝑆, 𝑣) to be the only item in 𝐵ℎ return (𝑆, 𝑣)

ℓ ≥ max
{︁

2
𝛽

1−𝛽 , 𝑐
(︁

𝑡 log2 (𝑛)
𝜀2

(︀
𝑑 log 𝑡 + log(log 𝑛/𝛿)

)︀)︁}︁
and let (𝑆, 𝑣) be the output of a

call to Streaming-Coreset(𝑃, 𝑢, ℓ, 𝜆, 𝜉, ). Then (𝑆, 𝑣) is an 𝜀-coreset of size

|𝑆| ∈ (log 𝑛)𝒪(1) .

Proof. First we note that using Theorem 19 on each node in the merge-and-reduce

tree, would attain that the root of the tree, i.e., (𝑆, 𝑣) attains that for every 𝑤

(1− 𝜀)log𝑛𝐹𝜆(𝒫 , 𝑤) ≤ 𝐹𝜆 ((𝑆, 𝑣), 𝑤) ≤ (1 + 𝜀)log𝑛𝐹𝜆(𝒫 , 𝑤),

with probability at least (1− 𝛿)log𝑛.

We observe by the properties of the natural number 𝑒,

(1 + 𝜀)log𝑛 =

(︂
1 +

𝜀 log 𝑛

log 𝑛

)︂log𝑛

≤ 𝑒𝜀 log𝑛,

which when replacing 𝜀 with 𝜀′ = 𝜀
2 log𝑛

in the above inequality as done at Lines 3
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and 9 of Algorithm 5, we obtain that

(1 + 𝜀′)log𝑛 ≤ 𝑒
𝜀
2 ≤ 1 + 𝜀, (4.5)

where the inequality holds since 𝜀 ∈ [ 1
log𝑛

, 1
2
].

As for the lower bound, observe that

(1− 𝜀)log𝑛 ≥ 1− 𝜀 log 𝑛,

where the inequality holds since 𝜀 ∈ [ 1
log𝑛

, 1
2
].

Hence,

(1− 𝜀′)log𝑛 ≥ 1− 𝜀′ log 𝑛 = 1− 𝜀

2
≥ 1− 𝜀.

Similar arguments holds also for the failure probability 𝛿. What is left for us to do is

setting the leaf size which will attain us an 𝜀-coreset of size poly-logarithmic in 𝑛 (the

number of points in 𝑃 ).

Let ℓ ∈ (0,∞) be the size of a leaf in the merge-and-reduce tree. We observe that a

coreset of size poly-logarithmic in 𝑛, can be achieved by solving the inequality

2ℓ

2
≥ (2ℓ)𝛽,

which is invoked when ascending from any two leafs and their parent node at the

merge-and-reduce tree.

Rearranging the inequality, we yield that

ℓ1−𝛽 ≥ 2𝛽.

Since ℓ ∈ (0,∞), any ℓ ≥ 1−𝛽
√

2𝛽 would be sufficient for the inequality to hold. What

is left for us to do, is to show that when ascending through the merge-and-reduce tree
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from the leaves towards the root, each parent node can’t be more than half of the

merge of it’s children (recall that the merge-and-reduce tree is built in a binary tree

fashion, as depicted at Algorithm 5).

Thus, we need to show that,

2

𝑖∑︀
𝑗=1

𝛽𝑗

· ℓ𝛽𝑖 ≤ 2

𝑖−1∑︀
𝑘=0

𝛽𝑘

· ℓ𝛽𝑖−1

2
= 2

𝑖−1∑︀
𝑘=1

𝛽𝑘

· ℓ𝛽𝑖−1

,

holds, for any 𝑖 ∈ [⌈log 𝑛⌉] where log 𝑛 is the height of the tree. Note that the left

most term is the parent node’s size and the right most term represents half the size of

both parent’s children nodes.

In addition, for 𝑖 = 1, the inequality above represents each node which is a parent of

leaves. Thus, we observe that for every 𝑖 ≥ 1, the inequality represents ascending from

node which is a root of a sub-tree of height 𝑖− 1 to it’s parent in the merge-and-reduce

tree.

By simplifying the inequality, we obtain the same inequality which only addressed the

leaves. Hence, by using any ℓ ≥ 2
𝛽

1−𝛽 as a leaf size in the merge and reduce tree, we

obtain an 𝜀-coreset of size poly-logarithmic in 𝑛.

4.8 Proofs of the Analytical Results in Section 4.4

This section includes the full proofs of the technical results given in Sec. 4.4.

4.8.1 Proof of Lemma 16

Lemma 16. For an even integer 𝑑 ≥ 2, there exists a set of weighted points 𝒫 = (𝑃, 𝑢)

such that

𝑠(𝑝) ≥ 𝑛𝜆 + 𝑑2

𝑛 (𝜆 + 𝑑2)
∀𝑝 ∈ 𝑃 and

∑︁
𝑝∈𝑃

𝑠(𝑝) ≥ 𝑛𝜆 + 𝑑2

(𝜆 + 𝑑2)
.
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Proof. Following [YCRM17], let 𝑛 =
(︀

𝑑
𝑑/2

)︀
and let 𝒫 = (𝑃, 𝑢), where 𝑃 ⊆ R𝑑+1×{±1}

be set of 𝑛 labeled points, and 𝑢 : 𝑃 → 1. For every 𝑝 = (𝑥, 𝑦) ∈ 𝑃 , where 𝑥 ∈ R𝑑×{1}

and 𝑦 ∈ {±1}, among the first 𝑑 entries of 𝑥, exactly 𝑑
2

entries are equivalent to

𝑦

√︂
2

𝑑
,

where the remaining 𝑑
2

entries among the first 𝑑 are set to 0. Hence, for our proof to

hold, we assume that 𝑃 contains all such combinations and at least one point of each

label. For every 𝑝 = (𝑥, 𝑦) ∈ 𝑃 , define the set of non-zero entries of 𝑝 as the set

𝐵𝑝 = {𝑖 ∈ [𝑑 + 1] : 𝑥𝑖 ̸= 0}.

Put 𝑝 ∈ 𝑃 and note that for bounding the sensitivity of point 𝑝, consider 𝑤 with

entries defined as

∀𝑖 ∈ [𝑑 + 1] 𝑤𝑖 =

⎧⎪⎨⎪⎩
0 if 𝑖 ∈ 𝐵𝑝,

1√
2
𝑑

otherwise.

Note that ‖𝑤‖22 = 𝑑
2

(︂
1√
2
𝑑

)︂2

= 𝑑2

4
. We also have that ℎ(𝑝, 𝑤) = 1 since 𝑦⟨𝑥,𝑤⟩ =∑︀

𝑖∈𝐵𝑝
𝑦𝑥𝑖𝑤𝑖 = 𝑑

2
0 = 0. To bound the sum of hinge losses contributed by other points

𝑞 ∈ 𝑃 ∖ {𝑝}, note that 𝐵𝑞 ∖𝐵𝑝 ̸= ∅. Then for every 𝑞 = (𝑥′, 𝑦′) ̸= 𝑝,

𝑦′⟨𝑥′, 𝑤⟩ =
∑︁

𝑖∈𝐵𝑞∖𝐵𝑝

𝑦′𝑥′
𝑖𝑤𝑖 ≥

1√︁
2
𝑑

√︂
2

𝑑
= 1,

which implies that ℎ(𝑞, 𝑤) = 0. Thus,

∑︁
𝑞∈𝑃

ℎ(𝑞, 𝑤) = 1.
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Putting it all together,

𝑠(𝑝) = sup
𝑤′∈R𝑑+1

𝐹𝜆(𝒫,𝑤′ )̸=0

𝑓𝜃[𝑤
′]

𝐹𝜆(𝒫 , 𝑤′)
≥

𝑑2

8𝑛
+ 𝜆ℎ(𝑝, 𝑤)
‖𝑤‖22
2

+ 𝜆
=

𝑑2

8𝑛
+ 𝜆

𝑑2

8
+ 𝜆

.

Since the above holds for every 𝑝 ∈ 𝑃 , summing the above inequality over every 𝑝 ∈ 𝑃 ,

yields that

∑︁
𝑝∈𝑃

𝑠(𝑝) ≥
𝑑2

8
+ 𝑛𝜆

𝑑2

8
+ 𝜆

∈ Ω

(︂
𝑑2 + 𝑛𝜆

𝑑2 + 𝜆

)︂
.

4.8.2 Proof of Lemma 17

In what follows, for simplicity of presentation, we present some of the definitions of

the terms that are used throughout the proof of Lemma 17.

Term Definition
𝑢(𝑝) The weight of 𝑝 ∈ 𝑃
𝒫 The tuple (𝑃, 𝑢) where 𝑢 is weight function
𝑃𝑦 All points in the set 𝑃 that are associated with the label 𝑦 ∈ {+,−}
𝑐
(𝑖)
𝑦

1

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁∑︀
𝑞=(𝑥𝑞 ,𝑦𝑞)∈𝑃 (𝑖)

𝑦
𝑢(𝑞)𝑥𝑞 (i.e., the centroid of cluster 𝑖)

𝑈(𝑃𝑦) The sum of weights of the points in 𝑃𝑦

𝛼
(𝑖)
𝑦

𝑈
(︁
𝑃∖𝑃 (𝑖)

𝑦

)︁
2𝜆𝑈(𝑃 )𝑈

(︁
𝑃

(𝑖)
𝑦

)︁
𝑝Δ 𝑦(𝑐

(𝑖)
𝑦 − 𝑥) for every 𝑝 = (𝑥, 𝑦) ∈ 𝑃𝑦, 𝑖 ∈ [𝑘], and 𝑦 ∈ {+,−}

Table 4.2: Definition of terms that are stated in Algorithm 4

Lemma 17. Let 𝑘 be a positive integer, 𝜉 ∈ [0, 𝐹𝜆(𝒫 , 𝑤*)], and let 𝒫 = (𝑃, 𝑢) be a

weighted set. Then for every 𝑖 ∈ [𝑘], 𝑦 ∈ {+,−} and 𝑝 ∈ 𝑃
(𝑖)
𝑦 ,

𝑠(𝑝) ≤ 𝑢(𝑝)

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁ +
9𝜆𝑢(𝑝)

2
max

{︃
4𝛼

(𝑖)
𝑦

9
,

√︃
4
(︁
𝛼
(𝑖)
𝑦

)︁2
+

2 ‖𝑝Δ‖22
9̃︁𝑜𝑝𝑡𝜉 − 2𝛼(𝑖)

𝑦

}︃
= 𝛾(𝑝).
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Proof. Let 𝑃𝑦 ⊆ 𝑃 denote the set of points with the same label as 𝑝 as in Line 4 of

Algorithm 4. Consider a clustering of the points in 𝑃𝑦 into 𝑘 clusters with centroids

𝒞𝑦 = {𝑐(1)𝑦 , . . . , 𝑐
(𝑘)
𝑦 } ⊆ R𝑑+1 being their mean as in Line 5, and let 𝛼(𝑖)

𝑦 be as defined in

Line 7 for every 𝑖 ∈ [𝑘] and 𝑦 ∈ {+,−}. In addition, let 𝒫 ∖ 𝒫(𝑖)
𝑦 denote the weighted

set
(︁
𝑃 ∖ 𝑃 (𝑖)

𝑦 , 𝑢
)︁

for every 𝑖 ∈ [𝑘] and 𝑦 ∈ {+,−} .

We begin with the following property about the ramp function 𝑥 ↦→ max{0, 𝑥}:

max{0, 𝑎} ≤ max{0, 𝑏}+ max{0, 𝑎− 𝑏}. (4.6)

To see this, note that the inequality is trivial if 𝑎 ≤ 𝑏. On the other hand, for 𝑎 > 𝑏,

we can apply the fact that max{0, 𝑥} is 1-Lipschitz, which gives

|max{0, 𝑎} −max{0, 𝑏}| ≤ |𝑎− 𝑏| = max{0, 𝑎− 𝑏},

where the last equality follows by the fact that 𝑎 > 𝑏.

Next, put 𝑝 = (𝑥, 𝑦) ∈ 𝑃 and let 𝑖 ∈ [𝑘] be the index of the cluster which 𝑝 belongs to,

i.e., 𝑝 ∈ 𝑃
(𝑖)
𝑦 . Recall that the hinge loss of 𝑝 is defined as

ℎ(𝑝, 𝑤) = max{0, 1− 𝑦⟨𝑥,𝑤⟩⏟  ⏞  
=𝑎

}.

For another point 𝑞 = (𝑧, 𝑦) of the same label 𝑦 as 𝑝, the hinge loss is similarly

ℎ(𝑞, 𝑤) = max{0, 1− 𝑦⟨𝑧, 𝑤⟩⏟  ⏞  
=𝑏

}.

Applying (4.6) with the underlined 𝑎 = 1− 𝑦⟨𝑥,𝑤⟩ and 𝑏 = 1− 𝑦⟨𝑧, 𝑤⟩ implies that

ℎ(𝑝, 𝑤) = max{0, 𝑎} (4.7)

≤ max{0, 𝑏}+ max{0, 𝑎− 𝑏} (4.8)

= ℎ(𝑞, 𝑤) + max{0, 𝑦⟨𝑧 − 𝑥,𝑤⟩}. (4.9)
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Now let 𝑐
(𝑖)
𝑦 denote the centroid (mean) of the inputs in cluster 𝑃

(𝑖)
𝑦 , i.e.,

𝑐(𝑖)𝑦 =
1

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁ ∑︁
𝑞=(𝑥𝑞 ,𝑦𝑞)∈𝑃 (𝑖)

𝑦

𝑢(𝑞)𝑥𝑞,

where 𝑈
(︁
𝑃

(𝑖)
𝑦

)︁
is the total weight of the points in 𝑃

(𝑖)
𝑦

𝑈
(︀
𝑃 (𝑖)
𝑦

)︀
=
∑︁
𝑞∈𝑃 (𝑖)

𝑦

𝑢(𝑞).

Note that 𝑐(𝑖)𝑦 itself is not a point since it is a mean over inputs and consequently does

not have the label information embedded in it. By embedding the label information,

however, we do obtain a point (i.e., (𝑐
(𝑖)
𝑦 , 𝑦)) that we can use as input to functions we

have previously defined.

To this end, using the upper bound of Eq. (4.9) with 𝑞 = (𝑐
(𝑖)
𝑦 , 𝑦) yields

ℎ(𝑝, 𝑤) ≤ ℎ
(︀
(𝑐(𝑖)𝑦 , 𝑦), 𝑤

)︀
+ max{0, 𝑦⟨𝑐(𝑖)𝑦 − 𝑥,𝑤⟩}

= ℎ
(︀
(𝑐(𝑖)𝑦 , 𝑦), 𝑤

)︀
+ max{0, ⟨𝑝Δ, 𝑤⟩},

where

𝑝Δ = 𝑦
(︀
𝑐(𝑖)𝑦 − 𝑥

)︀
.

Observing that the hinge loss is convex in the point, we invoke Jensen’s inequality to

obtain for the point (𝑐
(𝑖)
𝑦 , 𝑦)

𝑓𝜆((𝑐(𝑖)𝑦 , 𝑦), 𝑤) ≤ 1

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁ ∑︁
𝑞∈𝑃 (𝑖)

𝑦

𝑢(𝑞)𝑓(𝑞, 𝑤) =
𝐹𝜆(𝒫 , 𝑤)− 𝐹𝜆(𝒫 ∖ 𝒫(𝑖)

𝑦 , 𝑤)

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁ .

Applying the two inequalities established above to 𝑠(𝑝)/𝑢(𝑝) yields that

𝑠(𝑝)

𝑢(𝑝)
= sup

𝑤

𝑓𝜆(𝑝, 𝑤)

𝐹𝜆(𝒫 , 𝑤)
(4.10)
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≤ sup
𝑤

𝑓𝜆((𝑐
(𝑖)
𝑦 , 𝑦), 𝑤) + 𝜆 [⟨𝑤, 𝑝Δ⟩]+

𝐹𝜆(𝒫 , 𝑤)
(4.11)

≤ sup
𝑤

∑︀
𝑞∈𝑃 (𝑖)

𝑦

𝑢(𝑞)𝑓𝜆(𝑞, 𝑤)

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁
𝐹𝜆(𝒫 , 𝑤)

+
𝜆 [⟨𝑤, 𝑝Δ⟩]+
𝐹𝜆(𝒫 , 𝑤)

(4.12)

= sup
𝑤

𝐹𝜆(𝒫 , 𝑤)− 𝐹𝜆(𝒫 ∖ 𝒫(𝑖)
𝑦 , 𝑤)

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁
𝐹𝜆(𝒫 , 𝑤)

+
𝜆 [⟨𝑤, 𝑝Δ⟩]+
𝐹𝜆(𝒫 , 𝑤)

(4.13)

=
1

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁ + sup
𝑤

𝜆 [⟨𝑤, 𝑝Δ⟩]+ − 𝐹𝜆(𝑃 ∖ 𝑃 (𝑖)
𝑦 , 𝑤)/𝑈

(︁
𝑃

(𝑖)
𝑦

)︁
𝐹𝜆(𝒫 , 𝑤)

(4.14)

By definition of 𝐹𝜆(𝑃 ∖ 𝑃 (𝑖)
𝑦 , 𝑤), we have

𝐹𝜆(𝑃 ∖ 𝑃 (𝑖)
𝑦 , 𝑤) ≥

‖𝑤1:𝑑‖22 𝑈
(︁
𝑃 ∖ 𝑃 (𝑖)

𝑦

)︁
2𝑈(𝑃 )

.

Continuing from above and dividing both sides by 𝜆 yields

𝑠(𝑝)

𝜆𝑢(𝑝)
≤ 1

𝜆𝑈
(︁
𝑃

(𝑖)
𝑦

)︁ + sup
𝑤

[⟨𝑤, 𝑝Δ⟩]+ −
‖𝑤1:𝑑‖2 𝑈

(︁
𝑃∖𝑃 (𝑖)

𝑦

)︁
2𝜆𝑈(𝑃 )𝑈

(︁
𝑃

(𝑖)
𝑦

)︁
𝐹𝜆(𝒫 , 𝑤)

≤ 1

𝜆𝑢(𝒞𝑝)
+ sup

𝑤

[⟨𝑤, 𝑝Δ⟩]+ − 𝛼
(𝑖)
𝑦 ‖𝑤1:𝑑‖22

𝐹𝜆(𝒫 , 𝑤)
,

where

𝛼(𝑖)
𝑦 =

𝑈
(︁
𝑃 ∖ 𝑃 (𝑖)

𝑦

)︁
2𝜆𝑈(𝑃 )𝑈

(︁
𝑃

(𝑖)
𝑦

)︁ . (4.15)

Let

𝑔(𝑤) =
[⟨𝑤, 𝑝Δ⟩]+ − 𝛼

(𝑖)
𝑦 ‖𝑤1:𝑑‖22

𝐹𝜆(𝒫 , 𝑤)

be the expression on the right hand side of the sensitivity inequality above, and let

𝑤̂ ∈ argmax𝑤 𝑔(𝑤). The rest of the proof will focus on bounding 𝑔(𝑤̂), since an upper

bound on the sensitivity of a point as a whole would follow directly from an upper

bound on 𝑔(𝑤̂).
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Note that by definition of 𝑝Δ and the embedding of 1 to the (𝑑 + 1)th entry of the

original 𝑑-dimensional point (with respect to 𝑝),

⟨𝑤̂, 𝑝Δ⟩ = ⟨𝑤̂1:𝑑, (𝑝Δ)1:𝑑⟩,

where the equality holds since the (𝑑 + 1)th entry of 𝑝Δ is zero.

We know that ⟨𝑤̂, 𝑝Δ⟩ ≥ 𝛼
(𝑖)
𝑦 ‖𝑤̂1:𝑑‖22 ≥ 0, since otherwise 𝑔(𝑤̂) < 0, which contradicts

the fact that 𝑤̂ is the maximizer of 𝑔(𝑤). This implies that for each entry 𝑗 ∈ [𝑑] of

the sub-gradient of 𝑔(·) evaluated at 𝑤̂, denoted by ∇𝑔(𝑤̂), is given by

∇𝑔(𝑤̂)𝑗 =

(︁
(𝑝Δ)𝑗 − 2𝛼

(𝑖)
𝑦 𝑤̂𝑗

)︁
𝐹𝜆(𝒫 , 𝑤̂)−∇𝐹𝜆(𝒫 , 𝑤̂)𝑗

(︁
⟨𝑤, 𝑝Δ⟩ − 𝛼

(𝑖)
𝑦 ‖𝑤1:𝑑‖22

)︁
𝐹𝜆(𝒫 , 𝑤̂)2

.

(4.16)

Note that since 𝑤̂ is the maximizer of 𝑔 (·), the gradient of 𝑔 at 𝑤̂ is zero. Hence,

we obtain that for ∇𝑔(𝑤̂)𝑑+1 = 0, i.e., either the numerator of 𝑔 is zero or the

∇𝐹𝜆(𝒫 , 𝑤̂)𝑑+1 = 0. If the numerator is zero for 𝑥̂ then the sensitivity of 𝑝 is 1
𝜆𝑢(𝒞𝑝) .

However, since we aim to bound the term from above, we assume that without loss of

generality the numerator of 𝑔 is not zero. This means that ∇𝐹𝜆(𝒫 , 𝑤̂)𝑑+1 = 0.

Letting 𝛾 = ⟨𝑤̂, 𝑝Δ⟩ − 𝛼
(𝑖)
𝑦 ‖𝑤̂1:𝑑‖22 and setting each entry of the gradient ∇𝑔(𝑤̂) to 0,

we solve for 𝑝Δ to obtain

(𝑝Δ)1:𝑑 =
𝛾∇𝐹𝜆(𝒫 , 𝑤̂)1:𝑑

𝐹𝜆(𝒫 , 𝑤̂)
+ 2𝛼(𝑖)

𝑦 𝑤̂1:𝑑.

This implies that

⟨𝑤̂, 𝑝Δ⟩ =
𝛾 ⟨𝑤̂,∇𝐹𝜆(𝒫 , 𝑤̂)⟩

𝐹𝜆(𝒫 , 𝑤̂)
+ 2𝛼(𝑖)

𝑦 ‖𝑤̂1:𝑑‖22
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Rearranging and using the definition of 𝛾, we obtain

𝛾 =
𝛾 ⟨𝑤̂,∇𝐹𝜆(𝒫 , 𝑤̂)⟩

𝐹𝜆(𝒫 , 𝑤̂)
+ 𝛼(𝑖)

𝑦 ‖𝑤̂1:𝑑‖22 , (4.17)

where Lemma 17 holds by taking 9
2

outside the max term.

By using the same equivalency for 𝑝Δ from above, we also obtain that

‖𝑝Δ‖22 = ⟨𝑝Δ, 𝑝Δ⟩ =

⃦⃦⃦⃦
𝛾∇𝐹𝜆(𝒫 , 𝑤̂)1:𝑑

𝐹𝜆(𝒫 , 𝑤̂)
+ 2𝛼(𝑖)

𝑦 𝑤̂

⃦⃦⃦⃦2
=

𝛾2

𝐹𝜆(𝒫 , 𝑤̂)2
‖∇𝐹𝜆(𝒫 , 𝑤̂)‖22 + 4

(︀
𝛼(𝑖)
𝑦

)︀2 ‖𝑤̂1:𝑑‖22 + 4𝛼(𝑖)
𝑦

𝛾 ⟨𝑤̂,∇𝐹𝜆(𝒫 , 𝑤̂)⟩
𝐹𝜆(𝒫 , 𝑤̂)

,

but 𝛾 ⟨𝑤̂,∇𝐹𝜆(𝒫,𝑤̂)⟩
𝐹𝜆(𝒫,𝑤̂)

= 𝛾 − 𝛼
(𝑖)
𝑦 ‖𝑤̂1:𝑑‖22, and so continuing from above, we have

‖𝑝Δ‖22 =
𝛾2

𝐹𝜆(𝒫 , 𝑤̂)2
‖∇𝐹𝜆(𝒫 , 𝑤̂)‖22 + 4

(︀
𝛼(𝑖)
𝑦

)︀2 ‖𝑤̂1:𝑑‖22 + 4𝛼(𝑖)
𝑦 (𝛾 − 𝛼(𝑖)

𝑦 ‖𝑤̂1:𝑑‖22)

=
𝛾2

𝐹𝜆(𝒫 , 𝑤̂)2
‖∇𝐹𝜆(𝒫 , 𝑤̂)1:𝑑‖22 + 4𝛼(𝑖)

𝑦 𝛾

= 𝛾2𝑥̃ + 4𝛼(𝑖)
𝑦 𝛾,

where 𝑥̃ =
‖∇𝐹𝜆(𝒫,𝑤̂)‖22
𝐹𝜆(𝒫,𝑤̂)2

. Solving for 𝛾 from the above equation yields for 𝑥̃ > 0

𝛾 =

√︂
4
(︁
𝛼
(𝑖)
𝑦

)︁2
+ ‖𝑝Δ‖2 𝑥̃− 2𝛼

(𝑖)
𝑦

𝑥̃
. (4.18)

Now we subdivide the rest of the proof into two cases. The first is the trivial case in

which the sensitivity of the point is sufficiently small enough to be negligible, and the

second case is the involved case in which the point has a high influence on the SVM

cost function and its contribution cannot be captured by the optimal solution 𝑤* or

something close to it.

Case 𝑔(𝑤̂) ≤ 3𝛼
(𝑖)
𝑦 the bound on the sensitivity follows trivially from the analysis

above.
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Case 𝑔(𝑤̂) > 3𝛼
(𝑖)
𝑦 note that the assumption of this case implies that 𝑤* cannot be

the maximizer of 𝑔(·), i.e., 𝑤̂ ≠ 𝑤*. This follows by the convexity of the SVM loss

function which implies that the norm of the gradient evaluated at 𝑤* is 0. Thus

by (4.17):

𝛾 = 𝛼(𝑖)
𝑦 ‖𝑤*

1:𝑑‖22 .

Since 𝐹𝜆(𝒫 , 𝑤*) ≥ ‖𝑤*
1:𝑑‖22 /2, we obtain

𝑠(𝑝) ≤ 𝛼
(𝑖)
𝑦 ‖𝑤*

1:𝑑‖22
𝐹𝜆(𝒫 , 𝑤*)

≤ 2𝛼(𝑖)
𝑦 .

Hence, we know that for this case we have ‖∇𝐹𝜆(𝒫 , 𝑤̂)‖2 > 0, 𝐹𝜆(𝒫 , 𝑤̂) > 𝐹𝜆(𝒫 , 𝑤*) ≥

0, and so we obtain 𝑥̃ > 0.

This implies that we can use Eq.(4.18) to upper bound the numerator 𝛾 of the

sensitivity. Note that 𝛾 from (4.18) is decreasing as a function of 𝑥̃, and so it suffices

to obtain a lower bound on 𝑥̃. To do so, lets focus on Eq.(4.17) and let divide both

sides of it by 𝛾, to obtain that

1 =
⟨𝑤̂,∇𝐹𝜆(𝒫 , 𝑤̂)⟩

𝐹𝜆(𝒫 , 𝑤̂)
+

𝛼
(𝑖)
𝑦

𝛾
‖𝑤1:𝑑‖22 .

By rearranging the above equality, we have that

⟨𝑤̂,∇𝐹𝜆(𝒫 , 𝑤̂)⟩
𝐹𝜆(𝒫 , 𝑤̂)

= 1− 𝛼
(𝑖)
𝑦 ‖𝑤1:𝑑‖22

𝛾
. (4.19)

Recall that since the last entry of 𝑝Δ is 0 then it follows from Eq.(4.16) that

∇𝐹𝜆(𝒫 , 𝑤̂)𝑑+1 is also zero, which implies that

⟨𝑤̂,∇𝐹𝜆(𝒫 , 𝑤̂)⟩ = ⟨𝑤̂1:𝑑,∇𝐹𝜆(𝒫 , 𝑤̂)1:𝑑⟩

≤ ‖𝑤̂1:𝑑‖2 ‖∇𝐹𝜆(𝒫 , 𝑤̂)1:𝑑‖2

= ‖𝑤̂1:𝑑‖2 ‖∇𝐹𝜆(𝒫 , 𝑤̂)‖2

(4.20)
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where the inequality is by Cauchy-Schwarz.

Combining Eq.(4.19) with Eq. (4.20) yields

‖𝑤̂1:𝑑‖2 ‖∇𝐹𝜆(𝒫 , 𝑤̂)‖2
𝐹𝜆(𝒫 , 𝑤̂)

≥ 1− 𝛼
(𝑖)
𝑦 ‖𝑤1:𝑑‖22

𝛾

≥ 1− 𝛼
(𝑖)
𝑦 ‖𝑤̂1:𝑑‖22

3𝛼
(𝑖)
𝑦 𝐹𝜆(𝒫 , 𝑤̂)

≥ 1− 𝛼
(𝑖)
𝑦 2𝐹𝜆(𝒫 , 𝑤̂)

3𝛼
(𝑖)
𝑦 𝐹𝜆(𝒫 , 𝑤̂)

=
1

3
,

where the second inequality holds by the assumption of the case, the third inequality

follows from the fact that ‖𝑤̂1:𝑑‖22 ≤ 2𝐹𝜆(𝒫 , 𝑤̂).

This implies that

‖∇𝐹𝜆(𝒫 , 𝑤̂)‖2
𝐹𝜆(𝒫 , 𝑤̂)

≥ 1

3 ‖𝑤1:𝑑‖2
≥

√
2

3
√︀
𝐹𝜆(𝒫 , 𝑤̂)

.

Hence by definition of 𝑥̃, we have that

𝑥̃ ≥ 2

9𝐹𝜆(𝒫 , 𝑤̂)
(4.21)

Plugging Eq.(4.21) into Eq.(4.18), we obtain that

𝛾

𝐹𝜆(𝒫 , 𝑤̂)
≤ 9

2

⎛⎝√︃4
(︁
𝛼
(𝑖)
𝑦

)︁2
+

2 ‖𝑝Δ‖22
9𝐹𝜆(𝒫 , 𝑤̂)

− 2𝛼(𝑖)
𝑦

⎞⎠ .

Recall that

𝐹𝜆(𝒫 , 𝑤̂) ≥ 𝐹𝜆(𝒫 , 𝑤*) ≥ 𝐹𝜆(𝒫 , 𝑤̃)− 𝜉,
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which implies that

𝛾

𝐹𝜆(𝒫 , 𝑤̂)
≤ 9

2

(︃√︃
4
(︁
𝛼
(𝑖)
𝑦

)︁2
+

2 ‖𝑝Δ‖22
9̃︁𝑜𝑝𝑡𝜉 − 2𝛼(𝑖)

𝑦

)︃
, (4.22)

where ̃︁𝑜𝑝𝑡𝜉 = 𝐹𝜆(𝒫 , 𝑤̃)− 𝜉.

Combining both cases, yields that

𝑠(𝑝) ≤ 𝑢(𝑝)

𝑈
(︁
𝑃

(𝑖)
𝑦

)︁ + 𝑢(𝑝)𝜆 max

{︃
2𝛼(𝑖)

𝑦 ,
9

2

(︃√︃
4
(︁
𝛼
(𝑖)
𝑦

)︁2
+

2 ‖𝑝Δ‖22
9̃︁𝑜𝑝𝑡𝜉 − 2𝛼(𝑖)

𝑦

)︃}︃
, (4.23)

where Lemma 17 holds by rearranging Eq. 4.23.

4.8.3 Proof of Lemma 18

Lemma 18. In the context of Lemma 17, the sum of sensitivities is bounded by

∑︁
𝑝∈𝑃

𝑠(𝑝) ≤ 𝑡 = 4𝑘 +
𝑘∑︁

𝑖=1

3𝜆Var(𝑖)+√︁
2̃︁𝑜𝑝𝑡𝜉 +

3𝜆Var(𝑖)−√︁
2̃︁𝑜𝑝𝑡𝜉 ,

where Var(𝑖)𝑦 =
∑︀

𝑝∈𝑃 (𝑖)
𝑦

𝑢(𝑝) ‖𝑝Δ‖2 for all 𝑖 ∈ [𝑘] and 𝑦 ∈ {+,−}.

Proof. We first observe that that

∑︁
𝑝∈𝑃

𝑠(𝑝) =
∑︁
𝑖∈[𝑘]

⎛⎜⎝∑︁
𝑝∈𝑃 (𝑖)

+

𝑠(𝑝) +
∑︁

𝑝∈𝑃 (𝑖)
−

𝑠(𝑝)

⎞⎟⎠ .

Thus we will focus on the summing the sensitivity of the all the points whose label is

positive. We note that

∑︁
𝑖∈[𝑘]

∑︁
𝑝∈𝑃 (𝑖)

+

𝑢(𝑝)

𝑈
(︁
𝑃

(𝑖)
+

)︁ =
𝑘∑︁

𝑖=1

1 = 𝑘. (4.24)
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In addition, we observe that max {𝑎, 𝑏} ≤ 𝑎 + 𝑏 for every 𝑎, 𝑏 ≥ 0, which implies that

for every 𝑖 ∈ [𝑘] and 𝑝 ∈ 𝑃
(𝑖)
+ ,

max

{︃
2𝛼(𝑖)

𝑦 ,
9

2

(︃√︃
4
(︁
𝛼
(𝑖)
𝑦

)︁2
+

2 ‖𝑝Δ‖22
9̃︁𝑜𝑝𝑡𝜉 − 2𝛼(𝑖)

𝑦

)︃}︃

≤ 2𝛼(𝑖)
𝑦 +

9

2

(︃√︃
4
(︁
𝛼
(𝑖)
𝑦

)︁2
+

2 ‖𝑝Δ‖22
9̃︁𝑜𝑝𝑡𝜉 − 2𝛼(𝑖)

𝑦

)︃
.

(4.25)

Since
√
𝑎 + 𝑏 ≤

√
𝑎 +
√
𝑏 for every 𝑎, 𝑏 ≥ 0, we have for every 𝑖 ∈ [𝑘] and 𝑝 ∈ 𝑃

(𝑖)
− ,

√︃
4
(︁
𝛼
(𝑖)
𝑦

)︁2
+

2 ‖𝑝Δ‖22
9̃︁𝑜𝑝𝑡𝜉 − 2𝛼(𝑖)

𝑦

≤ 2𝛼(𝑖)
𝑦 +

√
2 ‖𝑝Δ‖2

3
√︁̃︁𝑜𝑝𝑡𝜉 − 2𝛼(𝑖)

𝑦

=

√
2 ‖𝑝Δ‖2

3
√︁̃︁𝑜𝑝𝑡𝜉 .

(4.26)

Hence by combining Eq.(4.24), Eq.(4.25), and Eq.(4.26), we yield that

∑︁
𝑖∈[𝑘]

∑︁
𝑝∈𝑃 (𝑖)

+

𝑠(𝑝) ≤ 𝑘 +
∑︁
𝑖∈[𝑘]

∑︁
𝑝∈𝑃 (𝑖)

+

2𝜆𝛼
(𝑖)
+ +

9

2
𝜆𝑢(𝑝)

√
2 ‖𝑝Δ‖2

3
√︁̃︁𝑜𝑝𝑡𝜉

= 𝑘 +
∑︁
𝑖∈[𝑘]

∑︁
𝑝∈𝑃 (𝑖)

+

2𝜆𝛼
(𝑖)
+ +

∑︁
𝑖∈[𝑘]

𝜆
3Var(𝑖)+√︁

2̃︁𝑜𝑝𝑡𝜉
≤ 2𝑘 +

∑︁
𝑖∈[𝑘]

𝜆
3Var(𝑖)+√︁

2̃︁𝑜𝑝𝑡𝜉 ,
where the inequality follows from definition of 𝛼(𝑖)

𝑦 for every 𝑖 ∈ [𝑘] and 𝑦 ∈ {+,−} as

defined in Eq.(4.15).
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Since all of the previous arguments hold similarly for 𝑃−, we obtain that

∑︁
𝑝∈𝑃

𝑠(𝑝) ≤ 4𝑘 +
∑︁
𝑖∈[𝑘]

3Var(𝑖)+√︁
2̃︁𝑜𝑝𝑡𝜉 +

3Var(𝑖)−√︁
2̃︁𝑜𝑝𝑡𝜉 .

4.8.4 Proof of Theorem 19

Theorem 19. For any 𝜀 ∈ (0, 1/2), 𝛿 ∈ (0, 1), let 𝑚 be an integer satisfying

𝑚 ∈ Θ

(︂
𝑡

𝜀2
(︀
𝑑 log 𝑡 + log(1/𝛿)

)︀)︂
,

where 𝑡 is as in Lem. 18. Invoking Coreset with the inputs defined in this context

yields a 𝜀-coreset 𝒮 = (𝑆, 𝑣) with probability at least 1− 𝛿 in 𝒪 (𝑛𝑑 + 𝑇 ) time, where

𝑇 represents the computational complexity of obtaining an 𝜉-approximated solution to

SVM and applying 𝑘-means++ on 𝑃+ and 𝑃−.

Proof. By Lemma 17 and Theorem 5.5 of [BFL16] we have that the coreset constructed

by our algorithm is an 𝜀-coreset with probability at least 1− 𝛿 if

𝑚 ≥ 𝑐

(︂
𝑡

𝜀2
(︀
𝑑 log 𝑡 + log(1/𝛿)

)︀)︂
,

where we used the fact that the VC dimension of a SVMs in the case of a linear kernel

is bounded dim(ℱ) ≤ 𝑑+ 1 = 𝒪(𝑑) [VV98], and 𝑐 is a sufficiently large constant which

can be determined using similar techniques to that of [LLS01]. Moreover, note that

the computation time of our algorithm is dominated by going over the whole weighted

set 𝒫 which takes 𝒪 (𝑛) and attaining an 𝜉-approximation to the SVM problem at

Line 1 followed by applying 𝑘-means clustering as shown in Algorithm 4 which takes

𝒪 (𝑇 ) time. This implies that the overall time is 𝒪 (𝑛𝑑 + 𝑇 ).
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Sufficient Conditions Theorem 19 immediately implies that, for reasonable 𝜀 and

𝛿, coresets of poly-logarithmic (in 𝑛) size can be obtained if 𝑑 = 𝒪(polylog(𝑛)), which

is usually the case in our target Big Data applications, and if

𝑘∑︁
𝑖=1

3𝜆Var(𝑖)+√︁
2̃︁𝑜𝑝𝑡𝜉 +

3𝜆Var(𝑖)−√︁
2̃︁𝑜𝑝𝑡𝜉 = 𝒪(polylog(𝑛)).

For example, a value of 𝜆 ≤ log𝑛
𝑛

for the regularization parameter 𝜆 satisfies the

sufficient condition for all data sets with points normalized such that they are contained

within the unit ball. Note that the total sensitivity, which dictates how many samples

are necessary to obtain an 𝜀-coreset with probability at least 1 − 𝛿 and in a sense

measures the difficulty of the problem, increases monotonically with the sum of

distances of the points from their label-specific means.

4.9 Experimental Details

Our experiments were implemented in Python and performed on a 3.2GHz i7-6900K

(8 cores total) machine with 64GB RAM. We considered the following datasets in our

evaluations.

1. HTRU — 17, 898 radio emissions, each with 9 features, of the Pulsar star.

2. CreditCard — 30, 000 client entries each consisting of 24 features that include

education, age, and gender among other factors.

3. Pathological — 1, 000 points in two dimensional space describing two clusters

distant from each other of different labels, as well as two points of different labels

which are close to each other.4

4. Skin — 245, 057 random samples of B,G,R from face images consisting of 4

dimensions.

4We note that uniform sampling performs particularly poorly against this data set due to the
presence of outliers.
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5. Cod(-rna) — 488565 RNA records consisting each of 8 features.5

6. W1 — 49, 749 records of web pages consisting each of 300 features.

Preprocessing step Each data set has gone through a standardization process

which aims to rescale the features so that they will have zero mean and unit standard

deviation. As for the case where a data set is unweighted, we simply give each data

point a weight of 1, i.e., 𝑢 : 𝑃 → 1 where 𝑃 denotes the data set, and the regularization

parameter 𝜆 was set to be 1 throughout all of our experiments.

𝑘-means clustering In our experiments, we set 𝑘 = log 𝑛 where 𝑛 is the number of

points in the dataset (each datasets has different 𝑘 value). As for the clustering itself,

we have applied 𝑘-means++ [AV07] on each of 𝒫+ and 𝒫− as stated in our analysis;

see Sec. 4.4.

Evaluation under streaming setting Under streaming setting, the range for

sample sizes is the same as for running under offline settings (See Figures 4-2 and 4-3).

What differs is the quality of the solver itself, which we use to show the effectiveness

of our coreset compared to uniform sampling, i.e., we have chosen to make the solver

(SVC of Sklearn) more accurate by lowering its optimal tolerance.

4.10 Discussion

We presented an efficient coreset construction algorithm for generating compact

representations of the input data points that are provably competitive with the

original data set in training Support Vector Machine models. Unlike prior approaches,

our method and its theoretical guarantees naturally extend to streaming settings

and scenarios involving dynamic data sets, where points are continuously inserted

and deleted. We established instance-dependent bounds on the number of samples

required to obtain accurate approximations to the SVM problem as a function of input

5This data set was attained by merging the training, validation and testing sets.
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data complexity and established dataset dependent conditions for the existence of

compact representations. Our experimental results on real-world data sets validate our

theoretical results and demonstrate the practical efficacy of our approach in speeding

up SVM training. We conjecture that our coreset construction can be extended to

accelerate SVM training for other classes of kernels and can be applied to a variety of

Big Data scenarios.
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Chapter 5

Provable Weight Pruning of Neural

Networks

5.1 Overview

In the previous chapter, we focused on subsampling the input data for faster SVM

training. Here, we instead focus on using importance sampling to prune neural network

models for efficiency and deployability, as well as to alleviate their exponentially

increasing ramifications for the environment. It turns out that the sensitivity framework

from Chapter 4 leads to uniform sampling due to the the high capacity of neural

networks and the pessimistic nature of the sensitivity definition that does not consider

the randomness over the queries. To overcome this limitation, we extend the sensitivity

framework and introduce empirical sensitivity, a data-informed notion that is effective

in practice and exhibits favorable theoretical properties. We then apply this framework

to prune the weights of large neural networks and provide bounds on its performance.

Our approach can be applicabled to various architectures including fully-connected

(FNNs), convolutional (CNNs), and recurrent neural networks (RNNs), and the

complete codebase for the presented methods is publicly available online [Lie21].

The work presented in this chapter is based on [BLG+21, BLG+18] and contributes
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the following:

1. A versatile family of pruning algorithms, SiPP, that combines novel sample size

allocation and adaptive sparsification procedures to prune network parameters

without any assumptions on the specific state of the network — i.e., regardless

of whether the given network is untrained, trained, or partially trained.

2. An analysis of the resulting size and accuracy of the compressed network gen-

erated by SiPP that establishes novel compression bounds for a large class of

neural networks.

3. Empirical evaluations on fully-connected and convolutional networks with com-

parisons to baseline pruning approaches that demonstrate the practical effec-

tiveness of SiPP across a set of diverse, real-world pruning tasks with varying

amounts of retraining.

5.2 Background

The set of parameters 𝜃 of a neural network with 𝐿 layers is a tuple of multi-dimensional

weight tensors corresponding to each layer, i.e., 𝜃 = (𝑊 1, . . . ,𝑊𝐿). The set of

parameters 𝜃 defines the mapping 𝑓𝜃 : 𝒳 → 𝒴 from the input space 𝒳 to the output

space 𝒴 . We consider the setting where we have access to independent and identically

distributed (i.i.d.) samples (𝑥, 𝑦) from a joint distribution defined on 𝒳 × 𝒴 from

which we can gather a training, test, and validation data set. To this end, we let 𝒟

denote the marginal distribution over the input space 𝒳 .

5.2.1 Network Notation

Layers For a given input 𝑥 ∼ 𝒟, we denote the pre-activation and activation of

layer ℓ by 𝑍ℓ(𝑥) and 𝐴ℓ(𝑥), respectively. Note that

𝑓𝜃(𝑥) = 𝐴𝐿(𝑥), 𝐴0(𝑥) = 𝑥, and 𝐴ℓ(𝑥) = 𝜑ℓ(𝑍ℓ(𝑥)),
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where 𝜑ℓ(·) denotes the activation function for layer ℓ. We consider any multi-

dimensional layer that can be described by a linear map with parameter sharing, e.g.

fully-connected layers, convolutional layers, or LSTM cells. Specifically, for a layer ℓ

the pre-activation 𝑍ℓ(𝑥) of layer ℓ is described by the linear mapping of the activation

𝐴ℓ−1(𝑥) with 𝑊 ℓ, i.e.,

𝑍ℓ(𝑥) = 𝑊 ℓ * 𝐴ℓ−1(𝑥),

where * denotes the operator of the linear map, e.g., the convolutional operator.

Parameter groups We denote by 𝑐ℓ the number of parameter groups within a layer

ℓ that do not interact with each other, e.g., individual filters in convolutional layers.

Then, let

𝑍ℓ
𝑖 (𝑥) = 𝑊 ℓ

𝑖 * 𝐴ℓ−1(𝑥), 𝑖 ∈ [𝑐ℓ],

denote the 𝑖th pre-activation channel of layer ℓ produced by parameter group 𝑊 ℓ
𝑖 .

Then the entire pre-activations 𝑍ℓ(𝑥) of a layer ℓ is constructed by appropriately

concatenating the individual pre-activations from individual parameter groups, i.e.,

𝑍ℓ(𝑥) =
[︀
𝑍ℓ

1(𝑥), . . . , 𝑍ℓ
𝑐ℓ(𝑥)

]︀
.

Moreover, we let 𝜂ℓ ∈ N denote the number of scalar values of 𝑍ℓ(·) and let 𝜂 =
∑︀𝐿

ℓ=1 𝜂
ℓ.

Finally, let 𝜌 denote the maximum number of parameters within a parameter group,

i.e., 𝜌 = max𝑖,ℓ ‖𝑊 ℓ
𝑖 ‖0.

Patches Within a parameter group, parameters may be used multiple times, c.f.

parameter sharing, in order to produce the output 𝑍ℓ
𝑖 (𝑥) = 𝑊 ℓ

𝑖 *𝐴ℓ−1(𝑥). For example,

in case of a convolutional layer the filter 𝑊 ℓ
𝑖 gets “slid” across the input 𝐴ℓ−1(𝑥) of

the layer in order to produce one output pixel after another. Hereby, the filter acts

on a distinct patch of the layer input 𝐴ℓ−1(𝑥) in order to produce a specific output

pixel 𝑧(𝑥) ∈ 𝑍ℓ
𝑖 (𝑥), where with slight abuse of notation 𝑧(𝑥) denotes a scalar entry of

𝑍ℓ
𝑖 (𝑥). To precisely specify the associated operation that produces the output 𝑧(𝑥)

we define by 𝒜ℓ
𝑖 the set of patches of the layer input 𝐴ℓ−1(𝑥) that are required to
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produce the output 𝑍ℓ
𝑖 (𝑥). Specifically, let 𝑎(·) ∈ 𝒜ℓ

𝑖 denote some patch of 𝒜ℓ
𝑖 . Then,

𝑎(·) ⊆ 𝐴ℓ−1(·) is defined such that a dot product between the parameter group 𝑊 ℓ
𝑖

and the patch 𝑎(·) produces the associated output scalar 𝑧(𝑥), i.e.,

𝑧(𝑥) = ⟨𝑊 ℓ
𝑖 , 𝑎(𝑥)⟩ =

∑︁
𝑘∈ℐℓ

𝑖

𝑤𝑘𝑎𝑘(𝑥),

where ℐℓ𝑖 denotes the index set of weights for the parameter group 𝑊 ℓ
𝑖 and 𝑤𝑘, 𝑎𝑘(𝑥)

denote a scalar entry of the parameter group and patch for some input 𝑥 ∼ 𝒟,

respectively. Note that 𝜂ℓ =
∑︀

𝑖∈[𝑐ℓ]

⃒⃒
𝒜ℓ

𝑖

⃒⃒
.

The notation of patch maps 𝒜 lets us conveniently abstract away some of the imple-

mentation details of the linear map * without restricting ourselves to a particular

type of linear map *. For example in the context of convolutional layers, the actual

linear map * can significantly vary depending on the parameter settings such as stride

length, padding, and so forth. It also enables us to consider other layers, such as

recurrent layers, at the same time. In this case, 𝒜 can be generated by considering

each recursive input to the layer as a separate patch.

In the case of two-dimensional convolutions (i.e. for images), we note that our notion

of patch maps corresponds to the Unfold operation in PyTorch [PyT20b], which we

find to be a helpful reference to further contextualize the concept of patch maps.

5.2.2 Problem Definition

We now proceed to formally state the problem definition that motivates the use of

SiPP and subsequent analysis. To this end, let the size of the parameter tuple 𝜃, ‖𝜃‖0,

to be the number of all non-zero entries in the weight tensors 𝑊 1, . . . ,𝑊𝐿.

Problem 2. For given 𝜀, 𝛿 ∈ (0, 1), our overarching goal is to use a pruning algorithm

to generate a sparse reparameterization 𝜃 of 𝜃 such that ‖𝜃‖0 ≪ ‖𝜃‖0 and for 𝑥 ∼ 𝒟

the ℓ2-norm of the reference network output 𝑓𝜃(𝑥) can be approximated by 𝑓𝜃(𝑥) up to
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1± 𝜀 multiplicative error with probability greater than 1− 𝛿, i.e.,

P𝜃,𝑥 (‖𝑓𝜃(𝑥)− 𝑓𝜃(𝑥)‖ ≤ 𝜀 ‖𝑓𝜃(𝑥)‖) ≥ 1− 𝛿,

where ‖·‖ = ‖·‖2 and P𝜃,𝑥 considers the randomness over both the pruning algorithm

and the network’s input.

5.3 SiPP

Small batch of input points Compute edge sensitivities 
for every neuron

Original Pre-trained Network

Importances take into account activations

Original Pre-trained Network

Sparsify the incoming edges 
to each neuron

Compressed Network

Sample and reweigh edges; 
remove unsampled weights

Importance Sampling

Output compressed network

Figure 5-1: The overview of our randomized method consisting of 4 parts. We use a small
batch of input points to quantify the relative contribution (importance) of each edge to
the output of each neuron. We then construct an importance sampling distribution over
the incoming edges and sample a small set of weights for each neuron. The unsampled
parameters are then discarded to obtain the resulting compressed network with fewer edges.

In this section, we present an overview for our family of pruning algorithms, SiPP:

Sensitivity-informed Provable Pruning (see Figure 5-1 and Algorithm 6). In its core,

SiPP proceeds as follows: (1) optimally allocate a given budget across layers and

parameter groups to minimize the theoretical error bounds resulting from our analysis

(OptAlloc, Line 1); (2) compute the relative importance of individual weights within

each parameter group (EmpiricalSensitivity, Line 5); (3) prune weights within

each parameter group using the desired variant of SiPP according to their relative

importance (Sparsify, Line 6); (4) repeat steps (2) and (3) for each parameter group

and each layer.
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5.3.1 OptAlloc

In the course of our analysis (see Section 5.4) we establish relative error bounds for

the approximation 𝑍ℓ
𝑖 (𝑥) = 𝑊̂ ℓ

𝑖 * 𝐴ℓ−1(𝑥) of the form 𝑍ℓ
𝑖 (𝑥) ∈

(︀
1± 𝜀ℓ𝑖(𝑚

ℓ
𝑖)
)︀
𝑍ℓ

𝑖 (𝑥) for

individual parameter groups. Roughly speaking, the associated relative error 𝜀ℓ𝑖(𝑚
ℓ
𝑖)

is a (convex) function of the parameter group, the input, and the allocated budget

𝑚ℓ
𝑖 . Thus in order to optimally utilize a desired budget ℬ we aim to minimize the

following objective during the allocation procedure:

min
𝑚ℓ

𝑖∈N ∀𝑖∈[𝑐ℓ], ∀ℓ∈[𝐿]

∑︀
ℓ∈[𝐿], 𝑖∈[𝑐ℓ] 𝜀

ℓ
𝑖(𝑚

ℓ
𝑖) s. t.

∑︀
ℓ∈[𝐿], 𝑖∈[𝑐ℓ] 𝑚

ℓ
𝑖 ≤ ℬ. (5.1)

We note that the integral constraint 𝑚ℓ
𝑖 ∈ N prevents us from efficiently finding a

solution, so we build on techniques from Randomized Rounding [Sri99] to relax the

constraint to 𝑚ℓ
𝑖 ∈ R to find the optimal fractional solution. We can then use the

established rounding technique in [Sri99] to find an approximately optimal integral

solution. Depending on the variant of SiPP, however, this step is not necessary.

Algorithm 6 SiPP (𝜃,ℬ,𝒮)

Input: 𝜃 = (𝑊 1, . . . ,𝑊𝐿): weights of the uncompressed neural network; ℬ ∈ N: sampling
budget; 𝒮: a set of 𝑛 i.i.d. validation points drawn from 𝒟
Output: sparse weights 𝜃 = (𝑊̂ 1, . . . , 𝑊̂𝐿)

1: 𝑚ℓ
𝑖 ← OptAlloc(𝜃,ℬ,𝒮) ∀𝑖 ∈ [𝑐ℓ], ∀ℓ ∈ [𝐿] ◁ optimally allocate budget ℬ across

parameter groups and layers
2: for ℓ ∈ [𝐿] do
3: 𝑊̂ ℓ ← 0; ◁ Initialize a null tensor
4: for 𝑖 ∈ [𝑐ℓ] do
5: 𝑠𝑗 ← EmpiricalSensitivity(𝜃,𝒮, 𝑖, ℓ) ∀𝑤𝑗 ∈𝑊 ℓ

𝑖 ◁ Compute parameter
importance for each weight 𝑤𝑗 in the parameter group

6: 𝑊̂ ℓ
𝑖 ← Sparsify(𝑊 ℓ

𝑖 ,𝑚
ℓ
𝑖 , {𝑠𝑗}𝑗) ◁ prune weights according to SiPPDet,

SiPPRand, or SiPPHybrid such that only 𝑚ℓ
𝑖 weights remain

7: return 𝜃 = (𝑊̂ 1, . . . , 𝑊̂𝐿);
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5.3.2 EmpiricalSensitivity

To estimate the relative importance of weight 𝑤𝑗 within a parameter group 𝑊 ℓ
𝑖 , we

use and extend the notion of empirical sensitivity (ES) first introduced in [BLG+19a]

for fully-connected layers only. In its essence, ES quantifies the maximum relative

contribution of a weight parameter 𝑤𝑗 to the output (pre-activation) of the layer

compared to other weights in the parameter group. More formally, let the ES 𝑠𝑗 of 𝑤𝑗

in parameter group 𝑊 ℓ
𝑖 be defined as

𝑠𝑗 = max
𝑥∈𝒮

max
𝑎(·)∈𝒜

𝑤𝑗𝑎𝑗(𝑥)∑︀
𝑘 𝑤𝑘𝑎𝑘(𝑥)

, (5.2)

where we assume 𝑊 ℓ
𝑖 ≥ 0, 𝐴ℓ−1(𝑥) ≥ 0 for ease of exposition (see Section 5.7 for the

generalization to all weights and activations). We note that the required size of 𝒮

is given explicitly by our analysis and is a function of the desired failure probability

𝛿. More specifically, in Lemma 26 of Sec. 5.7, we show that the required size of 𝒮

is roughly 𝒪(log(𝜂/𝛿)), where 𝜂 =
∑︀

ℓ∈[𝐿] 𝑐
ℓ is the total number of parameters in the

original network 𝜃. Taking a larger 𝒮 would push this failure probability further down,

however, there is a trade-off: a larger 𝒮 leads to a larger parameter sample-complexity

(Theorem 37). This is because the sample-complexity of each parameter group is

roughly linear in the sum of sensitivities 𝑆, and 𝑆 is non-decreasing with the size of 𝒮

by definition of ES (5.2). Thus, we take the smallest-sized 𝒮 that ensures the desired

failure probability, as explicitly provided in Theorem 37.

We note that the definition of 𝑠𝑗 entails two maxima. The maximum over data points

max𝑥∈𝒮 ensures that ES captures the relative importance of 𝑤𝑗 sufficiently well for

any i.i.d. data point 𝑥 ∼ 𝒟1. The maximum over patches 𝒜, which are generated

from 𝐴ℓ−1(𝑥), ensures that ES approximates the relative importance of 𝑤𝑗 sufficiently

well for all scalars in the output 𝑍ℓ
𝑖 (𝑥) that require 𝑤𝑗 (cf. parameter sharing). To

further contextualize the purpose of patches 𝒜, consider a single parameter group

within a convolutional layer, i.e., a filter. The filter is slid across the input image to

1The maximum is necessary to obtain the high-probability bounds we seek to establish.
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generate the output image by repeatedly applying the same weights (i.e., convolution

operator). Thus in order to quantify the importance of some weight 𝑤𝑗 we need to

consider its relative importance across all sliding windows, hence culminating in the

max𝑎(·)∈𝒜 operation.

5.3.3 Sparsify

Equipped with the allocated budget (OptAlloc) and a notion of parameter im-

portance (EmpiricalSensitivity), we introduce the three variants of SiPP, whose

analysis can be found in Section 5.4, to prune weights from a parameter group:

1. SiPPDet: we deterministically pick the 𝑚ℓ
𝑖 weights with largest sensitivity and

zero out the rest of the weights to construct 𝑊̂ ℓ
𝑖 .

2. SiPPRand: we construct an importance sampling distribution over weights 𝑤𝑗

using their associated sensitivities 𝑠𝑗, then sample with replacement until we

obtain a set of 𝑚ℓ
𝑖 unique weights to construct 𝑊̂ ℓ

𝑖 .

3. SiPPHybrid: we evaluate the theoretical error guarantees (see Section 5.4)

associated with the two other methods, and prune using the method that incurs

the lower relative error.

We note that while SiPPDet is particularly simple to implement, SiPPHybrid

provides the biggest amount of flexibility and consistently good prune results since it

can adaptively choose for each parameter group whether to prune using SiPPDet or

SiPPRand.

5.4 Analysis

In this section, we outline the theoretical guarantees for SiPP. We start out by

establishing the core lemmas that constitute the relative error guarantees for both

SiPPDet and SiPPRand for the case where 𝑊 ℓ
𝑖 ≥ 0, 𝐴ℓ−1(𝑥) ≥ 0 for ease of

exposition. Specifically, we establish relative error guarantees for each individual
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output patch that is associated with a parameter group. We then outline the steps

that are required to generalize the analysis to all weights and activations. Finally, we

show — by means of composing together the error guarantees from individual output

patches, parameters groups, and layers — how to derive the analytical compression

bounds for the entire network. For clarity of presentation, we omit technical proofs

from this section and provide the full proofs in Sec. 5.7.

5.4.1 Empirical sensitivity

In the previous section we introduce the notion of ES, see equation 5.2, as a means to

quantify the importance of weight 𝑤𝑗 relative to the other weights within a parameter

group 𝑊 ℓ
𝑖 . Using ES we establish a key inequality that upper bounds the contribution

of 𝑤𝑗𝑎𝑗(𝑥) to its associated output patch 𝑧(𝑥) =
∑︀

𝑘 𝑤𝑘𝑎𝑘(𝑥) for any 𝑥 ∼ 𝒟 with high

probability (w.h.p.) under a mild regularity assumption on the input distribution to

the layer.

Lemma 19 (Informal ES inequality). For weights 𝑤𝑗 from parameter group 𝑊 ℓ
𝑖 and

an arbitrary input patch 𝑎(·) we have w.h.p. for any 𝑥 ∼ 𝒟 that 𝑤𝑗𝑎𝑗(𝑥) ≤ 𝐶𝑠𝑗𝑧(𝑥),

where 𝑧(𝑥) denotes the associated output patch and 𝐶 = 𝒪(1).

The ES inequality is a key ingredient in bounding the error of SiPPDet and SiP-

PRand in terms of sensitivity. Specifically, Lemma 19 puts the individual contribution

of a weight to the output patch in terms of its sensitivity and the output patch itself.

The inequality hereby holds w.h.p. for any data point 𝑥 ∼ 𝒟 which enables us to

bound the quality of the approximation even for previously unseen data points. We

leverage Lemma 19 in the subsequent analysis to quantify the approximation error of

an output patch when the output patch was only approximately computed using a

subset of weights, i.e., with the weights that remain after pruning.
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5.4.2 Error guarantees for SiPPDet

Recall that SiPPDet prunes weights by keeping the 𝑚ℓ
𝑖 weights of parameter group

𝑊 ℓ
𝑖 with largest ES. Now let ℐ denote the index set of all weights in 𝑊 ℓ

𝑖 and ℐ𝑑𝑒𝑡
the index set of weights with largest sensitivity that are kept after pruning such that

|ℐ𝑑𝑒𝑡| = 𝑚ℓ
𝑖 . We bound the incurred error of the approximation by considering the

difference between the output patch and the approximated output patch, i.e., the

difference between 𝑧(𝑥) =
∑︀

𝑗∈ℐ 𝑤𝑗𝑎𝑗(𝑥) and 𝑧𝑑𝑒𝑡(𝑥) =
∑︀

𝑗∈ℐ𝑑𝑒𝑡 𝑤𝑗𝑎𝑗(𝑥).

Lemma 20 (Informal SiPPDet error bound). For weights 𝑤𝑗 from parameter group

𝑊 ℓ
𝑖 , an arbitrary associated input patch 𝑎(·) ∈ 𝒜, and corresponding output patch

𝑧(·) SiPPDet generates an index set ℐ𝑑𝑒𝑡 of pruned weights such that for any 𝑥 ∼ 𝒟

w.h.p. |𝑧𝑑𝑒𝑡(𝑥)− 𝑧(𝑥)| ≤ 𝜀𝑑𝑒𝑡𝑧(𝑥), where 𝜀𝑑𝑒𝑡 = 𝐶
∑︀

𝑗∈ℐ∖ℐ𝑑𝑒𝑡 𝑠𝑗.

The proof of Lemma 20 follows from the fact that the difference between the approxi-

mate output patch 𝑧𝑑𝑒𝑡(𝑥) and the unpruned output patch 𝑧(𝑥) is exactly the sum over

the contributions from weights that are not in the pruned subset of weights ℐ𝑑𝑒𝑡. Using

Lemma 19 we then bound the error in terms of the sensitivity of the pruned weights.

Intuitively, ES of an individual weight precisely quantifies the relative error incurred

when that weight is pruned. The resulting relative error can thus be described by the

cumulative ES of pruned weights.

5.4.3 Error guarantees for SiPPRand

Here we prune weights from a parameter group by constructing an importance sampling

distribution from the associated ESs. Specifically, some weight 𝑤𝑗 is sampled with

probability 𝑞𝑗 = 𝑠𝑗/
∑︀

𝑘∈ℐ 𝑠𝑘 and we repeatedly sample with replacement until the

corresponding set of sampled weights contains 𝑚ℓ
𝑖 unique weights. Each sampled

weight is then reweighed by the number of times it was sampled divided by the total

number of samples and its sample probability to construct the approximate output

patch, i.e.,

𝑧𝑟𝑎𝑛𝑑(𝑥) =
∑︀

𝑗∈ℐ𝑟𝑎𝑛𝑑
𝑤̂𝑗𝑎𝑗(𝑥) =

∑︀
𝑗∈ℐ𝑟𝑎𝑛𝑑

𝑛𝑗

𝑁𝑞𝑗
𝑤𝑗𝑎𝑗(𝑥),
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where ℐ𝑟𝑎𝑛𝑑 denotes the index set of weights that were sampled at least once, 𝑛𝑗

denotes the number of times weight 𝑤𝑗 was sampled, and 𝑁 =
∑︀

𝑗∈ℐ𝑟𝑎𝑛𝑑
𝑛𝑗 denotes the

total number of samples. We then bound the incurred error by analyzing the random

difference between the approximated output patch and the original output patch, i.e.,

|𝑧𝑟𝑎𝑛𝑑(𝑥)− 𝑧(𝑥)|, establishing the following error guarantee.

Lemma 21 (Informal SiPPRand error bound). For weights 𝑤𝑗 from parameter group

𝑊 ℓ
𝑖 , an arbitrary associated input patch 𝑎(·) ∈ 𝒜, and corresponding output patch

𝑧(·) SiPPRand generates a set of pruned weights such that for any 𝑥 ∼ 𝒟 w.h.p.

|𝑧𝑟𝑎𝑛𝑑(𝑥)− 𝑧(𝑥)| ≤ 𝜀𝑟𝑎𝑛𝑑𝑧(𝑥), where 𝜀𝑟𝑎𝑛𝑑 = 𝒪(
√︀

𝑆/𝑁) and 𝑆 =
∑︀

𝑘∈ℐ 𝑠𝑘 denote the

relative error and sum of ESs, respectively.

The proof proceeds in two steps. First, we show that the (random) approximation

is an unbiased estimator of the original parameter group, i.e., E [𝑧𝑟𝑎𝑛𝑑(𝑥)] = 𝑧(𝑥),

which follows from the reweighing term of 𝑤̂𝑗. Second, we show that using Bern-

stein’s concentration inequality [Ver16] the sampling distribution exhibits strong

subGaussian [Ver16] concentration around the mean, i.e., the approximate output

patch is 𝜀-close to the original, unpruned output patch w.h.p. Specifically, we leverage

Lemma 19 to bound the variance of the approximate output patch using the cumulative

ES of the parameter group 𝑆 =
∑︀

𝑘∈ℐ 𝑠𝑘.

5.4.4 Discussion of error bounds and SiPPHybrid

Most notably, SiPPRand is an unbiased estimator regardless of the budget, while

SiPPDet is not. On the other hand, if the parameter group is dominated by a few

weights, SiPPDet can directly capture these weights with a small number of samples

whereas the randomness and reweighting of SiPPRand may introduce additional

sources of failure in the approximation. Combining the strengths of both, we introduce

SiPPHybrid, which compares the theoretical error guarantees of each variant before

pruning a parameter group to adaptively choose the better prune strategy.
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5.4.5 Generalization to all weights

Previously, we have assumed that both the parameter group and input activations are

strictly non-negative, i.e., 𝑊 ℓ
𝑖 ≥ 0 and 𝐴ℓ−1(𝑥) ≥ 0. To handle the general case, we

split the parameter group and input activations each into a positive and negative part

representing the four quadrants such that each quadrant is now strictly non-negative.

We can then incorporate each quadrant into our pruning procedure to ensure that the

error guarantees hold simultaneously for all quadrants. To obtain error bounds for the

actual pre-activation we introduce ∆ℓ, which quantifies the “sign complexity” of the

overall approximation for a particular layer to quantify the additional complexity from

considering the alternating signs of each quadrant. For ease and clarity of exposition,

we defer the full technical details and complete proofs to Sec. 5.7.

5.4.6 Network compression bounds

In the previous section we sketched the error guarantees for individual output patches.

Naturally, since the guarantees hold for all patches within a parameter group and

individual parameter groups within a layer are independent from each other, we can

simultaneously establish norm-based error guarantees for the entire pre-activation of

a layer, i.e.,
⃦⃦⃦
𝑍ℓ(𝑥)− 𝑍ℓ(𝑥)

⃦⃦⃦
≤ 𝜀

⃦⃦
𝑍ℓ(𝑥)

⃦⃦
w.h.p. Moreover, assuming the activation

function is entry-wise and 1-Lipschitz2, the same relative error guarantees hold for

the activation of layer. Note that any common activation function satisfies the above

assumption, including and all others listed in PyTorch’s documentation [PyT20a].

Finally, we consider the effect of pruning multiple layers simultaneously and the

implications of the layer-wise error on the final output 𝑓𝜃(𝑥) = 𝐴𝐿(𝑥) of the network.

Informally speaking, we incur two sources of error from each layer: (1) the error

associated from pruning within layers and (2) the error associated with propagated

the incurred error throughout the network to the output layer. We quantify the error

within layers using our patch-wise guarantees and the sign complexity ∆ℓ of the layers.

We quantify the propagated error across layers by upper bounding the layer condition

2Can be generalized to 𝐿-Lipschitz functions as well, with the error bound depending on 𝐿.
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number, 𝜅ℓ which quantifies the relative error incurred in the output for some relative

error incurred within the layer. Intuitively, the concept of the layer condition number

is closely related to the Lipschitz constant between some layer and the output of the

network. Below, we informally state the compression bound when pruning the entire

network with SiPPRand.

Theorem 22 (Informal compression bound). For given 𝛿 ∈ (0, 1) and budget ℬ SiPP

(Algorithm 6) generates a set of pruned parameters 𝜃 such that ‖𝜃‖0 ≤ ℬ,

P̂
𝜃,𝑥

(‖𝑓𝜃(𝑥)− 𝑓𝜃(𝑥)‖ ≤ 𝜀 ‖𝑓𝜃(𝑥)‖) ≥ 1− 𝛿,

and 𝜀 = 𝒪(
∑︀𝐿

ℓ=1 𝜅
ℓ∆ℓ max𝑖∈[𝑐ℓ](𝑆

ℓ
𝑖 − 𝑆ℓ

𝑖 (𝑁
ℓ
𝑖 ))), where 𝑆ℓ

𝑖 and 𝑆ℓ
𝑖 (𝑁

ℓ
𝑖 ) is the sum over

all and the largest 𝑁 ℓ
𝑖 ESs, respectively, and 𝑁 ℓ

𝑖 is the budget allocated for parameter

group 𝑊 ℓ
𝑖 .

We note that the compression bound is proportional to the sum of cumulative ESs for

each parameter group, a term which arises in numerous applications of coresets [FL11].

Moreover, we see the layer condition number 𝜅ℓ and sign complexity ∆ℓ of each layer

appear in the final bound. Both terms are related to how injecting error simultaneously

in each layer (by pruning the network) affects the overall output of the network and

are related to concepts such as the Lipschitz constant of the network and/or interlayer

cushion as introduced in related work that establishes generalization bounds for neural

networks [AGNZ18, NBS18]. Like other recent work in the field [AGNZ18, SAN20]

our work highlights the intrinsic connection between the compression ability and

generalization ability of neural networks.

5.4.7 Computation time

Note that for all the three variants, we pass |𝒮| data points as input to the original

network 𝜃 in order to compute the activations in all layers corresponding to the

validation set 𝒮 (to compute ESs). If we let 𝒯 denote the time required to compute

the output of a single point (𝑓𝜃(𝑥)) on the original network parameterized by 𝜃, then
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the total time required by the preprocessing step to compute the empirical sensitivities

is 𝒪(|𝒮|𝒯 ). For the Rand variant, sampling and reweighting weights takes asymp-

totically linear time in the number of parameters for each parameter group, giving a

total time of 𝒪(𝜂) where 𝜂 =
∑︀

ℓ∈[𝐿] 𝑐
ℓ is the total number of network parameters. For

the hybrid and deterministic approaches, the computational complexity is dominated

by a sort of all of the empirical sensitivities, which takes 𝒪(𝜂 log 𝜂) time. Thus, the

sparsification itself for any variant takes at most 𝒪(𝜂 log 𝜂) time. Finally, the budget

allocation problem in (5.1) is a special type of convex optimization problem known as

the water-filling problem [BV04, Example 5.2] and can be solved in 𝒪(𝜂 log 𝜂) time

by a clever sorting procedure [PF05]. Putting it all together, the total computation

time required of pruning a network with any SiPP variant is at most

𝒪 (max{|𝒮|𝒯 , 𝜂 log 𝜂}) (5.3)

time, where |𝒮| is roughly logarithmic in 1/𝛿 (see Lemma 26 in Sec. 5.7 for details)

and, as before, 𝜂 =
∑︀

ℓ∈[𝐿] 𝑐
ℓ and 𝒯 is the computation time required to compute 𝑓𝜃(𝑥)

for a single input 𝑥.

5.4.8 Classification Error

As a corollary to the norm-based bounds established in Theorem 37, we can also

obtain margin-based bounds for the relative classification error of the pruned net-

work. Without loss of generality, assume for the time being that the output softmax

probabilities 𝜎(𝑓𝜃(𝑥)) ∈ [0, 1]𝐾 of an output 𝑓𝜃(𝑥) are in descending order so that

𝜎(𝑓𝜃(𝑥))0 ≥ 𝜎(𝑓𝜃(𝑥))1 ≥ · · · ≥ 𝜎(𝑓𝜃(𝑥))𝐾
3. For a given network 𝜃, we can define

the margin by considering the worst-case margin across the entire support of the

distribution 𝒟, 𝛾𝜃 = inf𝑥∈supp(𝒟)(𝜎(𝑓𝜃(𝑥))0 − 𝜎(𝑓𝜃(𝑥))1), i.e., the minimum difference

between the softmax output of the predicted label and the second highest probability

label.

3This is only to make the definition of the margin more clear.
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However, in the spirit of obtaining better than worst-case guarantees (with sufficiently

high probability), we can instead define the less stringent margin that takes into

account the randomness (inspired by [PBD18]) in the input 𝑥 ∼ 𝒟 with respect to

failure probability 𝛿 ∈ (0, 1) and network 𝜃:

𝛾𝜃(𝛿) = inf
{︁
𝛾 > 0 : P

𝑥∼𝒟
(𝜎(𝑓𝜃(𝑥))0 − 𝜎(𝑓𝜃(𝑥))1 > 𝛾) ≥ 1− 𝛿

}︁
.

In words, this definition means that the minimum margin between the top-2 predicted

labels is at least 𝛾𝜃(𝛿) for (1− 𝛿) fraction (more rigorously, relative volume) of the

points in supp(𝒟). Given this margin and an original network 𝜃 with test accuracy

a𝜃, the corollary below provides a sufficient size for the pruned network so that the

test accuracy of the pruned network is at least (1− 𝛿)a𝜃 with high probability.

Corollary 23 (Classification Error Bound). For given 𝛿 ∈ (0, 1), original network

𝜃, and a margin 𝛾𝜃(𝛿/2) as defined above, define the budget ℬ so that the absolute

incurred error (as in Thm. 37) is less than 𝛾𝜃(𝛿/2)/2, i.e.,

ℬ = argmin

{︃
ℬ′ ∈ N : 𝐶

𝐿∑︁
ℓ=1

𝜅ℓ∆ℓ max
𝑖∈[𝑐ℓ]

(𝑆ℓ
𝑖 − 𝑆ℓ

𝑖 (𝑁
ℓ
𝑖 (ℬ′))) <

𝛾𝜃(𝛿/2)

2 ‖𝑓𝜃(𝑥)‖2

}︃

where 𝑁 ℓ
𝑖 (ℬ′) is the budget allocated for parameter group 𝑊 ℓ

𝑖 with respect to budget

ℬ′, and 𝐶 > 0 is a universal constant. Then, invoking algorithm SiPP (Algorithm 6)

with budget ℬ and failure probability 𝛿′ = 𝛿/2 generates a set of pruned parameters 𝜃

such that ‖𝜃‖0 ≤ ℬ and

P̂
𝜃,𝑥

(︃
argmax

𝑖∈[𝑘]
𝑓𝜃(𝑥)𝑖 = argmax

𝑖∈[𝑘]
𝑓𝜃(𝑥)𝑖

)︃
≥ 1− 𝛿.

Proof. Without loss of generality, assume the descending order

𝜎(𝑓𝜃(𝑥))0 ≥ 𝜎(𝑓𝜃(𝑥))1 ≥ · · · ≥ 𝜎(𝑓𝜃(𝑥))𝐾 ,
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note that by Thm. 37 with

𝜀(ℬ′) < 𝛾𝜃(𝛿/2)/(2 ‖𝑓𝜃(𝑥)‖2),

we have that with probability at least 1− 𝛿/2,

‖𝑓𝜃(𝑥)− 𝑓𝜃(𝑥)‖
2
≤ 𝛾𝜃(𝛿/2)/2.

Now, since the softmax function 𝜎(·) defined by 𝑥 ↦→
(︁

exp(𝑥𝑖)/
∑︀

𝑗∈[𝑘] exp(𝑥𝑗)
)︁
𝑖∈[𝑘]

is

1-Lipschitz [GP17], we have with probability at least 1− 𝛿/2

‖𝜎(𝑓𝜃(𝑥))− 𝜎(𝑓𝜃(𝑥))‖
2
≤ ‖𝑓𝜃(𝑥)− 𝑓𝜃(𝑥)‖

2

<
𝛾𝜃(𝛿/2)

2
.

Using the inequality for norms ‖𝑥‖2 ≥ ‖𝑥‖∞ yields

‖𝜎(𝑓𝜃(𝑥))− 𝜎(𝑓𝜃(𝑥))‖∞ <
𝛾𝜃(𝛿/2)

2
. (5.4)

This error bound implies that for the top-2 highest probability labels 𝑖, 𝑗 ∈ [𝑘] with

respect to output 𝜎(𝑓𝜃(𝑥)), (corresponding to indices 𝑖 = 0 and 𝑗 = 1 if we assume 𝜎

is ordered), we have

𝜎(𝑓𝜃(𝑥))𝑖 − 𝜎(𝑓𝜃(𝑥))𝑗 > (𝜎(𝑓𝜃(𝑥))𝑖 − 𝛾𝜃(𝛿/2)/2)− (𝜎(𝑓𝜃(𝑥))𝑗 + 𝛾𝜃(𝛿/2)/2)

= 𝜎(𝑓𝜃(𝑥))𝑖 − 𝜎(𝑓𝜃(𝑥))𝑗 − 𝛾𝜃(𝛿/2)

> 0,

where the first inequality follows by the error bound (5.4) applied to each term and

the last inequality by the definition of the margin 𝛾𝜃(𝛿/2). The strict inequality

above means that the relative ranking between the top-2 softmax outputs 𝑖 and 𝑗

does not differ for the pruned network 𝜃, and so 𝑖 remains the predicted label, i.e.,

argmax𝑐∈[𝑘] 𝑓𝜃(𝑥)𝑐 = argmax𝑐∈[𝑘] 𝑓𝜃(𝑥)𝑐. Applying the union bound over the two failure
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events that each occur with probability at most 𝛿/2 yields the corollary.

5.5 Experiments

In this section, we evaluate and compare the performance of our algorithm, SiPP,

on pruning fully-connected, convolutional, and residual networks. We embed our

pruning algorithm into pruning pipelines including retraining to empirically test its

performance and test it for scenarios involving significant amounts of (re)-training as

well as a prune pipeline that utilizes no more training epochs than regular training. We

consider standard retraining pipelines inspired by [LAT18, RFC20] that are network-

agnostic and thus easily adaptable to various benchmarks. Specifically, we consider two

scenarios – iterative prune + retrain and random-init + prune + train – as described

below.

5.5.1 Setup

Architectures and data sets We train and prune networks on MNIST [LBBH98],

CIFAR10 [TFF08], and ImageNet [RDS+15]. We consider a custom fully-connected

architecture according to [AAR20] and LeNet300-100 [LBBH98] on MNIST;

ResNets20/56/110 [HZRS16], WideResNet16-8/28-2 [ZK16], Densenet22 [HLVDMW17],

VGG16 [SZ14a], and CNN5 [NKB+20] on CIFAR10; and ResNet18 and ResNet101 [HZRS16]

for ImageNet.

Training For both training and retraining we deploy the standard sets of hyper-

parameters as described in the respective papers. All hyperparameters are listed in

Sec. 5.8.

Variants of SiPP We consider the following variants of SiPP for our experiments:

• SiPPDet. We prune the entire network deterministically. Note that in this case

(due to the sample size allocation procedure) SiPPDet corresponds to global

thresholding of sensitivity (reminiscent of weight thresholding).
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• SiPPRand. We prune the entire network using importance sampling.

• SiPPHybrid. We use our combined pruning approach as outlined in Algo-

rithm 6.

Comparison methods We compare SiPP to a diverse set of pruning methods.

Specifically, we consider Weight Thresholding (WT) [HMD15, RFC20] and SNIP [LAT18]

for our baseline experiments in our standardized retraining pipeline. Additionally,

we compare to Net-Trim [AAR20, AANR17], Bayesian Compression (BC) [LUW17],

Dynamic Network Surgery (DNS) [GYC16], Dynamic Sparse Reparameterization

(DSR) [MW19], Deep Rewiring (DeepR) [BKML17], Sparse Evolutionary Training

(SET) [MMS+18], “To prune, or not to prune” (TPNTP) [ZG17], Alternating Direc-

tion Method of Multipliers (ADMM) [ZYZ+18], Unified Approximation Framework

(UAF) [MCL+19], and Learning Compression (LC) [CPI18].

5.5.2 Experiments with baseline comparisons

We provide comparisons to two frequently used pruning heuristics, namely WT [HMD15,

RFC20], which is weight-based, and SNIP [LAT18], which is gradient-based. To high-

light the versatility of SiPP we consider two pruning pipelines that differ in the total

amount of retraining required (iterative retraining and no retraining).

Iterative prune + retrain

Methodology We deploy a network-agnostic iterative prune + retrain scheme

inspired by [RFC20, LBL+20] that proceeds as follows:

1. train network to completion;

2. prune a fixed ratio of parameters from the network;

3. retrain using the same hyperparameters as during training;

4. iteratively repeat steps 2., 3. to obtain smaller prune ratios.
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We consider SiPPDet as comparison method for WT and SNIP in this setup due to

its simplicity.

Results Figure 5-2 summarizes the results of the iterative prune + retrain procedure

for various CIFAR10 networks. The results were averaged across 3 trained networks.

Our empirical evaluation shows that our algorithm consistently performs comparably

to WT with learning rate rewinding [RFC20]. We note that SNIP’s performance is

much lower is these scenarios. We suspect this is due to the gradients being close

to zero for a fully-trained network (the pruning step is performed after training in

this scenario). In Figure 5-3 we show results for ResNet18 and ResNet101 trained,

pruned, and retrained on ImageNet. As in the case of CIFAR10 networks we observe

that SiPP performs en par with WT. We excluded SNIP from the experiments given

the expensive nature of ImageNet experiments and since WT is the clearly stronger

baseline for this scenario.
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Figure 5-2: The delta in test accuracy to the uncompressed network for the generated pruned
models trained on CIFAR10 for various target prune ratios. The networks were pruned using
the iterative prune+retrain pipeline.

Random-init + prune + train

Methodology On the other "extreme" of possible pruning pipeline, we consider

the following scenario as described in [LAT18]:
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Figure 5-3: The accuracy of the generated pruned ResNet18 and ResNet101 models
trained on ImageNet for the evaluated pruning schemes for various target prune ratios.

1. randomly initialize the network;

2. prune the network to the desired prune ratio;

3. train the network using the regular hyperparameters.

While (due to the limited amount of training) this pipeline does not achieve as high

prune ratios as the above scenario, it is simple and requires much less training epochs

overall. It also serves as a useful experimental platform to understand if pruning

methods are able to unearth important connections inherent in the network.

Results In Figure 5-4 the prune results for various CIFAR10 networks are shown.

We note that for low prune ratios all pruning methods perform uniformly well, which

most likely can be attributed to the overall overparameterization of the tested networks.

For higher prune ratios, we observe vastly different performance. Specifically, WT’s

performance drops to 10% test accuracy (uniformly at random for CIFAR10) for prune

ratios beyond 90%. We suspect that weights do not contain sufficient information

about the importance of the connection before training and thus WT fails. On the

other hand, Snip performs consistently well due to the consideration of data and

the gradients of weights. We note that SiPPHybrid specifically, which adaptively

mixes SiPP and SiPPRand according to the theoretical bounds, performs well across

all tested networks and achieves the same prune performance as Snip. For deeper
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Figure 5-4: The delta in test accuracy to the uncompressed network for the generated pruned
models trained on CIFAR10 for various target prune ratios. The networks were pruned using
the random-init+ prune+train pipeline.

networks (ResNet20 and ResNet56) in particular, we observe all SiPP variations

performing well or even outperforming Snip.

5.5.3 Benchmark comparisons

Next, we test our method on additional benchmarks using the prune pipeline outlined

in Section 5.5.2. For each benchmark we compare to available results in the literature

as reported in the respective papers.

Fully-connected network on MNIST

We consider the performance of SiPP on the fully-connected architecture of [AAR20]

(denoted by “FC network” in [AAR20]). Specifically, we compare SiPP to the results

presented in Figure 9a of [AAR20] (Net-Trim) which additionally includes BC and

DNS as comparison methods. Our results are presented in Figure 5-5. We observe

that SiPP can prune more weights with higher accuracy compared to other prune

methods (over 95% pruning with more than 99% accuracy). Similar to Section 5.5.2,

we note that SiPPDet and SiPPHybrid work particularly well when considering
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Figure 5-5: The performance of the SiPP variants and the competing baseline approaches in
pruning FC-net (MNIST).

more retraining.

LeNet300-100 on MNIST

Next, we compared the performance of the SiPP variants to the performance of ADMM

and LC algorithms as reported in the respective paper. Our results for pruning the

LeNet300-100 network trained on MNIST are given in the upper part of Table 5.1.

From the results, we can see that all SiPP variants achieve a test accuracy above

98.57% with a prune ratio of at least 94.90%, outperforming both ADMM and LC

overall. For instance, SiPPHybrid achieves roughly the same sparsity as does LC

(slightly over 96%), but yet the pruned network generated by SiPPHybrid is nearly

1% better in absolute test accuracy. Interestingly, even our worst-performing variant

(SiPPRand) achieves a test accuracy higher than 98.65% (+0.25% w.r.t. ADMM

and approximately +0.8% w.r.t. LC), and yet is only slightly worse than ADMM in

terms of the prune ratio (last column of Table 5.1).

VGG16 on CIFAR10

In the previous subsection we compared to the baselines on LeNet300-100, a fully-

connected network with 267,000 parameters, trained on MNIST. Here, we consider a

more challenging pruning scenario where we prune VGG16, a CNN with roughly 138
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Table 5.1: Results of our evaluations on LeNet300-100 trained on MNIST (upper part)
and VGG16 trained on CIFAR10 (lower part). The value of the best-performing method
that achieves commensurate (within 0.5%) test accuracy with respect to each objective is
shown in bold. Overall, the table shows that the SiPP variants – notably SiPPDet and
SiPPHybrid – outperform the competing baselines in obtaining a compact network with
commensurate accuracy on both of the evaluated scenarios.

Method Accuracy (%) Prune Ratio (%)

LeNet300-100 (MNIST)
Acc: 98.75%

SiPPDet 98.57 96.19
SiPPRand 98.65 94.90
SiPPHybrid 98.65 96.16
ADMM [ZYZ+18] 98.40 95.63
LC [CPI18] 97.79 96.54

VGG16 (CIFAR10)
Acc: 92.78%

SiPPDet 93.73 98.00
UAF [MCL+19] 91.65 77.5

million parameters, on CIFAR10 and compare the performance of SiPPDet to that

of UAF. The results are shown in the lower part of Table 5.1. From the reported test

accuracy and prune ratio, we can see that the network generated by SiPP is not only

over 2% (absolute terms) better in test accuracy, but it also 20% (absolute terms)

more compact than the pruned network generated by UAF.

In sum, the evaluations reported in Table 5.1 suggest that the SiPP variants, and

notably SiPPHybrid and SiPPDet, outperform the competing methods in generating

sparse networks while retaining (or improving) the predictive power (i.e., test accuracy)

of the original network.

WRN28-2 on CIFAR10

In the previous comparisons, we saw that SiPP outperformed baseline approaches

across both fully-connected and convolutional architectures. To conclude our compar-

isons, we consider benchmarking the performance of SiPP variants on WideResNet

(WRN28-2) trained on CIFAR10. In particular, we compare the effectiveness of SiPP

with that of the DSR, DeepR, SET, and TPNTP pruning algorithms as reported in

Figure 1a of [MW19] (DSR). Fig. 5-6 depicts the test accuracies obtained for various

prune ratios. We can see from the figure that all SiPP variants outperform all of the
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Figure 5-6: The performance on the WRN28-2 architecture trained on CIFAR10. The figure
shows that all SiPP variants outperform the competing methods at all intermediate prune
ratios.

competing approaches across all levels of sparsity. Notably, some of the SiPP variants

such as SiPPDet and SiPPHybrid, outperform the best-performing baseline by over

0.5% (see 90% parameters retained)5. Taken in whole with the results reported in

Table 5.1, we can see that SiPP remains uniformly more effective than the compared

baselines across all evaluated architectures and data sets.

5.5.4 Empirical computation time of SiPP

For small networks and data sets (MNIST), our algorithm took at most 5 seconds total

to sparsify the entire network. For ResNet18 trained on CIFAR10, this computation

was at most 18 seconds. For the largest network and data set (e.g., ImageNet

results), our algorithm took at most 10 minutes total to prune the given network 𝜃.

These timings suggest that the computation time required by SiPP is on-par with or

significantly less than the computation time reported for the same pruning scenarios in

previous work (e.g., [AAR20]). In context of the theoretical computation complexity

(see (5.3)), we also observed that |𝒮|𝒯 > 𝜂 log 𝜂 in practice for the evaluated scenarios,

implying that the asymptotic computational complexity of our algorithm was at most

𝒪(|𝒮|𝒯 ). Intuitively, since the size of 𝒮 is significantly less than the size of the training
5Values for the baselines above 90% pruned parameters are not shown because they were not

reported in the respective publications of the compared baselines. We chose to show above 90%
sparsity for SiPP in Fig. 5-6 to highlight the relatively favorable curvature (i.e., gradual degradation
of test accuracy) of the SiPP variants even at extreme sparsities.
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set in practice (by Lemma 26), the computation complexity of any SiPP variant from

start to finish was at least an order of magnitude less than that of executing a single

training epoch.

5.5.5 Discussion

Our results with SiPP on a diverse set of pruning scenarios in terms of the amount of

(re-)training epochs highlight the versatility and robustness of SiPP in performing

well across varying tasks. While traditional pruning methods, such as WT and SNIP,

perform unreliably when used in the context of alternative pruning pipelines we observe

that SiPP serves as a consistent plug-and-play solution to the core pruning method of

a pruning pipeline. Among the SiPP variants, we see that SiPPDet tends to perform

particularly well for small prune ratios (such as in the case of iterative prune+retrain)

while SiPPRand performs the best for extreme prune ratio (such as in the case of

random-init + prune + train). SiPPHybrid usually finds a close-to-optimal mixture

of strategies and thus provides the most versatility among the SiPP variants, which

comes at the cost of increased implementation effort. Notably, unlike other provably

pruning methods, our method readily scales to large-scale networks and datasets

such as ImageNet without further modifications. Our comparisons to a diverse set of

recently-proposed pruning methods on varying pruning scenarios shows that SiPP

can outperform baseline approaches across a wide variety of benchmark data sets and

architectures.

5.6 Method Pseudocode

In this section, we provide additional details for SiPP as introduced in Sec. 5.3.

5.6.1 Overview

Algorithm 7 provides an extended over view of SiPP. Moreover, in Algorithm 8

we present Sparsify, which is the sub-routine to adaptively prune weights from a
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Algorithm 7 SiPP (𝜃,ℬ, 𝛿)

Input: 𝜃 = (𝑊 1, . . . ,𝑊𝐿): weights of the uncompressed neural network; ℬ ∈ N: sampling
budget; 𝛿 ∈ (0, 1): failure probability;
Output: 𝜃 = (𝑊̂ 1, . . . , 𝑊̂𝐿) : sparse weights

1: 𝒮 ← Uniform sample (without replacement) of 𝐾 log (8 𝜂 𝜌/𝛿)

points from validation set

2: {𝑚ℓ
𝑖}𝑖,ℓ ← OptAlloc(𝜃,ℬ,𝒮) ∀𝑖 ∈ [𝑐ℓ], ∀ℓ ∈ [𝐿] ◁ optimally allocate budget ℬ

applying Lemma 28 to evaluate the resulting relative error guarantees

3: for ℓ ∈ [𝐿] do

4: 𝑊̂ ℓ ← 0; ◁ Initialize a null tensor

5: for 𝑖 ∈ [𝑐ℓ] do

6: {𝑠𝑗}𝑗 ← EmpiricalSensitivity(𝜃,𝒮, 𝑖, ℓ) ∀𝑤𝑗 ∈𝑊 ℓ
𝑖 ◁ Compute parameter

importance for each weight 𝑤𝑗 in the parameter group according to Definitions 25 and 30

7: 𝑊̂ ℓ
𝑖 ← Sparsify(𝑊 ℓ

𝑖 ,𝑚
ℓ
𝑖 , {𝑠𝑗}𝑗) ◁ prune weights according to SiPPDet,

SiPPRand, or SiPPHybrid such that only 𝑚ℓ
𝑖 weights remain in the parameter group

8: return 𝜃 = (𝑊̂ 1, . . . , 𝑊̂𝐿);

parameter group according to either SiPPDet, SiPPRand, or SiPPHybrid.

5.6.2 Details regarding OptAlloc

As mentioned in Section 5.3, OptAlloc proceeds by minimizing the sum of relative

error guarantees associated with each parameter group for a given overall weight

budget ℬ, i.e.,

min
𝑚ℓ

𝑖∈N ∀𝑖∈[𝑐ℓ], ∀ℓ∈[𝐿]

∑︀
ℓ∈[𝐿], 𝑖∈[𝑐ℓ] 𝜀

ℓ
𝑖(𝑚

ℓ
𝑖) s. t.

∑︀
ℓ∈[𝐿], 𝑖∈[𝑐ℓ] 𝑚

ℓ
𝑖 ≤ ℬ. (5.5)

Here, 𝑚ℓ
𝑖 and 𝜀ℓ𝑖(𝑚

ℓ
𝑖) denote the desired number of weights and the associated the-

oretical error in parameter group 𝑊 ℓ
𝑖 after pruning, respectively. We evaluate the

theoretical error according to Lemmas 27 and Lemma 28 when pruning with SiP-

PDet and SiPPHybrid or SiPPRand, respectively. Note that in order to evaluate

Lemma 28 we have to first convert 𝑚ℓ
𝑖 to the expected number of required samples in

order to obtain 𝑚ℓ
𝑖 unique samples, which is also shown in Line 4 of Algorithm 8.
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Algorithm 8 Sparsify(𝑊 ℓ
𝑖 ,𝑚

ℓ
𝑖 , {𝑠𝑗}𝑗)

Input: 𝑊 ℓ
𝑖 : parameter group to be pruned; 𝑚ℓ

𝑖 : assigned budget; {𝑠𝑗}𝑗 : sensitivities
associated with weights in parameter group
Output: 𝑊̂ ℓ

𝑖 : sparse parameter group

1: 𝑆 ←
∑︀

𝑗∈ℐℓ
𝑖
𝑠𝑗 ◁ Compute sum of sensitivities

2: 𝑆 ← 𝑆𝐶
3 log(16𝜂/𝛿)

3: {𝑞𝑗}𝑗 ← 𝑠𝑗
𝑆 ◁ Compute sample probabilities for SiPPRand

4: 𝑁 ← 𝑁(𝑚ℓ
𝑖 , {𝑞𝑗}𝑗) ◁ Get expected number of required samples to obtain 𝑚ℓ

𝑖 unique

samples

5: ℐ𝑑𝑒𝑡 ← subset of indices from ℐℓ𝑖 corresponding to the largest 𝑚ℓ
𝑖 sensitivities (c.f.

Lemma 27)

6: 𝜀𝑟𝑎𝑛𝑑 ←
𝑆+
√

𝑆(𝑆+6𝑁)
𝑁 ◁ c.f. Lemma 28

7: 𝜀𝑑𝑒𝑡 ← 𝐶
∑︀

𝑗∈(ℐ∖ℐ𝑑𝑒𝑡) 𝑠𝑗 ◁ c.f. Lemma 27

8: if (𝜀𝑟𝑎𝑛𝑑 > 𝜀𝑑𝑒𝑡 or always SiPPDet) and not always SiPPRand then

9: 𝑊̂ ℓ
𝑖 ← prune weights from 𝑊 ℓ

𝑖 , i.e set to 0, that are not in ℐ𝑑𝑒𝑡 and keep the rest

10: else

11: {𝑛𝑗}𝑗 ∼Multinomial({𝑞𝑗}𝑗 , 𝑁) ◁ Sample 𝑁 times and return the counts

12: 𝑊̂ ℓ
𝑖 ← prune weights such that 𝑤̂𝑗 =

𝑛𝑗

𝑁𝑞𝑗
𝑤𝑗 for each weight 𝑤̂𝑗 , 𝑗 ∈ ℐℓ𝑖 in the

parameter group

13: return 𝑊̂ ℓ
𝑖

5.6.3 Details regarding EmpiricalSensitivity

We note that the empirical sensitivity (ES) 𝑠𝑗 of a weight 𝑤𝑗 in the parameter group

𝑊 ℓ
𝑖 is given by Definition 25, where we define ES as the maximum of the relative

parameter importance 𝑔𝑗(𝑥) over a set 𝒮 of i.i.d. data points. To account for both

negative weights and activations, we utilize the generalized parameter importance as

defined in Definition 30 to compute 𝑔𝑗(𝑥) for a particular input 𝑥. To ensure that ES

holds with probability at least 1− 𝛿 for all patches and parameters simultaneously we

have to appropriately choose the size of 𝒮, c.f. Line 1 of Algorithm 7 and Section 5.7.4.

5.6.4 Details regarding Sparsify

In Algorithm 8 we present the pruning strategy for both SiPPDet and SiPPRand as

shown in Line 9 and Lines 11, 12, respectively. Recall that SiPPHybrid adaptively
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chooses between both strategies according to the associated error guarantees, which

get computed in Lines 7 and 6 for SiPPDet and SiPPRand, respectively. We then

choose the better strategy accordingly, see Line 8. We can also choose to always prune

using SiPPRand or SiPPDet as indicated in Line 8.

5.6.5 Simple SiPP

We can greatly simplify our pruning algorithm if we prune all parameter groups

using SiPPDet. To see this consider the solution to OptAlloc when evaluating

the relative error according to Lemma 27. Since the relative error for a particular

parameter group in this case is the sum over sensitivities that were not included

and the objective of OptAlloc is to minimize the sum over all relative errors the

optimal solution is to globally keep the weights with largest sensitivity. In other words,

pruning with SiPPDet only results in global thresholding of weights according to their

sensitivity. The resulting procedure is shown in Algorithm 9. Note that this procedure

is very reminiscent of simple, global weight thresholding [HMD15, RFC20] but using

sensitivity instead of the magnitude of the weights as prune criterion. In contrast to

weight thresholding, however, SiPPSimple still exhibits the same theoretical error

guarantees as SiPP.

Algorithm 9 SiPPSimple (𝜃,ℬ, 𝛿)

Input: 𝜃 = (𝑊 1, . . . ,𝑊𝐿): weights of the uncompressed neural network; ℬ ∈ N:
sampling budget; 𝛿 ∈ (0, 1): failure probability;
Output: 𝜃 = (𝑊̂ 1, . . . , 𝑊̂𝐿) : sparse weights

1: 𝒮 ← Uniform sample of 𝐾 log (16 𝜂 𝜌/𝛿) points from validation set

2: Compute sensitivity for all weights in the network using 𝒮

3: Prune weights globally by keeping the ℬ weights with largest sensitivity

4: Return 𝜃 = (𝑊̂ 1, . . . , 𝑊̂𝐿)
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5.7 Proofs and Technical Details

In this section, we establish the theoretical guarantees of SiPP as presented in

Algorithm 7 and state our main compression theorem.

5.7.1 Outline

We begin by considering the sparsification of an arbitrary output patch in an arbitrary

parameter group and layer assuming that both the input to the layer and the weights

are non-negative. To this end, we first establish the empirical sensitivity (ES) inequality

that quantifies the contribution of an individual scalar weight to an output patch

(Section 5.7.2 and informal Lemma 19). We then establish the relative error guarantees

for each variation of SiPP for an arbitrary output patch (Section 5.7.3 and informal

Lemmas 20, 21). Next, we formally generalize the approximation scheme to arbitrary

weights and input activations (Section 5.7.4). Finally, we provide our formal network

compression bounds by composing together the error guarantees from individual layers

and parameter groups. (Section 5.7.5).

5.7.2 Empirical Sensitivity

Recall that an arbitrary parameter group indexed by 𝑖 ∈ [𝑐ℓ] in an arbitrary layer

ℓ ∈ [𝐿], is denoted by 𝑊 ℓ
𝑖 and ℐ denotes its parameter index set. Moreover, let 𝑤𝑗

denote some scalar entry of 𝑊 ℓ
𝑖 for some 𝑗 ∈ ℐ. Also as before, 𝐴ℓ−1(𝑥) denotes

the input activation to layer ℓ and 𝑍ℓ
𝑖 (𝑥) = 𝑊 ℓ

𝑖 * 𝐴ℓ−1(𝑥) denotes the output pre-

activation of parameter group 𝑊 ℓ
𝑖 . Finally, recall that 𝑎(·) ∈ 𝒜ℓ

𝑖 denotes some

patch of 𝒜ℓ
𝑖 and that the patch 𝑎(·) produces the associated output scalar 𝑧(𝑥), i.e.,

𝑧(𝑥) = ⟨𝑊 ℓ
𝑖 , 𝑎(𝑥)⟩ =

∑︀
𝑘∈ℐℓ

𝑖
𝑤𝑘𝑎𝑘(𝑥), We now proceed with the formal definition of

relative parameter importance and empirically sensitivity, which is defined as the

maximum relative parameter importance over multiple data points.

Definition 24 (Relative parameter importance). For a scalar parameter 𝑤𝑗, 𝑗 ∈ ℐℓ𝑖 ,
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of parameter group 𝑊 ℓ
𝑖 in layer ℓ, its relative importance 𝑔𝑗(𝑥) is given by

𝑔𝑗(𝑥) = max
𝑎(·)∈𝒜ℓ

𝑖

𝑤𝑗 𝑎𝑗(𝑥)∑︀
𝑘∈ℐℓ

𝑖
𝑤𝑘 𝑎𝑘(𝑥)

,

where 𝒜ℓ
𝑖 denotes the set of patches for parameter group 𝑊 ℓ

𝑖 .

Definition 25 (Empirical sensitivity). Let 𝒮 be a set of i.i.d. samples from the

validation data set. Then, the empirical sensitivity 𝑠𝑗(𝑥) of a scalar parameter 𝑤𝑗,

𝑗 ∈ ℐℓ𝑖 , of parameter group 𝑊 ℓ
𝑖 in layer ℓ is given by

𝑠𝑗(𝑥) = max
𝑥∈𝒮

𝑔𝑗(𝑥).

We note that, for ease of notation, we do not explicitly enumerate ES over 𝑖 and ℓ for

parameter groups and layers, respectively.

To ensure that a small batch of points 𝒮 suffices for an accurate approximation

of parameter importance, we impose the following mild regularity assumption on

the Cumulative Distribution Function (CDF) of 𝑔𝑗(𝑥) similar to the assumption

of [BLG+19a].

Assumption 4 (Regularity assumption). There exist universal constants 𝐶,𝐾 > 0

such that for all 𝑗 ∈ ℐℓ𝑖 , the CDF of the random variable 𝑔𝑗(𝑥) ∈ [0, 1] for 𝑥 ∼ 𝒟,

denoted by 𝐹𝑗 (·), satisfies

𝐹𝑗 (1/𝐶) ≤ exp (−1/𝐾) .

Traditional distributions such as the Gaussian, Uniform, and Exponential, among

others, supported on the interval [0, 1] satisfy Assumption 4 with sufficiently small

values of 𝐾 and 𝐾 ′. In other words, Assumption 4 ensures that there are no outliers

of 𝑔𝑗(𝑥) with non-negligible probability that are not within a constant multiplicative

factor of most other values of 𝑔𝑗(𝑥). Capturing outliers that are within a constant

multiplicative factor, on the other hand, can be captured by considering an appropriate
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scaling factor of ES in the ES inequality (see Lemma 26 below). However, we cannot

capture these non-negligible outliers (unless we significantly increase the cardinality

of 𝒮) when they are not within a constant multiplicative factor.

We now proceed to state the ES inequality as informally stated in Lemma 19. We

note that, intuitively, the ES inequality enables us to quantify, i.e., upper-bound, the

contribution 𝑤𝑗𝑎𝑗(𝑥) coming from an individual weight w.h.p. in terms of the output

patch 𝑧(𝑥) and the sensitivity 𝑠𝑗 of the weight.

Lemma 26 (ES inequality). For 𝛿 ∈ (0, 1), the ES 𝑠𝑗 of the scalar parameter 𝑤𝑗,

𝑗 ∈ ℐℓ𝑖 , of parameter group 𝑊 ℓ
𝑖 computed with a set 𝒮 of i.i.d. data points, |𝒮| =

𝐾 log ( 𝜌/𝛿), satisfies

P
𝑥

(𝑤𝑗𝑎𝑗(𝑥) ≤ 𝐶𝑠𝑗𝑧(𝑥)) ≥ 1− 𝛿 ∀𝑗 ∈ ℐℓ𝑖 ,

for some input 𝑥 ∼ 𝒟 and some fixed input patch 𝑎(·) ∈ 𝒜ℓ
𝑖, where 𝐶,𝐾 are the

universal constants of Assumption 4 and 𝑧(𝑥) =
∑︀

𝑘∈ℐℓ
𝑖
𝑤𝑘𝑎𝑘(𝑥).

Proof. We consider a fixed weight 𝑤𝑗 from the parameter group and a fixed input

patch 𝑎(·). Note that
𝑤𝑗𝑎𝑗(𝑥)

𝑧(𝑥)
≤ 𝑔𝑗(𝑥) (5.6)

by definition of 𝑔𝑗(𝑥) since the relative parameter importance is the maximum

over patches for a specific input 𝑥. We now consider the probability that 𝑠𝑗(𝒮) =

max𝑥′∈𝒮 𝑔𝑗(𝑥
′) is not an upper bound for 𝑔𝑗(𝑥) when appropriately scaled for random

draws over 𝒮, where we explicitly denote the dependency of 𝑠𝑗(𝒮) on 𝒮 for the purpose

of this proof. By showing this occurs with low probability we can then conclude that

𝑠𝑗 is indeed an upper bound for 𝑔𝑗(𝑥) most of the time. Specifically,

P
𝒮

(𝐶𝑠𝑗(𝒮) ≤ 𝑔𝑗(𝑥)) = P
𝒮

(𝑠𝑗(𝒮) ≤ 𝑔𝑗(𝑥)/𝐶)

≤ P
𝒮

(𝑠𝑗(𝒮) ≤ 1/𝐶) since 𝑔𝑗(𝑥) ≤ 1
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= P
𝒮

(︂
max
𝑥′∈𝒮

𝑔𝑗(𝑥
′) ≤ 1/𝐶

)︂
by definition of 𝑠𝑗(𝒮)

=
(︁
P
𝑥′

(𝑔𝑗(𝑥
′) ≤ 1/𝐶)

)︁|𝒮|
since 𝒮 is |𝒮| i.i.d. draws from 𝒟

= 𝐹𝑗 (1/𝐶)|𝒮| since 𝐹𝑗(·) is the CDF of 𝑔𝑗(𝑥′)

≤ exp (−|𝒮|/𝐾) by Assumption 4

=
𝛿

𝜌
since |𝒮| = 𝐾 log ( 𝜌/𝛿) by definition.

Thus, we can conclude that for a fixed weight 𝑤𝑗 and some input 𝑥 ∼ 𝒟 its relative

contribution 𝑔𝑗(𝑥) is upper bound by its sensitivity 𝑠𝑗. Moreover, the inequality also

holds for any weight 𝑤𝑗 by the union bound, i.e.,

P
𝒮

(︀
∃𝑗 ∈ ℐℓ𝑖 |𝐶𝑠𝑗(𝒮) ≤ 𝑔𝑗(𝑥)

)︀
≤
⃒⃒
ℐℓ𝑖
⃒⃒
P
𝒮

(𝐶𝑠𝑗(𝒮) ≤ 𝑔𝑗(𝑥)) by the union bound

≤
⃒⃒
ℐℓ𝑖
⃒⃒ 𝛿
𝜌

by the analysis above

≤ 𝜌
𝛿

𝜌
since 𝜌 = max

𝑖,ℓ

⃒⃒
ℐℓ𝑖
⃒⃒

= 𝛿

We thus have with probability at least 1− 𝛿 over the construction of 𝑠𝑗 that

𝐶𝑠𝑗 ≥ 𝑔𝑗(𝑥) ∀𝑗 ∈ ℐℓ𝑖

and by (5.6) that
𝑤𝑗𝑎𝑗(𝑥)

𝑧(𝑥)
≤ 𝑔𝑗(𝑥) ≤ 𝐶𝑠𝑗,

which concludes the proof since the above inequality holds for any 𝑥 ∼ 𝒟.

5.7.3 Error Guarantees for positive weights and activations

Equipped with Lemma 26 we now proceed to establish the relative error guarantees

for the three variants of SiPP. As before, we consider a fixed output patch for a

fixed parameter group and we assume that both input activations and the weights are
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non-negative.

Error Guarantee for SiPPDet

We note that SiPPDet prunes weights from a parameter group by keeping only the

weights with largest sensitivity. Let the index set of weights kept be denoted by ℐ𝑑𝑒𝑡.

Below we state the formal error guarantee for a fixed output patch of a parameter

group when we only keep the weights indexed by ℐ𝑑𝑒𝑡. Note that the below error

guarantee holds for any index set ℐ𝑑𝑒𝑡 that we decide to keep. Naturally, however,

it makes sense to keep the weights with largest sensitivity as this minimizes the

associated relative error.

Lemma 27 (SiPPDet error bound). For 𝛿 ∈ (0, 1), pruning parameter group 𝑊 ℓ
𝑖 by

keeping only the weights indexed by ℐ𝑑𝑒𝑡 ⊆ ℐℓ𝑖 generates a pruned parameter group 𝑊̂ ℓ
𝑖

such that for a fixed input patch 𝑎(·) ∈ 𝒜ℓ
𝑖 and 𝑥 ∼ 𝒟

P (|𝑧𝑑𝑒𝑡(𝑥)− 𝑧(𝑥)| ≥ 𝜀𝑑𝑒𝑡𝑧(𝑥)) ≤ 𝛿 with 𝜀𝑑𝑒𝑡 = 𝐶
∑︀

𝑗∈ℐ∖ℐ𝑑𝑒𝑡 𝑠𝑗 ∈ (0, 1),

where

𝑧(𝑥) = ⟨𝑊 ℓ
𝑖 , 𝑎(𝑥)⟩ =

∑︀
𝑗∈ℐℓ

𝑖
𝑤𝑗𝑎𝑗(𝑥) and 𝑧𝑑𝑒𝑡(𝑥) = ⟨𝑊̂ ℓ

𝑖 , 𝑎(𝑥)⟩ =
∑︀

𝑗∈ℐ𝑑𝑒𝑡 𝑤𝑗𝑎𝑗(𝑥)

denote the unpruned and approximate output patch, respectively, associated with the

input patch 𝑎(·). The sensitivities {𝑠𝑗}𝑗∈ℐℓ
𝑖

are hereby computed over a set 𝒮 of

𝐾 log ( 𝜌/𝛿) i.i.d. data points drawn from 𝒟.

Proof. We proceed by considering the absolute difference |𝑧(𝑥)− 𝑧𝑑𝑒𝑡(𝑥)| and note

that

|𝑧(𝑥)− 𝑧𝑑𝑒𝑡(𝑥)| =
⃒⃒⃒
⟨𝑊 ℓ

𝑖 , 𝑎(𝑥)⟩ − ⟨𝑊̂ ℓ
𝑖 , 𝑎(𝑥)⟩

⃒⃒⃒
=

⃒⃒⃒⃒
⃒⃒∑︁
𝑗∈ℐℓ

𝑖

𝑤𝑗𝑎𝑗(𝑥)−
∑︁
𝑗∈ℐ𝑑𝑒𝑡

𝑤𝑗𝑎𝑗(𝑥)

⃒⃒⃒⃒
⃒⃒
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=
∑︁

𝑗∈ℐℓ
𝑖 ∖ℐ𝑑𝑒𝑡

𝑤𝑗𝑎𝑗(𝑥)

Invoking Lemma 26 we know that with probability at least 1 − 𝛿 each individual

weight term in the above sum is upper bound by its sensitivity, i.e.,

𝑤𝑗𝑎𝑗(𝑥) ≤ 𝐶𝑠𝑗𝑧(𝑥) ∀𝑗 ∈ ℐℓ𝑖 .

We now bound the error in terms of sensitivity as

|𝑧(𝑥)− 𝑧𝑑𝑒𝑡(𝑥)| =
∑︁

𝑗∈ℐℓ
𝑖 ∖ℐ𝑑𝑒𝑡

𝑤𝑗𝑎𝑗(𝑥)

≤
∑︁

𝑗∈ℐℓ
𝑖 ∖ℐ𝑑𝑒𝑡

𝐶𝑠𝑗𝑧(𝑥) using the above inequality

= 𝜀𝑑𝑒𝑡𝑧(𝑥) by definition of 𝜀𝑑𝑒𝑡.

We conclude by mentioning that above error bound holds with probability at least

1− 𝛿 since the associated ES inequalities hold with probability at least 1− 𝛿.

Error Guarantee for SiPPRand

As before, we consider a fixed parameter group 𝑊 ℓ
𝑖 , which has been assigned a budget

of 𝑚ℓ
𝑖 unique weights to be kept. Recall that SiPPRand is a sampling procedure that

proceeds as follows:

1. Assign probabilities 𝑞𝑗 = 𝑠𝑗/∑︀
𝑘∈ℐℓ

𝑖
𝑠𝑘 for all 𝑗 ∈ ℐℓ𝑖 .

2. Compute the expected number of samples, 𝑁 , to obtain 𝑚ℓ
𝑖 unique weights from

the sampling procedure.

3. Sample weights 𝑁 times with replacement from 𝑊 ℓ
𝑖 according to 𝑞𝑗.

4. Reweigh the weights, 𝑤̂𝑗, to obtain the approximate weights such that 𝑤̂𝑗 =

𝑛𝑗

𝑁𝑞𝑗
𝑤𝑗, where 𝑛𝑗 denotes the number of times 𝑤𝑗 was sampled.
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We note that if a weight has not been sampled, i.e. 𝑛𝑗 = 0, we can drop it since the

resulting weight is 0. We now consider the resulting error bound when sampling 𝑁

times with replacement.

Lemma 28 (SiPPRand error bound). For 𝛿 ∈ (0, 1), pruning parameter group 𝑊 ℓ
𝑖 by

sampling weights 𝑁 = 𝑁(𝑚ℓ
𝑖) times with replacement, such that weight 𝑤𝑗 is sampled

with probability 𝑞𝑗 = 𝑠𝑗/∑︀
𝑘∈ℐℓ

𝑖
𝑠𝑘, generates a pruned parameter group 𝑊̂ ℓ

𝑖 such that for

a fixed input patch 𝑎(·) ∈ 𝒜ℓ
𝑖 and 𝑥 ∼ 𝒟

P (|𝑧𝑟𝑎𝑛𝑑(𝑥)− 𝑧(𝑥)| ≥ 𝜀𝑟𝑎𝑛𝑑𝑧(𝑥)) ≤ 𝛿 and 𝜀𝑟𝑎𝑛𝑑 =

⎛⎝
⎯⎸⎸⎷ 𝑆

𝑁

(︃
𝑆

𝑁
+ 6

)︃
+

𝑆

𝑁

⎞⎠ ∈ (0, 1),

where 𝑧𝑟𝑎𝑛𝑑(𝑥) = ⟨𝑊̂ ℓ
𝑖 , 𝑎(𝑥)⟩ and 𝑧(𝑥) = ⟨𝑊 ℓ

𝑖 , 𝑎(𝑥)⟩ are with respect to patch map 𝑎(·)

as before, 𝑆 = 𝑆𝐶
3

log(4/𝛿), and 𝑆 =
∑︀

𝑗∈ℐℓ
𝑖
𝑠𝑗. The sensitivities {𝑠𝑗}𝑗∈ℐℓ

𝑖
are hereby

computed over a set 𝒮 of 𝐾 log (2 𝜌/𝛿) i.i.d. data points drawn from 𝒟.

Proof. Our proof closely follows the proof of Lemma 1 of [BLG+19a]. The sampling

procedure of sampling 𝑁 with replacement is equivalent to sequentially constructing a

multiset consisting of 𝑁 samples from ℐℓ𝑖 where each 𝑗 ∈ ℐℓ𝑖 is sampled with probability

𝑞𝑗. Now, let 𝒞 = {𝑐1, . . . , 𝑐𝑁} be that multiset of weight indices ℐℓ𝑖 used to construct

𝑊̂ ℓ
𝑖 . Let 𝑎(·) ∈ 𝒜ℓ

𝑖 be arbitrary and fixed, let 𝑥 ∼ 𝒟 be an i.i.d. sample from 𝒟, and

let

𝑧𝑟𝑎𝑛𝑑(𝑥) = ⟨𝑊̂ ℓ
𝑖 , 𝑎(𝑥)⟩ =

∑︁
𝑗∈𝒞

𝑤𝑗

𝑁𝑞𝑗
𝑎𝑗(𝑥)

be the approximate intermediate value corresponding to the sparsified tensor 𝑊̂ ℓ
𝑖 and

let

𝑧(𝑥) =
∑︁
𝑗∈ℐℓ

𝑖

𝑤𝑗𝑎𝑗(𝑥)

as before. Define 𝑁 random variables 𝑇𝑐1 , . . . , 𝑇𝑐𝑁 such that for all 𝑗 ∈ 𝒞

𝑇𝑗 =
𝑤𝑗𝑎𝑗(𝑥)

𝑁𝑞𝑗
=

𝑆𝑤𝑗𝑎𝑗(𝑥)

𝑁𝑠𝑗
. (5.7)
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For any 𝑗 ∈ 𝒞, we have for the expectation of 𝑇𝑗:

E [𝑇𝑗] =
∑︁
𝑘∈ℐℓ

𝑖

𝑤𝑘𝑎𝑘(𝑥)

𝑁𝑞𝑘
𝑞𝑘 =

𝑧(𝑥)

𝑁
.

Let 𝑇 =
∑︀

𝑗∈𝒞 𝑇𝑗 = 𝑧𝑟𝑎𝑛𝑑(𝑥) denote our approximation and note that by linearity of

expectation,

E [𝑇 ] =
∑︁
𝑗∈𝒞

E [𝑇𝑗] = 𝑧(𝑥).

Thus, 𝑧𝑟𝑎𝑛𝑑(𝑥) = 𝑇 is an unbiased estimator of 𝑧(𝑥) for any 𝑥 ∼ 𝒟.

For the remainder of the proof we will assume that 𝑧(𝑥) > 0, since otherwise, 𝑧(𝑥) = 0

if and only if 𝑇𝑗 = 0 for all 𝑗 ∈ 𝒞 almost surely, in which case the lemma follows

trivially. We now proceed with the case where 𝑧(𝑥) > 0 and invoke Lemma 26 (ES

inequality) with 𝒮 consisting of 𝐾 log (2 𝜌/𝛿) i.i.d. data points, which implies that

𝑤𝑗𝑎𝑗(𝑥) ≤ 𝐶𝑠𝑗𝑧(𝑥) ∀𝑗 ∈ ℐℓ𝑖 with probability at least 1− 𝛿

2
. (5.8)

Consequently, we can bound the variance of each 𝑇𝑗, 𝑗 ∈ 𝒞 with probability at least

1− 𝛿/2 as follows

Var(𝑇𝑗) ≤ E [𝑇 2
𝑗 ]

=
∑︁
𝑘∈ℐℓ

𝑖

(𝑤𝑘𝑎𝑘(𝑥))2

(𝑁𝑞𝑘)2
𝑞𝑘

=
𝑆

𝑁2

∑︁
𝑘∈ℐℓ

𝑖

𝑤𝑘𝑎𝑘(𝑥)

𝑠𝑗
𝑤𝑘𝑎𝑘(𝑥)

≤ 𝑆

𝑁2
𝐶𝑧(𝑥)

∑︁
𝑘∈ℐℓ

𝑖

𝑤𝑘𝑎𝑘(𝑥) by the ES inequality as stated in (5.8)

=
𝑆𝐶𝑧(𝑥)2

𝑁2
.
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Since 𝑇 is a sum of independent random variables, we obtain

Var(𝑇 ) = 𝑁 Var(𝑇𝑗) ≤
𝑆𝐶𝑧(𝑥)2

𝑁
(5.9)

for the overall variance.

Now, for each 𝑗 ∈ 𝒞 let

𝑇𝑗 = 𝑇𝑗 − E [𝑇𝑗] = 𝑇𝑗 − 𝑧(𝑥),

and let 𝑇 =
∑︀

𝑗∈𝒞 𝑇𝑗 . Note that by the definition of 𝑇𝑗 and the ES inequality (5.8) we

have that

𝑇𝑗 =
𝑆𝑤𝑗𝑎𝑗(𝑥)

𝑁𝑠𝑗
≤ 𝑆𝐶𝑧(𝑥)

𝑁

and consequently for the centered random variable 𝑇𝑗 that

⃒⃒⃒
𝑇𝑗

⃒⃒⃒
=

⃒⃒⃒⃒
𝑇𝑗 −

𝑧(𝑥)

𝑁

⃒⃒⃒⃒
≤ 𝑆𝐶𝑧(𝑥)

𝑁
=: 𝑀, (5.10)

which holds with probability at least 1− 𝛿/2 for any 𝑥 ∼ 𝒟. Also note that Var(𝑇 ) =

Var(𝑇 ).

Now conditioned on the ES inequality (5.8) holding, applying Bernstein’s inequality

to both 𝑇 and −𝑇 we have by symmetry and the union bound,

P
(︁⃒⃒⃒
𝑇
⃒⃒⃒
≥ 𝜀𝑟𝑎𝑛𝑑𝑧(𝑥)

)︁
= P (|𝑇 − 𝑧(𝑥)| ≥ 𝜀𝑟𝑎𝑛𝑑𝑧(𝑥))

≤ 2 exp

(︃
− 𝜀2𝑟𝑎𝑛𝑑𝑧(𝑥)2

2 Var(𝑇 ) + 2𝜀𝑟𝑎𝑛𝑑𝑧(𝑥)𝑀
3

)︃
by Bernstein’s inequality

≤ 2 exp

(︃
− 𝜀2𝑟𝑎𝑛𝑑𝑧(𝑥)2

2𝑆𝐶𝑧(𝑥)2

𝑁
+ 2𝑆𝐶𝜀𝑟𝑎𝑛𝑑𝑧(𝑥)2

3𝑁

)︃
by (5.9) and (5.10)

= 2 exp

(︂
− 3𝜀2𝑟𝑎𝑛𝑑𝑁

𝑆𝐶(6 + 2𝜀𝑟𝑎𝑛𝑑)

)︂
≤ 𝛿

2
by our choice of 𝜀𝑟𝑎𝑛𝑑

Note that the undesired event |𝑇 − 𝑧(𝑥)| ≥ 𝜀𝑟𝑎𝑛𝑑𝑧(𝑥) = |𝑧𝑟𝑎𝑛𝑑(𝑥)− 𝑧(𝑥)| ≥ 𝜀𝑟𝑎𝑛𝑑𝑧(𝑥)
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occurs with probability at most 𝛿/2, which was conditioned on the ES inequality

holding, which occurs with probability at least 1− 𝛿/2. Thus by the union bound, the

overall failure probability is at most 𝛿, which concludes the proof.

Error Guarantee for SiPPHybrid

We note that the error guarantee for SiPPHybrid follow straightforward from the error

guarantees for SiPPDet and SiPPRand as stated in Lemma 27 and 28, respectively,

since SiPPHybrid chooses the strategy among those two for which the associated

error guarantee is lower. We can therefore state the error guarantee as follows.

Lemma 29 (SiPPHybrid error bound). In the context of Lemmas 27 and 28, for

𝛿 ∈ (0, 1) SiPPHybrid generates a pruned parameter group 𝑊̂ ℓ
𝑖 such that for a fixed

input patch 𝑎(·) ∈ 𝒜ℓ
𝑖, output patch 𝑧(𝑥), and 𝑥 ∼ 𝐷

P (|𝑧ℎ𝑦𝑏𝑟𝑖𝑑(𝑥)− 𝑧(𝑥)| ≥ 𝜀ℎ𝑦𝑏𝑟𝑖𝑑𝑧(𝑥)) ≤ 𝛿 with 𝜀ℎ𝑦𝑏𝑟𝑖𝑑 = min {𝜀𝑑𝑒𝑡, 𝜀𝑟𝑎𝑛𝑑} ∈ (0, 1),

where 𝑧ℎ𝑦𝑏𝑟𝑖𝑑(𝑥) is the associated approximate output patch.

5.7.4 Generalization to all weights and activations

In this section, we generalize our analysis from the previous section to include all

weights and activations. We also adapt the resulting error guarantees to simultaneously

hold for all patches of all parameter groups within a layer instead of a fixed patch.

We handle the general case by splitting both the input activations and the weights

into their respective positive and negative parts representing the four quadrants, i.e.,

𝑧++(𝑥) = ⟨𝑊 ℓ,+
𝑖 , 𝑎(𝑥)+⟩ 𝑧+−(𝑥) = ⟨𝑊 ℓ,+

𝑖 , 𝑎(𝑥)−⟩

𝑧−+(𝑥) = ⟨𝑊 ℓ,−
𝑖 , 𝑎(𝑥)+⟩ 𝑧−−(𝑥) = ⟨𝑊 ℓ,+

𝑖 , 𝑎(𝑥)−⟩,
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where

𝑊 ℓ
𝑖 = 𝑊 ℓ,+

𝑖 −𝑊 ℓ,−
𝑖 , 𝑊 ℓ,+

𝑖 , 𝑊 ℓ,−
𝑖 ≥ 0,

𝑎(𝑥) = 𝑎(𝑥)+ − 𝑎(𝑥)−, 𝑎(𝑥)+, 𝑎(𝑥)− ≥ 0.

First, consider negative activations for a non-negative parameter group. Specifically,

when computing sensitivities over some set 𝒮 we split the input activations into their

respective positive and negative part, and take an additional maximum over both

parts. Henceforth the ES inequality 26 can be applied to the positive and negative

part of 𝑎(𝑥) at the same time. Similarly, we can split the parameter group into its

positive and negative part when computing sensitivity such that the ES inequality 26

holds for both parts of the parameter group as well.

More formally, the generalized relative parameter importance 𝑔𝑗(𝑥) for some parameter

𝑤𝑗 of parameter group 𝑊 ℓ
𝑖 can be defined as follows.

Definition 30 (Generalized relative parameter importance). For a scalar parameter

𝑤𝑗 = 𝑤+
𝑗 −𝑤−

𝑗 , 𝑤+
𝑗 , 𝑤

−
𝑗 ≥ 0, 𝑗 ∈ ℐℓ𝑖 , of parameter group 𝑊 ℓ

𝑖 in layer ℓ, its generalized

relative importance 𝑔𝑗(𝑥) is given by the maximum over its quadrant-wise relative

importances, i.e.,

𝑔𝑗(𝑥) = max{𝑔++
𝑗 (𝑥), 𝑔+−

𝑗 (𝑥), 𝑔−+
𝑗 (𝑥), 𝑔−−

𝑗 (𝑥)},

where

𝑔++
𝑗 (𝑥) = max

𝑎(·)∈𝒜ℓ
𝑖

𝑤+
𝑗 𝑎

+
𝑗 (𝑥)∑︀

𝑘∈ℐℓ
𝑖
𝑤+

𝑘 𝑎
+
𝑘 (𝑥)

, and so forth,

and where 𝒜ℓ
𝑖 denotes the set of patches for parameter group 𝑊 ℓ

𝑖 and 𝒜ℓ
𝑖 ∋ 𝑎(·) =

𝑎+(·)− 𝑎−(·), 𝑎+(·), 𝑎−(·) ≥ 0.

The definition of generalized ES does not change compared to Definition 25 and

henceforth we do not re-state it explicitly. We proceed by re-deriving the ES inequality

for the generalized parameter importance and any patch of the parameter group.
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Lemma 31 (Generalized ES inequality). For 𝛿 ∈ (0, 1), the ES 𝑠𝑗 of the scalar

parameter 𝑤𝑗, 𝑗 ∈ ℐℓ𝑖 , of parameter group 𝑊 ℓ
𝑖 computed with a set 𝒮 of i.i.d. data

points, |𝒮| = 𝐾 log ( 𝜌/𝛿), satisfies for each quadrant

P
𝑥

(︀
𝑤+

𝑗 𝑎
+
𝑗 (𝑥) ≤ 𝐶𝑠𝑗𝑧

++(𝑥)
)︀
≥ 1− 𝛿 ∀𝑗 ∈ ℐℓ𝑖 , and so forth,

for some input 𝑥 ∼ 𝒟 and some fixed input patch 𝑎(·) ∈ 𝒜ℓ
𝑖, where 𝐶,𝐾 are the

universal constants of Assumption 4 and 𝑧++(𝑥) =
∑︀

𝑘∈ℐℓ
𝑖
𝑤+

𝑘 𝑎
+
𝑘 (𝑥), and so forth,

denotes the quadrant-wise output patch.

Proof. The proof follows the steps of Lemma 26 with the exception of Equation (5.6).

To adapt it to the general case note that

𝑤+
𝑗 𝑎

+
𝑗 (𝑥)

𝑧++(𝑥)
≤ 𝑔++

𝑗 (𝑥) ≤ 𝑔𝑗(𝑥),

and so forth, for each quadrant.

Consequently, we can re-derive Lemmas 27-29 such that they hold for each quadrant

of a fixed patch. The derivations are analogues to the derivations in Section 5.7.3.

Finally, we adapt our guarantees to hold quadrant-wise for all patches of all parameter

groups and layers simultaneously. We note that we can achieve this by appropriately

adjusting the failure probability for Lemmas 27-29 such that, by the union bound, the

overall failure probability is bounded 𝛿. Specifically, we can invoke Lemmas 27-29

with 𝛿′ = 𝛿/4𝜂 such that

𝑆 =
𝑆𝐶

3
log(16𝜂/𝛿) and |𝒮| = 𝐾 log (8𝜂 𝜌/𝛿) ,

where 𝜂 denotes the number of total patches across all layers and parameter groups.

The rest of the Lemmas remains unchanged. Therefore, we have that for all quadrant-

wise patches our error guarantees hold. We utilize our patch-wise bounds as outlined

in Section 5.6 to optimally allocate our budget across layers to minimize the relative
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error within each quadrant of the parameter groups and prune each parameter group

according to the budget and the desired variant of SiPP.

5.7.5 Network compression bounds

Up to this point we have established patch-wise and quadrant-wise error guarantees for

the network, which suffices to prune the network according to Algorithm 7. However,

we can also leverage our theoretical guarantees to establish network-wide compression

bounds of the form

P𝜃,𝑥 (‖𝑓𝜃(𝑥)− 𝑓𝜃(𝑥)‖ ≤ 𝜀 ‖𝑓𝜃(𝑥)‖) ≥ 1− 𝛿,

for given 𝜀, 𝛿 ∈ (0, 1) as described in Problem 2.

We will restrict ourselves to analyzing the general case for SiPPDet but we note that

each step can be applied analogously for SiPPRand and SiPPHybrid. We begin

by generalizing Lemma 27 to establish norm-based bounds for each quadrant of the

pre-activation. To this end, let

𝑍ℓ++(𝑥) = 𝑊 ℓ+ * 𝐴ℓ−1,+(𝑥), 𝑍ℓ++(𝑥) = 𝑊̂ ℓ+ * 𝐴ℓ−1,+(𝑥), and so forth

denote the unpruned and approximate pre-activation quadrants, respectively. More-

over, let 𝑆ℓ
𝑖 denote the sum of ES for parameter group 𝑊 ℓ

𝑖 as before and let 𝑆ℓ
𝑖 (𝑁

ℓ
𝑖 )

denote the sum over the 𝑁 ℓ
𝑖 largest ES for parameter group 𝑊 ℓ

𝑖 .

Corollary 32. For 𝛿 ∈ (0, 1), pruning layer ℓ according to SiPPDet generates a

pruned weight tensor 𝑊̂ ℓ such that for a fixed quadrant and 𝑥 ∼ 𝒟

P
(︁⃦⃦⃦

𝑍ℓ++(𝑥)− 𝑍ℓ++(𝑥)
⃦⃦⃦
≥ 𝜀ℓ

⃦⃦
𝑍ℓ++(𝑥)

⃦⃦)︁
≤ 𝛿 with 𝜀ℓ = max

𝑖∈𝑐ℓ
𝐶
(︀
𝑆ℓ
𝑖 − 𝑆ℓ

𝑖 (𝑁
ℓ
𝑖 )
)︀
,

where 𝑁 ℓ
𝑖 denotes the number of samples allocated to parameter group 𝑊 ℓ

𝑖 . The ESs

are hereby computed over a set 𝒮 of 𝐾 log
(︀
𝜂ℓ 𝜌/𝛿

)︀
i.i.d. data points drawn from 𝒟.
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Proof. Let 𝑍ℓ++
𝑖 (𝑥) denote the pre-activation quadrant associated with parameter

group 𝑊 ℓ
𝑖 . Invoking Lemma 27 with a set 𝒮 of 𝐾 log

(︀
𝜂ℓ 𝜌/𝛿

)︀
i.i.d. data points

drawn from 𝒟 and 𝑁 ℓ
𝑖 samples for the respective parameter group implies that any

associated patch, i.e. entry, of 𝑍ℓ++
𝑖 (𝑥) is approximated with relative error at most

𝜀ℓ𝑖 = 𝐶
(︀
𝑆ℓ
𝑖 − 𝑆ℓ

𝑖 (𝑁
ℓ
𝑖 )
)︀

with probability at least 1− 𝛿/𝜂ℓ. Consequently,
⃦⃦
𝑍ℓ++

𝑖 (𝑥)
⃦⃦

is

also preserved with relative error 𝜀ℓ𝑖 . Thus we have w.h.p. that

⃦⃦⃦
𝑍ℓ++(𝑥)− 𝑍ℓ++(𝑥)

⃦⃦⃦2
=
∑︁
𝑖∈[𝑐ℓ]

⃦⃦⃦
𝑍ℓ++

𝑖 (𝑥)− 𝑍ℓ++
𝑖 (𝑥)

⃦⃦⃦2
≤
∑︁
𝑖∈[𝑐ℓ]

(𝜀ℓ𝑖)
2
⃦⃦
𝑍ℓ++

𝑖 (𝑥)
⃦⃦2

≤ (𝜀ℓ)2
∑︁
𝑖∈[𝑐ℓ]

⃦⃦
𝑍ℓ++

𝑖 (𝑥)
⃦⃦2 by definition of 𝜀ℓ

= (𝜀ℓ)2
⃦⃦
𝑍ℓ++(𝑥)

⃦⃦2
Taking a union bound over all 𝜂ℓ patches in the pre-activation 𝑍ℓ(𝑥) concludes the

proof.

We note that Corollary 32 is stated for 𝑍ℓ++(𝑥) but naturally extends to the other

quadrants as well.

As a next step, we establish guarantees to approximate 𝑍ℓ(𝑥) by leveraging the

guarantees for each quadrant. To this end, note that 𝑍ℓ(𝑥) = 𝑍ℓ++(𝑥)− 𝑍ℓ+−(𝑥)−

𝑍ℓ−+(𝑥) + 𝑍ℓ−−(𝑥). Further, let ∆ℓ denote the “sign complexity“ of approximating

the overall pre-activation, which is defined as

Definition 33 (Sign complexity). For layer ℓ, its sign complexity ∆ℓ is given by

∆ℓ = max
𝑥∈𝒮

⃦⃦
𝑍ℓ++(𝑥)

⃦⃦
+
⃦⃦
𝑍ℓ+−(𝑥)

⃦⃦
+
⃦⃦
𝑍ℓ−+(𝑥)

⃦⃦
+
⃦⃦
𝑍ℓ−−(𝑥)

⃦⃦
‖𝑍ℓ(𝑥)‖

where 𝒮 denotes a set of i.i.d. data points drawn from 𝒟.

Intuitively, ∆ℓ captures the additional complexity of approximating the layer when
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considering the actual signs of the quadrants as opposed to treating them separately.

We can now state the error guarantees for SiPP in context of Corollary 32 for the

overall pre-activation.

Lemma 34 (Layer error bound). For given 𝛿 ∈ (0, 1) and sample budget 𝑁 ℓ
𝑖 for each

parameter group, invoking SiPPDet to prune 𝑊 ℓ generates a pruned weight tensor

𝑊̂ ℓ such that for 𝑥 ∼ 𝒟

P
(︁⃦⃦⃦

𝑍ℓ(𝑥)− 𝑍ℓ(𝑥)
⃦⃦⃦
≥ 𝜀ℓ∆ℓ

⃦⃦
𝑍ℓ(𝑥)

⃦⃦)︁
≤ 𝛿 with 𝜀ℓ = max

𝑖∈𝑐ℓ
𝐶
(︀
𝑆ℓ
𝑖 − 𝑆ℓ

𝑖 (𝑁
ℓ
𝑖 )
)︀
,

where 𝑁 ℓ
𝑖 denotes the number of samples allocated to parameter group 𝑊 ℓ

𝑖 . The ESs

are hereby computed over a set 𝒮 of 𝐾 log
(︀
5𝜂ℓ 𝜌/𝛿

)︀
i.i.d. data points drawn from 𝒟.

Proof. Consider invoking Corollary 32 with a set 𝒮 of 𝐾 log
(︀
5𝜂ℓ 𝜌/𝛿

)︀
i.i.d. data points

drawn from 𝒟. Then for each quadrant we have w.h.p. that

⃦⃦⃦
𝑍ℓ++(𝑥)− 𝑍ℓ++(𝑥)

⃦⃦⃦
≤ 𝜀ℓ

⃦⃦⃦
𝑍ℓ++(𝑥)

⃦⃦⃦
, and so forth,

for an appropriate notion of high probability specified subsequently. Note that

𝑍ℓ(𝑥) = 𝑍ℓ++(𝑥)− 𝑍ℓ+−(𝑥)− 𝑍ℓ−+(𝑥) + 𝑍ℓ−−(𝑥)

and so w.h.p. we have that

⃦⃦⃦
𝑍ℓ(𝑥)− 𝑍ℓ(𝑥)

⃦⃦⃦
=
⃦⃦⃦
𝑍ℓ++(𝑥)− 𝑍ℓ++(𝑥)− 𝑍ℓ+−(𝑥) + 𝑍ℓ+−(𝑥)

− 𝑍ℓ−+(𝑥) + 𝑍ℓ−+(𝑥) + 𝑍ℓ−−(𝑥)− 𝑍ℓ−−(𝑥)
⃦⃦⃦

≤
⃦⃦⃦
𝑍ℓ++(𝑥)− 𝑍ℓ++(𝑥)

⃦⃦⃦
+
⃦⃦⃦
𝑍ℓ+−(𝑥)− 𝑍ℓ+−(𝑥)

⃦⃦⃦
+
⃦⃦⃦
𝑍ℓ−+(𝑥)− 𝑍ℓ−+(𝑥)

⃦⃦⃦
+
⃦⃦⃦
𝑍ℓ−−(𝑥)− 𝑍ℓ−−(𝑥)

⃦⃦⃦
≤ 𝜀ℓ

(︁⃦⃦⃦
𝑍ℓ++(𝑥)

⃦⃦⃦
+
⃦⃦⃦
𝑍ℓ+−(𝑥)

⃦⃦⃦
+
⃦⃦⃦
𝑍ℓ−+(𝑥)

⃦⃦⃦
+
⃦⃦⃦
𝑍ℓ−−(𝑥)

⃦⃦⃦)︁
= 𝜀ℓ

⃦⃦
𝑍ℓ++(𝑥)

⃦⃦
+
⃦⃦
𝑍ℓ+−(𝑥)

⃦⃦
+
⃦⃦
𝑍ℓ−+(𝑥)

⃦⃦
+
⃦⃦
𝑍ℓ−−(𝑥)

⃦⃦
‖𝑍ℓ(𝑥)‖

⃦⃦
𝑍ℓ(𝑥)

⃦⃦
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≤ 𝜀ℓ∆ℓ
⃦⃦
𝑍ℓ(𝑥)

⃦⃦
,

where the last step followed from our definition of ∆ℓ. By imposing a regularity

assumption on ∆ℓ similar to that of ES, we can show that ∆ℓ is an upper bound for

any 𝑥 ∼ 𝒟 w.h.p. following the proof of the ES inequality (Lemma 26).

To specify the appropriate notion of high probability, we consider the individual failure

cases and apply the union bound. In particular, for our choice of for the size of 𝒮,

we have that for a particular quadrant the approximation fails with probability at

most 𝛿/5. Thus across all quadrants we have a overall failure probability of at most

4𝛿/5. Finally, we consider the event that ∆ℓ does not upper bound the hardness for

some input 𝑥 ∼ 𝒟, which occurs with probability at most 𝛿/5 by our choice for the

size of 𝒮. Henceforth, our overall failure probability is at most 𝛿, again by the union

bound, which concludes the proof.

We now consider the effect of pruning multiple layers at the same time and analyze

the final resulting error in the output. To this end, consider the activation 𝜑ℓ(·) for

which we assume the following.

Assumption 5. For layer ℓ ∈ [𝐿], the activation function, denoted by 𝜑ℓ(·), is

Lipschitz continuous with Lipschitz constant 𝐾ℓ.

Without loss of generality, we will further assume that the activation function is

1-Lipschitz, which is the case, e.g., for ReLU and Softmax, to avoid introducing

additional notation. We now state a lemma pertaining to the error resulting from

pruning multiple layers simultaneously, which will provide the basis for establishing

error bounds across the entire network.

Lemma 35 (Error propagation). Let 𝐴ℓ(𝑥), ℓ ≤ 𝐿, denote the activation of layer

ℓ when we have pruned layers 1, . . . , ℓ according to Lemma 34. Then the overall
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approximation in layer ℓ is bounded by

⃦⃦⃦
𝐴ℓ(𝑥)− 𝐴ℓ(𝑥)

⃦⃦⃦
≤

ℓ∑︁
𝑘=1

(︃
ℓ∏︁

𝑘′=𝑘+1

⃦⃦⃦
𝑊 𝑘′

⃦⃦⃦
𝐹

)︃
𝜀𝑘∆𝑘

⃦⃦
𝑍𝑘(𝑥)

⃦⃦
with probability at least 1 − 𝛿. The ESs are hereby computed over a set 𝒮 of

𝐾 log
(︁

5
∑︀

𝑘∈[ℓ] 𝜂
𝑘 𝜌/𝛿

)︁
i.i.d. data points drawn from 𝒟.

Proof. We prove the above statement by induction. For layer ℓ = 1, we have that

⃦⃦⃦
𝐴1(𝑥)− 𝐴1(𝑥)

⃦⃦⃦
=
⃦⃦⃦
𝜑1(𝑊̂ 1 * 𝐴0(𝑥))− 𝜑1(𝑊̂ 1 * 𝐴0(𝑥))

⃦⃦⃦
≤
⃦⃦⃦
𝑊̂ 1 * 𝐴0(𝑥)− 𝑊̂ 1 * 𝐴0(𝑥)

⃦⃦⃦
since the 𝜑1(·) is 1-Lipschitz

=
⃦⃦⃦
𝑊̂ 1 * 𝐴0(𝑥)− 𝑊̂ 1 * 𝐴0(𝑥)

⃦⃦⃦
since 𝐴0(𝑥) = 𝐴0(𝑥) = 𝑥

=
⃦⃦⃦
𝑍1(𝑥)− 𝑍1(𝑥)

⃦⃦⃦
by definition of 𝑍1(𝑥), 𝑍1(𝑥)

≤ 𝜀1∆1
⃦⃦
𝑍1(𝑥)

⃦⃦
by Lemma 34,

which proves that the base case holds.

We now proceed with the inductive step. Assuming the inequality is true for layer ℓ,

we have for layer ℓ + 1 that

⃦⃦
𝐴ℓ+1(𝑥)− 𝐴ℓ+1(𝑥)

⃦⃦
=

=
⃦⃦⃦
𝜑ℓ+1(𝑊̂ ℓ+1 * 𝐴ℓ(𝑥))− 𝜑ℓ+1(𝑊 ℓ+1 * 𝐴ℓ(𝑥))

⃦⃦⃦
≤
⃦⃦⃦
𝑊̂ ℓ+1 * 𝐴ℓ(𝑥)−𝑊 ℓ+1 * 𝐴ℓ(𝑥)

⃦⃦⃦
since 𝜑ℓ+1(·) is 1-Lipschitz

=
⃦⃦⃦
𝑊̂ ℓ+1 * 𝐴ℓ(𝑥)− 𝑊̂ ℓ+1 * 𝐴ℓ(𝑥) + 𝑊̂ ℓ+1 * 𝐴ℓ(𝑥)−𝑊 ℓ+1 * 𝐴ℓ(𝑥)

⃦⃦⃦
≤
⃦⃦⃦
𝑊̂ ℓ+1 * (𝐴ℓ(𝑥)− 𝐴ℓ(𝑥))

⃦⃦⃦
+
⃦⃦⃦

(𝑊̂ ℓ+1 −𝑊 ℓ+1) * 𝐴ℓ(𝑥)
⃦⃦⃦

Note that we can bound the first term by

⃦⃦⃦
𝑊̂ ℓ+1 * (𝐴ℓ(𝑥)− 𝐴ℓ(𝑥))

⃦⃦⃦
≤
⃦⃦⃦
𝑊̂ ℓ+1

⃦⃦⃦
𝑜𝑝

⃦⃦⃦
𝐴ℓ(𝑥)− 𝐴ℓ(𝑥)

⃦⃦⃦
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≤
⃦⃦⃦
𝑊̂ ℓ+1

⃦⃦⃦
𝐹

⃦⃦⃦
𝐴ℓ(𝑥)− 𝐴ℓ(𝑥)

⃦⃦⃦
≤
⃦⃦
𝑊 ℓ+1

⃦⃦
𝐹

⃦⃦⃦
𝐴ℓ(𝑥)− 𝐴ℓ(𝑥)

⃦⃦⃦
where the last inequality followed from the fact that 𝑊̂ ℓ+1 is a subset of 𝑊 ℓ+1 and

‖·‖𝑜𝑝 and ‖·‖𝐹 denote the ℓ2-induced operator norm and Frobenius norm, respectively.

The second term is bounded by Lemma 34, i.e.,

⃦⃦⃦
(𝑊̂ ℓ+1 −𝑊 ℓ+1) * 𝐴ℓ(𝑥)

⃦⃦⃦
=
⃦⃦⃦
𝑍ℓ+1(𝑥)− 𝑍ℓ+1(𝑥)

⃦⃦⃦
≤ 𝜀ℓ+1∆ℓ+1

⃦⃦
𝑍ℓ+1(𝑥)

⃦⃦
.

Putting both terms back together we have that

⃦⃦⃦
𝐴ℓ+1(𝑥)− 𝐴ℓ+1(𝑥)

⃦⃦⃦
≤
⃦⃦
𝑊 ℓ+1

⃦⃦
𝐹

⃦⃦⃦
𝐴ℓ(𝑥)− 𝐴ℓ(𝑥)

⃦⃦⃦
+ 𝜀ℓ+1∆ℓ+1

⃦⃦
𝑍ℓ+1(𝑥)

⃦⃦
≤
⃦⃦
𝑊 ℓ+1

⃦⃦
𝐹

(︃
ℓ∑︁

𝑘=1

(︃
ℓ∏︁

𝑘′=𝑘+1

⃦⃦⃦
𝑊 𝑘′

⃦⃦⃦
𝐹

)︃
𝜀𝑘∆𝑘

⃦⃦
𝑍𝑘(𝑥)

⃦⃦ )︃
+ 𝜀ℓ+1∆ℓ+1

⃦⃦
𝑍ℓ+1(𝑥)

⃦⃦
=

ℓ∑︁
𝑘=1

(︃
ℓ+1∏︁

𝑘′=𝑘+1

⃦⃦⃦
𝑊 𝑘′

⃦⃦⃦
𝐹

)︃
𝜀𝑘∆𝑘

⃦⃦
𝑍𝑘(𝑥)

⃦⃦
+ 𝜀ℓ+1∆ℓ+1

⃦⃦
𝑍ℓ+1(𝑥)

⃦⃦
=

ℓ+1∑︁
𝑘=1

(︃
ℓ+1∏︁

𝑘′=𝑘+1

⃦⃦⃦
𝑊 𝑘′

⃦⃦⃦
𝐹

)︃
𝜀𝑘∆𝑘

⃦⃦
𝑍𝑘(𝑥)

⃦⃦
,

where the second inequality followed from our induction hypothesis. Finally, we note

that, by our choice for the size of 𝒮 and the union bound, the overall failure probability

is bounded above by 𝛿.

From the analysis the term
∏︀ℓ

𝑘′=𝑘+1

⃦⃦
𝑊 𝑘′

⃦⃦
𝐹

arises, which is an upper bound for the

Lipschitz constant of the network starting from layer 𝑘 + 1. Moreover, the coefficient

of the propagated error is closely related to the condition number between layer ℓ

and the network’s output. To this end, consider the following upper bound on the

condition number.
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Definition 36 (Layer condition number). For layer ℓ, the condition number from the

pre-activation of layer ℓ to the output of the network (activation of layer 𝐿) is given

by

𝜅ℓ = max
𝑥∈𝑆

(︃
𝐿∏︁

𝑘=ℓ+1

⃦⃦
𝑊 ℓ
⃦⃦
𝐹

)︃ ⃦⃦
𝑍ℓ(𝑥)

⃦⃦
‖𝐴𝐿(𝑥)‖

,

where 𝒮 denotes a set of i.i.d. data points drawn from 𝒟.

Interestingly, a variant of the layer condition number (roughly, the product of layer

norms, i.e.,
∏︀𝐿

𝑘=1

⃦⃦
𝑊 ℓ
⃦⃦
𝐹
) appears in recent work on generalization bounds for neural

networks [JNM+19]. Moreover, under the link-normalized assumption or the commonly

imposed assumption that the norm of the weights satisfy
⃦⃦
𝑊 ℓ
⃦⃦
𝐹
≤ 1 [AAR20,

AANR17], the condition number is non-increasing with the number of layers 𝐿. As

mentioned in the concluding remarks (Sec. 5.9), obtaining tighter bounds that reflect

the fact that the injected noise attenuates (see Fig. 1 of [AGNZ18]) over the network’s

layers is an avenue for future work.

To see that 𝜅ℓ is indeed an upper bound on the condition number we note that the

condition number is defined as the maximum relative change in the output over the

maximum relative change in the input, i.e.,

max
𝑥,𝑥′∈𝒮

‖𝐴𝐿(𝑥)−𝐴𝐿(𝑥′)‖
‖𝐴𝐿(𝑥)‖

‖𝑍ℓ(𝑥)−𝑍ℓ(𝑥′)‖
‖𝑍ℓ(𝑥)‖

= max
𝑥,𝑥′∈𝒮

⃦⃦
𝐴𝐿(𝑥)− 𝐴𝐿(𝑥′)

⃦⃦
‖𝑍ℓ(𝑥)− 𝑍ℓ(𝑥′)‖

⃦⃦
𝑍ℓ(𝑥)

⃦⃦
‖𝐴𝐿(𝑥)‖

.

The first term can be upper bounded as⃦⃦
𝐴𝐿(𝑥)− 𝐴𝐿(𝑥′)

⃦⃦
‖𝑍ℓ(𝑥)− 𝑍ℓ(𝑥′)‖

≤
⃦⃦
𝑍𝐿(𝑥)− 𝑍𝐿(𝑥′)

⃦⃦
‖𝑍ℓ(𝑥)− 𝑍ℓ(𝑥′)‖

=

⃦⃦
𝑊𝐿 * (𝐴𝐿−1(𝑥)− 𝐴𝐿−1(𝑥′))

⃦⃦
‖𝑍ℓ(𝑥)− 𝑍ℓ(𝑥′)‖

≤
⃦⃦
𝑊𝐿

⃦⃦
𝐹

⃦⃦
(𝐴𝐿−1(𝑥)− 𝐴𝐿−1(𝑥′))

⃦⃦
‖𝑍ℓ(𝑥)− 𝑍ℓ(𝑥′)‖

≤ . . .
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≤
𝐿∏︁

𝑘=ℓ+1

⃦⃦
𝑊 𝑘
⃦⃦
𝐹

⃦⃦
𝐴ℓ(𝑥)− 𝐴ℓ(𝑥′)

⃦⃦
‖𝑍ℓ(𝑥)− 𝑍ℓ(𝑥′)‖

≤
𝐿∏︁

𝑘=ℓ+1

⃦⃦
𝑊 𝑘
⃦⃦
𝐹
,

which plugged back in above yields the definition of the layer condition number 𝜅ℓ.

Equipped with Lemma 35 and Definition 36 we are now ready to state our main

compression bound over the entire network.

Theorem 37 (Network compression bound). For given 𝛿 ∈ (0, 1), a set of parameters

𝜃 = (𝑊 1, . . . ,𝑊𝐿), and a sample budget ℬ SiPP (Algorithm 7) generates a set of

compressed parameters 𝜃 = (𝑊̂ 1, . . . , 𝑊̂𝐿) such that ‖𝜃‖0 ≤ ℬ, ‖𝑊 ℓ
𝑖 ‖0 ≤ 𝑁 ℓ

𝑖 , ∀𝑖 ∈

[𝑐ℓ], ℓ ∈ [𝐿],

P̂
𝜃,𝑥

(‖𝑓𝜃(𝑥)− 𝑓𝜃(𝑥)‖ ≤ 𝜀 ‖𝑓𝜃(𝑥)‖) ≥ 1− 𝛿 and 𝜀 = 𝐶
𝐿∑︁

ℓ=1

𝜅ℓ∆ℓ max
𝑖∈[𝑐ℓ]

(︀
𝑆ℓ
𝑖 − 𝑆ℓ

𝑖 (𝑁
ℓ
𝑖 )
)︀
,

where 𝑆ℓ
𝑖 is the sum of sensitivities for parameter group 𝑊 ℓ

𝑖 computed over a set 𝒮 of

𝐾 log (6𝜂 𝜌/𝛿) i.i.d. data points.

Proof. Invoking Lemma 35 for ℓ = 𝐿 implies with high probability that

⃦⃦⃦
𝐴𝐿(𝑥)− 𝐴𝐿(𝑥)

⃦⃦⃦
≤

𝐿∑︁
ℓ=1

(︃
𝐿∏︁

𝑘=ℓ+1

⃦⃦
𝑊 𝑘
⃦⃦
𝐹

)︃
𝜀ℓ∆ℓ

⃦⃦
𝑍ℓ(𝑥)

⃦⃦
=

𝐿∑︁
ℓ=1

(︃
𝐿∏︁

𝑘=ℓ+1

⃦⃦
𝑊 𝑘
⃦⃦
𝐹

)︃ ⃦⃦
𝑍ℓ(𝑥)

⃦⃦
‖𝐴𝐿(𝑥)‖

∆ℓ𝜀ℓ
⃦⃦
𝐴𝐿(𝑥)

⃦⃦
≤

𝐿∑︁
ℓ=1

𝜅ℓ∆ℓ𝜀ℓ
⃦⃦
𝐴𝐿(𝑥)

⃦⃦
= 𝜀

⃦⃦
𝐴𝐿(𝑥)

⃦⃦
,

where the last inequality followed from our definition of the layer condition number

𝜅ℓ. Moreover, following the analysis of Lemma 26 we can establish that 𝜅ℓ is an upper
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bound for any 𝑥 ∼ 𝒟 with high probability. Finally, we note that the overall failure

probability is bounded by 𝛿 by our choice for the size of 𝒮 and by a union bound over

the failure probabilities of Lemma 35 and of 𝜅ℓ not being an upper bound for some

𝑥 ∼ 𝒟.

5.8 Experimental details

5.8.1 Setup and Hyperparameters

All hyperparameters for training, retraining, and pruning are outlined in Table 5.2.

For training CIFAR10 networks we used the training hyperparameters outlined in the

respective original papers, i.e., as described by [HZRS16], [SZ14b], [HLVDMW17], and

[ZK16] for ResNets, VGGs, DenseNets, and WideResNets, respectively. For retraining,

we did not change the hyperparameters and repurposed the training hyperparameters.

We added a warmup period in the beginning where we linearly scale up the learning

rate from 0 to the nominal learning rate. Iterative pruning is conducted by repeatedly

removing the same ratio of parameters (denoted by 𝛼 in Table 5.2). The prune

parameter 𝛿 describes the failure probability of SiPP, which also determines the

required size of 𝒮 (usually around a few hundred). We note no other additional

hyperparameters are required to run SiPP.

For ImageNet, we show experimental results for a ResNet18 and a ResNet101. As in

the case of the CIFAR10 networks, we re-purpose the same training hyperparameters

as indicated in the original papers of the competing methods. We also use the same

hyperparameters for retraining. The hyperparameters are summarized in Table 5.3.

5.8.2 Additional results for CIFAR10 (iterative prune+retrain)

In Figure 5-7, we compare the performance of the three variations of our algorithm when

using iterative prune+retrain as outlined in Section 5.5.2. Note that the performance

for all of them is very similar, henceforth we choose SiPPDet for its simplicity when

comparing to other methods for this expensive iterative prune+retrain pipeline.
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VGG16 Resnet20/56/110 DenseNet22 WRN-16-8

Train

test error 7.19 8.6/7.19/6.43 10.10 4.81
loss cross-entropy cross-entropy cross-entropy cross-entropy

optimizer SGD SGD SGD SGD
epochs 300 182 300 200

warm-up 5 5 5 5
batch size 256 128 64 128

LR 0.05 0.1 0.1 0.1
LR decay 0.5@{30, . . . } 0.1@{91, 136} 0.1@{150, 225} 0.2@{60, . . . }

momentum 0.9 0.9 0.9 0.9
Nesterov No No Yes Yes

weight decay 5.0e-4 1.0e-4 1.0e-4 5.0e-4

Prune 𝛿 1.0e-16 1.0e-16 1.0e-16 1.0e-16
𝛼 0.85 0.85 0.85 0.85

Table 5.2: We report the hyperparameters used during training, pruning, and retraining for
various convolutional architectures on CIFAR-10. LR hereby denotes the learning rate and LR
decay denotes the learning rate decay. During retraining we used the same hyperparameters.
{30, . . .} denotes that the learning rate is decayed every 30 epochs.

5.8.3 Additional results for ImageNet (iterative prune+retrain)

Finally, we show additional results for a ResNet18 and ResNet101 trained on ImageNet,

see Figure 5-8 for Top-5 accuracy after retraining. From the results, we can conclude

that SiPP scales well to larger architectures and datasets, such as ImageNet, and can

perform en par with existing state-of-the-art methods.

20.0% 40.0% 60.0% 80.0%
Pruned Parameters

-4.0%

-3.0%

-2.0%

-1.0%

0.0%

+1.0%

De
lta

 T
es

t A
cc

ur
ac

y

resnet20, CIFAR10

SiPPDet
SiPPRand
SiPPHybrid

WT
SNIP

(a) Resnet20
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Figure 5-7: The delta in test accuracy to the uncompressed network for the generated pruned
models trained on CIFAR10 for various target prune ratios. The networks were pruned using
the iterative prune+retrain pipeline.
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ResNet18/101

Train

top-1 test error 30.26/22.63
top-5 test error 10.93/6.45

loss cross-entropy
optimizer SGD

epochs 90
warm-up 5

batch size 256
LR 0.1

LR decay 0.1@{30, 60, 80}
momentum 0.9

Nesterov No
weight decay 1.0e-4

Prune 𝛿 1.0e-16
𝛼 0.90

Table 5.3: We report the hyperparameters used during training, pruning, and retraining for
various convolutional architectures on ImageNet. LR hereby denotes the learning rate and
LR decay denotes the learning rate decay that we deploy after a certain number of epochs.

5.8.4 Sensitivity to the validation set size

In this subsection, we evaluate the sensitivity of our algorithms to the size of the

validation set 𝒮. For this experiment, we considered various sizes of 𝒮 for pruning the

LeNet300-100 network trained on MNIST. Figure 5-9 depicts the highest prune ratios

obtained with varying size of 𝒮 in the prune-only and fine-tune scenarios subject to the

constraint of being within 4% and 1% (absolute terms) of the original network’s test

accuracy, respectively. One aspect to note is that the largest size of 𝒮 plotted (268)

corresponds to the required size of 𝒮 for an input failure probability 𝛿 = 1× 10−32

(roughly machine precision) in the context of our theory (Theorem 37). Hence, 268

can be considered an upper bound on the size of 𝒮 required by our theory on any

practical application on this network.

As we can see from Fig. 5-9a, there is a sweet spot for the size of 𝒮 (roughly around

175-200 samples) that achieves the highest performance of the SiPP variants. After

this global max, the performance of the algorithms actually decreases as we increase

the size of 𝒮 (see plots after 210 samples in Fig. 5-9a). This trade-off in the size of 𝒮

is predicted by our theory and explicitly stated in the discussion of 𝒮 in Section 5.3.2.
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Figure 5-8: The Top-5 accuracy of the generated pruned ResNet18 and ResNet101 models
trained on ImageNet for the evaluated pruning schemes for various target prune ratios. The
Top-1 accuracy is shown in Figure 5-3.
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(b) Fine-tuning for 1 epoch

Figure 5-9: Evaluations of the sensitivity of SiPP variants to the size of 𝒮 for the task of
pruning LeNet300-100 trained on MNIST. The plots show the maximal prune ratio obtained
subject to the constraint of being within Δ ≤ 4% and Δ ≤ 1% (absolute terms) test accuracy
of the original network’s accuracy, respectively. Overall, we can see that after even a single
retraining step, SiPP remains robust to varying size of 𝒮.

Fig. 5-9b similarly shows the sensitivity to the size of 𝒮 when a single epoch of

retraining is executed after the pruning step. Here, we can see a similar trend to

Fig. 5-9a, where initially the performance of the variants increases as the size of 𝒮

increases, but then tends to plateau (or decay) after a certain size. Interestingly, the

decay in performance after a certain size of 𝒮 is not as apparent in the fine-tune

scenario as it is in the prune-only setting (Fig. 5-9a). We conjecture that this could be

due to the fact that a single step of fine-tuning after pruning may serve as a recovery

step that alleviates the negative impact of a sub-optimal choice for the size of 𝒮.
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5.9 Discussion and Future Work

In this work, we presented a simultaneously provably and practical family of network

pruning methods, SiPP, that is grounded in a data-informed measure of sensitivity.

Our analysis establishes provable guarantees that quantify the trade-off between the

desired model sparsity and resulting accuracy of the pruned model establishing novel

analytical compression bounds for a large class of neural networks. SiPP’s versatility

in providing strong prune results across a variety of tasks suggests that our method

inherently considers the crucial pathways through the network, and does not merely

operate by considering the properties, e.g., values, of the network parameters alone.

We envision that SiPP can spur further research into provable network pruning and

that future work can build on the work presented here to develop reliable and effective

pruning algorithms. For instance, the analysis provided here aims to minimize the

loss in accuracy due to pruning, which intuitively and empirically [LBC+21, LAT18]

correlates with a better model after retraining – since the initial solution of the

optimization problem is better off. One avenue for future work is to establish rigorous

guarantees on the network’s performance after retraining, by potentially building on

existing tools, e.g., those in [AAR20]. The explicit consideration of retraining may

also lead to more-informed algorithms that optimize the corresponding retrained error,

leading to even more compact networks in practice.

A related research direction of high impact would be to investigate tighter and non

worst-case error propagation bounds that mathematically capture the fact that the

injected noise (layer-wise error) actually attenuates — rather than increases — over

the network’s layers (see [AGNZ18, Fig. 1]). To the best of our knowledge, there

does not exist any prior work that can capture this phenomenon in a mathemati-

cally rigorous way without resorting to additional assumptions and task-dependent

quantities [AGNZ18] whose values are not known prior to pruning. Even with these

assumptions and task-dependent (and a priori unknown) quantities in place, existing

bounds are vacuous in that they only hold for the performance of the compressed
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network over the training set [AGNZ18], which implies that they do not apply to

inputs from e.g., the test set, and unforeseen data points in practice.

Finally, in future work we plan to improve the empirical sensitivity framework itself

by considering an approach that does not rely on an expression of the form max𝑥∈𝒮

compute the optimal sampling distribution per layer. For example, one idea is to

numerically compute the optimal distribution that minimizes the empirical Bernstein

error layer-wise – or more simply, the empirical sampling variance – over the subset of

points 𝒮 (rather than taking a max over 𝒮). This problem is convex in the sampling

distribution 𝑝 and an approximately-optimal solution can be found via gradient-based

approaches. The general idea of the proof would then be to use generalization bounds

on the empirical Bernstein error minimization problem to quantify the (expected)

layer-wise error of the empirically computed sampling distribution on unforeseen data

points 𝑥 ∼ 𝒟. Our ongoing work suggests that this approach may produce improved

theoretical bounds for the expected error compared to those that we investigated in

this chapter, which hold with probability at least 1− 𝛿. This avenue may also lead to

better-performing algorithms in practice.
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Chapter 6

Structured Pruning & The Next

Pruning Frontier

6.1 Overview

In the previous chapter, we introduced SiPP and its variants for pruning the weights

of neural networks. Here, we build on the Empirical Sensitivity (ES) framework to

prune neurons and filters from modern networks rather than individual weights. This

form of structured pruning leads to slimmer networks with reduced-dimensionality

weight tensors, enabling inference-time speedups with any off-the-shelf hardware and

deep learning library. The flexibility of the framework from the previous chapter leads

to a straightforward extension to neuron and filter pruning with minimal modification

to the method and analysis. In the interest of clarity and conciseness, we will focus

on the main ideas and results of this extension, while making explicit mentions of

the modifications (if any) in the techniques and proofs relative to those of SiPP

(Chapter 5). The full extent of our work is based on [BLG+18, LBL+20].

We conclude the chapter by discussing the next frontier for pruning in the context

of its ramifications. Namely, we investigate other objectives for pruning beyond

test accuracy, such as robustness to adversarial or noisy data. Our recently pub-
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lished results [LBC+21] suggest that future pruning algorithms would benefit from

incorporating varying objectives such as resilience to out-of-distribution data, rather

than just focusing on test accuracy. These observations motivate the development

of multi-objective pruning strategies, and in conjunction with the ease of flexibility

to filter pruning demonstrated in this chapter, the extension of the ES framework

for this purpose as an avenue for future work. The full extent of this work is based

on [LBC+21].

6.2 Structured Pruning

As we saw in the previous chapter, we can prune a significant portion of the weights

of various benchmark networks (FNNs, CNNs, Resnets, WideResnets) trained on

real-world data sets (e.g., CIFAR, Imagenet) without sacrificing the predictive power

of the neural network. This leads to easier deployment of these models to resource-

constrained platforms and alleviated memory and storage requirements. At the same

time, however, weight pruning leads to irregular sparsity patterns. This means that

if computational speedup is the practitioner’s primary objective, then specialized

libraries pertaining to sparse linear algebra algorithms and specialized hardware are

required to fully leverage the resulting sparsity.

Structured pruning has potential to alleviate these practical concerns. The main idea

is to constrain the pruning procedure so that rather than pruning individuals weights,

we remove entire neurons (and/or filters) and all of the corresponding incoming and

outgoing edges. The outcome of this procedure is a slimmer network where the weight

tensors have lower dimensionality. This is due to the fact that, unlike weight pruning,

neuron pruning corresponds to removing an entire column1 worth of weights. The

same applies to convolutional layers, where removing a filter reduces the dimension of

the weight tensor. Fig. 6-1 depicts an example of the neuron pruning process.

1Or a column (WLOG) depending on the definition of the weight matrices and whether a
transpose is applied.

168



Figure 6-1: An example application of neuron pruning to the original network shown on
the left. The generated pruned network on the right is slimmer, i.e., with lower dimensional
weight matrices, because entire neurons have been removed from layers.

Prior work in filter pruning has focused on extensions of the popular Weight Threshold-

ing (WT) approach for edge pruning as described in the previous chapter. The premise

of these approaches is that filters that are important will have a large weight norm. To

this end, prior methods for filter (and neuron) pruning have considered taking various

ℓ𝑝 (e.g., 𝑝 = 1, 2) norms of the filters [HKD+18, LKD+16] or the path-norms of the

outgoing weights of a neuron [YLC+17]. However, the drawback of these strategies is

that they heavily rely on the Smaller-norm-less-informative assumption [YLLW18],

an assumption that has been challenged in recent work [YLLW18].

Our work, which we term Provable Filter Pruning (PFP) on the other hand, builds

on the theoretical guarantees and the data-informed approach of SiPP. We present a

subset of empirical results in this chapter in the interest of brevity. The full set of

empirical results and theoretical analysis, including additional variants of PFP that

combine randomized and deterministic approaches, can be found in our published

work [LBL+20].

6.3 Provable Filter Pruning

6.3.1 Extending SiPP

PFP builds on the empirical sensitivity framework introduced in the previous chapter

and used by SiPP, and is almost identical algorithmically as shown in Fig. 6-2. The
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Figure 6-2: Overview of the filter pruning method. The sequence of operations is almost
identical to the one presented in Chapter 5 (see Fig. 5-1). The only exception is that the
definition of sensitivity for a filter accounts for the maximum impact that it has on any of
the outputs in the next layer. This figure originally appeared in Lucas Liebenwein’s Ph.D.
thesis and is taken from our published work [LBL+20].

only difference is that (i) filters (or neurons) instead of individual weights are sampled

and all of the weights of a sampled filter are reweighted and (ii) the definition of

empirical sensitivity is slightly different, which we focus on describing next. For ease

of exposition we will focus on pruning neurons in a fully-connected network. This can

be extended to CNNs and other architectures by using the same technique as SiPP of

accounting for all the possible patches (see Chapter 5). The full extension and proofs

are in our published work [LBL+20].

Recall that for SiPP in the setting of a fully-connected network, the importance of a

weight was defined as its maximum relative contribution to the pre-activation output

of the layer (over the points in the batch 𝒮). This definition was sufficient to capture

the parameter’s importance since a weight in a fully-connected network only affects

the output of a single neuron in the next layer. However, as we see from Fig. 6-1, for

example, this same logic does exactly apply to neuron pruning because removing a

neuron in layer ℓ affects every output in the next layer ℓ + 1 since all of the incoming

and outgoing edges of that neuron have to be removed. This motivates a definition of

sensitivity that also considers the maximum relative impact that removing a neuron

can have across all of the outputs in the next layer.
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6.3.2 Method and Analysis Overview

In light of the discussion above, we build on the definition of empirical sensitivity from

SiPP and define the empirical sensitivity of a neuron in a fully-connected network2 as

follows.

Definition 38 (Empirical neuron sensitivity). The empirical sensitivity for a neuron

𝑗 ∈ [𝜂ℓ] is given by

𝑠ℓ𝑗 = max
𝑥∈𝒮

max
𝑖∈[𝜂ℓ+1]

𝑤ℓ+1
𝑖𝑗 𝑎ℓ𝑗(𝑥)∑︀

𝑘∈[𝜂ℓ] 𝑤
ℓ+1
𝑖𝑘 𝑎ℓ𝑘(𝑥)

, (6.1)

where 𝒮 is a batch of i.i.d. random points from the input data distribution 𝒟.

This definition formalizes the intuition above. Here, the numerator 𝑤ℓ+1
𝑖𝑗 𝑎ℓ𝑗(𝑥) denotes

the contribution of neuron 𝑗 ∈ [𝜂ℓ] to the neuron 𝑖 ∈ [𝜂ℓ+1] in the next layer ℓ+ 1, and

to account for the relative contribution, the denominator is the pre-activation output

of neuron 𝑖, i.e., the dot product
∑︀

𝑘∈[𝜂ℓ] 𝑤
ℓ+1
𝑖𝑘 𝑎ℓ𝑘(𝑥). Now, the additional max𝑖∈[𝜂ℓ+1]

relative to SiPP ensures that we consider the maximum impact of neuron 𝑗 over all

outputs in the next layer as discussed, and the maximum over 𝒮 is the same as before

in SiPP. This concludes the extent of the sensitivity modification relative to edge

pruning.

It turns out that by building on the empirical sensitivity framework and the proofs in

the previous chapter, the analysis of PFP is relatively straightforward and requires

minimal modification to the proof techniques. We provide an overview of the main

ideas here and defer to the published work for the details [LBL+20, BLG+18].

As before, the main idea is to sample and reweigh the neurons (and/or filters) in

order to have an unbiased estimate with low variance and magnitude for the pre-

activation outputs. This is requirement is formalized by Bernstein’s concentration

inequality below, which bounds the sample complexity of tight concentration around

the expectation of a sequence of samples in terms of their variance and maximum

2The extension to CNNs and other architectures employs the same strategy as before: additionally
reason about all of the patches (sliding windows of filters) by taking an additional max𝑎∈𝒜 as in
SiPP.
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magnitude.

Theorem 39 (Bernstein’s inequality [Ver16]). Consider a sequence of 𝑚 i.i.d. random

variables 𝑍1, . . . , 𝑍𝑚 satisfying max𝑘∈[𝑚] |𝑍𝑘 − E [𝑍𝑘]| ≤ 𝑅, and let 𝑍 = 1/𝑚
∑︀𝑚

𝑘=1 𝑍𝑘

be their mean. Then ∀𝜀 > 0, 𝛿 ∈ (0, 1), and

𝑚 ≥ log(2/𝛿)

(𝜀𝐸[𝑍])2

(︂
Var(𝑍1) +

2

3
𝜀E [𝑍]𝑅

)︂
,

we have

P
(︀⃒⃒
𝑍 − E [𝑍]

⃒⃒
≥ 𝜀E [𝑍]

)︀
≤ 𝛿.

Bernstein’s inequality suggests that we should minimize Var(𝑍𝑘) and the maximum

(centered) magnitude 𝑅 in order to have the smallest sampling complexity possible. For

SiPP, our empirical sensitivity definition ensured that the variance and the magnitude

𝑅 were each (roughly) bounded by the sum of sensitivities 𝑆 and the expectation

squared E [𝑍]2. It turns out that almost an identical bound holds for neuron (and filter)

pruning as well under the extended definition of (38). Thus, we arrive at an almost

identical result to the one in SiPP for the case of pruning neurons with non-negative

weights:

Theorem 40. Let 𝜀, 𝛿 ∈ (0, 1), ℓ ∈ [𝐿], and let 𝒮 be a set of Θ(log (𝜂* 𝜌/𝛿)) i.i.d.

samples drawn from 𝒟. Then, for a sample of

𝒪(𝑆ℓ log(𝜂*/𝛿)𝜀−2))

filters from 𝑊 ℓ, with probability3 at least 1 − 𝛿, we have the following entry-wise

guarantee for the output of layer ℓ with respect to input 𝑥 ∼ 𝒟

𝑧ℓ(𝑥) ∈ (1± 𝜀)𝑧ℓ(𝑥),

3As in SiPP, the randomness here is over both the randomness in the importance sampling and
the randomness in the input 𝑥 ∼ 𝒟.
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where 𝑧ℓ(𝑥) is the ground-truth layer output with respect to input 𝑥 and 𝑧ℓ(𝑥) is the

approximate layer output after pruning the filters in layer ℓ only, and 𝜂* = maxℓ∈[𝐿] 𝜂
ℓ.

As in Chapter 5, we build on and generalize the bound above to hold for all weights

and for all outputs of a single layer ℓ. Subsequently, we conduct an error propagation

analysis across all of the pruned layers analogous to that in Sec. 5.7.5, which culminates

in our final compression theorem before. To demonstrate the flexibility of our proof

techniques, we present the result based on the error propagation analysis of our prior

published work [BLG+18], which provides an entry-wise approximation guarantee

on the outputs of the pruned network, in contrast to the norm-based bound in the

previous chapter4.

Theorem 41. Let 𝜀, 𝛿 ∈ (0, 1) be arbitrary, let 𝒮 ⊂ 𝒳 denote a set of 𝐾 log (4𝜂 𝜌/𝛿)

i.i.d. points drawn from the input data distribution 𝒟, and suppose we are given

a network with parameters 𝜃 = (𝑊 1, . . . ,𝑊𝐿). Consider the set of parameters 𝜃 =

(𝑊̂ 1, . . . , 𝑊̂𝐿) generated by pruning channels of 𝜃 by sampling and reweighting filters

in each layer according to the (normalized) empirical sensitivities as in (6.1) for each

ℓ ∈ [𝐿]. Then, 𝜃 satisfies

P
𝜃, 𝑥∼𝒟

(𝑓𝜃(𝑥) ∈ (1± 𝜀)𝑓𝜃(𝑥)) ≥ 1− 𝛿,

and the number of filters in 𝜃 is bounded by

𝒪

(︃
𝐿∑︁

ℓ=1

𝐿2 (∆ℓ→)2 𝑆ℓ 𝐶 log(𝜂/𝛿)

𝜀2

)︃
,

where 𝑆ℓ is the sum of sensitivities over the filters in layer ℓ, and ∆ℓ is the entry-wise

sign complexity [BLG+18, LBL+20] analogous to (33).

4Although a similar norm-based bound can be proven for PFP, and likewise, an entrywise bound
on the output can be proven for SiPP by applying the error propagation proof in [BLG+18].
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Figure 6-3: The performance of pruned models generated by our algorithm and those of
benchmark approaches on the CIAR10 data set. The figures plot the test accuracy as a
function of the percentage of the retained parameters (i.e., lower is better) for the resnet110
(left) and WRN16-8 (right) models. Shaded regions correspond to values within one standard
deviation of the mean. Our results show that our approach generates more compact and
accurate networks than competing approaches.

6.4 Experiments

We conclude our exposition of PFP by presenting a small subset of the results published

in [LBL+20]. Overall, our evaluations on benchmark data sets and models, and

comparisons to state-of-the-art filter pruning approaches demonstrate the improved

effectiveness of PFP relative to competing methods in practice.

Fig. 6-3 depicts some of the results on a resnet and wide residual network trained on the

CIFAR10 data set. Here, we can see that PFP can generate much more compact models

with minimal degradation in accuracy. In fact, for resnet110, it can prune over 90%

of the network’s filters while achieving commensurate test accuracy with the original

network. The results are even more encouraging for wide residual networks (WRN16-8

in Fig. 6-3) where PFP truly shines, which we conjecture is due to the increased

number of filters to sample from and the corresponding exponentially-decaying failure

probability (by Bernstein’s inequality).

To demonstrate the scalability of our approach, we also provide pruning results on

the ImageNet data set trained on relatively large resnets (resnet50 and resnet101)
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in Fig. 6-4. Here, we plot prune-only results without a fine-tuning step following it

unlike the previous results. Nevertheless, the trend remains the same: PFP generates

more compact networks relative to the compared approaches, and arguably, its relative

improvement over the competing methods is even more pronounced with the increasing

scale of the models and data sets used for evaluation.
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Figure 6-4: The results of our evaluations of the algorithms in the prune-only scenario, where
the network is iteratively pruned down to a specified target prune ratio and the fine-tuning
step is omitted. The figures plot the test accuracy as a function of the percentage of the
retained parameters (i.e., lower is better) for resnet50 and resnet101 trained on the ImageNet
dataset.

6.5 The Next Pruning Frontier

We conclude this chapter and our story on pruning that we started in Chapter 5

by discussing the limitations of network pruning and the next frontier for (provable)

network pruning algorithms. The full set of results presented in this section can be

found in the published work [LBC+21].

6.5.1 What is Lost in Pruning?

In Chapters 5 and 6, we introduced methods for pruning edges, neurons, and filters

from various network architectures. The main objective of our pruning strategy and of

virtually every network pruning algorithm proposed to date has been to mitigate drops
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in test accuracy of the pruned network. However, there may be other objectives beyond

test accuracy that might be more important to the application at hand. For example,

are pruned networks with commensurate test accuracy as robust to adversarial or

noisy data as the original network as well? Relatedly, answering this question would

give us insights on whether focusing on test accuracy alone in the design of pruning

algorithms is appropriate.
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Figure 6-5: Left: a prune-accuracy curve for the Weight Thresholding (WT) pruning
algorithm under various types of injected noise. Right: the prune-potential of various pruning
algorithms for 𝛿 = 0.5%, i.e., the maximum sparsity achievable subject to the constraint
that the test accuracy is within 0.5% of the original network, plotted for various pruning
algorithms (including SiPP and PFP) as a function of the injected noise. For both figures,
higher is better in terms of the pruned network’s performance under noise.

In Fig. 6-5 we present a small subset of our results published in [LBC+21] that seeks

to answer questions of this nature. In Fig. 6-5a, we show the performance of the

highly-popular weight-pruning algorithm, Weight Thresholding (WT), under various

types of noise injected into the input (CIFAR10) relative to the noise-free input. Here,

we can see that although WT performs well on the original (noiseless) CIFAR10 data

set, injecting Gaussian noise (red curve) leads to an accuracy drop of more than 10%

relative to the test accuracy of the original network evaluated on the very same set

with Gaussian noise5. We observe similar drops in accuracy for the Speckle noise as

well. In sum, Fig. 6-5a suggests the susceptibility of other popularly employed network
5Since the test accuracy would degrade with noisy inputs as it is, our plot shows the test accuracy

of the pruned network on the noisy data relative to the test accuracy of the original network on the
same noisy data.
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pruning algorithms to noisy, out-of-distribution, and adversarial inputs.

Next, we consider the impact of the magnitude of the injected noise and compare

the performance of various pruning algorithms, including SiPP and PFP. Fig. 6-5b

depicts the pruning results of our evaluations with varying noise levels injected into

the CIFAR10 data sets. Here, we plot the relationship between the noise level and

the prune potential with respect to 𝛿 = 0.5%, i.e., the maximum sparsity achieved

subject to the constraint that the test accuracy of the pruned network is within 0.5%

(absolute terms) of the original network. Here we see an intuitive trend: increasing the

magnitude of the injected noise leads to decreasing performance across all algorithms.

Interestingly, our proposed data-informed algorithms (SiPP and PFP) outperform

weight-based edge and filter-pruning approaches, WT and FT, respectively.

6.5.2 Discussion and Future Work

The empirical results presented in this chapter demonstrate the potential vulnerability

of existing and widely used pruning algorithms to various types and levels of noise

in the input. This is especially worrisome for the deployment of pruned networks to

safety-critical applications such as autonomous driving, where out-of-distribution data

and noisy inputs are commonly encountered in practice [ASSR19].

These observations motivate the development of pruning algorithms that can consider

objectives, for example, robustness to adversarial input, beyond test accuracy alone.

We envision that future work in network pruning can build on the empirical sensitivity

framework that we introduced in this thesis in order to develop pruning algorithms

with this capability. Given the ease of extension of our framework from edge to filter

pruning as demonstrated in this chapter, we are hopeful that similar advances can be

made possible by appropriately building on the notion of empirical sensitivity, as we

did here.
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Chapter 7

Active Learning for Deep Learning

7.1 Overview

In the previous two chapters (Chapters 5 and 6), we focused on provably pruning

large neural network models to obtain compact, efficient AI. For the last chapter, we

consider alleviating the other prominent challenge in scalable AI: the need for massive

sets of labeled training data. In particular, we revisit the problem of compressing the

input data set as in Chapter 4 (for SVMs), but this time with a focus on reducing the

label-cost of large-scale neural network training. Due to lack of knowledge about the

labels and the theoretical complexity of neural network training, we cannot readily

apply standard techniques such as the sensitivity framework from the previous chapters.

Hence, we instead formulate the active learning problem as the prediction with sleeping

expert advice problem and introduce a novel low-regret algorithm. Our approach

seeks to remedy the shortcomings of prior work, which has predominantly focused

on greedy heuristics that simply pick the points that are ranked as most informative

according to a proxy measure as discussed in Chapter 2.

The work presented in this chapter is based on [BLFR21] and contributes the following:

1. Formulation of active learning as a prediction with sleeping experts problem and
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the development of an efficient, predictive algorithm AdaProd+ for low-regret

active learning,

2. Analysis of its regret bounds and demonstration of its ability to broadly improve

and robustify existing greedy approaches off-the-shelf,

3. Empirical evaluations that demonstrate the effectiveness of the presented method

on a diverse set of benchmarks and its uniformly superior performance over

competitors across scenarios involving real-world data sets and modern architec-

tures.

7.2 Active Learning

We consider the setting where we are given a set of 𝑛 unlabeled data points 𝒫 ⊂ 𝒳 𝑛

from the input space 𝒳 ⊂ R𝑑. We assume that there is an oracle Oracle that maps

each point 𝑥 ∈ 𝒫 to one of 𝑘 categories. Given a network architecture and sampling

budget 𝑏 ∈ N+, our goal is to generate a subset of points 𝒮 ⊂ 𝒫 with |𝒮| = 𝑏 such

that training on {(𝑥,Oracle(𝑥))𝑥∈𝒮} leads to the most accurate model 𝜃 among all

other choices for a subset 𝒮 ⊂ 𝒫 of size 𝑏.

The iterative variant of acquisition procedure is shown as Alg. 10, where Acquire

is an active learning algorithm that identifies (by using 𝜃𝑡−1) 𝑏𝑡 unlabeled points to

label at each iteration 𝑡 ∈ [𝑇 ] and Train trains a model initialized with 𝜃𝑡−1 using

the labeled set of points. We emphasize that prior work has overwhelmingly used the

Scratch option (Line 6, Alg. 10), which entails discarding the model information 𝜃𝑡−1

from the previous iteration and training a randomly initialized model from scratch on

the set of labeled points acquired thus far, 𝒮.

7.2.1 Background & Greedy Selection

Consider an informativeness function 𝑔 : 𝒳 × Θ → [0, 1] that quantifies the infor-

mativeness of each point 𝑥 ∈ 𝒳 with respect to the model 𝜃 ∈ Θ, where Θ is the
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Algorithm 10 ActiveLearning
Input: Set of points 𝒫 ⊆ R𝑑×𝑛, Acquire: an active learning algorithm for selecting labeled
points
1: 𝒮 ← ∅; 𝜃0 ← Randomly initialized network model;
2: for 𝑡 ∈ [𝑇 ] = {1, . . . , 𝑇} do
3: 𝒞𝑡 ← Acquire(𝒫 ∖ 𝒮, 𝑏𝑡, 𝜃𝑡−1) ◁ Get new batch of 𝑏𝑡 ∈ N+ points to label using

algorithm Acquire
4: 𝒮 ← 𝒮 ∪ 𝐶𝑡 ◁ Add new points
5: (if Scratch option) 𝜃𝑡−1 ← Randomly initialized network
6: 𝜃𝑡 ← Train(𝜃𝑡−1, {(𝑥,Oracle(𝑥))𝑥∈𝒮}) ◁ Train network on the labeled samples

thus far
7: return 𝜃𝑇

set of all possible parameters for the given architecture. An example of the gain

function is the maximum variation ratio (also called the uncertainty metric) defined as

𝑔(𝑥, 𝜃) = 1−max𝑖∈[𝑘] 𝑓𝜃(𝑥)𝑖, where 𝑓𝜃(𝑥) ∈ R𝑘 is the softmax output of the model 𝜃

given input 𝑥. As examples, the gain 𝑔(𝑥, 𝜃) of point 𝑥 is 0 if the network is absolutely

certain about the label of 𝑥 and 1− 1/𝑘 when the network’s prediction is uniform. In

the context of Alg. 10, prior work on active learning [Mut19, GEY17, GIG17, SS17a]

has generally focused on greedy acquisition strategies (Acquire in Alg. 10) that rank

the remaining unlabeled points by their informativeness 𝑔(𝑥, 𝜃𝑡−1) as a function of the

model 𝜃𝑡−1, and pick the top 𝑏𝑡 points to label.

Why greedy can fail Greedy approaches to data acquisition have shown promise

in certain active learning applications and tasks [GIG17, SS17a]), however, as noted in

Sec. 2.6 – and further evidenced by our empirical results in Sec. 7.5 – these approaches

are highly sensitive to outliers and at times perform significantly worse than naive

uniform sampling. In fact, Fig. 2-1 depicts a scenario where various popular active

learning approaches perform significantly worse than uniform sampling.

To understand why this could be happening, note that at iteration 𝑡 ∈ [𝑇 ] the greedy

approach makes a judgment about the informativeness of each point using only the

model 𝜃𝑡−1 (Line 4 of Alg. 10). However, in the deep learning setting where stochastic

elements such as random initialization, stochastic optimization, (randomized) data
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augmentation, and dropout are commonly present, 𝜃𝑡−1 is itself a random variable

with non-negligible variance. This means that, for example, we could get unlucky with

our training and obtain a deceptive model 𝜃𝑡−1 (e.g., training diverged) that assigns

high gains (informativeness) to points that may not truly be helpful towards training

a better model. Nevertheless, Greedy would still base the entirety of the decision

making solely on 𝜃𝑡−1 (not on the entire history 𝜃1, . . . 𝜃𝑡−2) and blindly pick the top-𝑏𝑡

points ranked using 𝜃𝑡−1, leading to a misguided selection. This example also applies

to greedy clustering, e.g., Coreset [SS17a], Badge [AZK+19].

7.2.2 Active Learning as Prediction with Expert Advice

Rather than attempting to model this randomness in the gains observed, we will assume

that the gains can be generated by a non-oblivious adversary that has knowledge of

our actions in the preceding rounds. This formulation leads us to the well-studied

learning with experts problem as we outline in this subsection. We note that at the

expense of formulating a seemingly more difficult problem involving an adversary, we

obtain the benefit of generality and widespread applicability without imposing any

assumptions on how the gains (i.e., informativeness) are defined or generated.

Setting We let 𝑔𝑡,𝑖 denote the gain 𝑔(𝑥𝑖, 𝜃𝑡−1) (see Alg. 10) in round 𝑡 ∈ [𝑇 ] where 𝑥𝑖

is the 𝑖th point in 𝒫 . For ease of presentation1, assume for the time being that 𝑏𝑡 = 1,

i.e., we select a single new point at each iteration. Rather than picking this point

deterministically, consider selecting sampling this point with respect to a probability

distribution 𝑝 ∈ ∆ where ∆ = {𝑝 ∈ [0, 1]𝑛 :
∑︀𝑛

𝑗=1 𝑝𝑗 = 1} is the probability simplex.

We note that there have been prior attempts to make greedy approaches robust by

sampling in this very same way (rather than deterministic selection), however, it was

observed that this led to worse performance in practice [GSS19].

To map this problem to the canonical learning with experts problem, we consider the

problem of minimizing the sum of losses ℓ𝑡,𝑖 = 1−𝑔𝑡,𝑖 ∈ [0, 1] over the 𝑇 active learning

1See Sec. 7.3.3 and Sec. 7.7 for the extension to the batch setting.
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iterations. Under this setting a natural first attempt at a formulation of expected

regret is to define the regret as Regret(𝑝1, . . . , 𝑝𝑇 ) =
∑︀𝑇

𝑡=1⟨𝑝𝑡, 𝑙𝑡⟩−min𝑝∈Δ
∑︀𝑇

𝑡=1⟨𝑝, 𝑙𝑡⟩,

where ⟨𝑝𝑡, 𝑙𝑡⟩ is the expected loss of our random choice 𝑖 ∼ 𝑝𝑡 conditioned on our past

history. However, the previous formulation is ill-equipped for active learning, since (i)

we should not be picking points that have already been labeled in prior active learning

iterations and (ii) it does not make sense to compete with a fixed distribution when

the set of actions, i.e., pool of remaining unlabeled data, is shrinking over time.

Sleeping Experts and Dynamic Regret To resolve these challenges and en-

sure that we only sample from the pool of unlabeled data points, we general-

ize the prior formulation to one with sleeping experts [SGV20, LS15, GSVE14,

KNMS10]. More concretely, let ℐ𝑡,𝑖 ∈ {0, 1} denote whether expert 𝑖 ∈ [𝑛] is

sleeping in round 𝑡. The sleeping expert problem imposes the constraint that

ℐ𝑡,𝑖 = 0 ⇒ 𝑝𝑡,𝑖 = 0. For the data acquisition setting, we define for each 𝑖 ∈ [𝑛]

ℐ𝑡,𝑖 = 1{𝑥𝑖 not picked in any of the preceding rounds}, so that we do not sample

already-labeled points, and formulate the dynamic active learning regret as

Regret(p) =
𝑇∑︁
𝑡=1

⟨𝑝𝑡, 𝑙𝑡 ⊙ ℐ𝑡⟩ −
𝑇∑︁
𝑡=1

min
𝑝∈𝒜𝑡

⟨𝑝, 𝑙𝑡 ⊙ ℐ𝑡⟩ (7.1)

where p = (𝑝1, . . . , 𝑝𝑇 ) is the sequence of sampling distributions over 𝑇 and 𝒜𝑡 = {𝑝 ∈

∆ : ∀𝑖 ∈ [𝑛] 𝑝𝑖 = 0 if ℐ𝑡,𝑖 = 0} is the constrained probability simplex with respect to

ℐ𝑡 ∈ {0, 1}𝑛.

7.3 A Low-Regret Approach

In this section we motivate and present Alg. 11, an efficient online learning algorithm

with instance-dependent guarantees that performs well on predictable sequences while

remaining resilient to adversarial ones. Additional implementation details are deferred

to Sec. 7.8 for ease of exposition.
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7.3.1 Background

Algorithms for the prediction with sleeping experts problem have been extensively

studied in literature [GSVE14, LS15, SGV20, KNMS10, SAM19, KVE15]. These

algorithms enjoy strong guarantees in the adversarial setting; however, they suffer from

(i) sub-optimal regret bounds in predictable settings and/or (ii) high computational

complexity. Our approach hinges on the observation that the active learning setting

may not always be adversarial in practice, and if this is the case, we should be

competitive with greedy approaches. For example, we may expect the informativeness

of the points to resemble a predictable sequence plus random noise which models the

random components of the training (see Sec. 7.2) at each time step. This (potential)

predictability in the corresponding losses motivates an algorithm that can leverage

predictions about the loss for the next time step to achieve lower regret by being more

aggressive – akin to Greedy – when the losses do not vary significantly over time.

7.3.2 AdaProd+

To this end, we extend the Optimistic Adapt-ML-Prod algorithm [WHL17] (henceforth,

OAMLProd) to the active learning setting with batched plays where the set of experts

(unlabeled data points) is changing and/or unknown in advance. Optimistic online

learning algorithms are capable of incorporating predictions ℓ̂𝑡+1 for the loss in the

next round ℓ𝑡+1 and guaranteeing regret as a function of the predictions’ accuracy, i.e.,

as a function of
∑︀𝑇

𝑡=1 ||ℓ𝑡 − ℓ̂𝑡||2∞. Although we could have attempted to extend other

optimistic approaches [SL14, Ora19, MY15, RS13], the work of [WHL17] ensures – to

the best of our knowledge – the smallest regret in predictable environments when

compared to related approaches.

Our algorithm AdaProd+ is shown as Alg. 11. Besides its improved computational

efficiency relative to OAMLProd in the active learning setting, AdaProd+ is also

the result of a tightened analysis that leads to significant practical improvements over

OAMLProd as shown in Fig. 7-4 of Sec. 7.5.5. Our insight is that our predictions

can be leveraged to improve practical performance by allowing larger learning rates

184



Algorithm 11 AdaProd+

1: For all 𝑖 ∈ [𝑛], initialize 𝑅1,𝑖 ← 0; 𝐶1,𝑖 ← 0; 𝜂0,(1,𝑖) ←
√

log 𝑛; 𝑤0,(1,𝑖) = 1;
𝑟1,𝑖 = 0;

2: for each round 𝑡 ∈ [𝑇 ] do
3: 𝒜𝑡 ← {𝑖 ∈ [𝑛] : ℐ𝑡,𝑖 = 1}; ◁ Set of awake experts, i.e., set of unlabeled data

points
4: 𝑝𝑡,𝑖 ←

∑︀
𝑠∈[𝑡] 𝜂𝑡−1,(𝑠,𝑖)𝑤𝑡−1,(𝑠,𝑖) exp(𝜂𝑡−1,(𝑠,𝑖) 𝑟𝑡,𝑖) for each 𝑖 ∈ 𝒜𝑡

5: 𝑝𝑡,𝑖 ← 𝑝𝑡,𝑖/
∑︀

𝑗∈𝒜𝑡
𝑝𝑡,𝑗 for each 𝑖 ∈ 𝒜𝑡 ◁ Normalize

6: Adversary reveals ℓ𝑡 and we suffer loss ℓ̃𝑡 = ⟨ℓ𝑡, 𝑝𝑡⟩
7: For all 𝑖 ∈ 𝒜𝑡, 𝑟𝑡,𝑖 ← ℓ̃𝑡 − ℓ𝑡,𝑖 and 𝐶𝑡,𝑖 ← 0

8: For all 𝑖 ∈ 𝒜𝑡 and 𝑠 ∈ [𝑡], set 𝐶𝑠,𝑖 ← 𝐶𝑠,𝑖 + (𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)
2

9: Get prediction 𝑟𝑡+1 ∈ [−1, 1]𝑛 for next round (see Sec. 7.3.2)
10: For all 𝑖 ∈ 𝒜𝑡, set 𝑤𝑡−1,(𝑡,𝑖) ← 1, 𝜂𝑡−1,(𝑡,𝑖) ←

√
log 𝑛, and for all 𝑠 ∈ [𝑡], set

𝜂𝑡,(𝑠,𝑖) ← min

{︃
𝜂𝑡−1,(𝑠,𝑖),

2

3(1 + 𝑟𝑡+1,𝑖)
,

√︃
2 log(𝑛)

𝐶𝑠,𝑖

}︃
and

𝑤𝑡,(𝑠,𝑖) ←
(︀
𝑤𝑡−1,(𝑠,𝑖) exp

(︀
𝜂𝑡−1,(𝑠,𝑖) 𝑟𝑡,𝑖 − 𝜂2𝑡−1,(𝑠,𝑖)(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)

2
)︀)︀𝜂𝑡,(𝑠,𝑖)/𝜂𝑡−1,(𝑠,𝑖)

to be used without sacrificing theoretical guarantees (Line 10 of Alg. 11). Empirical

comparisons with Adapt-ML-Prod and other state-of-the-art algorithms can be found

in Sec. 7.5.5.

Generating Predictions Our approach can be used with general predictors ℓ̂𝑡

for the true loss ℓ𝑡 at round 𝑡, however, to obtain bounds in terms of the temporal

variation in the losses, we use the most recently observed loss as our prediction for the

next round, i.e., ℓ̂𝑡 = ℓ𝑡−1. A subtle issue is that our algorithm requires a prediction

𝑟𝑡 ∈ [−1, 1]𝑛 for the instantaneous regret at round 𝑡, i.e., 𝑟𝑡 = ⟨𝑝𝑡, ℓ𝑡⟩− ℓ𝑡, which is not

available since 𝑝𝑡 is a function of 𝑟𝑡. To achieve this, we follow [WHL17] and define

the mapping 𝑟𝑡 : 𝛼 ↦→ (𝛼− ℓ𝑡) ∈ [−1, 1]𝑛 and perform a binary search over the update

rule in Lines 4-5 of Alg. 11 so that 𝛼 ∈ [0, 1] is such that 𝛼 = ⟨𝑝𝑡(𝑟𝑡(𝛼)), ℓ̂𝑡⟩, where

𝑝𝑡(𝑟𝑡(𝛼)) is the distribution obtained when 𝑟𝑡(𝛼) is used as the optimistic prediction

in Lines 4-5. The existence of such an 𝛼 follows by applying the intermediate value

theorem to the continuous update.
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7.3.3 Back to Active Learning

To unify AdaProd+ with Alg. 10, observe that we can define the Acquire function

to be a procedure that at time step 𝑡 first samples a point by sampling with respect to

probabilities 𝑝𝑡, obtains the (user-specified) losses ℓ𝑡 with respect to the model 𝜃𝑡−1,

and passes them to Alg. 11 as if they were obtained from the adversary (Line 6). This

generates an updated probability distribution 𝑝𝑡+1 and we iterate.

To generalize this approach to sampling a batch of 𝑏𝑡 points, we build on ideas

from [UNK10]. Here, we provide an outline of this procedure; the full details are

provided (Sec. 7.7). At time 𝑡, we apply a capping algorithm [UNK10] to the probability

𝑝𝑡 generated by AdaProd+ – which takes 𝒪(𝑛𝑡 log 𝑛𝑡) time, where 𝑛𝑡 ≤ 𝑛 is the

number of remaining unlabeled points at iteration 𝑡 – to obtain a modified distribution

𝑝𝑡 satisfying max𝑖 𝑝𝑡,𝑖 ≤ 1/𝑏𝑡. This projection to the capped simplex ensures that

the scaled version of 𝑝𝑡, 𝑝𝑡,𝑖 = 𝑏𝑡𝑝𝑡,𝑖, satisfies 𝑝𝑡,𝑖 ∈ [0, 1] and
∑︀

𝑗 𝑝𝑡,𝑗 = 𝑏𝑡. Now the

challenge is to sample exactly 𝑏𝑡 distinct points according to probability 𝑝𝑡. To achieve

this, we use a dependent randomized rounding scheme [GKPS06] (Alg. 13 in 7.7)

that runs in 𝒪(𝑛𝑡) time. The overall computational overhead of batch sampling is

𝒪(𝑛𝑡 log 𝑛𝑡).

7.3.4 Flexibility via Proprietary Loss

We end this section by underscoring the generality of our approach, which can

be applied off-the-shelf with any definition of informativeness measure that defines

the loss ℓ ∈ [0, 1]𝑛, i.e., 1 - informativeness. For example, our framework can be

applied with the uncertainty metric as defined in Sec. 7.2 by defining the losses to be

ℓ𝑡,𝑖 = max𝑗∈[𝑘] 𝑓𝜃𝑡−1(𝑥𝑖)𝑗 . As we show in Sec. 7.5.4, we can also use other popular notions

of informativeness such as Entropy [RXC+20] and the BALD metrics [GIG17] to obtain

improved results relative to greedy selection. This flexibility means that our approach

can always be instantiated with any state-of-the-art notion of informativeness, and

consequently, can scale with future advances in appropriate notions of informativeness

widely studied in literature.
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7.4 Regret Guarantees

In this section, we present the theoretical guarantees of our algorithm in the learning

with sleeping experts setting. Our main result is an instance-dependent bound on the

dynamic regret of our approach in the active learning setting. Here, we focus on the

key technical results for clarity of exposition and refer the interested reader to Sec. 7.6

for the full proofs and technical details.

The main idea of our analysis is to show that AdaProd+ (Alg. 11), which builds

on Optimistic Adapt-ML-Prod [WHL17], retains the adaptive regret guarantees of

the time-varying variant of their algorithm without having to know the number of

experts a priori [WHL17]. Inspired by AdaNormalHedge [LS15], we show that our

algorithm can efficiently ensure adaptive regret by keeping track of
∑︀𝑇

𝑡∈1 𝑛𝑡 ≤ 𝑛𝑡

experts at time step 𝑡, where 𝑛𝑡 denotes the number of unlabeled points remaining,

𝑛𝑡 =
∑︀𝑛

𝑖=1 ℐ𝑡,𝑖, rather than 𝑛𝑡 experts as in prior work. This leads to efficient updates

and applicability to the active learning setting where the set of unlabeled points

remaining (experts) significantly shrinks over time.

Our second contribution is an improved learning rate schedule (Line 10 of Alg. 11) that

arises from a tightened analysis that enables us to get away with strictly larger learning

rates without sacrificing any of the theoretical guarantees. For comparison, the learning

rate schedule of [WHL17] would be 𝜂𝑡,(𝑠,𝑖) = min{1/4,
√︀

2 log(𝑛)/(1 + 𝐶𝑠,𝑖)} in the

context of Alg. 11. It turns out that the dampening factor of 1 from the denominator

can be removed, and the upper bound of 1/4 is overly-conservative and can instead

be replaced by min{𝜂𝑡−1,(𝑠,𝑖), 2/ (3(1 + 𝑟𝑡+1,𝑖))}. This means that we can leverage the

predictions at round 𝑡 to set the threshold in a more informed way. Although this

change does not improve (or change) the worst-case regret bound asymptotically,

our results in Sec. 7.5 (see Fig. 7-4) show that it translates to significant practical

improvements in the active learning setting.

In light of the above, we summarize the two main results here in the interest of clarity,

and refer to Sec. 7.6 for the full technical details and complete proofs. The lemma
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below bounds the adaptive regret of AdaProd+, which concerns the cumulative regret

over a time interval [𝑡1, 𝑡2], with respect to 𝐶𝑡2,(𝑡1,𝑖) =
∑︀𝑡2

𝑡=𝑡1
(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)

2.

Lemma 42 (Adaptive Regret of AdaProd+). For any 𝑡1 ≤ 𝑡2 and 𝑖 ∈ [𝑛], the regret

of Alg. 11 with respect to time interval [𝑡1, 𝑡2] is bounded by

𝑡2∑︁
𝑡=𝑡1

𝑟𝑡,𝑖 ≤ 𝒪̂
(︁

log(𝑛) +
√︁
𝐶𝑡2,(𝑡1,𝑖) log(𝑛)

)︁
,

where 𝒪̂ suppresses log 𝑇 factors, 𝑟𝑡,𝑖 = ⟨ℓ𝑡, 𝑝𝑡⟩ − ℓ𝑡,𝑖 is the instantaneous regret of

𝑖 ∈ [𝑛] at time 𝑡.

It turns out that there is a deep connection between dynamic (see (7.1)) and adaptive

regret, and that an adaptive regret bound implies a dynamic regret bound [LS15].

Hence, we combine the adaptive regret bound from above with Theorem 4 of [LS15]

to conclude the main regret guarantee of our algorithm. We note that the theorem

below is specialized to our setting where we predict the next round’s loss to be the

most recently observed loss, i.e., ℓ̂𝑡 = ℓ𝑡−1. More generally, the bound would roughly

scale with √︂∑︁
𝑡∈[𝑇 ]
||(ℓ𝑡 − ℓ̂𝑡)⊙ ℐ𝑡||2∞,

where ⊙ is the Hadamard (entry-wise) product, with other choices for ℓ̂𝑡, such as the

mean over the losses seen thus far.

Theorem 43 (Dynamic Regret). AdaProd+ takes at most 𝒪̃(𝑡𝑛𝑡)
2 time for the 𝑡th

update, and its dynamic regret (Eq. 7.1) with batch size 𝑏𝑡 = 1 over 𝑇 steps is bounded

by

Regret(𝑝1, . . . , 𝑝𝑡) ≤ 𝒪̃

(︃√︃(︂
1 +

∑︁
𝑡∈[𝑇 ]
‖(ℓ𝑡 − ℓ𝑡−1)⊙ ℐ𝑡‖2∞

)︂
𝒱+(𝑢*

1:𝑇 )

)︃
,

where ⊙ is the Hadamard (entry-wise) product, 𝑢*
1:𝑇 = (𝑢*

1, . . . , 𝑢
*
𝑇 ) is such that for

2We use 𝒪̃(·) to suppress log 𝑇 and log 𝑛 factors.
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each 𝑡,

𝑢*
𝑡 = argmin

𝑢∈𝒜𝑡

⟨𝑢, ℓ𝑡⟩,

and

𝒱+(𝑢*
1:𝑇 ) =

𝑇∑︁
𝑡=1

𝑛∑︁
𝑖=1

max{0, 𝑢*
𝑡,𝑖 − 𝑢*

𝑡−1,𝑖}

is a measure of the variation in the time-varying optimal distribution.

7.5 Experiments

In this section, we present evaluations of our algorithm and compare the performance

of its variants on common vision tasks. Additional results can be found in 7.8. Our

evaluations across a diverse set of configurations and benchmarks demonstrate the

practical effectiveness and reliability of our method. In particular, they show that our

approach (i) is the only one to significantly improve on the performance of uniform

sampling across all scenarios, (ii) reliably outperforms competing approaches even

with the intuitive Uncertainty metric (Fig. 7-1,7-2), (iii) when instantiated with

other metrics, leads to strict improvements over greedy selection (Fig. 7-3), and (iv)

outperforms modern algorithms for learning with expert advice (Fig. 7-4).

7.5.1 Setup

We compare our active learning algorithm Alg. 11 (labeled Ours) with the uncertainty

loss described in Sec. 7.2; Uncertainty: greedy variant of our algorithm with the same

measure of informativeness; Entropy: greedy approach that defines informativeness

by the entropy of the network’s softmax output; Coreset: clustering-based active

learning algorithm of [SS17a, GEY17]; BatchBALD: approach based on the mutual

information of points and model parameters [KVAG19]; and Uniform sampling. We

implemented the algorithms in Python and used the PyTorch [PGM+19] library for

deep learning.

We consider the following popular vision data sets trained on modern convolutional
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networks:

1. FashionMNIST[XRV17]: 60, 000 grayscale images of size 28× 28

2. CIFAR10 [KH+09]: 50, 000 color images (32× 32) each belonging to one of 10

classes

3. SVHN [NWC+11]: 73, 257 real-world images (32 × 32) of digits taken from

Google Street View

4. ImageNet [DDS+09]: more than 1.2 million images spanning 1000 classes

We used standard convolutional networks for training FashionMNIST [XRV17] and

SVHN [Che20], the CNN5 architecture [NKB+19] and residual networks (resnets) [HZRS16]

for our evaluations on CIFAR10 and ImageNet. The networks were trained with opti-

mized hyper-parameters from the corresponding reference. All results were averaged

over 10 trials unless otherwise stated. The full set of hyper-parameters and details of

each experimental setup are deferred to Sec. 7.8 for clarity of exposition.

Computation Time Across all data sets, our algorithm took at most 3 minutes

per update step. This was comparable (within a factor of 2) to that required by

Uncertainty and Entropy. However, relative to more sophisticated approaches,

Ours was up to ≈ 12.3x faster than Coreset, due to expensive pairwise distance

computations involved in clustering, and up to ≈ 11x faster than BatchBALD, due

to multiple (≥ 10) forward passes over the entire data on a network with dropout

required for its Bayesian approximation [KVAG19].

7.5.2 Evaluations on Vision Tasks

As our initial experiment, we evaluate and compare the performance of our approach on

benchmark computer vision applications. Fig. 7-1 depicts the results of our experiments

on the data sets evaluated with respect to test accuracy and test loss of the obtained

network. For these experiments, we used the standard methodology [RXC+20, GIG17]
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Figure 7-1: Evaluations on popular computer vision benchmarks trained on convolutional
neural networks. Our algorithm consistently achieves higher performance than uniform
sampling and outperforms or matches competitors on all scenarios. This is in contrast to
the highly varying performance of competing methods. Shaded regions correspond to values
within one standard deviation of the mean.

of retraining the network from scratch as the option in Alg. 10.

Note that for all data sets, our algorithm (shown in red) consistently outperforms

uniform sampling, and in fact, also leads to reliable and strict improvements over

existing approaches for all data sets. On ImageNet, we consistently perform better

than competitors when it comes to test accuracy and loss. This difference is especially

notable when we compare to greedy approaches that are outpaced by Uniform by up

to ≈ 5% test accuracy. Our results support the widespread reliability and scalability

of AdaProd+, and show promise for its effectiveness on even larger models and data

sets.

7.5.3 Robustness Evaluations

Next, we investigate the robustness of the considered approaches across varying data

acquisition configurations evaluated on a fixed data set. To this end, we define a

data acquisition configuration as the tuple (option, 𝑛start, 𝑏, 𝑛end) where option is

either Scratch or Incr in the context of Alg. 10, 𝑛start is the number of initial

points at the first step of the active learning iteration, 𝑏 is the fixed label budget

per iteration, and 𝑛end is the number of points at which the active learning process

stops. Intuitively, we expect robust active learning algorithms to be resilient to
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changes in the data acquisition configuration and to outperform uniform sampling in

a configuration-agnostic way.
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Figure 7-2: Our evaluations on the FashionMNIST data set with varying data acquisition
configurations and Incr and Scratch – (Option, 𝑛start, 𝑏, 𝑛end). All figures except for
(f) depict the test accuracy. The performance of competing methods varies greatly across
configurations even when the data set is fixed.

Fig. 7-2 shows the results of our experiments on FashionMNIST. From the figures, we

can see that our approach performs significantly better than the compared approaches

in terms of both test accuracy and loss in all evaluated configurations. In fact, the

compared methods’ performance fluctuates wildly, supporting our premise about

greedy acquisition. For instance, we can see that the uncertainty metric in Fig. 7-2

fares worse than naive uniform sampling in (a), but outperforms Uniform in settings

(d) and (e); curiously, in (c), it is only better after an interesting cross-over point

towards the end.

This inconsistency and sub-uniform performance is even more pronounced for the

Entropy and Coreset algorithms that tend to perform significantly worse – up to

-7% and -4% (see (a) and (e) in Fig. 7-2) absolute test accuracy when compared to

that of our method and uniform sampling, respectively. We postulate that the poor

performance of these competing approaches predominantly stems from their inherently

greedy acquisition of data points in a setting with significant randomness as a result
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of stochastic training and data augmentation, among other elements. In contrast, our

approach has provably low-regret with respect to the data acquisition objective, and

we conjecture that this property translates to consistent performance across varying

configurations and data sets.
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Figure 7-3: The performance of our algorithm when instantiated with informativeness metrics
from prior work compared to that of existing greedy approaches. Using AdaProd+ off-the-
shelf with the corresponding metrics took only a few lines of code and lead to strict gains in
performance on all evaluated benchmark data sets.

7.5.4 Boosting Prior Approaches

Despite the favorable results presented in the previous subsections, a lingering question

still remains: to what extent is our choice of the loss as the uncertainty metric

responsible for the effectiveness of our approach? More generally, can we expect our

algorithm to perform well off-the-shelf – and even lead to improvements over greedy

acquisition – with other choices for the loss? To investigate, we implement three

variants of our approach, Ours (Uncertainty), Ours (Entropy), and Ours

(BALD) that are instantiated with losses defined in terms of uncertainty, entropy,

BALD metrics respectively, and compare to their corresponding greedy variants

on SVHN and FashionMNIST. We note that the uncertainty loss corresponds to

ℓ𝑡,𝑖 = max𝑗 𝑓𝑡(𝑥𝑖)𝑗 ∈ [0, 1] and readily fits in our framework. For the Entropy and
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BALD loss, the application is only slightly more nuanced in that we have to be careful

that losses are bounded in the interval [0, 1]. This can be done by scaling the losses

appropriately, e.g., by normalizing the losses for each round to be in [0, 1] or scaling

using a priori knowledge, e.g., the maximum entropy is log(𝑘) for a classification task

with 𝑘 classes.

The performance of the compared algorithms are shown in Fig. 7-3. Note that for

all evaluated data sets and metrics, our approach fares significantly better than its

greedy counterpart. In other words, applying AdaProd+ off-the-shelf with existing

informativeness measures leads to strict improvements compared to their greedy

variants. As seen from Fig. 7-3, our approach has potential to yield up to a 5%

increase in test accuracy, and in all cases, achieves significantly lower test loss.
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Figure 7-4: Comparisons with competing algorithms for learning with prediction advice on the
SVHN (first row) and CIFAR10 (second row) data sets. In both scenarios, AdaProd* out-
performs the compared algorithms, and significantly improves on its predecessor, Optimistic
AMLProd, on both data sets and all evaluated metrics.

7.5.5 Comparison to Existing Expert Algorithms

In this section, we consider the performance of AdaProd+ relative to that of state-

of-the-art algorithms for learning with prediction advice. In particular, compare our

approach to Optimistic AMLProd [WHL17], AdaNormalHedge(.TV) [LS15],

and Squint(.TV) [KVE15] on the SVHN and CIFAR10 data sets. Fig. 7-4 depicts

the results of our evaluations. As the figures show, our approach outperforms the
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compared approaches across both data sets in terms of all of the metrics considered.

AdaNormalHedge comes closest to our method in terms of performance. Notably,

the improved learning rate schedule (see Sec. 7.4) of AdaProd+ compared to that of

Optimistic AMLProd enables up to 3% improvements on test error on, e.g., SVHN

and 2% on CIFAR10.

7.6 Proofs and Full Analytical Details

In this section, we present the full proofs and technical details of the claims made in

Sec. 7.4. The outline of our analysis as follows. We first consider the base AdaProd+

algorithm (shown as Alg. 12), which is nearly the same algorithm as AdaProd+,

with the exception that it is meant to be a general purpose algorithm for a setting

with 𝐾 experts (𝐾 is not necessarily equal to the number of points 𝑛). We show

that this algorithm retains the original regret guarantees with respect to a stationary

competitor of Adapt-ML-Prod.

We then consider the thought experiment where we use this standard version of our

algorithm with the 𝐾 = 𝑛𝑇 sleeping experts reduction shown in [WHL17, GSVE14] to

obtain guarantees for adaptive regret. This leads us to the insight (as in [LS15, KVE15])

that we do not need to keep track of the full set of 𝐾 experts, and can instead keep

track of a much smaller (but growing) set of experts in an efficient way without

compromising the theoretical guarantees.

7.6.1 Recovering Optimistic Adapt-ML-Prod Guarantees for

Alg. 12

We begin by observing that Alg. 12 builds on the standard Optimistic Adapt-ML-Prod

algorithm [WHL17] by using a different initialization of the variables (Line 1) and

upper bound imposed on the learning rates (as in Alg. 11, and analogously, in Line 10

of Alg. 12). Hence, the proof is has the same structure as [WHL17, GSVE14], and

we prove all of the relevant claims (at times, in slightly different ways) below for
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Algorithm 12 Base AdaProd+

1: For all 𝑖 ∈ [𝐾], 𝐶𝑖,0 ← 0; 𝜂0,𝑖 ←
√︀

log(𝐾)/2; 𝑤0,𝑖 = 1; 𝑟1,𝑖 = 0;
2: for each round 𝑡 ∈ [𝑇 ] do
3: 𝑝𝑡,𝑖 ← 𝜂𝑡−1,𝑖𝑤𝑡−1,𝑖 exp(𝜂𝑡−1,𝑖 𝑟𝑡,𝑖) for each 𝑖 ∈ [𝐾]
4: 𝑝𝑡,𝑖 ← 𝑝𝑡,𝑖/

∑︀
𝑗∈[𝐾] 𝑝𝑡,𝑗 for each 𝑖 ∈ [𝐾] ◁ Normalize

5: Adversary reveals ℓ𝑡 and we suffer loss ℓ̃𝑡 = ⟨ℓ𝑡, 𝑝𝑡⟩
6:
7: For all 𝑖 ∈ [𝐾], set 𝑟𝑡,𝑖 ← ℓ̃𝑡 − ℓ𝑡,𝑖
8: For all 𝑖 ∈ [𝐾], set 𝐶𝑡,𝑖 ← 𝐶𝑡−1,𝑖 + (𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)

2

9: Get prediction 𝑟𝑡+1 ∈ [−1, 1]𝐾 for next round (see Sec. 7.3.2)
10: For all 𝑖 ∈ [𝐾], update the learning rate

𝜂𝑡,𝑖 ← min

{︃
𝜂𝑡−1,𝑖,

2

3(1 + 𝑟𝑡+1,𝑖)
,

√︃
log(𝐾)

𝐶𝑡,𝑖

}︃

11: For all 𝑖 ∈ [𝐾], update the weights

𝑤𝑡,𝑖 ←
(︀
𝑤𝑡−1,𝑖 exp

(︀
𝜂𝑡−1,𝑖𝑟𝑡,𝑖 − 𝜂2𝑡−1,𝑖(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)

2
)︀)︀𝜂𝑡,𝑖/𝜂𝑡−1,𝑖

clarity and completeness. We proceed with our key lemma about the properties of the

learning rates.

Lemma 44 (Properties of Learning Rates). Assume that the losses are bounded

ℓ𝑡 ∈ [0, 1]𝐾 and that the learning rates 𝜂𝑡,𝑖 are set according to Line 10 of Alg. 12 for

all 𝑡 ∈ [𝑇 ] and 𝑖 ∈ [𝐾], i.e.,

𝜂𝑡,𝑖 ← min

{︃
𝜂𝑡−1,𝑖,

2

3(1 + 𝑟𝑡+1,𝑖)
,

√︃
log(𝐾)

𝐶𝑡,𝑖

}︃
.

Then, all of the following hold for all 𝑡 ∈ [𝑇 ] and 𝑖 ∈ [𝐾]:

1. 𝜂𝑡,𝑖(𝑟𝑡+1,𝑖 − 𝑟𝑡+1,𝑖)− 𝜂2𝑡,𝑖(𝑟𝑡+1,𝑖 − 𝑟𝑡+1,𝑖)
2 ≤ log (1 + 𝜂𝑡,𝑖(𝑟𝑡+1,𝑖 − 𝑟𝑡+1,𝑖)) ,

2. 𝑥 ≤ 𝑥𝜂𝑡,𝑖/𝜂𝑡+1,𝑖 + 1− 𝜂𝑡+1,𝑖

𝜂𝑡,𝑖
∀𝑥 ≥ 0,

3. 𝜂𝑡,𝑖−𝜂𝑡+1,𝑖

𝜂𝑡,𝑖
≤ log(𝜂𝑡,𝑖/𝜂𝑡+1,𝑖) .
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Proof. For the first claim, observe that the range of admissible values in the original

Prod inequality [CBL06]

∀𝑥 ≥ −1/2 𝑥− 𝑥2 ≤ log(1 + 𝑥)

can be improved3 to ∀𝑥 ≥ −2/3. Now let 𝑥 = 𝜂𝑡,𝑖(𝑟𝑡+1,𝑖 − 𝑟𝑡+1,𝑖), and observe that

since ℓ𝑡 ∈ [0, 1]𝐾 , we have 𝑟𝑡+1,𝑖 = ⟨𝑝𝑡+1, ℓ𝑡+1⟩ − ℓ𝑡+1 ∈ [−1, 1], and so

𝑥 ≥ 𝜂𝑡,𝑖(−1− 𝑟𝑡+1,𝑖) = −𝜂𝑡,𝑖(1 + 𝑟𝑡+1,𝑖)

≥ −2/3,

where in the last inequality we used the upper bound on 𝜂𝑡,𝑖 ≤ 2/(3(1 + 𝑟𝑡+1,𝑖) which

holds by definition of the learning rates.

For the second claim, recall Young’s inequality4 which states that for non-negative

𝑎, 𝑏, and 𝑝 ≥ 1,

𝑎𝑏 ≤ 𝑎𝑝/𝑝 + 𝑏𝑝/(𝑝−1)(1− 1/𝑝).

For our application, we set 𝑎 = 𝑥, 𝑏 = 1, and 𝑝 = 𝜂𝑡,𝑖/𝜂𝑡+1,𝑖. Observe that 𝑝 is indeed

greater than 1 since the learning rates are non-increasing over time (i.e., 𝜂𝑡+1,𝑖 ≤ 𝜂𝑡,𝑖

for all 𝑡 and 𝑖) by definition. Applying Young’s inequality, we obtain

𝑥 ≤ 𝑥𝜂𝑡,𝑖/𝜂𝑡+1,𝑖(𝜂𝑡+1,𝑖/𝜂𝑡,𝑖) +
𝜂𝑡,𝑖 − 𝜂𝑡+1,𝑖

𝜂𝑡,𝑖
,

and the claim follows by the fact that the learning rates are non-increasing.

For the final claim, observe that the derivative of log(𝑥) is 1/𝑥, and so by the mean

value theorem we know that there exists 𝑐 ∈ [𝜂𝑡+1,𝑖, 𝜂𝑡,𝑖] such that

log(𝜂𝑡,𝑖)− log(𝜂𝑡+1,𝑖)

𝜂𝑡,𝑖 − 𝜂𝑡+1,𝑖

=
1

𝑐
.

3By inspection of the root of the function 𝑔(𝑥) = log(1 + 𝑥)− 𝑥+ 𝑥2 closest to 𝑥 = −1/2, which
we know exists since 𝑔(−1/2) > 0 while 𝑔(−1) < 0.

4This follows by taking logarithms and using the concavity of the logarithm function.
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Rearranging and using 𝑐 ≤ max{𝜂𝑡,𝑖, 𝜂𝑡+1,𝑖} = 𝜂𝑡,𝑖, we obtain

log(𝜂𝑡,𝑖/𝜂𝑡+1,𝑖) =
𝜂𝑡,𝑖 − 𝜂𝑡+1,𝑖

𝑐
≥ 𝜂𝑡,𝑖 − 𝜂𝑡+1,𝑖

𝜂𝑡,𝑖
.

Having established our helper lemma, we now proceed to bound the regret with respect

to a single expert as in [WHL17, GSVE14]. The main statement is given by the lemma

below.

Lemma 45 (Base AdaProd+ Static Regret Bound). The static regret of Alg. 12

with respect to any expert 𝑖 ∈ [𝐾],
∑︀

𝑡 𝑟𝑡,𝑖, is bounded by

𝒪
(︁

log𝐾 + log log 𝑇 + (
√︀

log𝐾 + log log 𝑇 )
√︀

𝐶𝑇,𝑖

)︁
,

where 𝐶𝑇,𝑖 =
∑︀

𝑡∈[𝑇 ](𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)
2.

Proof. Consider 𝑊𝑡 =
∑︀

𝑖∈[𝐾] 𝑤𝑡,𝑖 to be the sum of potentials at round 𝑡. We will first

show an upper bound on the potentials and then show that this sum is an upper

bound on the regret of any expert (plus some additional terms). Combining the upper

and lower bounds will lead to the statement of the lemma. To this end, we first show

that the sum of potentials does not increase too much from round 𝑡 to 𝑡+ 1. To do so,

we apply (2) from Lemma 44 with 𝑥 = 𝑤𝑡+1,𝑖 to obtain for each 𝑤𝑡+1,𝑖

𝑤𝑡+1,𝑖 ≤ 𝑤
𝜂𝑡,𝑖/𝜂𝑡+1,𝑖

𝑡+1,𝑖 +
𝜂𝑡,𝑖 − 𝜂𝑡+1,𝑖

𝜂𝑡,𝑖
.

Now consider the first term on the right hand side above and note that

𝑤
𝜂𝑡,𝑖/𝜂𝑡+1,𝑖

𝑡+1,𝑖 = 𝑤𝑡,𝑖 exp
(︀
𝜂𝑡,𝑖𝑟𝑡+1,𝑖 − 𝜂2𝑡,𝑖(𝑟𝑡+1,𝑖 − 𝑟𝑡+1,𝑖)

2
)︀

= 𝑤𝑡,𝑖 exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖) exp
(︀
𝜂𝑡,𝑖(𝑟𝑡+1,𝑖 − 𝑟𝑡+1,𝑖)− 𝜂2𝑡,𝑖(𝑟𝑡+1,𝑖 − 𝑟𝑡+1,𝑖)

2
)︀

≤ 𝑤𝑡,𝑖 exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖) (1 + 𝜂𝑡,𝑖(𝑟𝑡+1,𝑖 − 𝑟𝑡+1,𝑖))
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= 𝑤𝑡,𝑖𝜂𝑡,𝑖 exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖)𝑟𝑡+1,𝑖 + 𝑤𝑡,𝑖 exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖) (1− 𝜂𝑡,𝑖𝑟𝑡+1,𝑖)⏟  ⏞  
≤exp(−𝜂𝑡,𝑖𝑟𝑡+1,𝑖)

≤ 𝑤𝑡,𝑖𝜂𝑡,𝑖 exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖)⏟  ⏞  
∝𝑝𝑡+1,𝑖

𝑟𝑡+1,𝑖 + 𝑤𝑡,𝑖,

where we applied (1) of Lemma 44. As the brace above shows, the first part of the

first expression on the right hand side is proportional to 𝑝𝑡+1,𝑖 by construction (see

Line 3 in Alg. 12). Recalling that 𝑟𝑡+1,𝑖 = ⟨𝑝𝑡+1, ℓ𝑡+1⟩ − ℓ𝑡+1,𝑖, we have by dividing and

multiplying by the normalization constant,

∑︁
𝑖∈[𝐾]

𝑤𝑡,𝑖𝜂𝑡,𝑖 exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖)𝑟𝑡+1,𝑖 =

⎛⎝∑︁
𝑖∈[𝐾]

𝑤𝑡,𝑖𝜂𝑡,𝑖 exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖)

⎞⎠∑︁
𝑖∈[𝐾]

𝑝𝑡+1,𝑖𝑟𝑡+1,𝑖 = 0,

since
∑︀

𝑖∈[𝐾] 𝑝𝑡+1,𝑖𝑟𝑡+1,𝑖 = 0. This shows that
∑︀

𝑖∈[𝐾] 𝑤
𝜂𝑡,𝑖/𝜂𝑡+1,𝑖

𝑡+1,𝑖 ≤
∑︀

𝑖∈[𝐾] 𝑤𝑡,𝑖 = 𝑊𝑡.

Putting it all together and applying (3) from Lemma 44 to bound 𝜂𝑡,𝑖−𝜂𝑡+1,𝑖

𝜂𝑡,𝑖
, we obtain

for the sum of potentials for 𝑡 ∈ [𝑇 ]:

𝑊𝑡+1 ≤ 𝑊𝑡 +
∑︁
𝑖∈[𝐾]

log(𝜂𝑡,𝑖/𝜂𝑡+1,𝑖).

A subtle issue is that for 𝑡 = 0, we have 𝜂0,𝑖 =
√︀

log(𝐾)/2 for all 𝑖 ∈ [𝑛], which means

that we cannot apply (1) of Lemma 44. So, we have to bound the change in potentials

between 𝑊1 and 𝑊0. Fortunately, since this only occurs at the start, we can use the

rough upper bound exp(𝑥− 𝑥2) = exp(𝑥(1− 𝑥)) ≤ exp(1/4) ≤ 1.285, which holds for

all 𝑥 ∈ R, to obtain for 𝑡 = 0

𝑤
𝜂𝑡,𝑖/𝜂𝑡+1,𝑖

𝑡+1,𝑖 ≤ 𝑤𝑡,𝑖 exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖) exp(1/4)

= 𝑤𝑡,𝑖(1− 𝜂𝑡,𝑖𝑟𝑡+1,𝑖 + 𝜂𝑡,𝑖𝑟𝑡+1,𝑖) exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖) exp(1/4)

≤ 𝑤𝑡,𝑖(exp(−𝜂𝑡,𝑖𝑟𝑡+1,𝑖) + 𝜂𝑡,𝑖𝑟𝑡+1,𝑖) exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖) exp(1/4)

= exp(1/4)𝑤𝑡,𝑖 + 𝑟𝑡+1,𝑖 exp(1/4)𝑤𝑡,𝑖𝜂𝑡,𝑖 exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖)⏟  ⏞  
∝𝑝𝑡+1,𝑖

,
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where we used 1− 𝑥 ≤ exp(−𝑥). Summing the last expression we obtained across all

𝑖 ∈ [𝐾], we have for 𝑡 = 0

∑︁
𝑖∈[𝐾]

𝑤
𝜂𝑡,𝑖/𝜂𝑡+1,𝑖

𝑡+1,𝑖 ≤
∑︁
𝑖∈[𝐾]

exp(1/4)𝑤𝑡,𝑖,

where we used the fact that
∑︀

𝑖∈[𝐾] 𝑟𝑡+1,𝑖𝑤𝑡,𝑖𝜂𝑡,𝑖 exp(𝜂𝑡,𝑖𝑟𝑡+1,𝑖) = 0 by definition of our

predictions. Putting it all together, we obtain 𝑊1 ≤ exp(1/4)𝑊0 = exp(1/4)𝐾 given

that 𝑊0 = 𝐾.

We can now unroll the recursion in light of the above to obtain

𝑊𝑇 ≤ 𝐾 exp(1/4) +
∑︁
𝑡∈[𝑇 ]

∑︁
𝑖∈[𝐾]

log(𝜂𝑡,𝑖/𝜂𝑡+1,𝑖)

= 𝐾 exp(1/4) +
∑︁
𝑖∈[𝐾]

∑︁
𝑡∈[𝑇 ]

log(𝜂𝑡,𝑖/𝜂𝑡+1,𝑖)

= 𝐾 exp(1/4) +
∑︁
𝑖∈[𝐾]

log

⎛⎝ ∏︁
𝑡+1∈[𝑇 ]

𝜂𝑡,𝑖/𝜂𝑡+1,𝑖

⎞⎠
= 𝐾 exp(1/4) +

∑︁
𝑖∈[𝐾]

log(𝜂0,𝑖/𝜂𝑇,𝑖)

≤ 𝐾

(︂
exp(1/4) + log

(︂
max
𝑖∈[𝐾]

√︀
𝐶𝑇,𝑖

)︂)︂
≤ 𝐾 (exp(1/4) + log(4𝑇 )/2) .

Now, we establish a lower bound for 𝑊𝑡 in terms of the regret with respect to any

expert 𝑖 ∈ [𝐾]. Taking the logarithm and using the fact that the potentials are always

non-negative, we can show via a straightforward induction (as in [GSVE14]) that

log(𝑊𝑇 ) ≥ log(𝑤𝑇,𝑖) ≥ 𝜂𝑇,𝑖
∑︁
𝑡∈[𝑇 ]

(𝑟𝑡,𝑖 − 𝜂𝑡−1,𝑖(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)
2).
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Rearranging, and using the upper bound on 𝑊𝑇 from above, we obtain

∑︁
𝑡∈[𝑇 ]

𝑟𝑡,𝑖 ≤ 𝜂−1
𝑇,𝑖 log

(︂
𝐾(1 + log(max

𝑖∈[𝐾]

√︀
1 + 𝐶𝑇,𝑖)

)︂
+
∑︁
𝑡∈[𝑇 ]

𝜂𝑡−1,𝑖(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)
2. (7.2)

For the first term in (7.2), consider the definition of 𝜂𝑇,𝑖 and note that 𝜂𝑇,𝑖 ≥

min{1/3, 𝜂𝑇−1,𝑖,
√︀

log(𝐾)/(𝐶𝑇,𝑖)} since 𝑟𝑇+1,𝑖 ≤ 1. Now to lower bound 𝜂𝑇,𝑖, con-

sider the claim that 𝜂𝑡,𝑖 ≥ min{1/3,
√︀

log(𝐾)/(𝐶𝑇,𝑖)}. Note that this claim holds

trivially for the base cases where 𝑡 = 0 and 𝑡 = 1 since the learning rates are initialized

to 1 and our optimistic predictions can be at most 1. By induction, we see that if this

claim holds at time step 𝑡, we have for time step 𝑡 + 1

𝜂𝑡+1,𝑖 ≥ min{1/3, 𝜂𝑡,𝑖,
√︁

log(𝐾)/(𝐶𝑡+1,𝑖)} ≥ min{1/3, 𝜂𝑡,𝑖,
√︁

log(𝐾)/(𝐶𝑇,𝑖)}

= min{𝜂𝑡,𝑖,min{1/3,
√︁

log(𝐾)/(𝐶𝑇,𝑖)}}

≥ min

{︂
min{1/3,

√︁
log(𝐾)/(𝐶𝑇,𝑖)},min{1/3,

√︁
log(𝐾)/(𝐶𝑇,𝑖)}

}︂
= min{1/3,

√︁
log(𝐾)/(𝐶𝑇,𝑖)}.

Hence, we obtain 𝜂𝑇,𝑖 ≥ min{1/3, 𝐶𝑇,𝑖}, and this implies that (by the same reasoning

as in [GSVE14]) that

𝜂−1
𝑇,𝑖 log

(︂
𝐾(1 + log(max

𝑖∈[𝐾]

√︀
𝐶𝑇,𝑖)

)︂
≤ 𝒪

(︁
(
√︀

log𝐾 + log log 𝑇 )
√︀
𝐶𝑇,𝑖 + log𝐾

)︁
.

Now to bound the second term in (7.2),
∑︀

𝑡∈[𝑇 ] 𝜂𝑡−1,𝑖(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)
2, we deviate from the

analysis in [WHL17] in order to show that the improved learning schedule without

the dampening term in the denominator suffices. To this end, we first upper bound

𝜂𝑡−1,𝑖 as follows

𝜂𝑡−1,𝑖 ≤ min

{︃
𝜂0,𝑖,

2

3(1 + 𝑟𝑡,𝑖)
,

√︃
log(𝐾)

𝐶𝑡−1,𝑖

}︃

≤ min

{︃
𝜂0,𝑖,

√︃
log(𝐾)

𝐶𝑡−1,𝑖

}︃
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= min

{︃
𝜂0,𝑖, 𝜂0,𝑖

√︃
2

𝐶𝑡−1,𝑖

}︃

where first inequality follows from the fact that the learning rates are monotonically

decreasing, the second inequality from the definition of min, the last equality by

definition 𝜂0,𝑖 =
√︀

log(𝐾)/2.

By the fact that the minimum of two positive numbers is less than its harmonic mean5,

we have

𝜂𝑡−1,𝑖 ≤
2
√

2𝜂0,𝑖√
2 +

√︀
𝐶𝑡−1,𝑖

,

and so

(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)
2𝜂𝑡−1,𝑖 ≤ 𝑐𝑡,𝑖

2
√

2𝜂0,𝑖√
2 +

√︀
𝐶𝑡−1,𝑖

= 8
√

2𝜂0,𝑖
(𝑐𝑡,𝑖/4)√

2 + 2
√︀

𝐶𝑡−1,𝑖/4

≤ 4
√

2𝜂0,𝑖
(𝑐𝑡,𝑖/4)√︀

1/2 + 𝐶𝑡−1,𝑖/4
,

where we used the subadditivity of the square root function in the last step.

Summing over all 𝑡 ∈ [𝑇 ] and applying Lemma 14 of [GSVE14] on the scaled variables

𝑐𝑡,𝑖/4 ∈ [0, 1], we obtain

∑︁
𝑡∈[𝑇 ]

𝜂𝑡−1,𝑖(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)
2 ≤ 4

√
2𝜂0,𝑖

∑︁
𝑡∈[𝑇 ]

√︀
𝐶𝑇,𝑖

= 4
√︀

𝐶𝑇,𝑖 log𝐾,

where in the last equality we used the definition of 𝜂𝑖,0 and 𝐶𝑇,𝑖 =
∑︀

𝑡∈[𝑇 ](𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)
2

as before, and this completes the proof.

5min{𝑎, 𝑏} = min{𝑎−1, 𝑏−1}−1 ≤ ( 12 (𝑎
−1 + 𝑏−1))−1 = 2/(1/𝑎+ 1/𝑏)
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7.6.2 Adaptive Regret

We now turn to establishing adaptive regret bounds via the sleeping experts reduction

as in [WHL17, LS15] using the reduction of [GSVE14]. The overarching goal is to

establish an adaptive bound for the regret of every time interval [𝑡1, 𝑡2], 𝑡1, 𝑡2 ∈ [𝑇 ],

which is a generalization of the static regret which corresponds to the regret over the

interval [1, 𝑇 ]. To do so, in the setting of 𝑛 experts as in the main document, the

main idea is to run the base algorithm (Alg. 12) on 𝐾 = 𝑛𝑇 sleeping experts instead6.

These experts will be indexed by (𝑡, 𝑖) with 𝑡 ∈ [𝑇 ] and 𝑖 ∈ [𝑛]. Moreover, at time

step 𝑡, each expert (𝑠, 𝑖) is defined to be awake if 𝑠 ≤ 𝑡, 𝑖 ∈ [𝑛] and ℐ𝑡,𝑖 = 1 (the point

has not yet been sampled, see Sec. 7.2), and the remaining experts will be considered

sleeping. This will generate a probability distribution 𝑝𝑡,(𝑠,𝑖) over the awake experts.

Using this distribution, at round 𝑡 we play

𝑝𝑡,𝑖 = ℐ𝑡,𝑖
∑︁
𝑠∈[𝑡]

𝑝𝑡,(𝑠,𝑖)/𝑍𝑡,

where 𝑍𝑡 =
∑︀

𝑗∈[𝐾] ℐ𝑡,𝑗
∑︀

𝑠′∈[𝑡] 𝑝𝑡,(𝑠′,𝑗).

The main idea is to construct losses to give to the base algorithm so that that at any

point 𝑡 ∈ [𝑇 ], each expert (𝑠, 𝑖) suffers the interval regret from 𝑠 to 𝑡 (which is defined

to be 0 if 𝑠 > 𝑡), i.e.,
∑︀𝑡

𝜏=1 𝑟𝜏,(𝑠,𝑖) =
∑︀𝑡

𝜏=𝑠 𝑟𝜏,𝑖. To do so, we build on the reduction

of [WHL17] to keep track of both the sleeping experts from the sense of achieving

adaptive regret and also the traditional sleeping experts regret with respect to only

those points that are not yet labeled (as in Sec. 7.2). The idea is to apply the base

algorithm (Alg. 12) with the modified loss vectors ℓ̄𝑡,(𝑠,𝑖) for expert (𝑠, 𝑖) as the original

loss if the expert is awake, i.e., ℓ̄𝑡,(𝑠,𝑖) = ℓ𝑡,𝑖 if 𝑠 ≤ 𝑡 (original reduction in [WHL17])

and ℐ𝑡,𝑖 = 1 (the point has not yet been sampled), and ℓ̄𝑡,(𝑠,𝑖) = ⟨𝑝𝑡,𝑖, ℓ𝑡⟩ otherwise.

The prediction vector is defined similarly: 𝑟𝑡,(𝑠,𝑖) = 𝑟𝑡,𝑖 if 𝑠 ≤ 𝑡, and 0 otherwise.

Note that this construction implies that the regret of the base algorithm with respect

6Note that this notion of sleeping experts is the same as the one we used for dealing with
constructing a distribution over only the unlabeled data points remaining.
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to the modified losses and predictions, i.e., 𝑟𝜏,(𝑠,𝑖) = ⟨𝑝𝜏,(𝑠,𝑖), ℓ̄𝜏,(𝑠,𝑖)⟩ is equivalent to 𝑟𝜏,𝑖

for rounds 𝜏 > 𝑠 where the expert is awake, and 0 otherwise. Thus,

∑︁
𝜏∈[𝑡]

𝑟𝜏,(𝑠,𝑖) =
𝑡∑︁

𝜏=𝑠

𝑟𝜏,𝑖,

which means that the regret of expert (𝑠, 𝑖) with respect to the base algorithm is

precisely regret of the interval [𝑠, 𝑡]. Applying Lemma 45 to this reduction above

(with 𝐾 = 𝑛𝑇 ) immediately recovers the adaptive regret guarantee of Optimisic

Adapt-ML-Prod.

Lemma 46 (Adaptive Regret of Base AdaProd+). For any 𝑡1 ≤ 𝑡2 and 𝑖 ∈ [𝑛],

invoking Alg. 12 with the sleeping experts reduction described above ensures that

𝑡2∑︁
𝑡=𝑡1

𝑟𝑡,𝑖 ≤ 𝒪̂
(︁

log(𝐾) +
√︁
𝐶𝑡2,(𝑡1,𝑖) log(𝐾)

)︁
,

where 𝐶𝑡2,(𝑡1,𝑖) =
∑︀𝑡2

𝑡=𝑡1
(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)

2 and 𝒪̂ suppresses log 𝑇 factors.

7.6.3 AdaProd+ and Dynamic Regret

To put it all together, we relax to requirement of having to update and keep track of

𝐾 = 𝑁𝑇 experts and having to know 𝑇 . To do so, observe that log(𝐾) ≤ log(𝑛𝑇 ) ≤

2 log(𝑛) since 𝑇 ≤ 𝑛/min𝑡∈[𝑇 ] 𝑏𝑡 ≤ 𝑛, where 𝑏𝑡 ≥ 1 is the number of new points to

label at active learning iteration 𝑡. This removes the requirement of having to know 𝑇

or the future batch sizes beforehand, meaning that we can set the numerator of 𝜂𝑡,(𝑠,𝑖)

to be
√︀

2 log(𝑛) instead of
√︀

log(𝐾) (as in 11 in Sec. 7.3). Next, observe that in the

sleeping experts reduction above, we have

𝑝𝑡,𝑖 = ℐ𝑡,𝑖
∑︁
𝑠∈[𝑡]

𝑝𝑡,(𝑠,𝑖)/𝑍𝑡,

where 𝑍𝑡 =
∑︀

𝑗∈[𝐾] ℐ𝑡,𝑗
∑︀

𝑠′∈[𝑡] 𝑝𝑡,(𝑠′,𝑗). But for 𝑠 ≤ 𝑡 and 𝑗 ∈ [𝑛] satisfying ℐ𝑡,𝑗 = 1,

by definition of 𝑝𝑡,(𝑠,𝑗) and the fact that expert (𝑠, 𝑗) is awake, we have 𝑝𝑡,(𝑠,𝑗) ∝
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𝜂𝑡−1,(𝑠,𝑗)𝑤𝑡−1,(𝑠,𝑗) exp(𝜂𝑡−1,(𝑠,𝑗)𝑟𝑡,𝑗), and so the normalization constant cancels from the

numerator (from 𝑝𝑡,(𝑠,𝑗)) and the denominator (from the 𝑝𝑡,(𝑠′,𝑗) in 𝑍𝑡 =
∑︀

𝑗∈[𝐾] ℐ𝑡,𝑗
∑︀

𝑠′∈[𝑡] 𝑝𝑡,(𝑠′,𝑗)),

leaving us with

𝑝𝑡,𝑖 =
∑︁
𝑠∈[𝑡]

𝜂𝑡−1,(𝑠′,𝑗)𝑤𝑡−1,(𝑠′,𝑗) exp(𝜂𝑡−1,(𝑠′,𝑗)𝑟𝑡,𝑗)

𝛾𝑡
,

where 𝛾𝑡 =
∑︀

𝑗∈[𝐾]

∑︀
𝑠′∈[𝑡] 𝜂𝑡−1,(𝑠′,𝑗)𝑤𝑡−1,(𝑠′,𝑗) exp(𝜂𝑡−1,(𝑠′,𝑗)𝑟𝑡,𝑗). Note that this corre-

sponds precisely to the probability distribution played by AdaProd+. Further, since

AdaProd+ does not explicitly keep track of the experts that are asleep, and only

updates the potentials 𝑊𝑡,(𝑠,𝑖) of those experts that are awake, AdaProd+ mimics

the updates of the reduction described above7 involving passing of the modified losses

to the base algorithm. Thus, we can conclude that AdaProd+ leads to the same

updates and generated probability distributions as the base algorithm for adaptive

regret. This discussion immediately leads to the following lemma for the adaptive

regret of our algorithm, very similar to the one established above except for log 𝑛

replacing log 𝑇 terms.

Lemma 47 (Adaptive Regret of AdaProd+). For any 𝑡1 ≤ 𝑡2 and 𝑖 ∈ [𝑛], Alg. 11

ensures that

𝑡2∑︁
𝑡=𝑡1

𝑟𝑡,𝑖 ≤ 𝒪
(︁

log 𝑛 + log log 𝑛 + (
√︀

log 𝑛 + log log 𝑛)
√︀
𝐶𝑡2,(𝑡1,𝑖)

)︁
,

where 𝐶𝑡2,(𝑡1,𝑖) =
∑︀𝑡2

𝑡=𝑡1
(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)

2.

Finally, applying the reduction from adaptive to dynamic regret (Theorem 4 of [LS15])

and bounding

(𝑟𝑡,𝑖 − 𝑟𝑡,𝑖)
2 ≤ 2(⟨𝑝𝑡,𝑖, ℓ𝑡,𝑖⟩ − ⟨𝑝𝑡,𝑖, ℓ𝑡−1,𝑖⟩)2 + 2(ℓ𝑡,𝑖 − ℓ𝑡−1,𝑖)

2 ≤ 4 ‖ℓ𝑡 − ℓ𝑡−1‖2∞

by applying Hölder’s inequality twice, we obtain Theorem 43 from Sec. 7.4.

7The only minor change is in the constant in the learning rate schedule of AdaProd+ which has
a
√︀
2 log(𝑛) term instead of

√︀
log(𝑛𝑇 ) ≤

√︀
2 log(𝑛). This only affects the regret bounds by at most

a factor of
√
2, and the reduction remains valid – it would be analogous to running Alg. 12 on a set

of 𝑛2 ≥ 𝑛𝑇 experts instead.
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7.7 Implementation Details and Batch Sampling

To sample a batch of 𝑏 points at step 𝑡, we first apply a capping algorithm to the

probability distribution 𝑝𝑡 computed by AdaProd+ to generate 𝑝𝑡. This capping is

more rigorously the information projection (i.e., projection with respect to the KL

Divergence) to the capped simplex constraining the probabilities to be at most 1
𝑏

where 𝑏 is the batch size [WK08]. This projection can be performed by a sort and

iterative capping algorithm as described in [WK08, UNK10] (𝒪(𝑛 log 𝑛) time total).

After obtaining 𝑝𝑡, we compute the scaled probability 𝑝𝑡 = 𝑏𝑝𝑡 satisfying 𝑝𝑡 ∈ [0, 1]𝑛

and
∑︀

𝑗 𝑝𝑡,𝑗 = 𝑏. Now, to sample 𝑏 points according to 𝑝𝑡, we use use the DepRound

algorithm [UNK10] shown as Alg. 13, which takes 𝒪(𝑛) time.

Algorithm 13 DepRound
Inputs: Subset size 𝑚, probabilities 𝑝 ∈ [0, 1]𝑛 such that

∑︀
𝑖 𝑝𝑖 = 𝑚

Output: set of indices 𝒞 ⊂ [𝑛] of size 𝑚

1: while ∃𝑖 ∈ [𝑛] such that 0 < 𝑝𝑖 < 1 do
2: Pick 𝑖, 𝑗 ∈ [𝑛] satisfying 𝑖 ̸= 𝑗, 0 < 𝑝𝑖 < 1, and 0 < 𝑝𝑗 < 1
3: Set 𝛼 = min(1− 𝑝𝑖, 𝑝𝑗) and 𝛽 = min(𝑝𝑖, 1− 𝑝𝑗)
4: Update 𝑝𝑖 and 𝑝𝑗

5: (𝑝𝑖, 𝑝𝑗) =

{︃
(𝑝𝑖 + 𝛼, 𝑝𝑗 − 𝛼) with probability 𝛽

𝛼+𝛽
,

(𝑝𝑖 − 𝛽, 𝑝𝑗 + 𝛽) with probability 1− 𝛽
𝛼+𝛽

.

6: 𝒞 ← {𝑖 ∈ [𝑛] : 𝑝𝑖 = 1}
7: return 𝒞

In all of our empirical evaluations, the original probabilities generated by AdaProd+

were already less than 1/𝑏, so the capping procedure did not get invoked. We conjecture

that this may be a natural consequence of the active learning setting, where we are

attempting to incrementally build up a small set of labeled data among a very large

pool of unlabeled ones, i.e., 𝑏 ≪ 𝑛. This description also aligns with the relatively

small batch sizes widely used in active learning literature as benchmarks [GSS19,

AZK+19, RXC+20, SS17a, Mut19].

The focus of our work is not on the full extension of Adapt-ML-Prod [WHL17] to the

batch setting, however, we summarize some of our ongoing and future work here for

the interested reader. If we assume that the probabilities generated by AdaProd+
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satisfy 𝑝𝑡,𝑖 ≤ 1/𝑏, which is a mild assumption in the active learning setting as evidenced

by our evaluations, our analysis suggests that the regret bounds we derived in the

previous section scale by a factor of 𝒪̃(
√
𝑏) by Cauchy-Schwarz for the regret defined

with respect to sampling a batch of 𝑏 points at each time step. Our ongoing work

includes relaxing the assumption 𝑝𝑡,𝑖 ≤ 1/𝑏 by building on techniques from prior work,

such as by exploiting the inequalities associated with the Information (KL divergence)

Projection as in [WK08] or capping the weight potential 𝑤𝑖,𝑡 as in [UNK10] as soon

as weights get too large (rather than modifying the probabilities). Based on our

preliminary analysis, we conjecture that the same regret bound as the 𝒪̃(
√
𝑏)-scaled

bound holds asymptotically (ignoring log 𝑛 and log 𝑇 factors) for AdaProd+ in the

batch setting without this assumption. Formalizing this extension rigorously is an

avenue for future work.

7.8 Experimental Setup & Additional Evaluations

In this section we (i) describe the experimental setup and detail hyper-parameters

used for our experiments and (ii) provide additional evaluations and comparisons to

supplement the results presented.

7.8.1 Setup

Table 7.1 depicts the hyperparameters used for training the network architectures used

in our experiments. Given an active learning configuration (Option, 𝑛start, 𝑏, 𝑛end),

these parameters describe the training process for each choice of Option as follows:

Incremental : we start the active learning process by acquiring and labeling

𝑛start points chosen uniformly at random from the 𝑛 unlabeled data points, and we

train with the corresponding number of epochs and learning rate schedule listed in

Table 7.1 under rows epochs and lr decay, respectively, to obtain 𝜃1. We then proceed

as in Alg. 10 to iteratively acquire 𝑏 new labeled points based on the Acquire function

and incrementally train a model starting from the model from the previous iteration,
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FashionCNN SVHNCNN Resnet18 CNN5 (width=128)
loss cross-entropy cross-entropy cross-entropy cross-entropy

optimizer Adam Adam SGD Adam
epochs 60 60 80 60

epochs incremental 15 15 N/A 15
batch size 128 128 256 128

learning rate (lr) 0.001 0.001 0.1 0.001
lr decay 0.1@(50) 0.1@(50) 0.1@(30, 60) 0.1@(50)

lr decay incremental 0.1@(10) 0.1@(10) N/A 0.1@(10)
momentum N/A N/A 0.9 N/A
Nesterov N/A N/A No N/A

weight decay 0 0 1.0e-4 0

Table 7.1: We report the hyperparameters used during training the convolutional architectures
listed above corresponding to our evaluations on FashionMNIST, SVHN, CIFAR10, and
ImageNet. except for the ones indicated in the lower part of the table. The notation
𝛾@(𝑛1, 𝑛2, . . .) denotes the learning rate schedule where the learning rate is multiplied by
the factor 𝛾 at epochs 𝑛1, 𝑛2, . . . (this corresponds to MultiStepLR in PyTorch).

𝜃𝑡−1. This training is done with respect to the number of corresponding epochs and

learning rate schedule shown in Table 7.1 under epochs incremental and lr decay

incremental, respectively.

Scratch : the only difference relative to the Incremental setting is that rather

than training the model starting from 𝜃𝑡−1, we train a model from a randomly initialized

network at each active learning iteration with respect to the training parameters under

epochs and lr decay in Table 7.1.

Architectures We used the following convolutional networks on the specified data

sets.

1. FashionCNN [Pan18] (for FashionMNIST): a network with 2 convolutional layers

with batch normalization and max pooling, 3 fully connected layers, and one

dropout layer with 𝑝 = 0.25 in [Pan18]. This architecture achieves over 93%

accuracy when trained with the whole data set.

2. SVHNCNN [Che20] (for SVHN): a small scale convolutional model very similar
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to FashionCNN except there is no dropout layer.

3. Resnet18 [HZRS16] (for ImageNet): an 18 layer residual network with batch

normalization.

4. CNN5 [NKB+19] (for CIFAR10): a 5-layer convolutional neural network with 4

convolutional layers with batch normalization. We used the width=128 setting

in the context of [NKB+19].

10 15 20 25 30 35 40 45
Sample Size (Thousand)

5

10

15

20

25

Te
st

 A
cc

ur
ac

y 
(%

)

resnet18, ImageNet
Ours
Uncertainty
Entropy

10 15 20 25 30 35 40 45
Sample Size (Thousand)

10

20

30

40

50
To

p 
5 

Te
st

 A
cc

ur
ac

y 
(%

)
resnet18, ImageNet

Ours
Uncertainty
Entropy

10 15 20 25 30 35 40 45
Sample Size (Thousand)

4

6

8

10

12

14

16

18

Te
st

 L
os

s

resnet18, ImageNet
Ours
Uncertainty
Entropy

100 200 300 400 500
Sample Size

65

70

75

80

Te
st

 A
cc

ur
ac

y 
(%

)

FashionCNN, FashionMNIST

Ours
BatchBALD
Uncertainty

Entropy
Coreset
Uniform

(a) Top-1 test accuracy

100 200 300 400 500
Sample Size

95

96

97

98

99

To
p 

5 
Te

st
 A

cc
ur

ac
y 

(%
)

FashionCNN, FashionMNIST

Ours
BatchBALD
Uncertainty

Entropy
Coreset
Uniform

(b) Top-5 test accuracy
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Figure 7-5: Results for the data-starved configuration (Scratch, 5𝑘, 5𝑘, 45𝑘) on ImageNet
(first row) and (Scratch, 50, 10, 500) on FashionMNIST (second row). Shown from left to
right are the results with respect to test accuracy, top-5 test accuracy, and test loss. Shaded
region corresponds to values within one standard deviation of the mean.

Settings for experiments in Sec. 7.5 Prior to presenting additional results and

evaluations in the next subsections, we specify the experiment configurations used for

the experiments shown in the main document (Sec. 7.5). For the corresponding exper-

iments in Fig. 7-1, we evaluated on the configuration (Scratch, 10𝑘, 20𝑘, 110𝑘) for

ImageNet, (Scratch, 500, 200, 4000) for SVHN, (Scratch, 3𝑘, 1𝑘, 15𝑘) for CIFAR10,

and (Scratch, 100, 300, 3000) for FashionMNIST. For the evaluations in Fig. 7-3, we

used (Scratch, 128, 96, 200) and (Scratch, 128, 64, 2000) for FashionMNIST and

SVHN, respectively. The models were trained with standard data normalization with

respect to the mean and standard deviation of the entire training set. For ImageNet,
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we used random cropping to 224× 224 and random horizontal flips for data augmen-

tation; for the remaining data sets, we used random cropping to 32× 32 (28× 28 for

FashionMNIST) with 4 pixels of padding and random horizontal flips.

All presented results were averaged over 10 trials with the exception of those for

ImageNet8, where we averaged over 3 trials due to the observed low variance in our

results. We used the uncertainty loss metric as defined in Sec. 7.2 for all of the

experiments presented in this work – with the exception of results related to boosting

prior approaches (Fig. 7-3). The initial set of points and the sequence of random

network initializations (one per sample size for the Scratch option) were fixed across

all algorithms to ensure fairness.

7.8.2 Setting for Experiments in Sec. 7.5.5

In this subsection, we describe the setting for the evaluations in Sec. 7.5.5, where we

compared the performance of AdaProd+ to modern algorithms for learning with

prediction advice. Since our approach is intended to compete with time-varying

competitors (see Sec. 7.6), we compare it to existing methods that ensure low regret

with respect to time-varying competitors (via adaptive regret). In particular, we

compare our approach to the following algorithms:

1. Optimistic AMLProd [WHL17]: we implement the (stronger) variant of

Optimistic Adapt-ML-Prod that ensures dynamic regret (outlined at the end

of Sec. 3.3 in [WHL17]). This algorithm uses the sleeping experts reduction

of [GSVE14] and consequently, requires initially creating 𝑛̃ = 𝑛𝑇 sleeping

experts and updating them with similar updates as in our algorithm (except

the cost of the 𝑡th update is 𝒪̃(𝑛𝑇 ) rather than 𝒪̃(𝑁𝑡𝑡) as in ours). Besides

the computational costs, we emphasize that the only true functional difference

between our algorithm and Optimistic AMLProd lies in the thresholding of the

learning rates (Line 10 in Alg. 11). In our approach, we impose the upper bound

8We were not able to run Coreset or BatchBALD on ImageNet due to resource constraints and
the high computation requirements of these algorithms.
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min{𝜂𝑡−1,𝑖, 2/(3(1 + 𝑟𝑡+1,𝑖))} for 𝜂𝑡,𝑖 for any 𝑡 ∈ [𝑇 ], whereas [WHL17] imposes

the (smaller) bound of 1/4.

2. AdaNormalHedge(.TV) [LS15]: we implement the time-varying version of

AdaNormalHedge, AdaNormalHedge.TV as described in Sec. 5.1 of [LS15].

The only slight modification we make in our setting where we already have a

sleeping experts problem is to incorporate the indicator ℐ𝑡,𝑖 in our predictions

(as suggested by [LS15] in their sleeping experts variant). In other words,

we predict9 𝑝𝑡,𝑖 ∝ ℐ𝑡,𝑖
∑︀𝑡

𝜏=1
1
𝜏2
𝑤(𝑅[𝜏,𝑡−1],𝑖, 𝐶[𝜏,𝑡−1]) rather than the original 𝑝𝑡,𝑖 ∝∑︀𝑡

𝜏=1
1
𝜏2
𝑤(𝑅[𝜏,𝑡−1],𝑖, 𝐶[𝜏,𝑡−1]), where 𝑅[𝑡1,𝑡1],𝑖 =

∑︀𝑡2
𝑡=𝑡1

𝑟𝑡,𝑖 and 𝐶[𝑡1,𝑡1],𝑖 =
∑︀𝑡2

𝑡=𝑡1
|𝑟𝑡,𝑖|

(note that the definition of 𝐶 is different than ours).

3. Squint(.TV) [KVE15]: Squint is a parameter-free algorithm like AdaNormal-

Hedge in that it can also be extended to priors over an initially unknown number

of experts. Hence, we use the same idea as in AdaNormalHedge.TV (also

see [Luo17]) and apply the extension of the Squint algorithm for adaptive regret.

We used the (Scratch, 500, 200, 400) and (Scratch, 4000, 1000, 2000) configurations

for the evaluations on the SVHN and CIFAR10 datasets, respectively.

7.8.3 Results on Data-Starved Settings

Figure 7-5 shows the results of our additional evaluations on ImageNet and FashionM-

NIST in the data-starved setting where we begin with a very small (relatively) set of

data points and can only query the labels of a small set of points at each time step.

For both data sets, our approach outperforms competing ones in the various metrics

considered – yielding up to 4% increase in test accuracy compared to the second-best

performing method.

9We also implemented and evaluated the method with uniform prior over time intervals, i.e.,
𝑝𝑡,𝑖 ∝ ℐ𝑡,𝑖

∑︀𝑡
𝜏=1 𝑤(𝑅[𝜏,𝑡−1],𝑖, 𝐶[𝜏,𝑡−1]) (without the prior 1

𝜏2 ), but found that it performed worse than
with the prior in practice. The same statement holds for the Squint algorithm.
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(a) FashionMNIST (Scratch, 128, 64, 2000)

1000 2000 3000 4000 5000 6000
Sample Size

0.6

0.7

0.8

0.9

1.0

Te
st

 L
os

s

Net2, SVHN
Ours
BatchBALD
Uncertainty

Entropy
Coreset
Uniform

(b) SVHN (Scratch, 500, 200, 6000)

Figure 7-6: Evaluations on the FashionNet and SVHNNet [AZK+19, Ash21] architectures,
which are different convolutional networks than those used in Sec. 7.5. Despite this architec-
ture shift, our approach remains the overall top-performer on the evaluated data sets, even
exceeding the relative performance of our approach on the previously used architectures.

7.8.4 Shifting Architectures

In this section, we consider the performance on FashionMNIST and SVHN when

we change the network architectures from those used in Sec. 7.5. In particular, we

conduct experiments on the FashionNet and SVHNNet architectures10, convolutional

neural networks that were used for benchmark evaluations in recent active learning

work [AZK+19, Ash21]. Our goal is to evaluate whether the performance of our

algorithm degrades significantly when we vary the model we use for active learning.

Fig. 7-6 depicts the results of our evaluations using the same training hyperparameters

as FashionCNN for FashionNet, and similarly, those for SVHNCNN for SVHNNet

(see Table 7.1). For both architectures, our algorithm uniformly outperforms the

competing approaches in virtually all sample sizes and scenarios; our approach achieves

10Publicly available implementation and details of the architectures [AZK+19, Ash21]: https:
//github.com/JordanAsh/badge/blob/master/model.py .
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up to 5% and 2% higher test accuracy than the second best-performing method on

FashionMNIST and SVHN, respectively. The sole exception is the SVHN test loss,

where we come second to Coreset – which performs surprisingly well on the test loss

despite having uniformly lower test accuracy than Ours on SVHN (top right, Fig. 7-6).

Interestingly, the relative performance of our algorithm is even better on the alternate

architectures than on the models used in the main body (compare Fig. 7-6to Fig. 7-1

of Sec. 7.5), where we performed only modestly better than competing approaches in

comparison.

7.8.5 Robustness Evaluations on Shifted Architecture

Having shown that the resiliency of our approach for both data sets for the configuration

shown in Fig. 7-6, we next investigate whether we can also remain robust to varying

active learning configurations on alternate architectures. To this end, we fix the

FashionMNIST dataset, the FashionNet architecture, and the Scratch option and

consider varying the batch sizes and the initial and final number of labeled points.

Most distinctly, we evaluated sample (active learning batch) sizes of 16, 96, and 224

points for varying sample budgets.

We present the results of our evaluations in Fig. 7-7, where each row corresponds to a

differing configuration. For the first row of results corresponding to a batch size of

224, we see that we significantly (i.e., up to 3.5% increased test accuracy) outperform

all compared methods for all sample sizes with respect to both test accuracy and loss.

The same can be said for the second row of results corresponding to a batch size of 96,

where we observe consistent improvements over prior work. For the smallest batch size

16 (last row of Fig. 7-7) and sampling budget (600), Ours still bests the compared

methods, but the relative improvement is more modest (up to ≈ 1.5% improvement

in test accuracy) than it was for larger batch sizes. We conjecture that this is due

to the fact that the sampling budget (600) is significantly lower than in the first two

scenarios (up to 6000); in this data-starved regime, even a small set of uniformly

sampled points from FashionMNIST is likely to help training since the points in the
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(a) Test accuracy (Scratch, 128, 224, 6000)
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(b) Test loss (Scratch, 128, 224, 6000)

500 1000 1500 2000 2500 3000
Sample Size

65

70

75

80

85

Te
st

 A
cc

ur
ac

y 
(%

)

FashionNet1, FashionMNIST

Ours
BatchBALD
Uncertainty

Entropy
Coreset
Uniform

(c) Test accuracy (Scratch, 128, 96, 3000)
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(d) Test loss (Scratch, 128, 96, 3000)
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(e) Test accuracy (Scratch, 64, 16, 600)
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(f) Test loss (Scratch, 64, 16, 600)

Figure 7-7: Evaluations with varying active learning configurations using the alternate
FashionNet model trained on the FashionMNIST dataset.

small set of selected points will most likely be sufficiently distinct from one another.
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7.9 Limitations and Concluding Remarks

In this chapter, we introduced AdaProd+, an optimistic algorithm for prediction

with expert advice that was tailored to the active learning. Our comparisons showed

that AdaProd+ fares better than Greedy and competing algorithms for learning

with prediction advice. Nevertheless, from an online learning lens, AdaProd+ can

itself be improved so that it can be more widely applicable to active learning. For

one, we currently require the losses to be bounded to the interval [0, 1]. This can be

achieved by scaling the losses by their upper bound ℓmax (as we did for the Entropy

metric), however, this quantity ℓmax may not be available beforehand for all loss

metrics. Ideally, we would want a scale-free algorithm that works with any loss to

maximize the applicability of our approach.

In the same vein, in future work we plan to extend the applicability of our framework

to clustering-based active-learning, e.g., Coreset [SS17a] and Badge [AZK+19],

where it is more difficult to quantify what the loss should be for a given clustering.

One idea could be to define the loss of an unlabeled point to be proportional to its

distance – with respect to some metric – to the center of the cluster that the point

belongs to (e.g., ≈ 0 loss for points near a center). However, it is not clear that the

points near the cluster center should be prioritized over others as we may want to

prioritize cluster outliers too. It is also not clear what the distance metric should be,

as the Euclidean distance in the clustering space may be ill-suited. In future work,

we would like to explore these avenues and formulate losses capable of appropriately

reflecting each point’s importance with respect to a given clustering.

Overall, our empirical evaluations on large-scale real-world data sets and architectures

substantiate the reliability of our approach in outperforming naive uniform sampling

and show that it leads to consistent and significant improvements over existing work.

Our analysis and evaluations suggest that AdaProd+ can be applied off-the-shelf

with existing informativeness measures to improve upon greedy selection, and likewise

can scale with future advances in uncertainty or informativeness quantification. In
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this regard, we hope that this work can contribute to the advancement of reliably

effective active learning approaches that can one day become an ordinary part of every

practitioner’s toolkit, just like Adam and SGD have for stochastic optimization.
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Chapter 8

Conclusion

In this chapter, we summarize the contributions of the work presented in this thesis,

discuss the lessons learned along the way, and outline avenues for future work.

8.1 Thesis Summary

In this thesis, we presented provable, sampling-based algorithms to enable efficient

AI and alleviate its exponentially increasing computational and environmental costs.

The unifying theme of our work is to use representative samples to accelerate existing

algorithms, enable real-time performance, and generally alleviate the high computa-

tional, labeling, and environmental costs of modern AI. Our theoretical guarantees

and empirical evaluations suggest that we can efficiently train and obtain compact

AI models using importance sampling at the cost of a relatively small approximation

error.

We began our exposition with a motivating application of sampling in Chapter 3 in

the context of reachability analysis. The problem was to compute the set of reachable

states of an AI agent, e.g., an autonomous vehicle, by evaluating the initial set of

states using a computationally-expensive reachability function. Given that the set of

initial states was infinite in size, we had to settle for an approximation in the form of
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evaluating a small, finite subset. This motivated a careful subset selection procedure

that would approximate the evaluation on the entire set. We showed that provably

approximate coverage of reachable states can be efficiently computed using a packing

of 𝒳 with a carefully chosen packing parameter and demonstrated its effectiveness in

practice.

In Chapter 4, we focused on subsampling training points in order to accelerate

SVM training. By bridging k-means clustering with the SVM objective function, we

established tight bounds on the relative importance of each data point that can be

computed efficiently. Combining our analysis with the sensitivity framework led to

compact coresets on real-world data sets.

Next, in Chapter 5, we considered downsizing data sets to compressing large deep

learning models for efficiency and ease of deployment. Here, our attempt to apply the

sensitivity framework proved to be theoretically futile due to the worst-case nature of

the sensitivity definition – which involves a supremum over queries. Our key insight

was that the queries in the setting of model compression are data points drawn from

a distribution and that we can exploit this probabilistic nature by considering the

sensitivity of most likely inputs, rather than a worst-case one across the entire support

of the data distribution. This led to the development of the empirical sensitivity

framework, which we used to prune the edges of large neural network models. We

established bounds on the size of the pruned network as a function of the desired

approximation accuracy. Our bounds also led to an automatic budget allocation

procedure that emphasized the preservation of parameters in important layers over

others that could be pruned more aggressively. We presented evaluations on large-scale

models and data sets and showed that our approach can prune up to 90% of a network’s

parameters without any degradation in test accuracy.

We extended the empirical sensitivity framework for parameter pruning in Chapter 6,

where we considered the problem of pruning entire neurons and filters rather than just

weights of a neural network. Here, we observed that building on the empirical sensitivity
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definition enabled structured pruning of filters and neurons, leading to efficient models

that can perform fast inference. As a prominent use case, we demonstrated the benefits

of structured pruning on a real-world end-to-end autonomous driving scenario, where

real-time inference was crucial to the safe navigation of the vehicle. We conclude

Chapter 6 with a discussion of the next frontier in network pruning, including the

incorporation of other objectives beyond test accuracy alone, like robustness to noisy

or adversarial data.

We returned the problem of subsampling training data in the context of deep learning

in Chapter 7, this time with the additional constraint that the data is unlabeled. This

reduces to the active learning problem where the goal is to select the smallest, most

informative set of inputs to label. Here, we built on previous work on online learning to

formulate a low-regret approach framework that can be used with any desired notion

of informativeness to robustify and improve upon state-of-the-art greedy methods.

8.2 Lessons Learned

Here, we discuss valuable insights we obtained along the way during our work on

sampling for scalable AI.

8.2.1 Theory-guided Practice & Practice-guided Theory

The algorithms introduced in this thesis were generally based on constructive proofs

that translated to concrete sampling procedures in practice. For example, for reachabil-

ity analysis, the idea of having a diverse set of states (a covering) from the input space

was motivated by the Lipschitz condition. Moreover, the packing distance was entirely

determined by the theory. Similarly, the importance-sampling procedure was entirely

based on the analytical sensitivity upper bounds and corresponding concentration

analysis. Similar statements can be said for the development of the methods for

pruning (Chapters 5 & 6) and for active learning (Chapter 7). However, this is not the

full story. In fact, many of our insights were enabled by our observations in practice
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which culminated in advancements in theory.

In the work presented here, for example, our analysis on coresets for SVMs was based

on the intuition we gained through practical toy examples. Similarly, the automatic

budget allocation scheme in our pruning work was inspired by the empirical observation

that some layers required more samples to preserve the output than other layers. The

same can be said for the development of our low-regret active learning approach in

Chapter 7, where our observations in typical active learning settings motivated the

development of a low-regret approach that could patch the shortcomings of existing

greedy methods.

8.2.2 Toy Examples and Lower Bounds First

When we first started our work on coresets for Support Vector Machines (Chapter 4),

the sensitivity framework had at the time been shown to be quite effective in obtaining

provably small data summaries for popular methods in machine learning like M-

estimator clustering (e.g., k-means), among others [Fel19, BLK17, BFL16, HCB16].

This was generally enabled by an elegant bound on the sensitivity of each point using

a triangle inequality argument with an approximate (bicriteria) solution. These recent

advances led us to believe that an analogous approach should likewise work for the

SVM problem, or at the very least, to think that compact coresets for SVMs should

exist. So, we began to work towards bounding the sensitivities in a similar way. The

goal was to obtain quantities sharp enough so that their sum would be sublinear in 𝑛

just like in the case of k-means coresets — a necessary condition for sublinear-sized

coresets according to Bernstein’s inequality.

After a significant amount of work, it seemed that no matter what we tried, we could

not achieve bounds that were tight enough. We tried techniques far beyond those used

for k-means coresets, including the use of convex hulls and other geometric methods to

bound the sensitivity, but nothing seemed to suit our needs. The main challenge was

that the SVM objective function did not respect even an approximate version of the

triangle inequality, unlike that of k-means. Only after a lot of work and effort on our
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attempt did we consider the possibility that sublinear SVM coresets may not exist for

all data sets. We began to think we were too optimistic given the success and ease of

constructing coresets for other problems like clustering. We began to think, could we

instead prove a lower bound on the sensitivities rather than an upper bound? After

some brainstorming for pathological examples, we were able to indeed prove that the

sum of sensitivities is lower bounded by Ω(𝑛) for a particular set of points, implying

that in the worst case, no small coresets exist even for linear SVMs.

This taught us a valuable lesson in the importance of considering toy scenarios and the

existence of small data summaries first. In our case, the pathological example enabling

the lower bound ultimately guided our algorithm design. It led to insights on the

sensitivity upper bound, which enabled small data summaries in practice due to the

structure of real-world data. This also taught us the lesson that despite the worst-case

pathological inputs, data-dependent bounds may enable compact summaries in practice

under real-world conditions. We believe that this lesson will also be relevant for future

work and developments in scalable AI, and would encourage further researchers to

think about the existence of coresets using toy scenarios or lower bounds prior to

diving deep into their construction.

8.2.3 Importance of Algorithms with Non-worst-case Perfor-

mance

Throughout our work, we learned the importance of methods with non-worst-case

guarantees and that two algorithms with the same worst-case guarantees can in

fact perform very differently in practice. This was most prominently made clear

to us during our work on active learning (Chapter 7). Here, our initial attempt to

regret minimization was to use the well-known Hedge algorithm with an instance-

independent1 learning rate of 𝜂 =
√︀

log 𝑛/𝑇 . This tuning of the learning rate leads to

a bound of 𝒪(
√
𝑇 log 𝑛) on the static regret in the classical setting which is only a

1Here instance-independent means that 𝜂 and the regret bound are independent of the actual
losses ℓ1, . . . , ℓ𝑇 that the algorithm receives.

221



logarithmic factor away from a matching minimax lower bound. Given this guarantee

and the popularity of Hedge, we had high expectations for its performance in practice.

However, we quickly found out that the algorithm performed quite poorly: it was

simply too conservative in its plays.

This was because the algorithm was based on a worst-case analysis where the losses

‖ℓ𝑡‖∞ is equal to 1 at every time step 𝑡. To obtain better bounds in practice, we needed

a tightened analysis with the instance-dependent losses in mind. So, we used an adap-

tive version of Hedge with a time-varying learning rate 𝜂𝑡 =
√︁

log 𝑛/
∑︀

𝑡∈[𝑇 ] ‖ℓ𝑡‖
2
∞

which leads to the bound 𝒪
(︀√︁

log 𝑛
∑︀

𝑡∈[𝑇 ] ‖ℓ𝑡‖
2
∞
)︀

[Ora19]. Although in the worst-case

this bound matched that of the previous algorithm, it performed substantially better

in practice. Going further, we built on previous methods in online learning to develop

AdaProd+, an approach that removes the pessimistic infinity norm from the losses

and guarantees second-order bounded regret on a per-expert basis. This led to even

further improvements in practical performance, despite the regret bound matching

that of our initial attempt with Hedge in the worst-case. This led to the further

improved results presented in Chapter 7. Overall, we envision that future development

in scalable AI can focus on instance-dependent bounds and algorithms that leverage

the structure inherent in real-world problems.

8.3 Future Work

The work in this thesis paves the way for future research in provable algorithms for

scalable AI. To this end, one avenue for future work is to combine the data and

model compression techniques presented here in a synergistic way. For example,

combining the work in Chapters 6 for model compression and 7 for active learning

would simultaneously enable the use of smaller sets of labeled data and compact

models for fast and label-efficient AI models. This would also have implications for

ease of deployment to resource-constrained platforms and real-time inference. We

plan to investigate this direction in future work. Likewise, we would like to extend
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Sensitivity-informed Provable Pruning (SiPP) to sparsify the parameters of other

Machine Learning models such as SVMs. At a high level, our vision for future work

is to build on the techniques presented in this thesis so that reliable and efficient

sampling algorithms can one day become a part of the Machine Learning toolkit, just

as Stochastic Gradient Descent and Adam have for deep learning.
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