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Abstract

My thesis develops machine learning methods that exploit multimodal clinical data
to improve medical image analysis. Medical images capture rich information of a pa-
tient’s physiological and disease status, central in clinical practice and research. Com-
putational models, such as artificial neural networks, enable automatic and quantita-
tive medical image analysis, which may offer timely diagnosis in low-resource settings,
advance precision medicine, and facilitate large-scale clinical research.

Developing such image models demands large training data. Although digital
medical images have become increasingly available, limited structured image labels
for the image model training have remained a bottleneck. To overcome this challenge,
I have built machine learning algorithms for medical image model development by
exploiting other clinical data.

Clinical data is often multimodal, including images, text (e.g., radiology reports,
clinical notes), and numerical signals (e.g., vital signs, laboratory measurements).
These multimodal sources of information reflect different yet correlated manifestations
of a subject’s underlying physiological processes. I propose machine learning methods
that take advantage of the correlations between medical images and other clinical data
to yield accurate computer vision models. I use mutual information to capture the
correlations and develop novel algorithms for multimodal representation learning by
leveraging local data features. The experiments described in this thesis demonstrate
the advances of the multimodal learning approaches in the application of chest x-ray
analysis.

Thesis Supervisor: Polina Golland
Title: Henry Ellis Warren (1894) Professor of Electrical Engineering and Computer
Science
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Chapter 1

Introduction

My thesis proposes machine learning methods that exploit multimodal clinical data

to improve medical image analysis. Medical images capture rich information of a pa-

tient’s physiological processes and pathological conditions, central in clinical practice

and research. For example, chest radiographs (CXRs) are used to identify acute and

chronic cardiopulmonary conditions, to verify that devices such as pacemakers, cen-

tral lines, and tubes are correctly positioned, and to assist in related medical workups.

Clinical research also relies on medical images to study disease progression and treat-

ment responses. For instance, brain magnetic resonance imaging (MRI) reveals the

anatomic structure of the brain and is used to study the progression of Alzheimer’s

disease.

Computational models, such as artificial neural networks, enable automatic and

quantitative medical image analysis, which may offer timely diagnosis in low-resource

settings, advance disease phenotyping and precision medicine, and facilitate large-

scale clinical studies. Developing such image models, however, requires large training

data. Although digital medical images have become increasingly available, limited

structured labels for the image model training have remained a bottleneck. For ex-

ample, to learn a computer vision model that detects pneumonia in CXRs, labels

that indicate the presence or absence of the infection are needed. Conventional ways

of labeling natural images, such as crowdsourcing, are not suitable for medical image

annotation, because interpreting medical images often requires years of professional

17



training and extensive domain knowledge.

To overcome this challenge, I have developed machine learning algorithms for

medical image model training by leveraging other clinical data. Clinical data is often

multimodal, including images, text (e.g., radiology reports, clinical notes), and numer-

ical signals (e.g., vital signs, laboratory measurements). These multimodal sources

of information reflect different yet correlated manifestations of a subject’s underlying

physiological processes. For example, during routine clinical care, radiologists sum-

marize their findings for a particular image in a free-text radiology report. As another

example, B-type natriuretic peptide (BNP) is a hormone that can be measured in a

laboratory test. A rising BNP level usually indicates heart failure exacerbation, which

often manifests in CXRs as pulmonary edema.

The clinical data along with medical images have been increasingly and widely dig-

italized and archived in electronic health records (EHR) systems and picture archiving

and communication systems (PACS). About 90% of the hospitals in the United States

have adopted comprehensive EHR systems, a major advance from 10% in 2008 [2].

The treasure trove of archival healthcare data makes it possible to build computer

vision models for medical image analysis without large-scale expensive expert anno-

tations. Over my Ph.D., I have developed machine learning methodologies that take

this possibility closer to becoming a reality.

1.1 Thesis Preview

Pulmonary edema is a manifestation of volume status in heart failure, sepsis, and

renal failure. In this thesis, we have built baseline computer vision models for pul-

monary edema quantification in CXRs [56, 35]. We have developed an image-text

joint learning model to improve the accuracy of pulmonary edema assessment from

CXRs by leveraging the rich information from free-text radiology reports [13]. We

exploit mutual information (MI) to learn image representations jointly with text.

Furthermore, we have demonstrated methods that capture the spatial structure in

the images and sentence-level text features by maximizing MI to learn features that

18



are useful for subsequent analysis of images [54]. Finally, we have proposed a neural

network based mutual information estimator and demonstrated empirical advantages

of our approach over the state of the art methods for estimating MI in synthetic and

real image data. [55].

1.2 Background

Radiology reports capture radiologists’ impressions of medical images in the form

of unstructured text. While the images possess ground-truth information about the

pathologies and disease status of a patient, manual annotation is often time intensive.

Therefore, structured labels extracted from radiology reports using rule-based natural

language labelers are commonly used as a proxy for ground-truth image labels [74, 38].

In the context of pulmonary edema assessment from chest radiographs, only lim-

ited numerical edema severity labels can be extracted from the corresponding reports,

which limits the amount of labeled image data we can learn from. This presents a

significant challenge for learning accurate image-based models for edema assessment.

I propose and demonstrates a semi-supervised learning algorithm to assess pul-

monary edema. Limited ground truth labels are one of the most significant challenges

in medical image analysis and many other machine learning applications in health-

care. It is of great practical interest to develop machine learning algorithms that take

advantage of the entire data set to improve the performance of strictly supervised

classification or regression methods. In this work, we develop a Bayesian model that

learns probabilistic feature representations from the entire image set with limited

labels for predicting edema severity.

Furthermore, to improve the performance of the image-based model and allow

leveraging larger amount of multimodal training data, we make use of free-text reports

to include rich information about radiographic findings and reasoning of pathology

assessment.
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1.3 Contributions

Quantifying pulmonary edema is more challenging than detection of pathology in

chest x-ray images because grading of pulmonary edema severity. My PhD work

demonstrated the first attempt to employ machine learning algorithms to automat-

ically and quantitatively assess the severity of pulmonary edema from chest x-ray

images. That investigation has developed a common, clinically meaningful machine

learning task and evaluation framework with baseline performance metrics to bench-

mark future algorithmic developments in grading pulmonary edema severity from

CXRs [56, 35].

Our image-text joint modeling approach was the first method to leverage the

free-text radiology reports for improving the image model performance in the ap-

plication of assessing pulmonary edema [13]. Our experimental results demonstrate

that the joint representation learning framework improves the accuracy of edema

severity estimates over a purely image-based model on a fully labeled subset of the

data (supervised). Furthermore, I propose to exploit the image spatial structure and

sentence-level text features with mutual information maximization to learn features

that are useful for subsequent analysis of images [54]. In our experimental results,

we demonstrate that the maximization of local MI yields the greatest improvement

in the downstream image classification tasks.

Finally, we have proposed a neural network based mutual information estimator

and demonstrated empirical advantages of our approach over the state of the art meth-

ods for estimating MI in synthetic and real image data. [55]. We show theoretically

that our method and other variational approaches are equivalent when they achieve

their optimum, while our method sidesteps the variational bound. Empirical results

demonstrate high accuracy of our approach and the advantages of our estimator in

the context of representation learning.

The contributions of my thesis have been published in the following papers:

• R. Liao, J. Rubin, G. Lam, S. Berkowitz, S. Dalal, W. Wells, S. Horng, P.

Golland. Semi-supervised Learning for Quantification of Pulmonary Edema in

20



Chest X-Ray Images. arXiv:1902.10785. [56]

• S. Horng*, R. Liao*, X. Wang, S. Dalal, P. Golland, S. Berkowitz. Deep Learn-

ing to Quantify Pulmonary Edema in Chest Radiographs. Radiology: Artificial

Intelligence. (* indicates equal contributions.) [35]

• G. Chauhan*, R. Liao*, W. Wells, J. Andreas, X. Wang, S. Berkowitz, S. Horng,

P. Szolovits, P. Golland. Joint Modeling of Chest Radiographs and Radiology

Reports for Pulmonary Edema Assessment. International Conference on Med-

ical Image Computing and Computer Assisted Intervention (MICCAI), 2020.

(* indicates equal contributions.) [13]

• R. Liao, D. Moyer, M. Cha, K. Quigley, S. Berkowitz, S. Horng, P. Golland,

W. Wells. Multimodal Representation Learning via Maximization of Local Mu-

tual Information.. International Conference on Medical Image Computing and

Computer Assisted Intervention (MICCAI), 2021. [54]

• R. Liao, D. Moyer, P. Golland, W. Wells. DEMI: Discriminative Estimator of

Mutual Information. arXiv:2010.01766. [55].

1.4 Roadmap

This thesis is organized as follows. In the next chapter, we describe the motivating

clinical problem, the clinical data we have collected for model development, and

the annotation processes. In chapter 3, we present baseline computer vision models

for pulmonary edema assessment in chest radipgraphs. In chapter 4, we propose

an image-text joint learning model that leverages the free-text radiology reports to

improve the iamge model performance. In the following chapter, we further improve

joint representation learning approach by associating the local features of images

and text using mutual information. In chapter 6, we derive a simple and accurate

estimator of mutual information. Finally, I discuss the future directions that my

Ph.D. research has opened up.
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Chapter 2

Motivating Problem, Data and

Annotations

2.1 Motivating Clinical Problem

Heart failure (HF) is the leading cause of hospitalization in the US, with high read-

mission and mortality rates. About 6.5 million American adults live with chronic

heart failure [10]. In the US alone, there are around 1.1 million emergency room

(ER) visits and 1 million hospitalizations with HF as the primary cause every year.

In addition, there are 4.1 million ER visits and 3.4 million hospitalizations with HF

as a comorbid or contributing cause [39]. Most of the acute HF patients present with

pulmonary edema (fluid overload in their lungs) and exhibit heterogeneous responses

to treatment. This heterogeneity precludes effective treatment, which in turn leads

to long hospital stays. Clinical practice guidelines recommend removal of all excess

fluid prior to discharge; patients discharged with remaining fluid overload are more

likely to be readmitted or die post-discharge [80]. Yet, accurate assessment of fluid

status is recognized to be exceptionally challenging [64]. Close to 20% of the patients

are readmitted within 30 days of discharge from the hospital and up to 30% within 3

months [81].

Clinical management decisions for patients with acutely decompensated heart fail-

ure are often based on grades of pulmonary edema severity, rather than its mere ab-
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sence or presence. Clinicians often monitor changes in pulmonary edema severity to

assess the efficacy of therapy. Accurate monitoring of pulmonary edema is essential

when competing clinical priorities complicate clinical management. For example, a

heart failure patient with a severe infection causing septic shock may have pulmonary

edema driven both by volume overload due to heart failure and increased capillary

permeability. This patient will likely be intravascularly depleted from their septic

shock, but also total body volume overloaded, leading to pulmonary edema. The pa-

tient simultaneously needs both more fluid to optimize their hemodynamic function

and less fluid to optimize their respiratory function. Often referred to as the ebb and

flow of sepsis, patients need judicious fluid resuscitation early in their clinical course,

and evacuation of fluid through diuresis later in their course [40, 63]. The accurate

assessment of pulmonary edema is critical to maintaining this delicate fluid balance.

The assessment of patient fluid status is flawed and inaccurate in current clinical

practice, which leads to poor clinical decision making for heart failure. In partic-

ular, bedside examination and evaluation based on symptoms are subjective and

inconsistent. Laboratory tests of certain biomarkers (e.g., BNP or creatinine) are

indirect and subject to confounding pathophysiological processes. Chest radiographs

are commonly acquired to assess pulmonary edema. Unfortunately, the assessments

of pulmonary edema severity based on chest x-ray images are inconsistent across prac-

titioners (with a kappa inter-rater agreement of 0.67 among experienced radiologists)

and even across different reads by the same practitioner [27]. Other surrogates for

patient fluid status and response to treatment are either noisy (such as body weight

and urine output) or require an invasive procedure (Swan-Ganz catheterization to

measure pulmonary capillary wedge pressure).

Decompensated HF patients have heterogeneous responses to treatment [23], and

that response is highly predictive of their clinical trajectory. Unfortunately, this

response to treatment is poorly documented in the medical record, limiting the ability

of researchers to discover important relationships between treatments and effects.

Other surrogates for response to treatment such as urine output, total body fluid

balance, and daily weights have been suggested, but are often not accurately and
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consistently measured.

Although improvement in dyspnea correlates with radiographic improvement, crit-

ically ill patients cannot provide this information and subjective information is not

well quantified. The automatic and quantitative assessment for pulmonary edema

severity will enable clinicians to make better treatment plans based on prior patient

responses and will also enable clinical research studies that require quantitative phe-

notyping of patient status [12].

Beyond heart failure management, the quantification of pulmonary edema on chest

radiographs is useful throughout clinical medicine. Pulmonary edema is a manifes-

tation of volume status in sepsis and renal failure, just as in HF. Managing volume

status is critical in the treatment of sepsis, but large-scale research has been limited

due to lack of longitudinal data on volume status. Quantification of pulmonary edema

in a chest radiograph could be used as a surrogate for volume status, which would

rapidly advance research in sepsis and other disease processes where volume status is

critical.

2.2 Data Collection

Chest radiographs are commonly performed to assess pulmonary edema [61]. The

signs of pulmonary edema on chest radiographs have been known for over 50 years [28,

57]. The grading of pulmonary edema is based on well-known radiologic findings on

chest radiographs [66, 91, 72, 86]. The symptom of dyspnea caused by pulmonary

edema is the most common reason a patient with acute decompensated congestive

heart failure (CHF) seeks care in the emergency department and is ultimately admit-

ted to the hospital (89% of patients) [25, 37, 1]. Clinical management decisions for

patients with acutely decompensated CHF are often based on grades of pulmonary

edema severity, rather than its mere absence or presence. Clinicians often monitor

changes in pulmonary edema severity to assess the efficacy of therapy. Accurate mon-

itoring of pulmonary edema is essential when competing clinical priorities complicate

clinical management. While we focus on patients with CHF within this study, the
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quantification of pulmonary edema on chest radiographs is useful throughout clinical

medicine.

Large-scale and common datasets have been the catalyst for the rise of machine

learning today [19]. In 2019, investigators released MIMIC-CXR, a large-scale pub-

licly available chest radiograph dataset [44, 45, 26]. My PhD work described in this

chapter builds upon that prior work by developing a common, clinically meaningful

machine learning task and evaluation framework with baseline performance metrics

to benchmark future algorithmic developments in grading pulmonary edema severity

from chest radiographs. We developed image models using two common machine

learning approaches: a semi-supervised learning model and a supervised learning

model pre-trained on a large common image dataset.

2.3 Data and Label Extraction

This was a retrospective cohort study. This study was approved by the Beth Israel

Deaconess Medical Center Committee on Clinical Investigation with a waiver of in-

formed consent. We collected 369,071 chest radiographs and their associated radiology

reports from 64,581 patients from the MIMIC-CXR chest radiograph dataset [44, 45,

26]. Each imaging study is associated with one or more images. We aimed to identify

patients with CHF within the dataset to limit confounding labels from other disease

processes. First, we limited our study to only frontal radiographs, excluding a total

of 121,646 images. Of these frontal radiographs (𝑛 = 247, 425), there were 17,857

images which were acquired during visits with an emergency department discharge

diagnosis code consistent with CHF. In total, this resulted in 16,108 radiology reports

and 1,916 patients that were included that had CHF. As part of a prior study [102], we

manually reviewed patient charts and found this method of cohorting patients with

CHF had 100% sensitivity and specificity. The other 62,665 patients were classified

as non-CHF and data was used in the semi-supervised training model. An enrollment

diagram is shown in Figure 2-1.

We extracted the pulmonary edema severity labels (“none”, “vascular congestion”,
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Figure 2-1: Cohort selection flowchart. A total of 369,071 chest radiographs and their
associated radiology reports from 62,665 patients were collected. Images for this study
were limited to frontal view radiographs (247,425). Of the 247,425 frontal view ra-
diographs, 17,857 images were acquired during visits with a diagnosis consistent with
congestive heart failure (CHF). In the CHF cohort, we were able to label 3,028 radiol-
ogy reports and thus 3354 frontal view radiographs from 1,266 patients, using regular
expressions (regex) on the reports. We also curated a test set of 141 radiographs
that were manually labeled by radiologists (from the 650 unlabeled radiographs from
patients with CHF). BIDMC = Beth Israel Deaconess Medical Center.

“interstitial edema”, and “alveolar edema”) from the reports using regular expressions

with negation detection. The extracted labels were numerically coded as follows: 0,

none; 1, vascular congestion; 2, interstitial edema; and 3, alveolar edema (Table 2.1).

Examples of the grades are shown in Figure 2-2. We were able to label 3,028 radiology

reports and thus 3,354 frontal view radiographs from 1,266 patients (Figure 2-1).

Among the 1,266 patients, 1,180 patients still have some of their reports unlabeled.

The other 650 patients with CHF had no labeled reports.

To validate our label extraction in radiology reports, we randomly selected 485
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Edema severity Regex keyword terms Number of reports Accuracy
“Overall” N/A 485 89.69%
Level 0 – (no) pulmonary edema 222 88.74%
none (no) vascular congestion 43 100.00%
(n=216) (no) fluid overload 4 100.00%

(no) acute cardiopulmonary process 115 98.27%
Level 1 – cephalization 17 94.12%
vascular congestion pulmonary vascular congestion 96 98.96%
(n=98) hilar engorgement 3 100.00%

vascular plethora 13 100.00%
pulmonary vascular prominence 1 100.00%
pulmonary vascular engorgement 8 87.50%

Level 2 – interstitial opacities 30 73.33%
interstitial edema kerley 13 100.00%
(n=105) interstitial edema 92 94.57%

interstitial thickening 6 66.67%
interstitial pulmonary edema 21 100.00%
interstitial marking 19 68.42%
interstitial abnormality 10 70.00%
interstitial abnormalities 2 100.00%
interstitial process 2 100.00%

Level 3 – alveolar infiltrates 10 100.00%
alveolar edema severe pulmonary edema 58 98.28%
(n=66) perihilar infiltrates 1 100.00%

hilar infiltrates 1 100.00%
parenchymal opacities 6 16.67%
alveolar opacities 7 100.00%
ill defined opacities 1 100.00%
ill-defined opacities 1 0.00%
patchy opacities 10 10.00%

Table 2.1: Validation of regex keyword terms. The accuracy (positive predictive
value) of the regular expression results for levels 0-3 based on the expert review
results are 90.74%, 80.61%, 95.24%, and 90.91%, respectively. The total number of
reports from all the keywords is more than 485 because some reports contain more
than one keywords.

labeled reports. A board-certified radiologist (SB, 5 years of experience, interventional

radiology) and two domain experts then manually labeled the 200 reports, blinded

from our label extraction results. We report the accuracy for each category and each

keyword.

We had three senior radiology residents and one attending radiologist manually

label a set of 141 frontal view radiographs from 123 patients (from the unlabeled

dataset of 650 patients with CHF), which had no patient overlap with the report

labeled set (Figure 2-3). These images were set aside as our test set. Each radiologist
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assessed the images independently and we report their inter-rater agreement (Fleiss’

Kappa).

We performed a modified Delphi consensus process to develop a gold standard

image label. We had 3 senior radiology residents and 1 attending radiologist manu-

ally label a set of 141 frontal view chest radiographs from 123 patients. The three

residents labeled the images independently. If the three residents had exactly the

same pulmonary edema severity of an image, then a consensus label is assigned. If

only two out of the three residents agreed on the edema severity, then an attending

radiologist reviewer was added. If a majority of the reviewers (three out of four) now

agreed, then a consensus label is assigned. If no consensus was reached, then the

four radiologists discussed their interpretations in a round-robin process, and then

again voted anonymously on their edema severity levels. If a majority of the votes

was reached, then a consensus label is assigned. If no consensus was reached, then

another round-robin discussion is performed with another anonymous vote. This pro-

cess is then repeated one additional time, and if no consensus is reached, then the

image is labelled as no consensus. The flowchart of the consensus process is shown in

the Figure 2-3.

To understand how many and how frequently chest radiographs have been taken

on our CHF cohort and non-CHF cohort, we calculated the number of images from

each patient in our dataset and plotted the histograms of the numbers for the CHF

cohort and for the non-CHF cohort, shown in Figure 2-4. We also showed, in Figure 2-

4, the distributions of time intervals between two consecutive chest radiographs taken

on a patient with CHF.
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Figure 2-2: Representative images and radiographic findings of each pulmonary edema
severity level.
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Figure 2-3: The flowchart of our consensus image labeling process. The initial labels
independently provided by the 3 senior radiology residents against the final consen-
sus labels have quadratic-weighted Kappa values of 0.83, 0.74, and 0.72. The predic-
tions from the semi-supervised learning model and the pre-trained supervised learning
model against the final consensus labels have quadratic-weighted Kappa values of 0.70
and 0.41.
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Figure 2-4: Chest radiograph distributions. Histograms of the number of images per
CHF patient and per non-CHF patient. On average, 13.78 chest radiographs were
taken per CHF patient and 5.43 chest radiographs were taken per non-CHF patient
in our dataset. The median number of chest radiographs taken per CHF patient is 9
(ranging from 1 to 153) and per non-CHF patient is 3 (ranging from 1 to 174).

Figure 2-5: Chest radiograph distributions. Distributions of time intervals between
serial chest radiographs in CHF cohort. The x-axis is in log scale. The mean interval
time between each two consecutive chest radiographs of the same CHF patient is 71.34
days. The median interval time between each two consecutive chest radiographs of the
same CHF patient is 7.09 days (ranging from 180 minutes to 1545.84 days). 21.53%
of the interval times for CHF patients are within 1 day and 66.08% are within 30
days.
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2.4 Summary

In summary, the MIMIC-CXR dataset that consists of 377,110 chest radiographs

with free-text radiology reports offers a tremendous opportunity to develop computer

vision models for chest radiographs analysis, such as pulmonary edema assessment.

We have curated the labels of pulmonary edema severity grades extracted from the

MIMIC-CXR dataset through three different means:

• Regular expression (regex) from radiology reports. Regex was able to label 6710

radiology reports.

• Expert labeling from radiology reports. A board-certified radiologist and two

domain experts have read 485 radiology reports and give pulmonary edema

severity grades based on the reports.

• Consensus labeling from chest radiographs. Three senior radiology residents

and one attending radiologist have labeled 141 chest radiographs. This label

set is the highest-quality among the three sets, and we recommend holding it

out for testing.

The curated labels are publicly available on PhysioNet [53], aiming to support the

algorithmic development of pulmonary edema assessment from chest x-ray images and

benchmark its performance. For the experiments performed in this thesis, we used

regex labels for model training, and used expert labels (from reports) and consensus

labels (from images) for model evaluation.
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Chapter 3

Image-based Models for Edema

Assessment

In order to establish a baseline performance benchmark for this clinical machine

learning task and to address the challenge of limited pulmonary edema labels, we

developed a computer vision model in a semi-supervised learning fashion using a

variational autoencoder. This approach aims to address the challenge of limited

pulmonary edema labels. The semi-supervised model takes advantage of the chest

radiographs without pulmonary edema severity labels, which includes approximately

220,000 images (from individuals with and without CHF) and is domain specific. As

another baseline benchmark, we also built and evaluated a pre-trained image model.

3.1 Methods

Let 𝑥 ∈ R𝑛×𝑛 be a 2D x-ray image and 𝑦 ∈ {0, 1, 2, 3} be the corresponding edema

severity label. Our dataset includes a set of 𝑁 images x = {𝑥𝑖}𝑁𝑖=1 with the first

𝑁L images annotated with severity labels y = {𝑦𝑖}𝑁L
𝑖=1. Here, we derive a learning

algorithm that constructs a compact probabilistic feature representation 𝑧 that is

learned from all images and used to predict pulmonary edema severity. Fig. 3-1

illustrates the Bayesian model and the inference algorithm.
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(a) (b)

Figure 3-1: Graphical model and inference algorithm. (a): Probabilistic graphical
model, where 𝑥 represents chest x-ray image, 𝑧 represents latent feature representa-
tion, and 𝑦 represents pulmonary edema severity. (b): Our computational model.
We use neural networks for implementing the encoder, decoder, and regressor. The
dashed line (decoder) is used in training only. The network architecture is provided
in the supplementary material.

3.1.1 Learning

The learning algorithm maximizes the log probability of the data with respect to

parameters 𝜃:

log 𝑝(x,y; 𝜃) =

𝑁L∑︁
𝑖=1

log 𝑝(x𝑖, y𝑖; 𝜃) +
𝑁∑︁

𝑖=𝑁L+1

log 𝑝(x𝑖; 𝜃). (3.1)

We model 𝑧 as a continuous latent variable with a prior distribution 𝑝(𝑧), which

generates images and predicts pulmonary edema severity. Unlike [48] that constructs

a separate encoder 𝑞(𝑧|𝑥, 𝑦) for each value of discrete label 𝑦, we use a single encoder

𝑞(𝑧|𝑥) to capture image structure relevant to labels. Distribution 𝑞(𝑧|𝑥) serves as a

variational approximation for 𝑝(𝑧|𝑥, 𝑦) for the lower bound:

ℒ1(𝜃; x𝑖, y𝑖) = log 𝑝(x𝑖, y𝑖; 𝜃) −𝐷𝐾𝐿(𝑞(z𝑖|x𝑖; 𝜃)||𝑝(z𝑖|x𝑖, y𝑖)),

=E𝑞(z𝑖|x𝑖;𝜃)

[︀
log 𝑝(x𝑖, y𝑖; 𝜃) + log 𝑝(z𝑖|x𝑖, y𝑖) − log 𝑞(z𝑖|x𝑖; 𝜃)

]︀
=E𝑞(z𝑖|x𝑖;𝜃)

[︀
log 𝑝(x𝑖, y𝑖|z𝑖; 𝜃) + log 𝑝(z𝑖) − log 𝑞(z𝑖|x𝑖; 𝜃)

]︀
=E𝑞(z𝑖|x𝑖;𝜃)

[︀
log 𝑝(x𝑖, y𝑖|z𝑖; 𝜃)

]︀
−𝐷𝐾𝐿(𝑞(z𝑖|x𝑖; 𝜃)||𝑝(z𝑖)).
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We assume that 𝑥, 𝑧, and 𝑦 form a Markov chain, i.e., 𝑦 ⊥⊥ 𝑥 | 𝑧, and therefore

ℒ1(𝜃; x𝑖, y𝑖) =E𝑞(z𝑖|x𝑖;𝜃E)

[︀
log 𝑝(x𝑖|z𝑖; 𝜃D)

]︀
+ E𝑞(z𝑖|x𝑖;𝜃E)

[︀
log 𝑝(y𝑖|z𝑖; 𝜃R)

]︀
−𝐷𝐾𝐿(𝑞(z𝑖|x𝑖; 𝜃E)||𝑝(z𝑖)), (3.2)

where 𝜃E are the parameters of the encoder, 𝜃D are the parameters of the decoder,

and 𝜃R are the parameters of the regressor. Similarly, we have a variational lower

bound for log 𝑝(x𝑖; 𝜃):

ℒ2(𝜃; x𝑖) = E𝑞(z𝑖|x𝑖;𝜃E)

[︀
log 𝑝(x𝑖|z𝑖; 𝜃D)

]︀
−𝐷𝐾𝐿(𝑞(z𝑖|x𝑖; 𝜃E)||𝑝(z𝑖)). (3.3)

By substituting Eq. (3.2) and Eq. (3.3) into Eq. (3.1), we obtain a lower bound

for the log probability of the data and aim to minimize the negative lower bound:

𝒥 (𝜃;x,y) = −
𝑁L∑︁
𝑖=1

ℒ1(𝜃; x𝑖, y𝑖) −
𝑁∑︁

𝑖=𝑁L+1

ℒ2(𝜃; x𝑖)

=
𝑁∑︁
𝑖=1

𝐷𝐾𝐿(𝑞(z𝑖|x𝑖; 𝜃E)||𝑝(z𝑖)) −
𝑁L∑︁
𝑖=1

E𝑞(z𝑖|x𝑖;𝜃E)

[︀
log 𝑝(y𝑖|z𝑖; 𝜃R)

]︀
−

𝑁∑︁
𝑖=1

E𝑞(z𝑖|x𝑖;𝜃E)

[︀
log 𝑝(x𝑖|z𝑖; 𝜃D)

]︀
. (3.4)

3.1.2 Latent Variable Prior

We let the latent variable prior 𝑝(𝑧) be a multivariate normal distribution, which

serves to regularize the latent representation of images.

3.1.3 Latent Representation

We apply the reparameterization trick used in [49]. Conditioned on image x𝑖, the

latent representation becomes a multivariate Gaussian variable, z𝑖|x𝑖 ∼ 𝒩 (z𝑖;𝜇𝑖, Λ𝑖),

where 𝜇𝑖 is a 𝐷-dimensional vector [𝜇𝑖𝑘]𝐷𝑘=1 and Λ𝑖 is a diagonal covariance matrix

represented by its diagonal elements as [𝜆2
𝑖𝑘]𝐷𝑘=1. Thus, the first term in Eq. (3.4)

37



becomes:

𝒥𝐾𝐿(𝜃E; x𝑖) = −1

2

𝐷∑︁
𝑘=1

(︀
log 𝜆2

𝑖𝑘 − 𝜇2
𝑖𝑘 − 𝜆2

𝑖𝑘

)︀
+ const. (3.5)

We implement the encoder as a neural network 𝑓E(𝑥; 𝜃E) that estimates the mean

and the variance of 𝑧|𝑥. Samples of 𝑧 can be readily generated from this estimated

Gaussian distribution. We use one sample per image for training the model.

3.1.4 Ordinal Regression

In radiology reports, pulmonary edema severity is categorized into four groups: no/mild/

moderate/severe. Our goal is to assess the severity of pulmonary edema as a con-

tinuous quantity. We employ ordinal representation to capture the ordering of the

categorical labels. We use a 3-bit representation y𝑖 = [y𝑖𝑗]
3
𝑗=1 for the four severity

levels. The three bits represent the probability of any edema, of moderate or severe

edema, and of severe edema respectively (i.e., “no" is [0, 0, 0], “mild" is [1, 0, 0], “mod-

erate" is [1, 1, 0], and “severe" is [1, 1, 1]). This encoding yields probabilistic output,

i.e., both the estimate of the edema severity and also uncertainty in the estimate.

The three bits are assumed to be conditionally independent given the image:

𝑝(y𝑖|z𝑖; 𝜃R) =
3∏︁

𝑗=1

𝑓 𝑗
R(z𝑖; 𝜃R)y𝑖𝑗

(︀
1 − 𝑓 𝑗

R(z𝑖; 𝜃R)
)︀1−y𝑖𝑗 ,

where y𝑖𝑗 is a binary label and 𝑓 𝑗
R(z𝑖; 𝜃R) is interpreted as the conditional probability

𝑝(y𝑖𝑗 = 1|z𝑖). 𝑓R(·) is implemented as a neural network. The second term in Eq. (3.4)

becomes the cross entropy:

𝒥R(𝜃E, 𝜃R; y𝑖, z𝑖) = −
3∑︁

𝑗=1

y𝑖𝑗 log 𝑓 𝑗
R(z𝑖; 𝜃R) −

3∑︁
𝑗=1

(1 − y𝑖𝑗) log
(︀
1 − 𝑓 𝑗

R(z𝑖; 𝜃R)
)︀
. (3.6)
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3.1.5 Decoding

We assume that image pixels are conditionally independent (Gaussian) given the

latent representation. Thus, the third term in Eq. (3.4) becomes:

𝒥D(𝜃E, 𝜃D; x𝑖, z𝑖) = − log𝒩 (x𝑖; 𝑓D(z𝑖; 𝜃D),Σ𝑖)

=
1

2
(x𝑖 − 𝑓D(z𝑖; 𝜃D))𝑇Σ−1

𝑖 (x𝑖 − 𝑓D(z𝑖; 𝜃D)) + const., (3.7)

where 𝑓D(·) is a neural network decoder that generates an image implied by the latent

representation 𝑧, and Σ𝑖 is a diagonal covariance matrix.

3.1.6 Loss Function

Combining Eq. (3.5), Eq. (3.6) and Eq. (3.7), we obtain the loss function for training

our model:

𝒥 (𝜃E, 𝜃R, 𝜃D;x,y) =
𝑁∑︁
𝑖=1

𝒥𝐾𝐿(𝜃E; x𝑖) +

𝑁L∑︁
𝑖=1

𝒥R(𝜃E, 𝜃R; y𝑖, z𝑖) +
𝑁∑︁
𝑖=1

𝒥D(𝜃E, 𝜃D; x𝑖, z𝑖)

= − 1

2

𝑁∑︁
𝑖=1

𝐷∑︁
𝑘=1

(︀
log 𝜆2

𝑖𝑘 − 𝜇2
𝑖𝑘 − 𝜆2

𝑖𝑘

)︀
−

𝑁L∑︁
𝑖=1

(︃
3∑︁

𝑗=1

y𝑖𝑗 log 𝑓 𝑗
R(z𝑖; 𝜃R) +

3∑︁
𝑗=1

(1 − y𝑖𝑗) log
(︀
1 − 𝑓 𝑗

R(z𝑖; 𝜃R)
)︀)︃

+
1

2

𝑁∑︁
𝑖=1

(︀
x𝑖 − 𝑓D(z𝑖; 𝜃D))𝑇Σ−1

𝑖 (x𝑖 − 𝑓D(z𝑖; 𝜃D)
)︀
. (3.8)

We employ the stochastic gradient-based optimization procedure Adam [47] to min-

imize the loss function. Our training procedure is outlined in the supplementary

materiel. The pulmonary edema severity category extracted from radiology reports

is a discrete approximation of the actual continuous severity level. To capture this,

we compute the expected severity:

𝑦 = 0 × (1 − 𝑦1) + 1 × (𝑦1 − 𝑦2) + 2 × (𝑦2 − 𝑦3) + 3 × 𝑦3 = 𝑦1 + 𝑦2 + 𝑦3.
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3.2 Implementation Details

The size of the chest x-ray images in our dataset varies and is around 3000×3000

pixels. We randomly rotate and translate the images (differently at each epoch) on

the fly during training and crop them to 2048×2048 pixels as part of data augmenta-

tion. We maintain the original image resolution to preserve subtle differences between

different levels of pulmonary edema severity.

The encoder is implemented as a series of residual blocks [32]. The decoder is

implemented as a series of transposed convolutional layers, to build an output image

of the same size as the input image (2048×2048). The regressor is implemented

as a series of residual blocks with an averaging pooling layer followed by two fully

connected layers. The regressor output 𝑦 has 3 channels. The latent representation 𝑧

has a size of 128×128. During training, one sample is drawn from 𝑧 per image. The

KL-loss (Eq. (3.5)) and the image reconstruction error (Eq. (3.7)) in the loss function

are divided by the latent feature size and the image size respectively. The variances in

Eq. (3.7) are set to 10, which gives a weight of 0.1 to the image reconstruction error.

The learning rate for the Adam optimizer training is 0.001 and the minibatch size is

4. The model is trained on a training dataset and evaluated on a separate validation

dataset every few epochs during training. The model checkpoint with the lowest

error on the validation dataset is used for testing. The neural network architecture is

provided in the supplementary material.

As another baseline model, we started with a neural network that had been pre-

trained to recognize common images (e.g., cats and dogs) and then further tuned it

to recognize the specific image features of chest radiographs for assessing pulmonary

edema. Specifically, we use the densely connected convolutional neural networks

(DenseNet) and the model is pre-trained on ImageNet. The DenseNet has four dense

blocks, which consist of 6, 12, 24, 16 convolutional layers respectively. The four

dense blocks are concatenated with a 2-by-2 averaging pooling layer between each

two consecutive dense blocks. We keep the first three pre-trained dense blocks for

low-level image feature extraction, followed by one global average pooling layer, one
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dropout layer and two fully connected layers. We then re-trained this model on

our labeled chest radiographs. We also use data augmentation by random image

translation, rotation, and cropping to a size of 512 × 512 (for adjusting the image

size in the ImageNet) during training in order to improve the robustness of the model.

3.3 Experiments

3.3.1 Receiver Operating Characteristics Curve Analysis

The receiver operating characteristic (ROC) curves of the two models on the test set

are shown in Figure3-2. As expected, both models perform well on the task of distin-

guishing images between level 0 and level 3 and on the task of classifying between level

3 and the rest. The AUC for differentiating alveolar edema (score 3) from no edema

(score 0) was 0.99 and 0.87 for semi-supervised and pre-trained models, respectively.

Performance of the algorithm was inversely related to the difficulty in categorizing

milder states of pulmonary edema (shown as the AUC for the semi-supervised and

pretrained model, respectively, for differentiating the following categories): 2 versus

0, 0.88 and 0.81; 1 versus 0, 0.79 and 0.66; 3 versus 1, 0.93 and 0.82; 2 versus 1, 0.69

and 0.73); 3 versus 2, 0.88 and 0.63.

3.3.2 Confusion Matrix Analysis

We computed a confusion matrix for each of the models on the test set (Figure 3-3).

Each image was placed in a cell by the true severity level from consensus score and the

predicted severity level from the image model. In each cell, we reported the fraction

of the predicted severity level in the actual severity level. Both models performed

better in predicting level 0 and level 3 compared to predicting level 1 and level 2.

3.3.3 Predicted Edema Severity in Bar Charts

We plotted bar charts of predicted edema severity versus true edema severity on the

test set (Figure 3-4). Both plots show the linear trend of predicted edema severity with
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Figure 3-2: Receiver operating characteristic (ROC) curves of the semi-supervised
learning model and the pre-trained supervised learning model. All the curves are
based on the predictions of the test set. ROC curves for six pairwise comparisons
(top). ROC curves for three dichotomized severity comparisons (bottom). All the
curves are based on the predictions of the test set.

ground truth edema severity. Overlap of error bars graphically depicts the challenges

in discriminating less severe stages of pulmonary edema. Pulmonary edema severity

exists on a continuous spectrum and future work on this will be discussed in the

following section.

3.3.4 Model Interpretation

We used Grad-CAM to visualize the regions in a radiograph that are important for

the model prediction. (Figure 3-5) demonstrates two sample images from the two

models.
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Figure 3-3: Confusion matrices from the semi-supervised learning model and the
pre-trained supervised learning model. The denominator of each fraction number is
the number of images that the algorithm predicts of the corresponding row, and the
numerator is the number of images that belongs to the corresponding column. The
quadratic-weighted Kappa values of the semi-supervised learning model and the pre-
trained supervised learning model are 0.70 and 0.41. All the results are based on the
predictions of the test set.

Figure 3-4: Predicted edema severity scores versus true edema severity labels from
the semi-supervised learning model and the pre-trained supervised learning model.
The box extends from the lower to upper quartile values of the distribution, with
the orange line at the median and the green triangle at the mean. The whiskers
extend from the box to show the range of the data. All the results are based on the
predictions of the test set.
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Figure 3-5: Grad-CAM heatmaps that highlight important regions for the model
prediction. (a) A sample radiograph that is labeled as “vascular congestion” (level 1).
(b) A sample radiograph that is labeled as “alveolar edema” (level 3).

44



3.4 Summary

In this chapter, we demonstrated the first attempt to employ machine learning algo-

rithms to automatically and quantitatively assess the severity of pulmonary edema

from chest x-ray images. Our results suggest that granular information about a

patient’s status captured in medical images can be extracted by machine learning

algorithms, which promises to enable clinicians to deliver better care by quantita-

tively summarizing an individual patient’s clinical trajectory, for example response to

different treatments. This work also promises to enable clinical research studies that

require quantitative phenotyping of patient status.

We demonstrated a computer vision model augmented with a VAE trained on a

large image dataset with a limited number of labeled images. Our results suggest

that it is difficult for a generative model to learn distinct data clusters for the labels

that rely on subtle image features. In contrast, learning compact feature representa-

tions jointly from images and limited labels can help inform prediction by capturing

structure shared by the image distribution and the conditional distribution of labels

given images.

The semi-supervised approach learns from all the radiographs in the training set.

The pre-trained image model learns from a large common image set and the labeled

radiographs. Both approaches aim to address the challenge of limited labels extracted

from the radiology reports. Both approaches have similar performance statistically in

terms of AUC on most pairwise classification comparisons (seven out of nine). On the

other two comparisons (two out of nine), the semi-supervised approach outperforms

the pre-trained approach. The semi-supervised approach may give better results

because it has learned from approximately 220,000 chest radiographs and is thus

tailored to the image feature extraction of chest radiographs.

In the following chapters, we address the challenge of limited numerical labels by

leveraging the rich information contained in the free-text radiology reports.
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Chapter 4

Joint Image-text Modeling

In this chapter, we presented a neural network model that jointly learns from images

and text to assess pulmonary edema severity from chest radiographs. The joint image-

text representation learning framework incorporates the rich information present in

the free-text radiology reports and significantly improves the performance of edema

assessment compared to learning from images alone. Moreover, our experimental

results show that joint representation learning benefits from the large amount of

unlabeled image-text data.

4.1 Prior Work

The ability of neural networks to learn effective feature representations from images

and text has catalyzed the recent surge of interest in joint image-text modeling. In

supervised learning, tasks such as image captioning have leveraged a recurrent visual

attention mechanism using recurrent neural networks (RNNs) to improve captioning

performance [99]. The TieNet used this attention-based text embedding framework

for pathology detection from chest radiographs [96], which was further improved by

introducing a global topic vector and transfer learning [100]. A similar image-text

embedding setup has been employed for chest radiograph (image) annotations [68].

In unsupervised learning, training a joint global embedding space for visual object

discovery has recently been shown to capture relevant structure [29]. All of these
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models used RNNs for encoding text features. More recently, transformers such as

the bidirectional-encoder-representations-from-transformers (BERT) model [20] have

shown the ability to capture richer contextualized word representations using self-

attention and have advanced the state-of-the-art in nearly every language processing

task compared to variants of RNNs.

Prior work in image-text modeling can be grouped into three broad categories: i)

Visual question answering (e.g., VQA [92]), where inference is performed on an image-

text pair. Since text is not available at inference time in our setup, the model must

estimate the severity exclusively from the image. After joint training is completed,

we decouple the image model from the text model. ii) Report generation or image

captioning [41]), where the model produces a report from the input image. In contrast,

our goal is to generate a numerical measure of the edema severity from an image. We

show that using available radiology reports during training improves accuracy of the

image model at inference time. iii) Pathology detection (aka image classification).

Prior work has used CNN-RNN architectures to either build models for classification

of image-text pairs [67, 68] or to indirectly improve classification accuracy by jointly

training an image classifier and a text decoder for report generation [100, 96]. Instead,

we encode the text during training using the BERT model that has advanced the state-

of-the-art on almost every NLP task over RNNs. Rather than generating reports from

images as a way to regularize the image model, we build a joint embedding space for

images and text during training and train the image and text classifiers jointly based

on the representations in the embedding space. The ranking-based criterion we use

to associate matching image and text descriptors was proposed and used to learn a

joint embedding space of audio-visual data [30, 29]. Ours was the first attempt to

jointly train a CNN-based image encoder and a BERT-based text encoder, and to

enable decoupling of the two modalities at inference time in clinical applications.

We incorporate free-text information associated with the images by including them

during the model training process. The setup proposed in my thesis uses a series of

residual blocks [32] to encode the image representation and uses the BERT model to

encode the text representation, similar to CNN-RNN based TieNet [96]. We use the
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radiology reports during training only, to improve the image-based model’s perfor-

mance. This is in contrast to visual question answering [6, 59, 5], where inference is

performed on an image-text pair, and image/video captioning [99, 75, 92, 41], where

the model generates text from the input image.

4.2 Methods
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Figure 4-1: The architecture of our joint model, along with an example chest radio-
graph 𝑥I and its associated radiology report 𝑥R. At training time, the model predicts
the edema severity level from images and text through their respective encoders and
classifiers, and compares the predictions with the labels. The joint embedding loss 𝒥E

associates image embeddings 𝑧I with text embeddings 𝑧R in the joint embedding space.
At inference time, the image stream and the text stream are decoupled and only the
image stream is used. Given a new chest radiograph (image), the image encoder and
classifier compute its edema severity level.

Let 𝑥I be a 2D chest radiograph, 𝑥R be the free-text in a radiology report, and

𝑦 ∈ {0, 1, 2, 3} be the corresponding edema severity label. Our dataset includes a

set of 𝑁 image-text pairs X = {x𝑗}𝑁𝑗=1, where x𝑗 = (xI
𝑗, xR

𝑗 ). The first 𝑁L image-

text pairs are annotated with severity labels Y = {y𝑗}𝑁L
𝑗=1. Here we train a joint

model that constructs an image-text embedding space, where an image encoder and

a text encoder are used to extract image features and text features separately (Fig. 4-
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1). Two classifiers are trained to classify the severity labels independently from the

image features and from the text features. This setup enables us to decouple the

image classification and the text classification at inference time. Learning the two

representations jointly at training time improves the performance of the image model.

4.2.1 Joint Representation Learning

We apply a ranking-based criterion [14, 30] for training the image encoder and the text

encoder parameterized by 𝜃I
E and 𝜃R

E respectively, to learn image and text feature rep-

resentations 𝑧I(𝑥I; 𝜃I
E) and 𝑧R(𝑥R; 𝜃R

E). Specifically, given an image-text pair (xI
𝑗, xR

𝑗 ),

we randomly select an impostor image xI
𝑠(𝑗) and an impostor report xR

𝑠(𝑗) from X. This

selection is generated at the beginning of each training epoch. Map 𝑠(𝑗) produces a

random permutation of {1, 2, ..., 𝑁}.

We encourage the feature representations between a matched pair (𝑧I
𝑗, 𝑧

R
𝑗 ) to be

“closer" than those between mismatched pairs (𝑧I
𝑠(𝑗), 𝑧

R
𝑗 ) and (𝑧I

𝑗, 𝑧
R
𝑠(𝑗)) in the joint

embedding space. Direct minimization of the distance between 𝐼 and 𝑅 could end

up pushing the image and text features into a small cluster in the embedding space.

Instead we encourage matched image-text features to be close while spreading out

all feature representations in the embedding space for downstream classification by

constructing an appropriate loss function:

𝒥E(𝜃I
E, 𝜃

R
E ; x𝑗, x𝑠(𝑗)) =max(0, Sim(𝑧I

𝑗, 𝑧
R
𝑠(𝑗)) − Sim(𝑧I

𝑗, 𝑧
R
𝑗 ) + 𝜂)

+ max(0, Sim(𝑧I
𝑠(𝑗), 𝑧

R
𝑗 ) − Sim(𝑧I

𝑗, 𝑧
R
𝑗 ) + 𝜂), 𝑑 (4.1)

where Sim(·, ·) is the similarity measurement of two feature representations in the

joint embedding space and 𝜂 is a margin parameter that is set to |y𝑗 − y𝑠(𝑗)| when

both 𝑗 6 𝑁L and 𝑠(𝑗) 6 𝑁L; otherwise, 𝜂 = 0.5. The margin is determined by the

difference due to the mismatch, if both labels are known; otherwise the margin is a

constant.
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4.2.2 Classification

We employ two fully connected layers (with the same neural network architecture)

on the joint embedding space to assess edema severity from the image and the report

respectively. For simplicity, we treat the problem as multi-class classification, i.e.

the classifiers’ outputs 𝑦I(𝑧I; 𝜃I
C) and 𝑦R(𝑧R; 𝜃R

C) are encoded as one-hot 4-dimensional

vectors. We use cross entropy as the loss function for training the classifiers and the

encoders on the labeled data:

𝒥C(𝜃I
E, 𝜃

R
E , 𝜃

I
C, 𝜃

R
C; x𝑗, y𝑗) = −

3∑︁
𝑖=0

y𝑗𝑖 log 𝑦𝑖
I(𝑧I

𝑗(𝑥
I
𝑗; 𝜃

I
E); 𝜃I

C)

−
3∑︁

𝑖=0

y𝑗𝑖 log 𝑦𝑖
R(𝑧R

𝑗 (𝑥R
𝑗 ; 𝜃R

E); 𝜃R
C), (4.2)

i.e., minimizing the cross entropy also affects the encoder parameters.

4.2.3 Loss Function

Combining Eq. (4.1) and Eq. (4.2), we obtain the loss function for training the joint

model:

𝒥 (𝜃I
E, 𝜃

R
E , 𝜃

I
C, 𝜃

R
C; X,Y) =

𝑁∑︁
𝑗=1

𝒥E(𝜃I
E, 𝜃

R
E ; x𝑗, x𝑠(𝑗)) +

𝑁L∑︁
𝑗=1

𝒥C(𝜃I
E, 𝜃

R
E , 𝜃

I
C, 𝜃

R
C; x𝑗, y𝑗).

(4.3)

4.3 Implementation Details

The image encoder is implemented as a series of residual blocks [32], the text encoder

is a BERT model that uses the beginner [CLS] token’s hidden unit size of 768 and

maximum sequence length of 320 [20]. The image encoder is trained from a ran-

dom initialization, while the BERT model is fine-tuned during the training of the

joint model. The BERT model parameters are initialized using pre-trained weights

on scientific text [9]. The image features and the text features are represented as
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768-dimensional vectors in the joint embedding space. The two classifiers are both

768-to-4 fully connected layers. The neural network architecture is provided in the

supplementary material.

We employ the stochastic gradient-based optimization procedure AdamW [98] to

minimize the loss in Eq. (4.3) and use a warm-up linear scheduler [93] for the learning

rate. The model is trained on all the image-text pairs by optimizing the first term in

Eq. (4.3) for 10 epochs and then trained on the labeled image-text pairs by optimizing

Eq. (4.3) for 50 epochs. The mini-batch size is 4. We use dot product as the similarity

metric in Eq. (4.1). The dataset is split into training and test sets. All the hyper-

parameters are selected based on the results from 5-fold cross validation within the

training set.

4.4 Experiments

4.4.1 Data Preprocessing

The size of the chest radiographs varies and is around 3000×3000 pixels. We randomly

translate and rotate the images on the fly during training and crop them to 2048×2048

pixels as part of data augmentation. We maintain the original image resolution to

capture the subtle differences in the images between different levels of pulmonary

edema severity. For the radiology reports, we extract the impressions, findings, con-

clusion and recommendation sections. If none of these sections are present in the

report, we use the final report section. We perform tokenization of the text using

ScispaCy [70] before providing it to the BERT tokenizer.

4.4.2 Model Evaluation

We evaluated variants of our model and training regimes as follows:

• image-only: An image-only model with the same architecture as the image

stream in our joint model. We trained the image model in isolation on the

6,212 labeled images.
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• A joint image-text model trained on the 6,212 labeled image-text pairs only.

We compare two alternatives to the joint representation learning loss:

– ranking-dot, ranking-l2, ranking-cosine: the ranking based criterion

in Eq. (4.1) with Sim(𝑧I, 𝑧R) defined as one of the dot product 𝑧I⊤𝑧R,

the reciprocal of euclidean distance −‖𝑧I − 𝑧R‖, and the cosine similarity
𝑧I⊤𝑧R

‖𝑧I‖.‖𝑧R‖ ;

– dot, l2, cosine: direct minimization on the similarity metrics without the

ranking based criterion.

• ranking-dot-semi: A joint image-text model trained on the 6,212 labeled and

the 240K unlabeled image-text pairs in a semi-supervised fashion, using the

ranking based criterion with dot product in Eq. (4.1). Dot product is selected for

the ranking-based loss based on cross-validation experiments on the supervised

data comparing ranking-dot, ranking-l2, ranking-cosine, dot, l2, and cosine.

All reported results are compared against the expert labels in the test set. The

image portion of the joint model is decoupled for testing, and the reported results are

predicted from images only. To optimize the baseline performance, we performed a

separate hyper-parameter search for the image-only model using 5-fold cross valida-

tion (while holding out the test set).

We use the area under the ROC (AUC) and macro-averaged F1-scores (macro-F1)

for our model evaluation. We dichotomize the severity levels and report 3 compar-

isons (0 vs 1,2,3; 0,1 vs 2,3; and 0,1,2 vs 3), since these 4 classes are ordinal (e.g.,

P(severity = 0 or 1) = 𝑦I
0 + 𝑦I

1, P(severity = 2 or 3) = 𝑦I
2 + 𝑦I

3).

4.5 Results

Table 4.1 reports the performance statistics for all similarity measures. The findings

are consistent with our cross-validation results: the ranking based criterion offers

significant improvement when it is combined with the dot product as the similarity

metric.
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Method AUC
(0 vs 1,2,3)

AUC
(0,1 vs 2,3)

AUC
(0,1,2 vs 3) macro-F1

l2 0.78 0.76 0.83 0.42
ranking-l2 0.77 0.75 0.80 0.43
cosine 0.77 0.75 0.81 0.44
ranking-cosine 0.77 0.72 0.83 0.41
dot 0.65 0.63 0.61 0.15
ranking-dot 0.80 0.78 0.87 0.45

Table 4.1: Performance statistics for all similarity measures.

Table 4.2 reports the performance of the optimized baseline model (image-only)

and two variants of the joint model (ranking-dot and ranking-dot-semi). We

observe that when the joint model learns from the large number of unlabeled image-

text pairs, it achieves the best performance. The unsupervised learning minimizes

the ranking-based loss in Eq. (4.1), which does not depend on availability of labels.

Method AUC
(0 vs 1,2,3)

AUC
(0,1 vs 2,3)

AUC
(0,1,2 vs 3) macro-F1

image-only 0.74 0.73 0.78 0.43
ranking-dot 0.80 0.78 0.87 0.45
ranking-dot-semi 0.82 0.81 0.90 0.51

Table 4.2: Performance statistics for the two variants of our joint model and the
baseline image model.

It is not surprising that the model is better at differentiating the severity level 3

than other severity categories, because level 3 has the most distinctive radiographic

features in the images.

As a by-product, our approach provides the possibility of interpreting model clas-

sification using text. While a method like Grad-CAM [83] can be used to localize

regions in the image that are “important" to the model prediction, it does not iden-

tify the relevant characteristics of the radiographs, such as texture. By leveraging

the image-text embedding association, we visualize the heatmap of text attention

corresponding to the last layer of the [CLS] token in the BERT model. This heatmap

indicates report tokens that are important to our model prediction. As shown in

Fig. 4-2, we use Grad-CAM [83] to localize relevant image regions and the highlighted
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words (radiographic findings, anatomical structures, etc.) from the text embedding

to explain the model’s decision making.

[CLS] frontal and lateral radiographs of the chest demonstrates slight
decrease in size of the severely enlarged cardiac sil hou ette . persistent
small bilateral pleural e↵usion s . probable small hi atal hernia . there is
persistent mild pulmonary vascular congestion . clear lungs . no pneum
othorax . decrease in severe enlargement of the cardiac sil hou ette likely
due to decrease in peric ardial e↵usion with persistent small e↵usion s
and pulmonary vascular congestion . no pneumonia [SEP]

[CLS] surgical clips are again present in the right axi ll a . the cardiac ,
mediast inal and hil ar contours appear unchanged . upward tent ing of
the medial right hem idia ph rag m is very similar . there is a persistent
small - to - moderate pleural e↵usion on the right wit and a small number
on the left . fiss ures are mildly thick ened . sub ple ural thickening at
the right lung apex appears stable . there is a new mild interstitial
abnormality including ker ley b lines and peri bro nc hi al cu↵ ing
suggesting mild - to - moderate interstitial pulmonary edema . however
, there is no definite new focal opacity . bony structures are unre mark
able . findings most consistent with pulmonary edema . [SEP]

[CLS] a trache ostomy and left - side d pic c are stable in position .
widespread alveolar op aci ties have increased from are less significant
in extent compared to . this likely reflects a combination of increasing
edema and persistent multif ocal infection . no pleural e↵usion or pneum
othorax is identified . the cardio media sti nal and hil ar contours are
within normal limits . widespread alveolar op aci ties are increased from
the most recent prior exam consistent with increasing edema in the
setting of persistent multif ocal infection . [SEP]

Level 1

Level 2

Level 3

Figure 4-2: Joint model visualization. Top to bottom: (Level 1) The highlight of
the Grad-CAM image is centered around the right hilar region, which is consistent
with findings in pulmonary vascular congestion as shown in the report. (Level 2)
The highlight of the Grad-CAM image is centered around the left hilar region which
shows radiating interstitial markings as confirmed by the report heatmap. (Level
3) Grad-CAM highlights bilateral alveolar opacities radiating out from the hila and
sparing the outer lungs. This pattern is classically described as “batwing" pulmonary
edema mentioned in the report. The report text is presented in the form of sub-word
tokenization performed by the BERT model, starting the report with a [CLS] token
and ending with a [SEP].

4.6 Summary

In this chapter, we presented a neural network model that jointly learns from images

and text to assess pulmonary edema severity from chest radiographs. The joint image-

text representation learning framework incorporates the rich information present in
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the free-text radiology reports and significantly improves the performance of edema

assessment compared to learning from images alone. Moreover, our experimental

results show that joint representation learning benefits from the large amount of

unlabeled image-text data.

The joint model visualization suggests the possibility of using the text to seman-

tically explain the image model, which represents a promising direction for the future

investigation. In the next chapter, we leverage the correspondences of report sentences

and local image regions to further improve the joint representation learning.
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Chapter 5

Mutual Information for

Representation Learning

In this chapter, we propose and demonstrate a representation learning approach by

maximizing the mutual information between local features of images and text. The

goal of this approach is to learn useful image representations by taking advantage

of the rich information contained in the free text that describes the findings in the

image. Our method trains image and text encoders by encouraging the resulting

representations to exhibit high local mutual information. We make use of recent

advances in mutual information estimation with neural network discriminators. We

argue that the sum of local mutual information is typically a lower bound on the global

mutual information. Our experimental results in the downstream image classification

tasks demonstrate the advantages of using local features for image-text representation

learning.

5.1 Motivation

Learning to extract useful feature representations from training data is an essential

objective of a deep learning model. The definition of usefulness is task-specific [15,

79, 11]. In this thesis, I aim to learn image representations that improve classification

tasks, such as pathology detection, by making use of the rich information contained
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Figure 5-1: An example image-text pair (a chest radiograph and its associated radi-
ology report). Each sentence describes the image findings in a particular region of
the image. This figure is best viewed in color.

in the raw text that describe the findings in the image.

I exploit mutual information (MI) to learn useful image representations jointly

with text. MI quantifies statistical dependencies between two random variables. Prior

work has estimated and optimized MI across images for image registration [97, 60],

and MI between images and image features for unsupervised learning [17, 73, 34].

Since the text usually describes image findings that are relevant for downstream image

classification tasks, it is sensible to encourage the image and text representations to

exhibit high MI.

Furthermore, my thesis proposes to exploit the image spatial structure and sentence-

level text features with mutual information maximization to learn image and text

representations that are useful for subsequent analysis of images. Fig. 5-1 shows an

example image-text pair, where the image is a chest radiograph and the document

is the associated radiology report [42]. Each sentence in the report describes a lo-

cal region in the image. A sentence is usually a minimal and complete semantic

unit [101, 78]. The findings described in that semantic unit are usually captured in a
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local region of the image [29].

Prior work in image-text joint learning has leveraged image-based text generation

as an auxiliary task during the image model training [96, 100, 67], or has blended im-

age and text features for downstream inference tasks [68]. Other work has leveraged

contrastive learning, an approach to maximize a lower bound on mutual information

(MI) to learn image and text representations jointly [101, 13]. In the experimental

results, I demonstrate that the maximization of local MI yields the greatest improve-

ment in the downstream image classification tasks.

Furthermore, my thesis investigated the advantages of using local features for

image-text representation learning and we compared local MI with global MI while

keeping the architecture and the downstream task the same across all approaches.

Our work was the first empirical demonstration and theoretical analysis of advantages

offered by local MI for modeling joint image-text structure. Representation learning is

an active research area with contrastive and MI-based approaches leading the field [34,

101]. Any state of the art representation learning framework, such as CNN-RNN joint

embedding, can be readily improved by employing local MI in its loss function and

the feature selection as we explain in the following sections.

5.2 Methods

Let 𝑥I be an image, 𝑥R be the associated free text such as a radiology report or a

pathology report that describes findings in the image. The objective is to learn useful

latent image representations 𝑧I(𝑥I) and text representations 𝑧R(𝑥R) from image-text

data 𝒳 = {x𝑗}𝑁𝑗=1, where x𝑗 = (xI
𝑗, xR

𝑗 ). We construct an image encoder and a text

encoder parameterized by 𝜃I
E and 𝜃R

E , respectively, to generate the representations

𝑧I(𝑥I; 𝜃I
E) and 𝑧R(𝑥R; 𝜃R

E).
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Figure 5-2: Local MI Maximization. First, we randomly select a sentence in the text
and encode the sentence into a sentence-level feature. The corresponding image is
encoded into a M×M×D feature block. We estimate the MI values between all local
image features and the sentence feature. Note that the MI estimation needs shuffled
image-text data, which is not illustrated in this diagram. We select the local image
feature with the highest MI and update the image encoder, text encoder, and the MI
discriminator such that the local MI between that image feature and the sentence
feature is maximized.

5.2.1 Mutual Information Maximization

We seek such image and text encoders and learn their representations by maximizing

MI between the image representation and the text representation:

𝐼(𝑧I, 𝑧R)
Δ
= E𝑝(𝑧I,𝑧R)

[︂
log

𝑝(𝑧I, 𝑧R)

𝑝(𝑧I)𝑝(𝑧R)

]︂
. (5.1)

We employ MI as a statistical measure that captures dependency between images

and text in the joint representation space. Maximizing MI between image and text

representations is equivalent to maximizing the difference of the entropy and the con-

ditional entropy of image representation given text: 𝐼(𝑧I, 𝑧R) = 𝐻(𝑧I) − 𝐻(𝑧I|𝑧R).

This criterion encourages the model to learn feature representations where the in-

formation from one modality reduces the entropy of the other data modality, which
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is a better choice compared to solely minimizing the conditional entropy, where the

image encoder could generate identical features for all data to achieve the conditional

entropy minimum.

5.2.2 Stochastic Optimization of MI

Estimating mutual information between high-dimensional continuous variables from

finite data samples is challenging. We leverage the recent advances that employ neu-

ral network discriminators for MI estimation and maximization [8, 73, 55, 87]. The

essence of those methodologies is to construct a discriminator 𝑓(zI
𝑖, zR

𝑗 ; 𝜃D), parame-

terized by 𝜃D, that estimates the likelihood (or the likelihood ratio), given a sample

pair (zI
𝑖, zR

𝑗 ), of whether or not this pair is sampled from the joint distribution 𝑝(𝑧I, 𝑧R)

or from the product of marginals 𝑝(𝑧I)𝑝(𝑧R). The discriminator is commonly found as

the lower bound of the MI by approximating the likelihood ratio in Eq. (5.1) [8, 73].

We train the discriminator 𝑓(zI
𝑖, zR

𝑗 ; 𝜃D) jointly with image and text encoders

𝑧I(𝑥I; 𝜃I
E) and 𝑧R(𝑥R; 𝜃R

E) via MI maximization:

𝜃I
E, 𝜃

R
E , 𝜃D = arg max

𝜃I
E,𝜃

R
E ,𝜃D

𝐼(𝑧I(𝑥I; 𝜃I
E), 𝑧R(𝑥R; 𝜃R

E); 𝜃D) ≤ 𝐼(𝑧I, 𝑧R). (5.2)

We consider two MI lower bounds: Mutual Information Neural Estimation (MINE) [8]

and Contrastive Predictive Coding (CPC) [73]. In our experiments, we empirically

show that our method is not sensitive to the choice of the lower bound. MINE es-

timates the MI lower bound by approximating the log likelihood ratio in Eq. (5.1),

using the Donsker-Varadhan (DV) variational formula of the KL divergence between

the joint distribution and the product of the marginals. Employing MINE yields the

lower bound

𝐼
(MINE)

𝜃I
E,𝜃

R
E ,𝜃D

(𝑧I, 𝑧R) = E𝑝(𝑧I,𝑧R)

[︀
𝑓(𝑧I, 𝑧R; 𝜃D)

]︀
− logE𝑝(𝑧I)𝑝(𝑧R)

[︁
𝑒𝑓(𝑧

I,𝑧R;𝜃D)
]︁
. (5.3)

CPC computes the MI lower bound by approximating the likelihood of an image-text

feature pair being sampled from the joint distribution over the product of marginals.
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CPC leads to objective function

𝐼
(CPC)

𝜃I
E,𝜃

R
E ,𝜃D

(𝑧I, 𝑧R) = E𝑝(𝑧I,𝑧R)

[︀
𝑓(𝑧I, 𝑧R; 𝜃D)

]︀
− E𝑝(𝑧I)E𝑝(𝑧R)

⎡⎣log
∑︁

ẑR𝑗 ∈𝑧R

𝑒𝑓(𝑧
I,ẑR𝑗 ;𝜃D)

⎤⎦ . (5.4)

Both methods sample from the matched image-text pairs and from shuffled pairs

(to approximate the product of marginals), and train the discriminator to differentiate

between these two types of sample pairs.

5.2.3 Local MI Maximization

We propose to maximize MI between local features of images and sentence-level fea-

tures from text. Given a sentence-level feature in the text, we estimate the MI values

between all local image features and this sentence, select the image feature with the

highest MI, and maximize the MI between that image feature and the sentence fea-

ture, as shown in Fig. 5-2. We train the image and text encoders, as well as the MI

discriminator from all the image-text data:

𝜃I
E, 𝜃

R
E , 𝜃D = arg max

𝜃I
E,𝜃

R
E ,𝜃D

∑︁
𝑗

∑︁
𝑚

max
𝑛

𝐼(zI
𝑗,(𝑛), z

R
𝑗,(𝑚)), (5.5)

where zI
𝑗,(𝑛) is the 𝑛-th local feature from the image xI

𝑗, and zR
𝑗,(𝑚) is the 𝑚-th sentence

feature from the text xR
𝑗 . We use this one-way maximum, because in image captioning,

every sentence was written to describe some findings in the corresponding image. In

contrast, not every region in the image has a related sentence in the text that describes

it.

5.3 Implementation Details

Chest radiographs are downsampled to 256×256. We use a 5-block resnet [32] as the

image encoder in the local MI approach and the image feature representation 𝑧I is

16×512 (4×4×512) feature vectors, as shown in Fig. 5-3. We use a 6-block resnet as
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the image encoder for the global MI maximization, where the image representation 𝑧I

from this encoder is a 768-dimensional feature vector. We use the clinical BERT model

[4] as the text encoder for both report-level and sentence-level feature extraction,

architecture detailed in Fig. 5-4. The [CLS] token is used as the text feature 𝑧R,

which is a 768-dimensional vector. The MI discriminator for both MINE and CPC

is a 1024→512→1 multilayer perceptron. The image feature and the text feature

are concatenated before fed into the discriminator for MI estimation. The image

models in all training variants at the image training or re-training time have the

same architecture (6-block resnet followed by a fully connected layer).

The AdamW [98] optimizer is employed for the BERT encoder and the Adam [47]

optimizer is used for the other parts of the model. The initial learning rate is 5·10−4.

The representation learning phase is trained for 5 epochs and the image model re-

training phase is trained for 50 epochs. The fully supervised image model is trained for

100 epochs. Data augmentation including random rotation, translation, and cropping

is performed on the images during training.
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Figure 5-3: Top: Image encoder using residual neural network. Each residual block
includes 2 convolutional layers.
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Figure 5-4: Text encoder using the BERT model. A full radiology report is encoded
between [CLS] and [SEP] tokens; rep is the text associated with the report. As
is standard in the literature, we use the hidden representation corresponding to the
[CLS] token marked as [CLS] as the text embedding. Maximum input sequence
length is set to 320.

5.4 Generative Model and Motivation

To provide further insight into the theoretical motivation behind local mutual infor-

mation, we describe a conjectured generative model for how paired chest radiograph

and radiology report are constructed. As shown in Fig 5-5, each local image region 𝑥I
𝑛

has a hidden variable 𝐻𝑛 that specifies the physiological processes and disease status

in that region. This image region 𝑥I
𝑛 is generated by the hidden variable 𝐻𝑛 and

another random variable 𝑉 I that is independent of 𝐻𝑛 (e.g., the image acquisition

protocol). The corresponding sentence in the radiology report is generated by first

choosing the sentence index 𝑚 (mapping from the image region index 𝑛 via 𝑀 , i.e.,
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𝑚 = 𝑓(𝑛;𝑀)) and then generated as a function of 𝐻𝑛 and another random variable

𝑉 R that is independent of 𝐻 (e.g., the radiologist’s training background).

Figure 5-5: A conjectured generative model that describes how paired chest radio-
graph and radiology report are constructed and the underlying structural assump-
tions.

The task we are interested in is to predict the hidden disease statuses {𝐻𝑛} given

an image 𝑥𝐼 . Therefore, it is sensible to learn image feature representation 𝑧I that has

high mutual information with {𝐻𝑛}, i.e.,
∑︀

𝑛 𝐼(𝑧I, 𝐻𝑛). 𝑧I is a concatenation of 𝑧I
𝑛

and 𝑧I
𝑛, where the 𝑧I

𝑛 is the feature of the local image region generated from 𝐻𝑛 and

𝑧I
𝑛 is the rest of the image feature. Applying the chain rule of mutual information,

we have:

𝐼(𝑧I, 𝐻𝑛) = 𝐼(𝑧I
𝑛, 𝐻𝑛) + 𝐼(𝑧I

𝑛, 𝐻𝑛|𝑧I) (5.6)

≥ 𝐼(𝑧I
𝑛, 𝐻𝑛). (5.7)

Since 𝐼(𝑧I
𝑛, 𝐻𝑛) is the lower bound to 𝐼(𝑧I, 𝐻𝑛), we maximize 𝐼(𝑧I

𝑛, 𝐻𝑛). The challenge

of learning such image feature representations is that we have limited labels for disease

status. However, both the local image region and the corresponding sentence in the

report are generated by the same hidden disease status. Assuming 𝑉 I and 𝑉 R are

independent, maximizing 𝐼(𝑧I
𝑛, 𝑧

R
𝑚) will likely lead to high 𝐼(𝑧I

𝑛, 𝐻𝑛). Here we do the

index mapping by selecting the sentence in the report that has the highest mutual

information with 𝑧I
𝑛.

Therefore, conjecturing this generative model by making structural (conditional

independence) assumptions of the image and report data results in our proposed local
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mutual information maximization approach. The local MI optimization is usually an

easier task given its lower dimension and more training samples to discover useful

representations. The utility of our strategy is supported by our experimental results.

5.5 Experiments

5.5.1 Data and Model Evaluation

We demonstrate our approach on the MIMIC-CXR dataset v2.0 [42] that includes

around 250K frontal-view chest radiographs with their associated radiology reports.

We evaluate our representation learning methods on two downstream classification

tasks:

• Pathology9. Detecting 9 pathologies from the chest radiographs against the

labels that were extracted from the corresponding radiology reports using a

radiology report labeler CheXpert [38, 44, 43]. Note that there are 14 findings

available in the repository [43]. We only train and evaluate 9 out of the 14

pathologies, where there are more than around 100 images available in the test

set.

• EdemaSeverity. Assessing pulmonary edema severity from chest radiographs

against the labels that were annotated by radiologists on the images [35, 53, 56].

The severity level ranges from 0 to 3 with a high score indicating high risk.

The two test sets provided in those two publicly available label repositories are

used to evaluate our methods [43, 53]. The patients that are in either of the two

repositories’ test sets are excluded from our model training. Table 5.1 summarizes

the size of the (labeled) training data and test data.

5.5.2 Experimental Design

Our goal is to learn representations that are useful for downstream classification tasks.

Therefore, we use a fully supervised image model trained on the chest radiographs
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– Support
Devices

Cardiomegaly Consolidation Edema Lung
Opacity

training 76,492 65,129 20,074 56,203 58,105
test 286 404 95 373 318
– Pleural

Effusion
Pneumonia Pneumothorax Atelectasis Edema

Severity
training 86,871 43,951 56,472 50,416 7,066
test 451 195 191 262 141

Table 5.1: The number of images in the (labeled) training sets and the test sets.

with available training labels as our benchmark. We compare two ways to use our

image representations when re-training the image classifier: 1) freezing the image

encoder; 2) fine-tuning the image encoder. In either case, the image encoder followed

by a classifier is trained on the same training set that the fully supervised image

model uses.

We compare our MI maximization approach on local features with the global MI

maximization approach. We test both MINE [8] and CPC [73] as MI estimators. To

summarize, we evaluate the variants of our model and training regimes as follows:

• image-only-supervised: An image-only model trained on the training data

provided in [43, 53].

• global-mi-mine, global-mi-cpc: Representation learning on the chest radio-

graphs and the radiology reports using global MI maximization.

– encoder-frozen, encoder-tuned: Once representation learning is com-

pleted, the image encoder followed by a classifier is re-trained on the labeled

training image data, with the encoder frozen or fine-tuned.

• local-mi-mine, local-mi-cpc: Representation learning using local MI maxi-

mization in Eq. (5.5).

– encoder-frozen, encoder-tuned: The resulting image encoder followed

by a classifier is re-trained.

68



At the image model training or re-training time, all variants are trained on the

same training sets. No image from the test set patients is ever seen by the models at

any training phase. Note that the local-mi approach makes use of lower level image

features. To make the encoder-frozen experiments comparable between local-mi

and global-mi, we only freeze the same lower level feature extractor in both encoders.

5.6 Results

In Table 5.2 and Table 5.3, we present the area under the receiver operating charac-

teristic curve (AUC) values for the variants of our algorithms on the EdemaSeverity

ordinary classification task and the Pathology9 binary classification tasks. For most

classification tasks, the local MI approach with encoder tuning performs the best and

has significantly improved the performance of solely supervised learning on labeled

images. The local MI approach brings in noteworthy improvement compared to global

MI. Both CPC and MINE perform similar in most tasks. Remarkably, the classifica-

tion results from the frozen encoders approach the fully supervised learning results

in many tasks.

The local MI offers substantial improvement in performance when the features

are fine-tuned with the downstream model, while its performance is comparable with

global MI if the features are frozen for the subsequent classification. In our experi-

ments, training jointly with the downstream classifier (fine-tuning) typically improves

performance of all tasks, with greater benefits for local MI. This suggests that local

MI yields more flexible representations that adjust better for the downstream task.

Our results are also supported by the analysis in Section 5.4 that shows that under

the certain structural assumption, the sum of local MI values is the lower bound to

the global MI. Finally, we compared the ranking based joint modeling approach in

the last chapter with the global mutual information approach proposed in this chap-

ter on the EdemaSeverity ordinary classification task. Both approaches achieve

comparable performance.

69



Method Re-train
Encoder?

Level 0 vs 1,2,3 Level 0,1 vs 2,3 Level 0,1,2 vs 3

– – CPC MINE CPC MINE CPC MINE
image-only N/A 0.80 0.71 0.90
global-rank tuned 0.82 0.83 0.91
global-mi frozen 0.81 0.83 0.77 0.78 0.93 0.89
global-mi tuned 0.81 0.82 0.79 0.81 0.93 0.93
local-mi frozen 0.77 0.76 0.72 0.76 0.75 0.86
local-mi tuned 0.87 0.83 0.83 0.85 0.97 0.93

Table 5.2: The AUCs on the EdemaSeverity ordinal classification task.
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Method Re-train
Encoder?

Atelectasis Cardiomegaly Consolidation

– – CPC MINE CPC MINE CPC MINE
image-
only

N/A 0.76 0.71 0.78

global-
mi

frozen 0.65 0.63 0.79 0.79 0.67 0.65

global-
mi

tuned 0.74 0.77 0.81 0.81 0.81 0.82

local-mi frozen 0.74 0.61 0.73 0.77 0.65 0.65
local-mi tuned 0.73 0.86 0.82 0.84 0.83 0.83
– – Edema Lung Opacity Pleural Effusion
– – CPC MINE CPC MINE CPC MINE
image-
only

N/A 0.89 0.86 0.69

global-
mi

frozen 0.81 0.81 0.69 0.68 0.74 0.74

global-
mi

tuned 0.87 0.88 0.83 0.84 0.90 0.90

local-mi frozen 0.78 0.80 0.66 0.69 0.69 0.72
local-mi tuned 0.89 0.89 0.82 0.88 0.92 0.92
– – Pneumonia Pneumothorax Support Devices
– – CPC MINE CPC MINE CPC MINE
image-
only

N/A 0.75 0.65 0.72

global-
mi

frozen 0.71 0.70 0.65 0.66 0.70 0.68

global-
mi

tuned 0.75 0.76 0.75 0.77 0.77 0.79

local-mi frozen 0.61 0.66 0.70 0.67 0.72 0.74
local-mi tuned 0.78 0.79 0.79 0.76 0.87 0.81

Table 5.3: The AUCs on the Pathology9 binary classification tasks.
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5.7 Summary

In this chapter, we proposed a multimodal representation learning framework for im-

ages and text by maximizing the mutual information between their local features. The

advantages of the local MI approach are tri-fold: 1) better fit to image-text structure:

each sentence is typically a minimal and complete semantic unit that describes a local

image region and therefore learning at the level of sentences and local image regions

is more efficient than learning global descriptors; 2) better optimization landscape:

the dimensionality of the representation is lower and every training image-report pair

provides more samples of image-text descriptor pairs; 3) better representation fit to

downstream tasks: as demonstrated in prior work, image classification usually relies

on local features (e.g., pleural effusion detection based on the appearance of the region

below the lungs) [34] and thus by learning local representations local MI improves

classification performance.

By encouraging sentence-level features in the text to exhibit high MI with local

image features, the image encoder learns to extract useful feature representations for

subsequent image analysis. We provided further insight into local MI by showing

that, under a Markov condition, maximizing local MI is equivalent to maximizing

global MI. Our experimental results showed that the local MI approach offers the

greatest improvement to the downstream image classification tasks.

Both MI estimators (MINE and CPC) that utilize variational bounds yield similar

results. In the next chapter, we discuss the challenges of estimating MI and propose

a discriminator based MI estimator that does not rely the variational lower bounds

of MI.
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Chapter 6

DEMI: Discriminative Estimator of

Mutual Information

Estimating mutual information between continuous random variables is often in-

tractable and extremely challenging for high-dimensional data. Recent progress has

leveraged neural networks to optimize variational lower bounds on mutual informa-

tion. Although showing promise for this difficult problem, the variational methods

have been theoretically and empirically proven to have serious statistical limitations:

1) many methods struggle to produce accurate estimates when the underlying mutual

information is either low or high; 2) the resulting estimators may suffer from high

variance. Our approach is based on training a classifier that provides the probability

that a data sample pair is drawn from the joint distribution rather than from the

product of its marginal distributions. Moreover, we establish a direct connection be-

tween mutual information and the average log odds estimate produced by the classifier

on a test set, leading to a simple and accurate estimator of mutual information. We

show theoretically that our method and other variational approaches are equivalent

when they achieve their optimum, while our method sidesteps the variational bound.

Empirical results demonstrate high accuracy of our approach and the advantages of

our estimator in the context of representation learning.
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6.1 Prior Work

Mutual information (MI) measures the information that two random variables share.

MI quantifies the statistical dependency — linear and non-linear — between two vari-

ables. This property has made MI a crucial measure in machine learning. In partic-

ular, recent work in unsupervised representation learning has built on optimizing MI

between latent representations and observations [17, 103, 73, 34, 90, 3, 94]. Maximiza-

tion of MI has long been a default method for multi-modality image registration [60],

especially in medical applications [97], though in most work the dimensionality of the

random variables is very low. Here, coordinate transformations on images are varied

to maximize their MI.

Estimating MI from finite data samples has been challenging and is intractable for

most continuous probabilistic distributions. Traditional MI estimators [88, 18, 50, 24]

do not scale well to modern machine learning problems with high-dimensional data.

This impediment has motivated the construction of variational bounds for MI [71,

7]; in recent years this has led to maximization procedures that use deep learning

architectures to parameterize the space of functions, exploiting the expressive power

of neural networks [87, 8, 73, 69].

Unfortunately, optimizing lower bounds on MI has serious statistical limitations.

Specifically, prior work has shown that any high-confidence distribution-free lower

bound cannot exceed 𝑂(log𝑁), where N is the number of samples [65]. This implies

that if the underlying MI is high, it cannot be accurately and reliably estimated by

variational methods like MINE [8]. Song et al. further categorized the state-of-the-

art variational methods into “generative” and “discriminative” approaches, depending

on whether they estimate the probability densities or the density ratios [87]. They

showed that the “generative” approaches perform poorly when the underlying MI is

small and “discriminative” approaches perform poorly when MI is large; moreover,

certain approaches like MINE [8] are prone to high variances.

We propose a simple discriminative approach that avoids the limitations of pre-

vious discriminative methods that are based on variational bounds. Instead of esti-
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mating density or attempting to predict one data variable from another, our method

estimates the likelihood that a sample is drawn from the joint distribution versus

the product of marginal distributions. A similar classifier-based approach was used

in [58] for “two sample testing” – hypothesis tests about whether two samples are

from the same distribution or not. If the two distributions are the joint and product

of the marginals, then the test is for independence. A generalization of this work was

used in [84] to test for conditional independence. We show that accurate performance

on this classification task provides an estimate of the log odds. This can greatly

simplify the MI estimation task in comparison with generative approaches: estimat-

ing a single likelihood ratio may be easier than estimating three distributions (the

joint and the two marginals). Moreover, classification tasks are generally amicable

to deep learning, while density estimation remains challenging in many cases. Our

approach avoids the estimation of the partition function, which induces large variance

in most discriminative methods [87]. Our empirical results bear out these conceptual

advantages.

Our approach, as well as other sampling-based methods such as MINE, uses the

given joint/paired data with derived “unpaired” data that captures the product of the

marginal distributions. The unpaired data can be synthesized via permutations or re-

sampling of the paired data. This construction, which synthesizes unpaired data and

then defines a metric to encourage paired data points to map closer than the unpaired

data in the latent space, has previously been used in other machine learning appli-

cations, such as audio-video and image-text joint representation learning [30, 13].

Recent contrastive learning approaches [89, 33, 16, 31] further leverage a machine

learning model to differentiate paired and unpaired data mostly in the context of un-

supervised representation learning. [85] used paired and unpaired data in conjunction

with a classifier-based loss function for patch-based image registration.

This chapter is organized as follows. In Section 6.2, we derive our approach to

estimating MI. Section 6.3 discusses connections to related approaches, including

MINE. This is followed by empirical evaluation in Section 6.4. Our experimental

results on synthetic and real image data demonstrate the advantages of the proposed
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discriminative classification-based MI estimator, which has higher accuracy than the

state-of-the-art variational approaches and a good bias/variance tradeoff.

6.2 Methods

Let 𝑥 ∈ 𝒳 and 𝑦 ∈ 𝒴 be two random variables generated by joint distribution

𝑝 : 𝒳 × 𝒴 → R+. Mutual Information (MI)

𝐼(𝑥; 𝑦)
Δ
= E𝑝(𝑥,𝑦)

[︂
log

𝑝(𝑥, 𝑦)

𝑝(𝑥)𝑝(𝑦)

]︂
(6.1)

is a measure of dependence between 𝑥 and 𝑦. Let 𝒟 = {(𝑥𝑖, 𝑦𝑖)
𝑛
𝑖=1} be a set of 𝑛

independent identically distributed (i.i.d.) samples from 𝑝(𝑥, 𝑦). The law of large

numbers implies

𝐼𝑝(𝒟)
Δ
=

1

𝑛

𝑛∑︁
𝑖=1

log
𝑝(𝑥𝑖, 𝑦𝑖)

𝑝(𝑥𝑖)𝑝(𝑦𝑖)
→ 𝐼(𝑥; 𝑦) as 𝑛 → ∞, (6.2)

which suggests a simple estimation strategy via sampling. Unfortunately, the joint

distribution 𝑝(𝑥, 𝑦) is often unknown and therefore the estimate in Eq. (6.2) cannot

be explicitly computed. Here we develop an approach to accurately approximating

the estimate 𝐼𝑝(𝒟) based on discriminative learning.

In our development, we will find it convenient to define a Bernoulli random variable

𝑧 ∈ {0, 1} and to “lift" the distribution 𝑝(𝑥, 𝑦) to the product space 𝒳 × 𝒴 × {0, 1}.
We thus define a family of distributions parametrized by 𝛼 ∈ (0, 1) as follows:

𝑝*(𝑥, 𝑦|𝑧 = 1;𝛼) = 𝑝(𝑥, 𝑦), (6.3)

𝑝*(𝑥, 𝑦|𝑧 = 0;𝛼) = 𝑝(𝑥)𝑝(𝑦), (6.4)

𝑝*(𝑧 = 1;𝛼) = 1 − 𝑝*(𝑧 = 0;𝛼) = 𝛼. (6.5)
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Using Bayes’ rule, we obtain

𝑝*(𝑧 = 1|𝑥, 𝑦)

𝑝*(𝑧 = 0|𝑥, 𝑦)
=

𝑝*(𝑥, 𝑦, 𝑧 = 1)

𝑝*(𝑥, 𝑦, 𝑧 = 0)
=

𝑝*(𝑥, 𝑦|𝑧 = 1) 𝑝*(𝑧 = 1)

𝑝*(𝑥, 𝑦|𝑧 = 0) 𝑝*(𝑧 = 0)
=

𝑝(𝑥, 𝑦)

𝑝(𝑥)𝑝(𝑦)
· 𝛼

1 − 𝛼
,

(6.6)

which implies that the estimate in (6.2) can be alternatively expressed as

𝐼𝑝 =
1

𝑛

𝑛∑︁
𝑖=1

log
𝑝*(𝑧 = 1|𝑥𝑖, 𝑦𝑖)

𝑝*(𝑧 = 0|𝑥𝑖, 𝑦𝑖)
− log

𝛼

1 − 𝛼
(6.7)

=
1

𝑛

𝑛∑︁
𝑖=1

logit [𝑝*(𝑧 = 1|𝑥𝑖, 𝑦𝑖)] − logit[𝛼], (6.8)

where logit[𝑢]
Δ
= log 𝑢

1−𝑢
is the log-odds function.

Our key idea is to approximate the latent posterior distribution 𝑝*(𝑧 = 1|𝑥, 𝑦) by

a classifier that is trained to distinguish between the joint distribution 𝑝(𝑥, 𝑦) and the

product distribution 𝑝(𝑥)𝑝(𝑦) as described below.

6.2.1 Training Set Construction

We assume that we have access to a large collection 𝒟̂ of i.i.d. samples (𝑥, 𝑦) from

𝑝(𝑥, 𝑦) and define 𝑝(𝑥, 𝑦; 𝒟̂), 𝑝(𝑥; 𝒟̂), and 𝑝(𝑦; 𝒟̂) to be the empirical joint and

marginal distributions respectively induced by data set 𝒟̂.

Each sample is generated independently of all others as follows. First, a value

𝑧𝑗 ∈ {0, 1} is sampled from the prior distribution 𝑝*(𝑧) in (6.5). If 𝑧𝑗 = 1, then

a pair (𝑥𝑗, 𝑦𝑗) is sampled randomly from the empirical joint distribution 𝑝(𝑥, 𝑦; 𝒟̂);

otherwise value 𝑥𝑗 is sampled randomly from the empirical marginal distribution

𝑝(𝑥; 𝒟̂) and value 𝑦𝑗 is sampled randomly from the empirical marginal distribution

𝑝(𝑦; 𝒟̂), independently from 𝑥𝑗. This sampling is easy to implement as it simply

samples an element from a set of unique values in the original collection 𝒟̂ with

frequencies adjusted to account for repeated appearances of the same value.

It is straightforward to verify that any individual sample in the training set 𝒯 is

generated from distribution 𝑝*(𝑥, 𝑦, 𝑧) up to the sampling of 𝒟̂. Where 𝒟̂ is small,
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multiple samples may not be jointly from 𝒟̂ but from some idiosyncratic subset;

however, the empirical distribution induced by the set 𝒯 converges to 𝑝*(𝑥, 𝑦, 𝑧) as

the size of available data 𝒟̂ and the size 𝑚 of the training set 𝒯 becomes large.

6.2.2 Classifier Training for Mutual Information Estimation

Let 𝑞(𝑧 = 1|𝑥, 𝑦; 𝜃, 𝒯 ) be a (binary) classifier parameterized by 𝜃 and derived from

the training set 𝒯 . If 𝑞(𝑧 = 1|𝑥, 𝑦; 𝜃, 𝒯 ) accurately approximates the posterior distri-

bution 𝑝*(𝑧 = 1|𝑥, 𝑦;𝛼), then we can use this classifier 𝑞 instead of 𝑝*(𝑧 = 1|𝑥, 𝑦;𝛼)

in (6.8) to estimate MI.

We follow the widely used maximum likelihood approach to estimating the clas-

sifier’s parameters 𝜃 and form the cross-entropy loss function

ℓ(𝜃; 𝒯 ) = − 1

𝑚

𝑚∑︁
𝑗=1

log 𝑞(𝑧𝑗|𝑥𝑗, 𝑦𝑗; 𝜃, 𝒯 ) (6.9)

= − 1

𝑚

𝑚∑︁
𝑗=1

𝑧𝑗 log 𝑞(𝑧𝑗 = 1|𝑥𝑗, 𝑦𝑗; 𝜃, 𝒯 ) + (1 − 𝑧𝑗) log(1 − 𝑞(𝑧𝑗 = 1|𝑥𝑗, 𝑦𝑗; 𝜃, 𝒯 ))

(6.10)

to be minimized to determine the optimal value of parameters 𝜃. Once the optimiza-

tion is completed, we form the estimate

𝐼𝑞(𝒟, 𝒯 ) =
1

𝑛

𝑛∑︁
𝑖=1

logit
[︁
𝑞(𝑧 = 1|𝑥𝑖, 𝑦𝑖; 𝜃, 𝒯 )

]︁
− logit[𝛼] (6.11)

that approximates the estimate in (6.8). Note that the estimate is computed using

the data set 𝒟, which is distinct from the training set 𝒯 .
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6.2.3 Asymptotic Analysis

As the size of available data 𝒟̂ and the size 𝑚 of the training set 𝒯 increase to infinity,

the law of large numbers implies

ℓ(𝜃; 𝒯 ) → E𝑝*(𝑥,𝑦,𝑧) [log 𝑞(𝑧|𝑥, 𝑦; 𝜃, 𝒯 )] , (6.12)

and therefore

𝜃
Δ
= arg min

𝜃
ℓ(𝜃; 𝒯 ) → arg max

𝜃
E𝑝*(𝑥,𝑦,𝑧) [log 𝑞(𝑧|𝑥, 𝑦; 𝜃, 𝒯 )] . (6.13)

Thus, when the model capacity of the family 𝑞(𝑧|𝑥, 𝑦; 𝜃) is large enough to include

the original distribution 𝑝*(𝑧|𝑥, 𝑦), Gibb’s inequality implies

𝑞(𝑧|𝑥, 𝑦; 𝜃, 𝒯 ) → 𝑝*(𝑧|𝑥, 𝑦) and 𝐼𝑞(𝒟, 𝒯 ) → 𝐼(𝑥; 𝑦) (6.14)

as both the training data and testing data grow.

6.3 Connections to Other Mutual Information Esti-

mators

MINE and SMILE [8] introduced the Mutual Information Neural Estimation (MINE)

method, wherein they proposed learning a neural network 𝑓(𝑥, 𝑦; 𝜃) that maximizes

the objective function 𝐽(𝑓) = E𝑝(𝑥,𝑦) [𝑓(𝑥, 𝑦; 𝜃)] − logE𝑝(𝑥)𝑝(𝑦)

[︀
𝑒𝑓(𝑥,𝑦;𝜃)

]︀
, which is the

Donsker-Varadhan (DV) lower bound for the Kullback–Leibler (KL) divergence. For

analysis purposes, we define 𝑞(𝑥, 𝑦; 𝜃)
Δ
= 1

𝑍
𝑒𝑓(𝑥,𝑦;𝜃)𝑝(𝑥)𝑝(𝑦), where 𝑍 = E𝑝(𝑥)𝑝(𝑦)

[︀
𝑒𝑓(𝑥,𝑦;𝜃)

]︀
.

By substituting into the definition of 𝐽(·) and invoking Gibb’s inequality, we obtain

𝐽(𝑓) = E𝑝(𝑥,𝑦) [log 𝑞(𝑥, 𝑦; 𝜃)] − E𝑝(𝑥,𝑦) [log 𝑝(𝑥)𝑝(𝑦)] (6.15)

≤ E𝑝(𝑥,𝑦) [log 𝑝(𝑥, 𝑦)] − E𝑝(𝑥,𝑦) [log 𝑝(𝑥)𝑝(𝑦)] = 𝐼(𝑥; 𝑦), (6.16)
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with equality if and only if 𝑞(𝑥, 𝑦; 𝜃) ≡ 𝑝(𝑥, 𝑦), i.e.,

𝑓(𝑥, 𝑦) = log
𝑝(𝑥, 𝑦)

𝑝(𝑥)𝑝(𝑦)
+ 𝐶, (6.17)

where C is a constant that is absorbed into the partition function 𝑍. Thus the

objective function is a lower bound on MI and is maximized when the unspecified

“statistics network" 𝑓(𝑥, 𝑦) is the log likelihood ratio of the joint distribution and the

product of the marginals.

[87] introduced the Smoothed Mutual Information Lower Bound Estimator (SMILE)

approach which is a modification of the MINE estimator. To alleviate the high vari-

ance of 𝑓(𝑥, 𝑦) in practice, the tilting factor 𝑒𝑓(𝑥,𝑦) is constrained to the interval

[𝑒−𝜏 , 𝑒𝜏 ], for a tuned hyper-parameter 𝜏 . As 𝜏 → ∞, SMILE estimates converge to

those produced by MINE.

The log likelihood ratio of the joint versus the marginals, which the 𝑓(𝑥, 𝑦) network

from both these methods approximates, is the optimal classifier function for the task

defined on our training set 𝒯 above. Our parameterization of this ratio makes use of a

classifier and the logit transformation. While analytically equivalent, the MINE and

SMILE optimization procedures must instead search over ratio functions directly,

optimizing 𝑓(𝑥, 𝑦) ≈ 𝑝(𝑥, 𝑦)/𝑝(𝑥)𝑝(𝑦) itself. Our experimental results demonstrate

the advantage of using our estimator in (6.11).

CPC [73] proposed a contrastive predictive coding (CPC) method that also max-

imizes a lower bound

𝐽(𝑓) = E𝑝(𝑥,𝑦)

[︃
1

𝑁

𝑁∑︁
𝑖=1

log
𝑓(𝑥𝑖, 𝑦𝑖; 𝜃)

1
𝑁

∑︀𝑁
𝑗=1 𝑓(𝑥𝑖, 𝑦𝑗; 𝜃)

]︃
+ log𝑁 ≤ 𝐼(𝑥; 𝑦), (6.18)

where 𝑓(𝑥, 𝑦; 𝜃) is a neural network and 𝑁 is the batch size. CPC is not capable of

estimating high underlying MI accurately– it is constrained by their batch size 𝑁 ,

and this constraint scales logarithmically. In our approach, we do not estimate the

likelihood ratio directly, instead we construct an auxiliary variable and “lift" the

joint distribution, where we leverage the power of a discriminative neural network
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classifier. The logit transformation of our classifier response is used to approximate

the log likelihood ratio in Eq. (6.1).

CCMI [69] recently proposed a classifier based (conditional) MI estimator (CCMI).

The classifier 𝑔(𝑥, 𝑦; 𝜃) is trained on paired and unpaired sample pairs to yield the

posterior probability that the joint distribution 𝑝(𝑥, 𝑦) (rather than the product of

marginals 𝑝(𝑥)𝑝(𝑦)) generated a sample pair (𝑥, 𝑦). Unlike DEMI, the CCMI estima-

tor

𝐼(𝑥, 𝑦) = E𝑝(𝑥,𝑦) [logit [𝑔(𝑥, 𝑦)]] − logE𝑝(𝑥)𝑝(𝑦)

[︂
1 − 𝑔(𝑥, 𝑦)

𝑔(𝑥, 𝑦)

]︂
(6.19)

still relies on a variational lower bound in [8]. The first term above employs paired

sample pairs and is identical to our estimator in Eq. (6.11) for 𝑔(𝑥, 𝑦)
Δ
= 𝑞(𝑧 =

1|𝑥, 𝑦; 𝜃, 𝒯 ) and 𝛼 = 0.5. The second term depends on the unpaired samples and is

asymptotically zero. Thus CCMI and DEMI are asymptotically equivalent, but for

finite sample sizes CCMI is prone to higher error than DEMI, as we demonstrate

empirically later in the paper.

6.4 Experiments

We employ two setups widely used in prior work [87, 8, 76, 34] to evaluate the proposed

estimator and to compare it to the state of the art approaches for estimating MI.

In particular, we directly evaluate the accuracy of the resulting estimate in synthetic

examples where the true value of MI can be analytically derived and also compare the

methods’ performance in a representation learning task where the goal is to maximize

MI.

Additional experiments that investigate self-consistency and long-run training be-

havior are reported in Appendices 6.4.3 and 6.4.4 respectively.
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6.4.1 MI Estimation

Experimental Design

We sample jointly Gaussian variables 𝑥 and 𝑦 with known correlation and thus known

MI values, which enables us to measure the accuracy of MI estimators when trained

on this data. We vary the dimensionality of 𝑥 and 𝑦 (20-d, 50-d, and 100-d), the

underlying true MI, and the size of the training set (32K, 80K, and 160K) in order

to characterize the relative behaviors of different MI estimators. In an additional

experiment, we employ an element-wise cubic transformation (𝑦𝑖 ↦→ 𝑦3𝑖 ) to generate

non-linear dependencies in the data. Since deterministic transformations of 𝑥 and 𝑦

preserve MI, we can still access ground truth values of MI in this setup. We generate

a different set of 10240 samples held out for testing/estimating MI given each training

set. We generate 10 independently drawn training and test sets for each two correlated

Gaussian variables.

We assess the following estimators in this experiment:

• DEMI, the proposed method, with three settings of the parameter 𝛼 ∈ {0.25, 0.5, 0.75}
in Eq. (6.5).

• SMILE [87], with three settings of the clipping parameter 𝜏 ∈ {1.0, 5.0,∞}.
The 𝜏 = ∞ case (i.e., no clipping) is equivalent to the MINE [8] objective.

• InfoNCE [73], the method used for contrastive predictive coding (CPC).

• CCMI [69].

• A generative model (GM), i.e., directly approximating log 𝑝(𝑥, 𝑦) and marginals

log 𝑝(𝑥) and log 𝑝(𝑦) using a flow network. We note that it is difficult to make

comparable parameterizations between GM-flow networks and the rest of the

methods, and that additionally because the “base” flow distribution is a Gaus-

sian, these networks have a structural advantage for our synthetic tests. They

are, in a sense, correctly specified for the Gaussian case, which probably would

not happen in real data.
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Each estimator uses the same neural network architecture: a multi-layer perceptron

with an initial concatenation layer for the 𝑥 and 𝑦 inputs, then two fully connected

layers with ReLU activations, then a single output. This final layer uses a linear

output for MINE, SMILE, InfoNCE, and CCMI, and a logistic output for DEMI.

We use 256 hidden units for each of the fully connected layers. For the GM flow

network we use the RealNVP scheme [21], which includes a “transformation block”

of two 256-unit fully connected layers, each with ReLU activations. This network

outputs two parameters, a scale and a shift, both element-wise. This transformation

block is repeated three times.

We train each MI estimator for 20 epochs and with the mini-batch size of 64. We

employ the Adam optimizer with learning rate parameter 0.0005. The architecture

choices above and the optimization settings are comparable with [87].

Results

Figure 6-1 reports the MI estimation error (𝐼(𝑥, 𝑦) − 𝐼(𝑥, 𝑦)) versus the true un-

derlying MI for the experiments with joint Gaussians and joint Gaussians with a

cubic transformation, when the size of the training data size is 160K. The results of

DEMI with three different settings of 𝛼 are very close. In Figure 6-1, we only show

DEMI (𝛼 = 0.5).

For all experiments, InfoNCE substantially underestimated MI. This is due to its

log-batchsize (log𝑁) maximum, which saturates quickly relative to the actual mutual

information in these regimes. The limited training data setup leads to increased errors

of CCMI.

Overall, for Gaussian variables, the GM method performed very well. This is

somewhat expected, as its base distribution for the flow network is itself a Gaussian.

This trend begins to fall off at higher MI values for the 100-d case. For the cubic

case, however, the GM method performs quite poorly, perhaps due to the increased

model flexibility required for the transformed distribution.

For 20-d Gaussian variables, MINE and SMILE with both parameter settings

overestimated MI in comparison to DEMI, which provided estimates that were fairly
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close to the ground truth values. Appendix 6.4.4 further investigates this behavior.

For the 50-d joint Gaussian case, DEMI again produced accurate estimates of MI,

while MINE and SMILE underestimated MI substantially. For the 100-d joint

Gaussian case, all approaches underestimated MI, with DEMI and CCMI perform-

Figure 6-1: Mutual information estimation between multivariate Gaussian variables
(left column) and between multivariate Gaussian variables with a cubic trans-
formation (right column). Closer to Zero is better. The estimation error
(𝐼(𝑥, 𝑦) − 𝐼(𝑥, 𝑦)) versus the true underlying MI are reported. These estimates are
based on training data size of 160K. We only show DEMI (𝛼 = 0.5) since the results
of the other two parameter settings are very close.
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ing best.

For 20-d joint Gaussians with a cubic transformation, all approaches underesti-

mated MI, SMILE (𝜏 = 5) and DEMI performed best. For the 50-d and 100-d

cases, all approaches understimated MI, with DEMI performing the best.

In summary, DEMI performed best or very similar to the best baseline in all

the experiments. It further was not sensitive to the setting of its parameter 𝛼. Its

performance relative to the other MI estimators held up with the training data size

decreased.

6.4.2 Representation Learning

Experimental Design

Our second experiment demonstrates the viability of DEMI as the differentiable

loss estimate in a representation learning task. Specifically, we train an encoder

on CIFAR10 and CIFAR100 [51] data sets using the Deep InfoMax [34] criterion.

Deep InfoMax learns representations by maximizing mutual information between local

features of an input and the output of an encoder, and by matching the representations

to a prior distribution. To evaluate the effectiveness of different MI estimators, we

only include the MI maximization as the representation learning objective, without

prior matching. We compare DEMI with MINE, SMILE, InfoNCE, and JSD [34]

for MI estimation and maximization as required by Deep InfoMax.

As discussed in [34], evaluation of the quality of a representation is case-driven

and relies on various proxies. We use classification as a proxy to evaluate the repre-

sentations, i.e., we use Deep InfoMax to train an encoder and learn representations

from a data set without class labels, and then we freeze the weights of the encoder

and train a small fully-connected neural network classifier using the representation as

input. We use the classification accuracy as a performance proxy to the representa-

tion learning and thus the MI estimators. We build two separate classifiers on the last

convolutional layer (conv(256,4,4)) and the following fully connected layer (fc(1024))

for classification evaluation of the representations, similar to the setup in [34]. The
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size of the input images is 32 × 32 and the encoder has the same architecture as the

one in [34].

Results

Table 6.1 reports the top 1 classification accuracy of CIFAR10 and CIFAR100. DEMI

is comparable to InfoNCE in 3 out of 4 tasks and outperforms the other MI esti-

mators by a significant margin. When the encoder is allowed to train with the class

labels, it becomes a fully-supervised task. We also report its classification accuracy as

reference. The classification accuracy based on the representations learned by Deep

InfoMax with DEMI is close to or even surpasses the fully-supervised case. Note that

the Deep InfoMax objective we use here does not include prior distribution matching

to regularize the encoder.

Table 6.1: Top 1 classification accuracy as a proxy to representation learning (Deep
InfoMax without prior matching) performance with different MI estimators.

CIFAR10 CIFAR100
conv(256,4,4) fc(1024) conv(256,4,4) fc(1024)

Fully-supervised 75.39 42.27
MINE 71.36 66.30 42.52 37.23
SMILE (𝜏 = 5.0) 71.88 66.92 42.74 37.48
SMILE (𝜏 = 1.0) 71.12 66.22 42.13 37.10
JSD 72.79 67.94 42.78 37.76
InfoNCE 73.73 69.77 44.91 39.95
DEMI 74.09 70.16 45.59 42.02

6.4.3 Self-consistency Tests

Experimental Design

We assess and compare the MI estimators using the self-consistency tests proposed

in [87]. We perform the tests on MNIST images [52]. The self-consistency tests

examine some important properties that a “useful" MI estimator should have, because

optimizing MI is more important for many downstream machine learning applications

than estimating the exact value of MI.
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The self-consistency tests examine: 1) capability of detecting independence, 2)

monotonicity with data processing, 3) and additivity. We thus perform the following

experiments, where the MNIST image set induces a data distribution and each MNIST

image is a random variable that follows this data distribution:

• MI estimation between one MNIST image and one row-masked im-

age. Given an MNIST image 𝑋, we mask out the bottom rows and leave the

top 𝑡 rows of the image, which creates 𝑌 = ℎ(𝑋; 𝑡). The estimated MI 𝐼(𝑋, 𝑌 )

should be equal or very close to zero, if 𝑋 and 𝑌 are independent. In this

context, 𝐼(𝑋, 𝑌 ) should be close to 0 when 𝑡 is small and be non-decreasing

with 𝑡. We normalize this measurement to the final value at 𝑡 = 28 (the last

row), which should be the maximum information.

• MI estimation between two identical MNIST images and two row-

masked images. Given an MNIST image 𝑋, we create two row-masked im-

ages: 𝑌1 = ℎ(𝑋; 𝑡1) and 𝑌2 = ℎ(𝑋; 𝑡2), where 𝑡1 = 𝑡2 + 3. Since additional data

processing should not increase mutual information, 𝐼([𝑋,𝑋], [𝑌1, 𝑌2])/𝐼(𝑋, 𝑌1)

should be close to 1.

• MI estimation between two MNIST images and two row-masked im-

ages. We randomly select two MNIST images and concatenate them: [𝑋1, 𝑋2],

and mask the same number of rows on them: [ℎ(𝑋1; 𝑡), ℎ(𝑋2; 𝑡)] = [𝑌1, 𝑌2].

𝐼([𝑋1, 𝑋2], [𝑌1, 𝑌2])/𝐼(𝑋1, 𝑌1) should be close to 2.

We have 60k MNIST images or concatnated images for training and a test set of

10k images. We train each MI estimator for 100 epochs and set the mini-batch size

to 64. For all methods, we concatentate inputs, then convolve with a 5 × 5 kernel

with stride 2 and 64 output channels, then apply a fully connected layer with 1024

hidden units, which then maps to a single output. ReLU is applied after all but the

last layer.
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Results

In Figure 6-2 we plot the results of the three self-consistency metrics for each method.

In general most methods perform well for the first measurement (monotonicity) with

the exception of SMILE (𝜏 = ∞), which exhibits charateristicly high variance. Other

settings of SMILE and DEMI both are relatively well behaved, though overall In-

foNCE performs best. For the second metric (“data processing”), all methods perform

well, again aside from SMILE (𝜏 = ∞) variance. In the third metric, SMILE 𝜏 = 1

also exhibits a large bump in the center (where optimal should be constant 2 overall),

but both InfoNCE and DEMI converge to 1 overall, and no method performs opti-

mally. In general InfoNCE performs best across between the first two measures, but

DEMI and SMILE (𝜏 = 1) also do well in two of three.

6.4.4 Long-run Training Behavior of SMILE

As shown in Section 6.4, SMILE somewhat overestimates the MI for the 20 dimen-

sional Gaussian case in high MI regimes (∼ 30 Nats or more). This did not occur at

lower MI conditions or in higher dimensions.

Further investigation showed this problem to increase as training went on; to

illustrate this, we set up a new experiment on the 20 dimensional Gaussian case. We

ran each setting of SMILE (𝜏 = 1, 5,∞) for 100000 training steps with batch size

64, drawing samples directly from the generating distributions. This means that the

training set has effectively a very large size. We did this for three ground-truth MI

values of 10,20, and 30. For comparison we also run the proposed method through

the same.

This setup exactly mirrors the experiment in [87] Figure 1 in Section 6.1 of that

paper, and uses their provided code and generation method, except that we replace

their step-wise increasing MI schedule with a constant 10, 20, or 30 nat generator,

and we run the experiment longer.

The curves for the first row of Figure 6-3 show good performance with relatively

stable long-term behavior, particularly for 𝜏 = 1. The curves in the third row of Figure
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6-3 on the otherhand suggest that for certain distribution/domain combinations, even

though SMILE and MINE are based on a lower bound of MI, they can both grossly

overestimate it. This may be as [65] suggests due in part to a sensitivity of the

estimate of − lnE[𝑒𝑓(𝑥,𝑦)] to outliers. The proposed method eventually overestimates

as well in both the 20 and 30 nat cases, but does not have the strongly divergent

Figure 6-2: Results of the three self-consistency tests for SMILE (𝜏 = 1, 5,∞), In-
foNCE, and DEMI. “Monotonicity” is top, “data processing” is middle, and “addi-
tivity” is bottom.
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Figure 6-3: Long-run behavior of SMILE and DEMI for 10 (top row), 20 (middle
row), and 30 (bottom row) Nats. Analytically SMILE converges to the MINE
objective for 𝜏 → ∞. Smoothed trajectories are plotted in bold, exact trajectories are
the semi-translucent curve, and the actual Mutual information is the black constant
line.

behavior exhibited by SMILE (seen particularly strongly in 𝜏 = ∞ settings).
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6.5 Summary

In this chatper, we described a simple approach for estimating MI from joint data

that is based on a neural network classifier that is trained to distinguish whether a

sample pair is drawn from the joint distribution or the product of its marginals. The

resulting estimator is the average over joint data of the logit transform of the classifier

responses. Theoretically, the estimator converges to MI when the data sizes grow to

infinity and the neural network capacity is large enough to contain the corresponding

true conditional probability.

The accuracy of our estimator is governed by the ability of the classifier to predict

the true posterior probability of items in the test set, which in turn depends on (i)

the number of training sample pairs and (ii) the capacity of the neural network used

in training. Thus the quality of our estimates is subject to the classical issues of

model capacity and overfitting in deep learning. We leave theoretical analysis (which

is closely related to the classifier’s convergence to the true separating boundary for a

general hypothesis class) for future work.

Although DEMI outperforms other estimators in terms of bias of estimating the

value of mutual information. The challenges of applying our estimator in mutual

information optimization are two folds: 1) In our experiments of synthetic data from

Gaussian variables, we have access to an infinite number of samples. We constructed

a validation set to select hyper-parameters of the DEMI classifier (e.g., learning rate,

number of training epochs). When using DEMi to optimize mutual information from

very limited training samples, we will not be able to select hyper-parameters using

a holdout validation set. 2) When using DEMI to maximize mutual information of

two variables generated from encoders or generators we would like to train, we need

to optimize both the encoders and the DEMI classifier. Every time the encoders are

updated, the resulting underlying variables are updated as well. The DEMI classifier

has to learn from new samples from the updated variables to update its mutual

information estimation. This primal-dual optimization framework may significantly

prolong the convergence time.
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We discussed close connections between our approach and the lower bound ap-

proaches of MINE and SMILE and InfoNCE(CPC). Unlike the difference-of-entropies

(DoE) estimator described in [65], our approach does not make use of assumed dis-

tributions. We also demonstrate empirical advantages of our approach over the state

of the art methods for estimating MI in synthetic and real image data. Given its

simplicity and promising performance, we believe that DEMI is a good candidate for

use in research that optimizes MI for representation learning.
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Chapter 7

Discussion

7.1 Pulmonary Edema Assessment

In this thesis, we have developed multimodal learning algorithms to build an image

model that assesses pulmonary edema from chest radiographs. The results of these

algorithms provide a performance benchmark for future work. We have shown that

it is feasible to automatically classify four levels of pulmonary edema on chest ra-

diographs. Understandably, the performance of the algorithm mirrors the challenge

of distinguishing these disease states for radiologists. The differentiation of alveolar

edema from no pulmonary edema (level 3 vs 0) is an easier task than distinguishing

interstitial edema from pulmonary vascular congestion (level 2 vs 1). Even among

radiologists, there is substantial variability in the assessment of pulmonary edema.

More machine learning approaches should be explored for this clinical task in future

work.

Our work expands on prior studies by employing machine learning algorithms to

automatically and quantitatively assess the severity of pulmonary edema from chest

radiographs. Prior work has shown the ability of convolutional neural networks to

detect pulmonary edema among several other pathologies that may be visualized in

chest radiographs [95, 22, 77]. Neural networks have been validated in large datasets

to achieve expert level identification of findings in chest radiographs [62]. Their AUCs

in detecting the presence of pulmonary edema range from 0.83 to 0.88. By treating
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pulmonary edema as a single pathology, it is difficult to draw direct comparison to

our work which considers pulmonary edema as a spectrum of findings. A conserva-

tive comparison would be to compare prior work to our model’s ability to distinguish

no edema and pulmonary vascular congestion from interstitial and alveolar edema

(levels 0,1 vs 2,3) which have AUCs of 0.81 (pre-trained) and 0.88 (semi-supervised).

Although their test sets are based on labels extracted from radiology reports, our test

set labels are annotated and reached consensus on by four radiologists. Others have

trained neural networks on B-type natriuretic peptide values to produce a quantita-

tive assessment of congestive heart failure [82]. However, B-type natriuretic peptide

increases non-linearly with worsening CHF, and exhibits marked inter-patient vari-

ability. A B-type natriuretic peptide of 1000 in one patient could represent an acute

exacerbation, while being the baseline for another patient, making B-type natriuretic

peptide a poor surrogate outcome measure for acute pulmonary edema. The grading

of pulmonary edema severity relies on much more subtle radiological findings (image

features). The clinical management of patients with pulmonary edema requires com-

parisons of serial exams and understanding serial trends. Accurate, reproducible, and

rapid quantification of pulmonary edema is of paramount value to clinicians caring

for these patients.

There were limitations in the data curation. Extracting labels from clinical radi-

ology reports allowed us to quickly obtain a reasonable amount of labelled data, but

is inferior to data labelled for a specific purpose. Not only is there poor inter-reader

agreement among radiologists for pulmonary edema detection [27], but radiologists

may use different languages to describe a similar pathophysiologic state. In future

work, we will explore joint modeling of chest radiographs and radiology reports and

aim to mitigate the bias introduced by simply employing regular expressions.

Pulmonary edema exists on a continuous spectrum of severity. By discretizing our

data into four classes, we have potentially lost valuable information and contaminated

the categories. The category of severe edema in our dataset contains all images

containing alveolar edema, even though this varies wildly in clinical practice. In

practice, it is challenging to quantify pulmonary edema at a more granular level.
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Comparisons between images are easier and more reproducible. Future work could

leverage pairs of images to quantify edema on a continuous scale.

The diagnosis of pulmonary edema is often challenging due to the possibility of

other competing diagnoses that have overlapping radiographic findings. For example,

multifocal pneumonia can be confused with alveolar pulmonary edema, and chronic

interstitial edema can be misinterpreted as interstitial pulmonary edema. In order

to minimize this bias, we restrict our labeled data to a cohort of patients diagnosed

with CHF. In this work, we purposely ignore image findings such as cardiomegaly

and pleural effusions that are correlated with pulmonary edema and often used by

radiologists when making the diagnosis. In future work, we plan to leverage multi-

task training to jointly learn these associated features. By incorporating multiple

image observations in the model training, an algorithm would approximate the clinical

gestalt that a radiologist has when considering the etiology of pulmonary opacities.

By separating the features of pulmonary edema from features that are associated with

CHF, however, our model is not biased against detecting non-cardiogenic pulmonary

edema.

Lastly, we compare our results only to the chest radiograph rather than some other

reference standard of pulmonary edema. In clinical practice, the chest radiograph is

usually considered the reference standard to measure pulmonary edema. Pulmonary

capillary wedge pressure might be more accurate, but is extremely invasive, and

performed only on a small fraction of patients, so would be impractical to be used as

a reference standard.

7.2 Image Model Interpretability

In this thesis, we take advantage of rich multimodal data available during training

of the machine learning models to improve the inference accuracy when the model

is applied to a new chest x-ray image during patient assessment. Our multimodal

learning framework generates image and text embeddings that are used by respec-

tive classifiers to score edema severity from either an image or a radiology report.
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The embeddings from matching image-text pairs are encouraged to be close while

mismatched pairs are encouraged to yield embedding vectors that are far from each

other.

The key methodological innovation in this thesis is introducing measures of lo-

cal dependencies between image and text features in the context of medical images

and associated radiology reports. Rather than require that the embedding vectors

represent the entire image or radiology report, we build representations of local im-

age or sentence features and optimize them for downstream prediction. We estimate

and maximize the mutual information between the representations that correspond

to the same finding. Because the embedding task requires no explicit labels, it can

be learned from the entire image-text collection, not only the images that could be

labeled with the edema severity, vastly increasing the amount of data available and,

in turn, improving the quality of the resulting image-based predictions.

The image-text joint learning framework demonstrated in this thesis offers a novel

pathway for model explanation by associating local image features with sentence-level

text representations in the embedding space. When interpreting model predictions,

pairs of an image region and a sentence that contribute the most to such prediction

can be presented to explain the underlying pathology using natural language.

Such image model interpretation can be learned from the already existing clinical

data archive. In clinical practice, for instance, radiologists look for the radiographic

features in the images, infer the underlying pathologies and conditions of the patients,

and document their thought process in the radiology reports. When a computer vision

model is trained from the images and the structured labels, the thought process is

neglected. Jointly learning from the images and the text that describe the images

opens a door to reproduce the domain experts’ feature extraction process and manifest

it using natural language.

Maximization of mutual information between local image features and sentence-

level text features is a theoretic sounding approach to learning the image interpreta-

tion documented in the text. MI measures the statistical dependencies – both linear

and nonlinear – between two variables. Given a large number of image-text pairs, the

96



image regions and the corresponding sentences can statistically be captured by an MI

estimator and should exhibit high MI values. A sentence that has highest MI value

with a given image region is likely to be associated with each other. This association

can also be adjusted by the specific downstream computer vision tasks.

7.3 Joint Learning between Images and Tabular Data

This thesis has developed methodologies for multimodal representation learning and

has demonstrated its advantages in image-text joint learning. In addition to images

and text, clinical data also includes tabular data, such as vital signs, laboratory tests,

hospitalization history. These multimodal sources of information reflect different yet

correlated manifestations of a subject’s underlying physiological processes.

The machine learning methods proposed in this thesis can naturally make use of

the correlations between medical images and tabular data to improve computer vision

models and/or to predict clinical events.

In the context of heart failure patients, tabular data such as blood tests that

indicate heart and kidney functions, body weight, and oxygen saturation, implies the

severity of underlying pathophysiology condition. The severity of pulmonary edema

is a manifestation of this underlying condition. Jointly learning an image model with

the features extracted from those usually longitudinal tabular data can potentially

yield task-specific image representations that are more indicative of the prediction

task. Therefore, joint learning with other data modalities holds promise to more

accurate computer vision models.

Joint learning between images and certain adverse clinical events can further make

use of multimodal machine learning to recognize patterns that have not yet been

picked up by domain experts. For example, a patient’s readmission or mortality may

reflect the severity of certain disease or symptoms that we would like our computer

vision models to learn. The grounding of the machine learning tasks in those clinical

events can further shape the embedding space for images and other data to accurately

reflect the related condition status of the patient.
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7.4 Clinical Implications

Automatic and quantitative phenotyping from medical images, such as computer

vision models we have developed in this thesis to grade pulmonary edema from chest

radiographs, have two major implications for clinical practice and research: 1) offering

timely impression of imaging tests for physicians; 2) enabling clinical research or

decision making that is based on series of images. In this section, we discuss one

potential clinical use case that my thesis may lead to and future directions.

Most CHF hospitalizations are driven by symptoms from fluid overload [36]. Clin-

ical practice guidelines recommend removal of all excess fluid prior to discharge; pa-

tients discharged with remaining fluid overload are more likely to be readmitted or die

post-discharge [80]. Our computer vision models for pulmonary edema assessment in

chest radiographs can potentially assist physicians in discharge decision making and

post-discharge transitional care planning.

Our preliminary retrospective analysis suggests that there is underutilized infor-

mation in chest radiographs that is indicative of readmission risk. Our analysis is

based on clinical records of 431 CHF patients’ hospital stays that had chest x-ray

taken within 24 hours before discharge, based on the MIMIC-IV and MIMIC-CXR

datasets [46]. Of these 431 images, 47 pre-discharge x-ray images were labeled by our

computer vision model as containing more than mild edema (39 patients with inter-

stitial edema and 8 patients with alveolar edema), as shown in Table 7.1. Of these,

18 interstitial edema patients (46.15%) and 5 alveolar edema patients (62.50%) were

readmitted within 30 days of discharge. Of the remaining 384 patients, 137 (35.68%)

were readmitted, close to and below the overall 30-day readmission rate of 37.93%.

Thus the presence of moderate edema increases the chances of readmission from 38%

to 46% and the presence of severe edema further increases the risk of readmission

to 63%. We note that the readmission event in this preliminary analysis includes

both readmission for in-patient hospitalization and readmission for ER observation.

Therefore, the overall readmission rate here (about 37%) is higher than the national

average (about 20%) which only considers readmission for in-patient hospitalization.
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Pulmonary edema
severity estimate 0: None

1 (mild):
Cardio-
vascular
congestion

2 (moderate):
Interstitial
edema

3 (severe):
Alveolar
edema

Overall

30-day
readmission rate

30.43%
(21/69)

36.83%
(116/315)

46.15%
(18/39)

62.50%
(5/8)

37.93%
(160/431)

Table 7.1: The 30-day readmission rates in different pulmonary edema severity groups
based on the last pre-discharge chest x-ray image.

Since all the 431 images were taken within 24 hours before discharge, an appli-

cation based on the information extracted using our chest x-ray model may improve

discharge decision making or post-discharge pathway planning. To investigate the

feasibility and challenges of developing this type of application and shed light on fu-

ture directions, we looked into those 8 patients whose pre-discharge chest radiographs

were labeled as level 3: alveolar edema by our model and who were discharged from

the hospital within 24 hours after the x-ray was taken. We looked into their hos-

pitalization records, the discharge notes of the index admissions, and the radiology

reports for the 8 images. Table 7.2 summarizes our key findings.

Patients 1-3 were all admitted due to CHF exacerbation with kidney disease. Their

corresponding radiology reports all mentioned pulmonary edema, except for patient 2,

somewhat ambiguous on pulmonary edema severity. According to the discharge notes,

all three patients were treated with aggressive diuresis during the index hospital stays.

In particular, patient 2 was discharged with this condition, because a cardiologist was

consulted who advised it will be difficult to medically optimize this patient’s CHF

given severe mitral regurgitation. Patients 1 and 3 were both discharged to their home

instead of other transitional care facilities. These findings on the retrospective clinical

records indicate that the clinical teams might have underestimated the remaining fluid

overload of those two patients at discharge.

Patients 4 and 5 were both admitted to the hospital due to medical conditions

other than CHF exacerbation. "Increased opacification" mentioned in the radiology

report of patient 5 was likely to describe pneumonia. In the discharge note of pa-

tient 5, the clinical team discussed that it was difficult to determine if there was
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Patient Primary reason for
index admission

Impression from radiology reports
on the pre-discharge CXRs

Discharge
location

Readmit
in (days)

– – Relevant terms
in the reports

Severity
estimate – –

1 CHF exacerbation
with CKD

Pulmonary vascular
redistribution 1,2,3 Home 4

2 CHF exacerbation
with CKD

Moderate-to-severe
pulmonary edema 2,3 Long-term

acute care 12

3 CHF exacerbation
with CKD Pulmonary edema 1,2,3 Home 16

4 Cardioembolic
stroke

Pulmonary
vascular congestion 1 Rehab 27

5 Pneumonia Increased opacification N/A Home 28

6 Tracheostomy
tube dysfunction

Moderate
pulmonary edema 2,3 Unknown 33

7 Left femoral
neck fracture

Mild-to-moderate
pulmonary edema 2,3 Nursing

facility 57

8 CHF exacerbation Elevated pulmonary
venous pressure N/A Nursing

facility 146

Table 7.2: The clinical course of the patients whose pre-discharge chest radiographs
were labeled as level 3: alveolar edema by our image model.

new pneumonia or whether the air space findings were unresolved findings consistent

with recently treated pneumonia, without mentioning fluid overload. Patient 4 was

discharged with an increased dosage of diuretics, showing that the clinical team was

aware of the patient’s fluid overload.

Patients 1-5 were all readmitted to the hospital within 30 days of discharge. The

potentially underutilized information in chest radiographs may be extracted by ma-

chine learning models and help clinical teams optimize discharge decision making

(e.g., timing of discharging a patient) and discharge planning (e.g., post-discharge

medication planning, transitional care planning). Our current computer vision model

has been developed and trained to assess the severity of pulmonary edema from a sin-

gle x-ray image in order to match radiologists’ assessment. Future work could train

a machine learning model that directly predicts the readmission risk using retrospec-

tive clinical records. Furthermore, comparing a CHF patient’s conditions to their

baseline status is important to clinical decision making. Future work could also train
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machine learning models based longitudinal chest x-ray images. Lastly, pulmonary

edema, manifesting in chest radiographs, is one of the many conditions caused by

CHF. Predicting readmissions from a series of chest x-ray images and other clinical

data of a patient could characterize the patient’s risk holistically and may have a

greater clinical impact.

7.5 Summary

My thesis develops machine learning methods that exploit multimodal clinical data to

improve medical image analysis. Clinical data is often multimodal, including images,

text (e.g., radiology reports, clinical notes), and numerical signals (e.g., vital signs,

lab results). This thesis proposes machine learning methods that make use of the

correlations between medical images and free-text reports to yield accurate computer

vision models. My thesis demonstrates the advances of this multimodal learning

approach in the application of chest radiograph analysis.
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