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#### Abstract

Algorithms are essential to the field of computer science, and algorithm designers are always searching for the mathematically optimal algorithms. Sherry and Thompson found that improvements to algorithm upper bounds have been steadily decreasing since the 1970s. In this work we aim to discover whether this could be because researchers have already found the optimal versions of many algorithms. In order to get a better sense of the picture, we compiled lower bounds on the algorithm families studied by Sherry and Thompson. We find that, while a few problems still have large gaps between upper and lower bounds where improvement is possible, over threequarters of these problems are already very close to being optimal! The "slowing progress" may in fact prove to be a triumph in disguise, as it is an indicator that many problems have achieved optimal solutions.
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## Chapter 1

## Introduction

An algorithm is an unambiguous sequence of instructions to solve a clearly defined problem. Algorithms are the step-by-step procedures that computers follow, and they are what allow computers to execute so many tasks so cleverly, in turn allowing researchers to approach problems in many different subject areas. The field of computer science has improved by leaps and bounds since it seriously began in the 1940s, and much of the progress has been in or due to algorithms. In fact, for many problems, algorithmic improvements have outpaced hardware improvements [48].

Recent work by Sherry and Thompson has aimed to quantify the level and rate of progress in algorithms research. They compiled a list of the most commonly taught algorithms across several computer science disciplines and researched the history of each one. In order to better track the history of related algorithms, they grouped together algorithms that all solve the same problem into algorithm families. Sherry and Thompson's results suggest that progress in algorithms has slowed; in the decades following the 1970s, the number of algorithm families that have been seeing improvements has been decreasing. The natural followup question is, of course - why?

This study explores one possible answer, which is that perhaps the field is approaching optimality. While algorithms have continued to grow better and faster over the years, there comes a point where they reach the limit of what is possible and where they cannot improve any further. This brings us to the concept of lower bounds: A lower bound is a limit that even the best possible algorithm cannot im-
prove beyond. Could it be that many algorithm families have simply reached their lower bounds, and can no longer be made any better? If so, the slowing progress could simply be a side effect of a triumph in disguise.

Our results indicate that this could indeed be the case. More than three-quarters of the analyzed algorithms are asymptotically optimal or close to it - in other words, they are nearly the best and fastest they possibly can be, especially for large problem sizes. It remains to be seen how this will continue to affect the future of algorithm progress.

### 1.1 Upper and Lower Bounds

Typically, when we think about how "good" an algorithm is, we think about how fast it is, that is, how much time (or how many steps) it takes to complete. One common measure of speed is asymptotic time complexity, which is an upper bound on the amount of time an algorithm will require as the input size grows. This is how we usually quantify "improvement"; when a researcher invents an algorithm with smaller asymptotic time complexity, we say that the algorithm has been improved.

But how much can we continue to improve? In order to answer this question, we need to know some provable lower bound on the time complexity. A lower bound for an algorithm family is a quantity that is provably less than or equal to the best possible running time of any algorithm in that family. We cannot improve past the lower bound, so if the upper bound and lower bound time complexities for a particular problem are the same, then that problem has its optimal time complexity. If they are not the same, then there is the potential for improvement; when a researcher proves a larger lower bound, we say that the lower bound improves.

For example, in the case of sorting $n$ real numbers, one possible lower bound on the number of steps is $n$, since every single number needs to be put in its place. Here, and in all such problems, $n$ is the size of the input. We then say that sorting has a lower bound on time complexity of $\Omega(n)$. However, this is not the optimal lower bound.

## a) New algorithm families


b) Algorithm family upper bound improvements

c) Algorithm family lower bound improvements


Figure 1-1: Historical trends of algorithm progress. a Number of new algorithm families discovered each decade. Share of known algorithm families whose buper bound or $\mathbf{c}$ lower bound improved each decade. Figures $\mathbf{a}$ and $\mathbf{b}$ reproduced with permission from [48].

In order to prove a better lower bound, consider how much information is needed to distinguish the correct order of the elements. We can construct a decision tree, where each level asks a question that distinguishes two possibilities. There are $n$ ! possibilities, which means there are $n$ ! leaves of the tree. Then the minimum height of the tree is $\log (n!)$, which (by Stirling's approximation) is at least $\Omega(n \log n)$.
$\Omega(n \log n)$ is an improvement on $\Omega(n)$, and it is actually the best, or optimal, lower bound. One example of a sorting algorithm taking $O(n \log n)$ time is mergesort. In mergesort, the set of elements to be sorted is repeatedly divided, sorted in smaller chunks, and recombined (merged) together. Since mergesort takes $O(n \log n)$ time, and the sorting lower bound is $\Omega(n \log n)$, mergesort is an asymptotically optimal algorithm for sorting.

### 1.2 History

By the 1960s, many algorithm families had already been created and work on improving them (in the traditional sense, through upper-bound work) was well underway [48]. Figure 1-1 shows the trends of algorithm progress over time. As shown in Figure 1-1b, improvements in algorithm families peaked in the 1970s, with $33 \%$ of the families that existed in that decade making gains. There has been a steady decrease since then, and $7 \%$ of algorithm families improved in the 2010s.

Work on lower bounds, presented in Figure 1-1c, did not truly begin until around the 1970s, during which there was a huge spike in lower bound improvements: $23 \%$ of families saw lower bound improvements in the 1970s, compared to just $5 \%$ in the previous decade. In the decades since, the pattern of lower bound improvements is roughly comparable to the pattern of new algorithm families created, suggesting that lower-bound work continues steadily.

## Chapter 2

## Results

Our work follows closely that of Sherry and Thompson, and we use the same idea of families of algorithms that all solve the same computing problem. Here we also use the terms algorithm family and problem nearly interchangeably.

In keeping with the conventions typically followed by algorithm designers, we shall use $\Omega$ and $O$ notation for lower- and upper-bounds respectively, to express running time as a function of input size. This type of notation ignores constant factors and lower-order terms inherent in implementation, which allows us to focus on how an algorithm scales up to large problem sizes and to more easily compare different algorithms. For example, a lower bound of $\Omega(n)$ means that every algorithm must take time at least proportional to $n$, and an upper bound of $O(n)$ means that there exists an algorithm that takes time at most proportional to $n$.

As an example, mergesort, described earlier, has an upper bound on running time of $O(n \log n)$. This means that, at a large enough problem size, there is some constant $c$ for which the function $c n \log n$ is always greater than the running time of mergesort. Practically speaking, we can treat all algorithms within the same time complexity as scaling similarly to each other, up to constant factors.

### 2.1 Examples

In order to get a better picture of what progress looks like, we can visualize how upper and lower bounds for individual algorithm families converge over time. Figure 2-1 plots the evolution of a few different algorithm families.

### 2.1.1 Matrix Chain Multiplication

The first, Matrix Chain Multiplication, is the problem of finding the most efficient way to multiply a given sequence of matrices. More specifically, we want to determine the order of multiplications that requires the fewest arithmetic operations (performing the actual matrix multiplications is a separate problem). This is useful in compilers for code optimization, and in databases for query optimization.

Suppose we have matrices A which is 6 by 5 ( 6 rows by 5 columns), $\mathbf{B}$ which is 5 by 8 , and $\mathbf{C}$ which is 8 by 4 . We want to find the fastest way to compute the product $\mathbf{A B C}$. Since matrix multiplication is associative, the two options are to compute $\mathbf{A B}$ then multiply by $\mathbf{C}$, or $\mathbf{B C}$ first and multiply $\mathbf{A}$ by that intermediate product. In other words, we could compute ( $\mathbf{A B}$ ) $\mathbf{C}$ or $\mathbf{A}(\mathbf{B C})$.

These two calculations require different numbers of computations. Computing (AB)C requires $6 \times 5 \times 8+6 \times 8 \times 4=432$ computations, while computing $\mathbf{A}(\mathbf{B C})$ requires $5 \times 8 \times 4+6 \times 5 \times 4=280$ computations. The second option requires fewer arithmetic operations and therefore is the correct answer.

As illustrated in 2-1a, there were several improvements over the years. The brute force method, which is simply to check all possibilities, takes exponential time. In 1953, Richard Bellman [12] invented dynamic programming, a powerful technique of dividing a large problem into smaller intermediate problems to optimize; in 1973 Godbole [22] showed how to use this technique to get an $O\left(n^{3}\right)$ algorithm. In 1981, Hu and Shing [27] used a more complicated technique involving triangulations of regular polygons to obtain an $O(n \log n)$-time algorithm.

On the lower bound side, Ramanan [39] in 1991 proved an $\Omega(n \log n)$ lower bound for the Matrix Chain Multiplication problem by first proving a lower bound for poly-

## a) Matrix chain multiplication progress



## b) Sequence alignment progress



Figure 2-1: The upper and lower bounds of algorithm families over time. a Matrix chain multiplication. b Sequence alignment. A subsequent marker at the same complexity but at a later date indicates either that an independent discovery of the same bound was made, or that an improvement was made but it was not large enough to jump between the labeled categories.
gon triangulation and then relating that lower bound to Matrix Chain Multiplication. Shortly after that, in 1995, Bradford et al. [14] gave a different, more direct proof of the same lower bound, by proving that a class of solutions to Matrix Chain Multiplication requires a large input size. Both of these bounds match the best upper bound, which means that the Matrix Chain Multiplication problem is now at an optimal time complexity of $O(n \log n)$. This is shown in Figure 2-1a as the convergence of the upper and lower bound lines. Because this algorithm family's upper and lower bounds have converged, there are no longer any asymptotic improvements possible for Matrix Chain Multiplication.

### 2.1.2 Sequence Alignment

We can follow a similar storyline for Sequence Alignment (also known as Edit Distance). The problem here essentially is to find the number of single-character edits required to transform one string (or sequence) into another. For example, transforming HUMPTY to DUMPTY simply requires replacing the H with D, or one edit. Transforming PREDICTION to PREDILECTION requires two insertions. The name Sequence Alignment is due to its application in bioinformatics, in which researchers assess different DNA sequences to search for similarities between subsequences.

While an $O\left(n^{2}\right)$-time algorithm for Edit Distance due to Vintsyuk [53] was known as early as 1968 , it was not until 2015 that this was shown to be the optimal algorithm when two independent teams proved the matching lower bound. Also noteworthy, though not explicitly noted in this diagram, is that the $\Omega\left(n^{2}\right)$ lower bound here is dependent on a conjecture, the Strong Exponential Time Hypothesis (SETH). This conjecture is largely believed to be true by the computer science community [52] and thus we treat it that way. ${ }^{1}$

[^0]
### 2.2 Summary of Results

### 2.2.1 Overall Optimality

In total, we analyzed 113 distinct algorithm families. In keeping with [48], we only studied worst-case complexities of exact algorithm families. ${ }^{2}$ We repeated the data collection process behind Figure 2-1 for each of these algorithm families: we recorded lower bounds for each of the algorithm families from [48], and compared them to the corresponding upper bounds.

In order to measure the progress gap between upper and lower bounds, we measured the gap between the best upper and lower bounds for each family. Specifically, we computed the quotient between the best asymptotic upper and lower bounds and then classified the algorithm families into five categories:

- Optimal. Problems in this category have a constant difference between their upper and lower bounds, and we say that they have matching upper and lower bound. Asymptotically optimal algorithms exist for these problems.
- Sublinear difference: $(1, n)$. This category includes anything asymptotically sublinear, which includes problems with a polylogarithmic difference. The term "polylogarithmic" refers to something which is polynomial in $\log n$. For instance, $\log ^{3}(n)$ is polylogarithmic.
- Linear difference: $\left[n, n \log ^{k} n\right]$. The "linear" category accepts anything within a polylogarithmic factor above linear, such as $O(n \log n)$ or $O\left(n \log ^{2} n\right)$.
- Polynomial difference: $\left(n \log ^{k} n, n^{k}\right]$. Here we only consider polynomials with an exponent greater than 1 , such as $O\left(n^{1.5}\right)$ or $O\left(n^{3}\right)$.
- Exponential difference: $\left(n^{k}, \infty\right)$. This category includes problems where the upper bound is superpolynomial or greater (which includes exponential), and the lower bound is polynomial or less.

[^1]To demonstrate the contrast between these categories, consider two fictional problems, A and B. If problem A has an upper bound of $O\left(n^{4}\right)$ and a lower bound of $\Omega\left(n^{2}\right)$, then it would have a gap of $O\left(n^{2}\right)$, which would be classified as polynomial. On the other hand, problem B with an upper bound of $O(n \log n)$ and a lower bound of $\Omega(n)$ would have a gap of $O(\log n)$, which would be classified as having a sublinear difference. For some perspective on how these values scale, consider a problem size of $n=100$. The quantity $n^{2}$ at $n=100$ is 10000 , while the quantity $\log n$ at the same value of $n$ is 6.6 (assuming base-2) -a $1500 \times$ multiplicative difference.

Figure 2-2a presents the resulting data from grouping the problems this way. $64 \%$ of the analyzed problems are already at optimal, and a further $15 \%$ have only a sublinear or polylogarithmic multiplicative potential improvement.

In other words, more than three-quarters of the algorithm families in our dataset are very nearly at optimal, with no further improvement possible of a polynomial or greater size.

### 2.2.2 Remaining Opportunities for Algorithmic Improvement

The rest of Figure 2-2 quantifies the remaining opportunities for improvement. Figure 2-2b illustrates where there is still possibility for exponential improvement, while 2-2c provides a more "zoomed-in" view of problems with polynomial running times.

The leftmost column of squares in 2-2b contains all the algorithm families with an exponential upper bound. The topmost square in that column displays the number of families with a matching exponential lower bound, and the squares below list the number of families with differently categorized lower bounds. These categories were chosen so that different categories represent exponentially different time complexities. In total, out of the 113 problems analyzed, only 4 have upper and lower bounds in different categories. The other vast majority, 109 algorithm families, cannot jump between upper or lower bound categories and therefore have no further exponential improvements possible.

However, the majority of these are contained in the rather large category of having both a polynomial upper bound and a polynomial lower bound. For example,

## a) Gaps between upper and lower bounds


b) Bound categorizations

c) Polynomial bound categorizations


Figure 2-2: a Gaps between upper and lower bounds, grouped into five categories. For the purposes of this graph, "linear" includes polynomials within a polylogarithmic factor above $O(n)$, while "polynomial" is restricted to polynomials with degree strictly greater than 1; "exponential" includes anything superpolynomial or greater; and we count NP-hard and NP-complete problems as having a "tight" bound. b Breakdown of upper and lower bounds into three categories for each: exponential, polynomial or linear, and sublinear. c Breakdown of upper and lower bounds within the polynomial category into five further divisions for each.
$O(n \log n)$ and $O\left(n^{4}\right)$ are both polynomial but have substantially different growth rates. Therefore, we present a more granular division of these 82 problems in Figure 2-2c. We can again see that most problems here have matching upper and lower bounds. 50 out of these 82 problems are optimal: 6 problems with a complexity of $O\left(n^{2}\right), 12$ at $O(n \log n)$, and 32 at $O(n)$.

## Chapter 3

## Discussion

### 3.1 The Decline of Algorithm Progress

Our results suggest that many algorithms are already optimal, and no more progress is possible on the exact versions of these problems. This might explain why upperbound progress in exact algorithms has seemed to be slowing in recent decades.

Figure 1-1b, reproduced here with permission from [48], displays the percentage of algorithms whose upper bounds improve each decade, in which there is a clear dropoff in the decades following the 1970s. Sherry and Thompson raise as one potential explanation that some algorithms are already optimal, leaving little room for further improvement. Our data lend support to this hypothesis.

Of course, there are many factors that were completely outside of the scope of this survey, which only considered exact algorithms in textbooks. For one, algorithms that have made it into published textbooks are likely to be very well-studied and therefore have more complete work done already. Also, this is a relatively small scope compared to the gigantic field of computer science, and there is certainly progress possible in fields like approximate, parallel, and quantum algorithms (just to name a few), which are explicitly not included in this dataset.
a) Conjectures needed for lower bound proofs

b) Conjectures needed, by remaining optimality gap

c) Conjectures needed, by decade


Figure 3-1: Use of conjectures in proving lower bounds. a Share of lower bounds requiring conjectures for their proof. b Gaps between upper and lower bounds, grouped as in Figure 2-2, showing the share of lower bounds that require conjectures. c Percent of algorithm families with lower bound improvements requiring each conjecture, by decade.

### 3.2 The Evolution of Lower-Bound Techniques

Many algorithm families have been optimal for the past few decades, but researchers just did not have the techniques to prove the matching lower bounds. One such technique is the use of conjectures, or unproven assumptions that are nevertheless widely believed to be true [52]. Some of the lower bound proofs found in this survey paper require conjectures, either $\mathrm{P} \neq \mathrm{NP}$ or SETH, the Strong Exponential Time Hypothesis. We call such lower bounds conditional lower bounds, since they are conditional on a conjecture.

Our data suggest that $15 \%$ of lower bounds are conditional. These conjectures can be very powerful; as shown in Figure 3-1b, in the algorithm families analyzed, the presence of a conjecture means the algorithm family is either optimal or nearoptimal. Figure 3-1c also shows how work on conditional lower bounds has been increasing over the decades, compared to regular unconditional lower bounds. Lower bounds involving SETH did not even appear until the 2010s, and all of the lower bounds proven after the 2000s were conditional. This suggests that these conjectures are becoming a more powerful tool for proving lower bounds.

## Chapter 4

## Methods

### 4.1 Overview

We began with going through a set of exact algorithm families, formulated by [48] through careful examination of important algorithms textbooks. In our data gathering phase, we compiled a list of lower bounds for these algorithm families. Specifically, for each algorithm family, we searched for proven lower bounds in the literature and then recorded the lower bound itself, the notation for the lower bound, the paper proving it, and the year of publication.

We also recorded some additional information about the lower bound. Some lower bounds are inherent in the problem statement itself-for example, the amount of time it takes to fully read in an input-and these bounds we refer to as "trivial." We also noted whether it is applicable only to a restricted version of the problem, such as a special case or a restricted computation model; such lower bounds are interesting to consider but may not be applicable in overall comparisons to upper bounds. Finally, we also needed to consider whether the bound is conditional on some unproven conjecture, and if so we recorded that conjecture. The two conjectures that we ended up including are $\mathrm{P} \neq \mathrm{NP}$ and the Strong Exponential Time Hypothesis (SETH).

To give some background, the terms P and NP are computational complexity classes, meaning that they refer to sets of problems with certain computational char-
acteristics. The class P contains every problem that can be solved in polynomial time, while the class NP contains every problem whose solution can be verified, or checked, in polynomial time. The P versus NP problem asks whether every problem that can be solved "quickly"-in polynomial time can also be checked "quickly." A problem being NP-hard means that it is at least as hard as every problem in NP. In terms of lower bounds, a problem being NP-hard means that there is an exponential lower bound if and only if $\mathrm{P} \neq \mathrm{NP}$. The Strong Exponential Time Hypothesis (SETH) is a stronger statement than $\mathrm{P} \neq \mathrm{NP}$. Either of these conjectures, if true, would have strong implications for the existing structure of complexity classes.

In general, we started by reading through the papers in [48] that prove upper bounds to get some background and understanding on the problem. We then performed searches in Google Scholar for relevant papers in the field for lower bounds to the problem. This began with a search (and read-through) among the papers that cite a seminal upper bounds paper, and then looking through papers that cite, or are cited by, any promising looking papers. We repeated this process until we got a good sense of the lower bounds that exist and felt confident that we had found the papers that prove the relevant lower bounds (and lower bound improvements), if any exist. It is notable that in some cases the only lower bound reported is the trivial lower bound, either because the upper bound matches or almost matches the lower bound, or because there simply is not very much work done on the lower bound.

### 4.2 Algorithm Family Refinements

There are some problems that are so hard that the primary approaches to these problems are approximations. While approximation algorithms is a rich subfield in algorithms, they are outside of the scope of this paper, which focuses on the progress in exact algorithms. We do not yet have a framework to compare bounds for exact and approximate algorithms. However, we did not want to exclude problems that were clearly important, by the judgement of textbook authors and paper authors and by our own experiences. After some discussion we decided to include problems that
have at least an exact brute-force solution. This excluded problems such as Integral Equations, which did not have any general-purpose exact algorithm.

In a few cases, multiple algorithms solving distinct versions of a problem were grouped together as the same algorithm family. We made sure to clarify potentially ambiguous problem statements and to separate out problems that belonged in separate families.

For consistency, we parameterize by problem (input) size in all cases. This does go against convention for some problems, namely matrix-related algorithms, where conventionally $n$ is the side length of the matrix; by our terminology this is actually the square root of the problem size. This also occurs for some graph problems, or other problems where a matrix representation is used.

### 4.3 Analysis

In the process of gathering our data, there were some bounds that did not fit neatly into our broad categorizations. These ended up being algorithms that were quasipolynomial, which is $\exp \left(\log ^{c} n\right)$ for some constant $c>1$. They fall in an odd gap between categories, slower than any polynomial-time algorithm, but not as slow as any exponential-time algorithm. We ended up categorizing these all as "exponential" for the purpose of our analysis.

## Appendix A

## Lower Bound Data

Below is a list of all the algorithm families included in this study and the lower bounds found for them. See [48] for more details on the families.

As noted in the Methods, $n$ represents the problem size. Problems marked with an asterisk $\left(^{*}\right)$ in the Notes are ones where the problem parameter is conventionally something different. For example, for matrix problems, $n$ is more conventionally the side length of the matrix, while the problem size is actually $n^{2}$. Since we report in terms of problem size, we say that the lower bound of Matrix Multiplication is linear in the problem size, not quadratic. Citations in the Notes are additional sources that are interesting and relevant but are not necessarily lower-bound papers.

| Algorithm Family | Lower Bound(s) | Year | Source | Notes |
| :--- | :---: | :---: | :---: | :---: |
| Sorting | $\Omega(n \log n)$ | 1721 | 1 |  |
| Integer Sorting | $\Omega(n)$ | - | trivial |  |
| Matrix Chain Multiplication | $\Omega(n \log n)$ | 1994 | $[39]$ |  |
|  | $\Omega(n \log n)$ | 1995 | $[14]$ |  |
| Longest Common Subsequence | $\Omega(n)$ | - | trivial |  |
| Maximum Flow | $\Omega\left(n^{2}\right)$ | 2015 | $[1]$ | SETH |
| Matrix Multiplication | $\Omega(n)$ | - | trivial | $[6]$, * |
| 3-Graph Coloring | exponential | 1973 | $[32]$ | NP-hard |
| 4-Graph Coloring | exponential | 1973 | $[32]$ | NP-hard |

[^2]| Algorithm Family | Lower Bound(s) | Year | Source | Notes |
| :---: | :---: | :---: | :---: | :---: |
| Linear System of Equations | $\Omega(n)$ | - | trivial | * |
| Linear Programming | $\Omega(n)$ | - | trivial | * |
| Line Segment Intersection | $\Omega(n \log n)$ | 1997 | [10] |  |
| Convex Hull | $\Omega(n \log n)$ | 1975 | [46] | [55] |
| Strongly Connected Components | $\Omega(n)$ | 1972 | [50] |  |
| Minimum Spanning Tree | $\Omega(n)$ | - | trivial | [23], [24] |
| Closest Pair Problem | $\Omega(n \log n)$ | 1975 | [46] |  |
| All-pairs Shortest Path | $\Omega\left(n^{2} \log n\right)$ | 1977 | [54] |  |
| First Category Integer Factoring | $\Omega(n)$ | - | trivial |  |
| Second Category Integer Factoring | $\Omega(n)$ | - | trivial | [9] |
| LU Decomposition | $\Omega(n)$ | - | trivial | * |
| Informed Search | $b^{d / 2}$ | - | trivial |  |
| String Search | $3 n(1-o(1))$ | 1994 | [17] |  |
| Sequence Alignment | $\Omega(n \log n)$ | 1972 | [41] |  |
|  | $\Omega(n \log n)$ | 1978 | [26] |  |
|  | $\Omega\left(n^{2}\right)$ | 2015 | [15] | SETH |
|  | $\Omega\left(n^{2}\right)$ | 2015 | [7] | SETH |
| Joins | $\Omega(n+m)$ | - | trivial |  |
| Line Clipping | $\Omega(1)$ | - | trivial |  |
| NFA to DFA Conversion | $\Omega\left(2^{n / 2}\right)$ | 1996 | [43] |  |
| Multiplication | $\Omega(n)$ | - | trivial |  |
|  | $\Omega(n \log n)$ | 1969 | [18] | online |
| Maximum Cardinality Matching | $\Omega(n)$ | - | trivial |  |
| Key Exchange | $\Omega(n)$ | - | trivial | [13], [8], [49] |
| Mutual Exclusion | $\Omega(1)$ | - | trivial | [34], [40] |
| SDD Systems Solvers | $\Omega(n)$ | - | trivial |  |
| Cycle Detection | $\Omega(n)$ | 1982 | [45] | [16] |
| Generating Random Permutations | $\Omega(n)$ | - | trivial |  |


| Algorithm Family | Lower Bound(s) | Year | Source | Notes |
| :--- | :---: | :---: | :---: | :---: |
| Gröbner Bases | $\Omega(n)$ | - | trivial |  |
| Minimum value $^{2}$ | $\Omega(n)$ | - | $[3]$ |  |
| All Permutations | $\Omega(n)$ | - | trivial |  |
| Huffman Encoding | $\Omega(n)$ | - | trivial |  |
| Nash Equilibria | $\Omega(n)$ | - | trivial |  |
| Maximum-weight Matching | $\Omega(n)$ | - | trivial |  |
| Constructing Eulerian Trails in | $\Omega(n)$ | - | trivial |  |
| a Graph |  |  |  |  |
| Line Drawing | $\Omega(n)$ | - | trivial |  |
| Polygon Clipping | $\Omega(n \log n)$ | 1976 | $[47]$ |  |
| Nearest Neighbor Search | $\Omega(n \log n)$ | 1975 | $[46]$ |  |
| Coset Enumeration | $\operatorname{long}$ | 1955 | $[38]$ |  |
| Register Allocation | $\Omega(n)$ | - | trivial |  |
| Voronoi Diagrams | $\Omega(n \log n)$ | 1975 | $[46]$ |  |
| Topological Sorting | $\Omega(n)$ | - | trivial |  |
| DFA Minimization | $\Omega(n)$ | - | trivial |  |
| Lowest Common Ancestor | $\Omega(n)$ | - | trivial | [25] |
| Graph Edit Distance Computa- | $\operatorname{exponential~}$ | 1994 | $[31]$ | NP-hard, [56] |
| tion |  |  |  |  |
| Enumerating Maximal Cliques | $\operatorname{exponential~}$ | 1980 | $[30]$ | NP-hard |
| The Traveling-Salesman Prob- | exponential | 1972 | $[28]$ | NP-hard |
| lem |  |  |  |  |
| 2-D Elliptic Partial | exponential | 1979 | $[11]$ | NP-hard |
| 3-D Elliptic Partial | $\Omega\left(n^{2}\right)$ | 1972 | $[44]$ |  |
| Delaunay Triangulation | $\Omega\left(n^{2}\right)$ | 1972 | $[44]$ |  |
| De Novo Gene Assembly | $\Omega(n \log n)$ | 1975 | $[46]$ |  |
| Subset-Sum | $\Omega(n)$ | - | trivial |  |
| Dependency Inference | $\operatorname{exponential~}$ | 1972 | $[28]$ | NP-hard |
| BCNF Decomposition | exponential | 1992 | $[35]$ |  |
| 4NF Decomposition | 1979 | $[11]$ | NP-hard, [51] |  |

[^3]| Algorithm Family | Lower Bound(s) | Year | Source | Notes |
| :---: | :---: | :---: | :---: | :---: |
| Discovering Multivalued Dependencies | exponential | 1992 | [35] |  |
| Disk Scheduling | $\Omega(n)$ | - | trivial |  |
| Vertex-Cover | exponential | 1972 | [28] | NP-complete |
| Parsing | $\Omega(n)$ | - | trivial | [19] |
| Finding Frequent Item Sets | exponential | 1992 | [29] | P\#-complete |
| Lossy Compression | $\Omega(n)$ | - | trivial |  |
| Factorization of Polynomials over Finite Fields | $\Omega(n)$ | - | trivial |  |
| Cryptanalysis of Linear Feedback Shift Registers | $\Omega(n)$ | - | trivial |  |
| Stable Marriage | $\Omega(n)$ | - | trivial | * |
| Longest Path on Interval | $\Omega(n)$ | - | trivial |  |
| Graphs |  |  |  |  |
| Maximum Subarray | $\Omega(n)$ | - | trivial |  |
| Constructing Suffix Trees | $\Omega(n)$ | - | trivial |  |
| Entity Resolution | $\Omega(n)$ | - | trivial |  |
| Longest Palindromic Substring | $\Omega(n)$ | - | trivial |  |
| Translating Abstract Syntax | $\Omega(n)$ | - | trivial |  |
| Trees into Code |  |  |  |  |
| Graph Isomorphism Problem | $\Omega(n)$ | - | trivial |  |
| Digraph Realization | $\Omega(n)$ | - | trivial |  |
| Duplicate Elimination | $\Omega(n)$ | - | trivial |  |
| Matrix Factorization for Collaborative Filtering | $\Omega(n)$ | - | trivial | * |
| MDPs for Optimal Policies | $\Omega(n)$ | - | trivial |  |
| Set-Covering | exponential | 1972 | [28] | NP-complete |
| Motif Search | exponential | 2000 | [5] | NP-hard |
| Link Analysis (Indegree) | $\Omega(n)$ | - | trivial |  |
| Link Analysis (Pagerank) | $\Omega(n)$ | - | trivial |  |
| Cyclopeptide Sequencing | $\Omega(n)$ | - | trivial |  |


| Algorithm Family | Lower Bound(s) | Year | Source | Notes |
| :---: | :---: | :---: | :---: | :---: |
| Point in Polygon | $\Omega(n)$ | - | trivial |  |
| Maximum Cut | exponential | 1972 | [28] | NP-complete |
| Minimum Wiener Connector | exponential | 2015 | [42] | NP-hard |
| Determinant using Integer | $\Omega(n)$ | - | trivial | * |
| Arithmetic |  |  |  |  |
| Integer Relation | $\Omega(n)$ | - | trivial |  |
| Sequence to Graph Alignment (Linear Gap Penalty) | $\Omega(n)$ | - | trivial |  |
| Logarithm Calculations | $\Omega(n)$ | - | trivial |  |
| Rod Cutting | $\Omega(n)$ | - | trivial |  |
| Transitive Reduction | $\Omega\left(n^{2}\right)$ | 1972 | [4] |  |
| Change-Making | $\Omega\left(2^{n}\right)$ | 1975 | [33] | NP-complete |
| Turnpike Problem | $\Omega(n)$ | - | trivial |  |
| n-Queens Problem | $\Omega\left(2^{n}\right)$ | 2017 | [21] | NP-hard |
| Median String | exponential | 2005 | [37] | NP-complete |
| Frequent Words | $\Omega(n)$ | - | trivial |  |
| Secret Sharing | $\Omega(t n)$ | - | trivial |  |
| Polynomial Interpolation | $\Omega(n)$ | - | trivial | * |
| Greatest Common Divisor | $\Omega(n)$ | - | trivial | [36] |
| Weighted Activity Selection | $\Omega(n \log n)$ | 1976 | [47] |  |
|  | $\Omega(n \log n)$ | 1978 | [20] |  |
| Single-interval Scheduling Maximization (Unweighted) | $\Omega(n)$ | - | trivial |  |
| Self-Balancing Trees Creation | $\Omega(n \log n)$ | 1972 | [2] |  |
| Self-Balancing Trees Insertion | $\Omega(\log n)$ | 1972 | [2] |  |
| Self-Balancing Trees Deletion | $\Omega(\log n)$ | 1972 | [2] |  |
| Self-Balancing Trees Search | $\Omega(\log n)$ | 1972 | [2] |  |
| Deadlock Avoidance | $\Omega(n)$ | - | trivial |  |
| Page Replacements | $\Omega(n)$ | - | trivial |  |
| $\underline{\text { Recovery }}$ | $\Omega(n)$ | - | trivial |  |
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[^0]:    ${ }^{1}$ See the Discussion and Methods sections for more details on how we treat these types of conditional lower bounds.

[^1]:    ${ }^{2}$ See Methods for more on the criteria to be an included algorithm family.

[^2]:    ${ }^{1}$ Stirling's approximation

[^3]:    ${ }^{2}$ Minimum value in each row of an implicitly-defined totally monotone matrix

