
Competition-based CRISPR-dCas9 transcriptional control 

mechanisms and application of dCas9 biosensors for high-

throughput, cell-based protease inhibitor screens 

by  

Daniel Allen Anderson 

B.A. Molecular and Cell Biology 

University of California, Berkeley, 2016 

 

Submitted to the Department of Biological Engineering in partial fulfillment of the 

requirements for the degree of 

Doctor of Philosophy in Biological Engineering  

at the 

MASSACHUSETTS INSTITUTE OF TECHNOLOGY 

September 2021 

© 2021 Massachusetts Institute of Technology. All rights reserved. 

 

Signature of author………………………………………………………………………………………. 

Daniel A. Anderson 

Department of Biological Engineering 

June 28, 2021 

 

Certified by………………………………………………………………………………………………… 

Christopher A. Voigt 

Professor of Biological Engineering 

Thesis Supervisor 

 

Accepted by……………………………………………………………………………………….............. 

Katharina Ribbeck 

Professor of Biological Engineering 

Chair of Graduate Program, Department of Biological Engineering 



2 

 

 

  



3 
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application of a dCas9 biosensor for high-throughput, cell-based protease 

inhibitor screens 

by  

Daniel Allen Anderson 

Submitted to the Department of Biological Engineering on June 28, 2021 in partial 

fulfillment of the requirements for the degree of Doctor of Philosophy in Biological 

Engineering 

Abstract 
Catalytically-dead Cas9 (dCas9) is a programmable transcription factor that can be targeted 

to promoters through the design of small guide RNAs (sgRNAs), where it can function as an 

activator or repressor. In Chapter 1 of this thesis, I outline the multitude of tools and 

applications that have been developed for dCas9 circuits. I then discuss the limitations and 

advantages of these systems and and outline some of the most promising opportunities for 

dCas9-based genetic circuits. 

In Chapter 2, I devise, model, and implement a new-to-nature transcriptional control 

mechanism using dCas9. Natural promoters use overlapping binding sites as a mechanism 

for signal integration, where the binding of one transcription factor can augment the activity 

of another. Here, I implement this strategy in Escherichia coli using pairs of sgRNAs 

designed to repress and then derepress transcription through competitive binding. I 

demonstrate that this mechanism can control both transcriptional initiation and 

transcriptional elongation with over 30-fold dynamic range. This work characterizes and 

demonstrates a new genetic control modality that could be used to build analog circuits or to 

implement cis-regulatory logic on CRISPRi-targeted native genes. 

In the final chapter of this thesis, I use a dCas9 genetic circuit to create an in vivo selection 

system for protease inhibitors. By leveraging a previously-described dCas9 toolkit, I create a 

synthetic genetic circuit that responds to SARS-CoV-2 viral protease activity. Using this 

circuit as an in vivo biosensor, I integrate it with a RiPP-based molecular library and an in 

vivo selection system to screen for inhibitors of the SARS-CoV-2 Papain-like protease 

(PLpro). With this integrated system, I screened tens of millions of RiPPs and identified 

DAA680, a 13-AA modified peptide with PLpro inhibitory activity. However, follow-up 

studies showed that this peptide also inhibits another SARS-CoV-2 viral protease, CLpro, 

indicating a non-specific mechanism of inhibition. Nonetheless, these results validate our 

system’s ability to identify and isolate RiPP-based protease inhibitors from large libraries. 

Additionally, our extensive characterization of the selection system should be generalizable 

to any biosensor with a transcriptional output. This should enable the rapid deployment of 

novel cell-based selection methods that can identify molecules with diverse bioactivities.  

Thesis Supervisor: Christopher A. Voigt 

Title: Daniel I.C. Wang Professor of Advanced Biotechnology in the MIT Department of 

Biological Engineering  
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1 Chapter 1: Perspectives and Opportunities for dCas9-based 

Genetic Circuits 
 

1.1 Introduction to CRISPR-Cas Systems 

CRISPR-Cas systems are bacterial viral defense mechanisms that have been coopted by 

humans to create a variety of new, revolutionary biotechnologies. Most of the fundamental 

work in CRISPR-Cas systems have focused on the Type II CRISPR-Cas system from 

Streptococcus pyogenes, which (unless otherwise noted) will be the primary CRISPR system 

discussed here. While originally a 3-component system comprising two RNA species and a 

protein, early engineering efforts on CRISPR-Cas systems, fused the two RNA species into a 

small guide RNA (sgRNA) [1]. This created a two-component system where a sgRNA can be 

programmed to direct a protein (Cas9) to cleave any DNA sequence with a nearby NGG 

protospacer adjacent motif (PAM) sequence [1]. While this programmable cutting mechanism 

was clearly enabling for gene editing efforts, an entirely new class of applications originated 

from the creation of a catalytically-dead double mutant (D10A, H841A) version, dCas9 [2, 3]. 

This double mutant retains binding activity, but no longer cleaves DNA [2, 3]. This turned 

Cas9 into a programmable, DNA-binding system which can now interface with transcription, 

a fundamental signal type in biological systems.  

 

1.2 Transcriptional control with dCas9 

1.2.1 CRISPRi 

The fundamental mechanisms of dCas9-based transcriptional control can be thought of 

in two conceptual bins: transcriptional inhibition (CRISPRi) and transcriptional activation 

(CRISPRa)[2, 4]. In CRISPRi, dCas9 binding reduces an otherwise-high transcriptional 

signal. In bacteria, this can be accomplished in one of two ways: either by directing dCas9 to 

the core of the promoter, thus preventing RNA polymerase (RNAP) binding (transcriptional 

initiation control); or by directing it downstream of a transcriptional initiation site, thus 
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dislodging elongating RNAPs (transcriptional elongation control) [2, 4]. Notably, elongation 

control has a polarity-dependence, where termination of RNAP elongation is greatly 

enhanced when RNAP collides with the PAM-proximal side of a DNA-dCas9 complex [2, 4, 

5]. The underlying mechanism for this phenomenon is poorly-understood, but well-replicated 

[6-9].  

Target-sgRNA mismatches have been shown to have a negative effect on transcriptional 

initiation and elongation inhibition [2, 5]. Biophysical characterization of these mismatch-

induced effects point to multiple different mechanisms for dCas9’s reduced binding capacity, 

depending on the mismatch location [10]. In elongation control, mismatches have been 

proposed to increase the probability of dCas9 dislodgement by RNAP in E. coli [5]. This ability 

to titrate the repressive effect of sgRNAs with simple mismatches has also been harnessed 

in high-throughput CRISPRi-based screens to elucidate dose-responses of genes in both 

bacterial and mammalian systems [11, 12]. 

In yeast cells, dCas9 binding alone is enough for transcriptional repression, however the 

fusion of a chromatin-remodeling protein Mxi1 results in greater silencing effects [13]. Lastly, 

mammalian cells also show efficient CRISPRi, but this requires the fusion of the repressive 

chromatin modifier protein, KRAB, to dCas9 [13]. 

 

1.2.2 CRISPRa 

 Due to the modular nature of transcription in eukaryotes, CRISPRa is largely a solved 

problem. Eukaryotic CRISPRa is usually accomplished through targeting of a dCas9-VP64 

fusion to promoter regions [14]. However, in bacterial systems, CRISPRa is inherently more 

difficult to execute than CRISPRi. Initial efforts fused the ω-subunit of RNAP (RpoZ) to dCas9 

and directed it to the upstream region of a promoter. However, this system required 

endogenous rpoZ knockouts and weak promoters for good fold-activation [4]. More recently, 

different activating domains, AsiA and SoxS, have been shown to be capable of large fold-

activations without requiring endogenous gene knockouts [15, 16]. RpoZ, AsiA, and SoxS 

activation domains generally only increase transcriptional flux through sigma-70 promoters, 

which make up the majority of endogenous E. coli promoters [17]. However, a recent effort 

has shown that recruitment of different activation domain, PspF, by dCas9 enables efficient 

activation of sigma-54 promoters in E. coli and Klebsiella oxytoca, thus expanding the 
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capabilities of the bacterial CRISPRa toolkit [16].  

Many of the advances in bacterial CRISPRa have been due to the elucidation of strict 

spacing requirements for activation in bacteria [14, 16, 18, 19]. And, while dCas9 is highly 

programmable, it can only be targeted to sequences adjacent to an NGG PAM site. While 

synthetic promoters can be designed with specific NGG locations, this PAM constraint can 

prevent efficient activation of endogenous promoters with RpoZ, SoxS, and PspF (AsiA 

doesn’t seem to have such strict distance constraints) [15, 16, 18, 20]. There have been several 

different solutions for this problem. Both SoxS and PspF CRISPRa systems have been 

adapted to use dxCas9(3.7), an engineered dCas9 with reduced PAM constraints [18, 19, 21]. 

Additionally, linker length adjustments and the use of circularly-permuted dCas9 to reorient 

fusion proteins have been shown to successful in getting around these constraints [20, 22]. 

Both of these distance-constraint solutions highlight one of the strengths of building tools on 

top of the CRISPR platform: that you can often leverage the new advancements that are 

being made across diverse biological engineering disciplines. 

 

1.3 Diverse signal integration methods of CRISPRi/a systems 

 If the aforementioned CRISPRi/a mechanisms are thought of as controlling a 

transcriptional output signals, then there are a variety of signal types that can act as inputs 

into CRISPRi/a systems. The most obvious inputs that can feed into CRISPRi/a systems are 

those of sgRNA and dCas9 transcription. In exponentially-growing E. coli, the titration of 

sgRNA or dCas9 (and presumably the dCas9-sgRNA complex) shows a non-saturating, log-

linear output promoter response, indicating a non-cooperative binding mechanism with a low 

dissociation constant [23, 24]. Beyond simple expression-level control, other signal types can 

be integrated through various mechanisms that modify the activity of CRISPRi/a systems. 

These different inputs can be thought of as interfacing at one of three distinct points: 

controlling sgRNA activity, controlling dCas9 activity, and modulating effector recruitment 

to bound dCas9. 
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1.3.1 sgRNA-based control 

 RNA is a versatile biopolymer that has been exploited by both nature and engineers 

to integrate signals into biological systems [25]. Given that sgRNAs are just another RNA 

species, many of those mechanisms can also be harnessed to act as inputs into CRISPRi/a 

systems. Small molecule input integration has been enabled by RNA ribozymes and aptamers 

that self-cleave or fold into an inaccessible states in response to the presence / absence of 

ligands [26, 27]. Additionally, arbitrary oligonucleotide inputs can be sensed through toehold-

mediated and Small Transcription Activating RNA (STAR) control of sgRNA activity and 

expression [28, 29]. Lastly, sequence-specific antisense RNAs can be used to target sgRNAs 

and derepress the effects of CRISPRi in E. coli [30]. 

 

1.3.2 dCas9-based control 

 Another location for signal integration is the dCas9 protein itself. The protein is 

amenable to split-protein methods of inducible control and different dimerization domains 

have been fused to enable light [31] and rapamycin-inducible [32] CRISPRa systems in 

mammalian cells. The introduction of protease-cleavable, constrained linkers inhibiting 

dCas9 activity has enabled the sensing of protease activity in both bacterial and mammalian 

systems [22]. Lastly, the recent discovery of AntiCRISPR proteins, a viral counter-

countermeasure, has created new methods of modulating dCas9 functionality through a 

variety of different inhibition mechanisms [33]. One of the most potent AntiCRISPRs, 

AcrIIA4, has also been adapted into a photoactivatable form, creating another handle for 

light input into CRISPRi/a systems [34]. 

 

1.3.3 Effector recruitment 

 The final method for signal integration is at the stage of transcriptional effector 

recruitment. As previously mentioned, CRISPRi/a transcriptional regulation is dependent on 

the recruitment of protein effectors in all cases except bacterial transcriptional repression. 

While some CRISPRi/a designs simply fuse these effectors directly to dCas9 [13, 16, 19, 35], 
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other designs make the recruitment of these effectors dependent on other signal. Fusing 

ligand-dependent heterodimerization domains to both dCas9 and the effector protein enables 

sensing and even simple logic computation for small molecules [36, 37]. Small molecule 

inputs have also be integrated through the attachment of ligand-stabilized degron domains 

to the transcriptional effectors [38].  

 

1.4 CRISPRi/a-based synthetic genetic circuits 

1.4.1 Feedforward logic circuits 

 Through composition of the aforementioned tools and mechanisms, engineers have 

been able to create complex signal processing circuits. Early CRISPRi circuits utilized feed-

forward designs and demonstrated the generation of 2-input logic functions through the 

composition of Boolean-complete NOT and NOR gates in E. coli [24]. This approach was also 

transferred to a non-model bacterium, Bacteroides thetaiotaomicron [39]. As this method was 

scaled up in E. coli, signal attenuation occurred with more than few sgRNAs or cascade 

layers, due to a lack of cooperativity and retroactivity from a shared dCas9 resource [23]. 

This effect was also observed in yeast-based CRISPRi circuits, but to a lesser extent, where 

it was shown that signal propagation was possible through a seven-layer circuit with seven 

different sgRNA species (the largest yeast-based circuit to date) [40]. Despite the limitations 

in signal propagation for CRISPRi circuits, the largest circuits to date were recently 

demonstrated in E. coli: a digital MUX / DEMUX genetic circuit pair [41]. This MUX / 

DEMUX circuit pair, with 10 and 7 sgRNAs, respectively, was split between “sender” (MUX) 

and “receiver” (DEMUX) strains. The logic of the circuits allowed the sender strain to 

communicate one of its two input signals to the receiver strain along a single “chemical wire” 

(AHL produced by LuxI). The receiver strain would then “demultiplex” the signal by directing 

it to the appropriate one of its two outputs. An additional, shared “selector” signal would 

indicate to both the sender and receiver cells which of its two inputs the sender should 

transmit. Although a 2:1 MUX / DEMUX system doesn’t truly decrease the number of 

chemical signals required to communicate two multiplexed signals (since a selector chemical 

signal must be used alongside the transmitted signal), this system may be necessary when 

there is only one inter-system signal available. Notably, the longest path through their MUX 
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/ DEMUX system was 8 layers (across 2 cell types and an AHL-based chemical transmission), 

which by some metrics is the “deepest” synthetic genetic circuit demonstrated to date. 

 

1.4.2 Feedback and dynamical circuits 

 In addition to standard feedforward architectures, CRISPRi mechanisms have 

recently been used to recreate classical transcription factor (TF)-based circuits such as the 

genetic toggle switch and the 3-ring oscillator in E. coli [42-44]. Although previously thought 

to be impossible due to dCas9’s lack of cooperativity, recent modeling efforts [45], and—most-

convincingly—experimental demonstrations, have shown that CRISPRi can be harnessed for 

these types of circuits. An interesting comparison arises from the fact that three independent 

groups have each attempted to create a CRISPRi-based oscillator circuit [42-44]. Schaerli et 

al. and Silver et al. both utilized a 3-sgRNA ring-repression topology, and, despite having 

similar designs, the Schaerli et al. circuit provided long-term oscillations while the Silver et 

al. circuit did not. This points to the apparent fragility of CRISPRi-based oscillation circuits, 

which has also been indicated theoretically [45]. The third oscillator was designed by Simmel 

et al., and integrated a single CRISPRi node into the standard 3-node repressilator topology 

[46]. Their circuit demonstrated robust, periodic oscillations. However, there were also 

periodic growth fluctuations likely due to the fact that they chose to control dCas9 expression 

rather than sgRNA levels within the circuit [44]. 

 In addition to oscillators, CRISPRi/a circuits have also been implemented to create 

incoherent feedforward loops (iFFLs) in both bacterial and mammalian systems. This has 

allowed the generation of interesting functionalities like pattern formation and pulse-

generation [28, 33, 47]. One of the most-impressive recent demonstrations was the 

simultaneous use of two iFFL systems, 6 sgRNAs in all, to create two independent 

concentration bandpass filters within a single E. coli strain [42]. 

 

1.4.3 Mixed-modality circuits 

 A unique aspect to CRISPRi/a systems is the fact that the same dCas9 protein can act 

as both a repressor and an activator within a given cell. This enables the use of multiple 
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computational modalities with little additional genetic material. This multi-modal approach 

has been demonstrated in bacteria using both the AsiA-based and SoxS-based CRISPRa 

systems. In both of these examples, simultaneous activation and repression of different genes 

was conducted by targeting dCas9 to an upstream region and the core region of a promoter, 

respectively [15, 16]. The multi-modal approach must be modified for eukaryotic systems, 

where transcriptional activation and repression are both dependent on effector proteins being 

recruited by the dCas9. In this case, mixed-modality circuits can be accomplished by encoding 

the transcriptional effector protein type (either activator or repressor) via orthogonal RNA 

aptamers in the sgRNAs. This has been shown to allow simultaneous activation and 

repression of genes within mammalian cells [14]. 

 Another recent example of mixed computation comes in the form of multiple sgRNAs 

targeted to overlapping regions of a single promoter in E. coli [48]. Using the RpoZ-based 

CRISPRa system, Tan et al. harnessed a library of different repression sgRNA/activation 

sgRNA pairs. For each pair, they surveyed different combinations of: binding location and 

sgRNA expression. Across library members, they observed differential mean expression from 

the promoter (about 10-fold overall) and differential noise values (30-50% change for each 

mean expression level). From this they derived a set of empirical rules they used to predict 

different combinations of sgRNAs that can produce the same mean expression but different 

noise and vice versa. Due to the empirical nature of their derived rules, the broad 

applicability of these results remain uncertain. 

Unlike CRISPRi-based systems, the design principles for composing mixed-modality 

circuits into large synthetic gene systems is not obvious. Ultimately, these systems may serve 

as smaller subcircuits, providing specialized computational abilities in resource-efficient 

manners through the reuse of dCas9. 

 

1.5 Limitations and Possibilities for CRISPRi/a circuits 

 When using CRISPRi/a to build synthetic genetic circuits, comparisons are often made 

to TF- based circuits designed with protein effectors such as LacI, TetR, and cI [46, 49, 50]. 

CRISPRi/a circuits differ from these circuits in several ways, which will be discussed below. 
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1.5.1 Dynamics 

 The binding and unbinding dynamics for CRISPRi/a are generally much slower than 

TFs like LacI. Single molecule in vivo studies in E. coli have parameterized dCas9’s 

association rate at k_a = 2.7x10^-3 min^-1 (molecule / cell)^-1, which is 100-fold slower than 

LacI’s observed association rate of k_a = 0.3 min^-1 (molecule / cell)^-1 [51, 52]. However, 

this slow binding rate is offset by dCas9’s complete lack of dissociation, which seems to only 

occur due to dislodgement from DNA replication [52, 53]. In exponentially-growing E. coli 

with a doubling time of 30 minutes, this leads to an effective dissociation rate for dCas9 of 

k_d = 0.03 min^-1, which is roughly 50-fold slower than LacI’s dissociation rate of k_d = 1.32 

min^-1 [51, 52]. Notably, if one uses these parameters to calculate the dissociation constant 

(half-maximal repression), they come to similar values of 11 and 4 (molecules / cell)^-1 for 

dCas9 and LacI, respectively.  

Even though the binding/unbinding dynamics of dCas9 are much slower than standard 

TFs, the effect of this is minimal under most circumstances. This is due to the fact that in 

exponentially-growing E. coli cells TF-based circuits also converge to their steady-state 

values based on the cellular division rate. This is because the half-lifes of the effector TF 

proteins are much longer than the time scale of cellular division. From the perspective of a 

single cell, this makes dilution the primary degradation mechanism for both TF and dCas9-

based circuits [54]. Indeed, the recent demonstration of CRISPRi reproducing the TF-based 

repressilator circuit indicates the slow dynamics of dCas9 does not preclude its use for highly-

dynamical circuits [42, 55]. It should be noted that while many genetic circuit studies utilize 

exponentially-growing bacterial cells for simplicity, dCas9’s non-Markovian binding nature 

should be acknowledged and modeled appropriately for any CRISPRi/a applications with 

variable / non-existent growth conditions such as stationary phase circuits [56] or 

mammalian systems with slow growth rates. Additionally, circuits with faster dynamics like 

RNA-based or phosphor-relay circuits may require further dynamic consideration. 

 

1.5.2 Scalability 

 One of the initial purported advantages of CRISPRi/a circuits was the ability to easily 

create thousands of orthogonal parts, which would allow the scaling of previously part-
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limited TF-based genetic circuits. While the creation of thousands of orthogonal parts was 

borne out, simultaneous use of these parts was confounded by the fact that they all share a 

common dCas9 resource. It has been shown both mathematically and experimentally that 

the co-expression of multiple sgRNAs titrates a shared dCas9 resource away from the co-

expressed sgRNAs, a phenomenon known as retroactivity [23, 57, 58]. Using maximum non-

toxic dCas9 expression levels and a threshold of minimum 10-fold repression per sgRNA, the 

number of simultaneously-expressed sgRNAs was shown to be limited to seven and 14 gRNAs 

for a standard dCas9 and a specially-engineered non-toxic dCas9, respectively [23]. Recently, 

a control theoretical approach had some success in reducing retroactivity effects through 

integration of a dCas9 regulator alongside a sgRNA-based circuit [57]. In this circuit, the 

dCas9 regulator is a sgRNA-based negative feedback loop on dCas9 expression, so that as the 

free pool of dCas9 is titrated away by sgRNA expression, dCas9 expression increases 

accordingly [57]. This allowed the creating of a two-sgRNA (plus one for the dCas9 controller) 

circuit that did not show retroactivity. Additionally, theoretical efforts have identified certain 

CRISPRi circuit motifs that are less susceptible to retroactivity than others [58]. These motifs 

could be integrated into current circuit design methods to possibly increase the size of 

CRISPRi circuits. However, the exponentially-scaling nature of the CRISPRi retroactivity 

problem means that further optimization will likely not make much progress.  

Interestingly, a theoretical paper recently proposed that CRISPRa mechanisms are much 

less susceptible to retroactivity effects than CRISPRi [59]. In this work, Clamons and Murray 

used the same 10-fold expression criteria mentioned above and found that CRISPRa systems 

should be able to simultaneously handle dozens to hundreds of co-expressed sgRNAs. Despite 

the computational limitations of activation-only genetic circuits, the prospect of achieving the 

original scale-up promise of CRISPRi/a systems encourages deeper consideration for large 

CRISPRa systems. 

 

1.5.3 Cooperativity 

 Cooperativity is a sought after property in genetic circuits due to theoretical results 

indicating that it is a prerequisite for complex functionality like toggle switches, oscillations, 

and digital cascades [49, 60, 61]. While there have been some CRISPRi/a systems engineered 

to exhibit cooperativity through either fused multimerization domains or fused chromatin 



17 

 

remodeling proteins [23, 40], standard dCas9 exhibits a non-cooperative input / output 

response due to its single-component binding mechanism [23, 24]. Due to this, many thought 

that standard CRISPRi/a circuits would not be capable of reproducing these interesting 

circuit functionalities. However, recently both toggle switches and oscillators have been 

produced using exclusively CRISPRi components [42, 43].  Additionally, the single-gate 

assessment during the building of the MUX / DEMUX circuits showed cooperative responses 

varying from n = 0.69 – 4.3 [41]. Several explanations have been proposed for CRISPRi’s 

ability to exhibit some type of hidden cooperativity including: non-specific DNA binding, 

bound-repressor degradation due to cellular growth, sgRNA titration effects, and deviation 

from Hill-like performance [42, 43, 45]. These phenomena point to a theoretical and 

experimental blind spot in our understanding of both CRISPRi/a mechanisms and the 

requirements for cooperativity, which merits further exploration.  

It should also be noted that the apparent non-cooperativity of CRISPRi/a systems is not 

always a negative attribute. Its graded, non-saturating response makes CRISPRi a great 

candidate for feedback control, where it can be used without concern of controller saturation 

[57, 62, 63]. Similar requirements for graded control have had to utilize TALE proteins, which 

much be specifically tailored for their binding sequence [64]. 

 

1.5.4 Transferability 

 The fact that CRISPR-Cas systems seem to work readily across every domain of life 

coupled with their highly programmable nature makes them promising candidates for 

transferring synthetic genetic circuit functionalities into non-model organisms [65-69]. In an 

ideal scenario, one would be able to develop a synthetic genetic circuit for a given organism 

and then be able to easily transfer that circuit to other organisms sharing similar 

transcriptional regulation methods (e.g. within gram-negative bacteria). With standard TF-

based circuits this usually requires rigorous elucidation of promoter structures and 

constraints involving time-intensive operator placement scanning for each gate [70-72]. 

CRISPRi/a approaches also require similar scanning efforts, but this is readily multiplexed 

through sgRNA libraries [11, 12, 16, 18, 19, 73]. Although building complex synthetic 

transcriptional networks requires consideration of many other factors, including genetic 

context insulation and gate composability, the ease of transcriptional control gained through 
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CRISPRi/a is fundamental starting point for the transfer of synthetic genetic circuits [72, 74]. 

 One of the benefits of CRISPRi/a for transferrable synthetic circuits is that once a 

suitable synthetic promoter architecture is found, it can be readily scaled up by simply 

diversifying the sgRNA target sequence [18, 19, 23, 24, 39, 40]. With deliberate sgRNA 

sequence design, these promoters are almost assured to be orthogonal. While the simple 

biophysical mechanisms of bacterial CRISPRi make it readily transferrable across bacterial 

species, the complexities of CRISPRa have caused its transfer to lag behind. However, recent 

work has demonstrated various CRISPRa systems being used across diverse bacterial species 

including: Escherichia coli, Pseudomonas putida, Salmonella enterica, Klebsiella oxytoca, 

Lysobacter enzymogenes, Myxococcus xanthus, and Bacillus subtilus [4, 16, 18, 75-77]. This 

points to the potential of both CRISPRi and CRISPRa mechanisms for transfer to non-model 

organisms. 

 

1.6 Future Perspectives 

 Recent results indicate that at 10 sgRNAs, we’re likely near the limit for scaling 

CRISPRi-based circuits [41]. Furthermore, the exponentially-scaling nature of retroactivity 

makes it unlikely that further optimization will provide many advances [23, 41, 57]. We 

propose that, instead of thinking of CRISPRi/a as a substitute for TF repressors in large 

synthetic genetic circuits, it may be better to think of harnessing CRISPRi/a in subcircuits 

that exploit their strengths. One option is to create hybrid synthetic genetic circuits where 

the primary computation is done through a scalable transcriptional control mechanism and 

CRISPRi/a is limited to a final actuation layer that interfaces with endogenous systems. This 

approach exploits the programmability of CRISPRi/a, and has already been used to great 

effect in several circuits [24, 44, 78, 79]. Another option is to implement CRISPRi/a when a 

graded, non-saturating response is needed, such as in feedback control [57, 62]. 

 In addition to the ones discussed here, there are many other emerging CRISPRi/a 

technologies whose potential still need to be assessed and explored. Recent advances in 

bacterial CRISPRa showing large fold-changes across multiple species [15, 16, 18], along with 

theoretical results showing that CRISPRa can possibly scale to hundreds of co-expressed 

sgRNAs [59], points to a possible route for large-scale CRISPRa-based circuits. However, 

since much of the foundational work for scaling genetic circuits depends on signal inversion 
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by repressors [50, 80], new frameworks and approaches will need to developed for activator-

based systems. Additionally, homologous CRISPR-Cas proteins like dCas12a are beginning 

to be applied in synthetic genetic circuits [43, 81]. The advantages and disadvantages of 

dCas12a relative to dCas9 have not been fully elucidated. However, its unique properties 

have been used to create an RNA-sensitive CRISPRi circuit [82], and its use in an oscillator 

circuit proved notably better than an identical circuit made with dCas9 [43].  

There are many different, interesting avenues for exploration and expansion of 

CRISPRi/a genetic circuits. And while CRISPR-Cas may not have immediately revolutionized 

synthetic genetic circuits like it did the field of genetic editing, we anticipate that it will 

ultimately find a substantial and useful niche. 
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2 Chapter 2: Competitive dCas9 binding as a mechanism for 

transcriptional control  
 

2.1 Main Text 

2.1.1 Introduction 

Regulatory networks integrate environmental and cellular signals to ensure genes are 

expressed under the correct conditions. Integration can occur at individual promoters 

through the arrangement of DNA operators to which regulatory proteins bind and either 

recruit or interfere with transcriptional machinery [83, 84]. Within a promoter, the binding 

of one regulator can also affect the binding of others through positive or negative interactions; 

for example, through DNA looping or overlapping operators [85-95]. This collectively 

generates a “cis-regulatory logic,” which dictates the conditions for gene expression based on 

the combination of regulators that are active [84, 96-103]. For synthetic genetic circuits, the 

placement of multiple operators within a promoter has been used to implement combinatorial 

logic, for example to create an X AND (NOT Y) gate for an edge detector by placing an 

operator for an activator (X) and repressor (Y) within a promoter [104-114]. As a design 

principle, combining operators is useful for “compressing” large logic operations to reduce the 

resource burden [115]. It is challenging to insert an operator into a promoter because the 

change in sequence can affect the promoter strength, an effect that can be mitigated with 

insulators and computational predictions [70, 116-120]. Prokaryotic promoters are small, 

thus making it difficult to fit multiple operators and it is difficult or impossible to design 

operators that bind to multiple regulatory proteins [70, 121-123]. 

dCas9 can be programmed to bind to different DNA sequences by changing the targeting 

sequence of its bound sgRNA [2-4, 124]. DNA binding requires 5-10 bp sgRNA-DNA 

complementarity adjacent to an NGG PAM sequence [10], although dCas9 can be engineered 

to remove the PAM sequence requirements [21, 125-128]. When bound to DNA, dCas9 covers 

30 bp and melts the strands to form a bubble that results in very slow unbinding rates [52, 

53]. Thus, it can function as a repressor by sterically blocking the binding of RNA polymerase 

(RNAP) to a promoter or by blocking RNAP progression through a gene [2]. When targeting 

constitutive E. coli σ70 promoters, repression is strongest when the sgRNA is targeted within 
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the -10 to -35 promoter core and does not depend on which strand is targeted [2, 4, 24]. 

Targeting dCas9 downstream of a promoter represses transcriptional elongation, with much 

stronger repression observed when the sgRNA is targeted to the non-template strand [2, 4]. 

dCas9 can also serve as an activator by fusing it to an activating domain that recruits RNAP 

[4, 14-16, 129]. There are often tight spacing requirements for activation, particularly for 

prokaryotic promoters. Lastly, dCas9 can also be directed to bind to the operators of protein 

repressors, activators or enhancers, thus blocking their impact on expression [90, 130, 131]. 

An advantage of using dCas9 is that its regulatory effect can be directed to a promoter 

without having to insert an operator sequence. This has been used to control the regulation 

of native genes, for example, controlling enzymes at branch points to redirect flux through a 

metabolic pathway [11, 63, 78, 132-134]. It also simplifies the integration of multiple signals 

at a single promoter by designing sgRNAs that target it to different positions. For instance, 

NOR gates have been constructed using two sgRNAs that target different positions in the 

output promoter, either of which leads to repression [40, 135]. When multiple sgRNAs target 

overlapping regions, this leads to mutually exclusive binding [2]. Tan and co-workers 

harnessed this effect to control the strength and noise of an E. coli constitutive promoter by 

co-transcribing different ratios of two sgRNAs that direct dCas9 (fused to an activating 

domain) to overlapping positions that either recruit or block RNAP [48]. 

Once expressed, the regulatory effects of dCas9 only end when the protein or sgRNA 

degrade or are diluted by cell division. Several approaches have been taken to control the 

activity of either dCas9 or the sgRNAs after they are expressed. One is to express 

antiCRISPR proteins derived from phage genomes that bind to and inactivate dCas9 [33, 34]. 

This leads to the complete inactivation of dCas9, thus eliminating its ability to implement 

any sgRNA-mediated regulation in the cell. Different sets of genes can be controlled by 

expressing orthogonal dCas9 variants, each of which binds a different set of sgRNAs [35, 36]. 

These can be changed dynamically from being repressors to activators by expressing the 

corresponding domains as separate proteins that bind to dCas9 using modular protein-

protein interaction domains [36]. Another approach is to design an RNA to bind to and 

augment the activity of a specific sgRNA. Antisense RNAs will inactivate sgRNAs by 

targeting them for degradation via the native bacterial Hfq system [30]. The sgRNA can also 

be designed to fold into an inactive hairpin, thus requiring the co-expression of toehold RNAs 

to unfold and bind to dCas9 [29, 136, 137]. Both of these techniques require modifying the 
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sgRNA to have additional sequences such that it can be bound by the modulating RNA.  

While there are many natural examples of different repressors binding to the same 

operator or a repressor displacing an activator, to our knowledge there are no examples of a 

repressor’s action being negated by a second protein binding to an overlapping operator. To 

this end, we have developed a mechanism for sgRNA-specific derepression through 

competitive dCas9 binding to overlapping regions. Transcription is blocked when a repressing 

sgRNA (sgR) directs dCas9 to the first position and a second derepressing sgRNA (sgD) 

directs dCas9 to a mutually-exclusive second position that does not impact transcription 

(Figure 2.1-1a). We find that the two regions are competitive so long as they are within 14 bp 

and the PAM sequences are between the target sites. The repression/derepression switch is 

implemented in two ways (Figure 2.1-1b). The first is to design the sgR to overlap the -35 

σ70-binding region of promoter and the sgD to bind just upstream. The second approach is to 

design repression/derepression sites within a gene by exploiting the strand-dependence of 

RNAP elongation inhibition by dCas9. These results demonstrate a new mechanism to 

control the activity of dCas9-directed regulation that could be used for efficient genetic circuit 

design to integrate signals in a promoter or to derepress subsets of native genes to 

subregulate genome-encoded functions. 

 

2.1.2 Results 

2.1.2.1 Promoter control through repression/derepression 

 

dCas9 can repress a promoter by sterically blocking the binding of RNAP (Figures 2.1-1b, 

2.1-2a) [2, 4]. An E. coli constitutive promoter can be repressed by targeting the repressing 

sgRNA (sgR) to overlap the -10 or -35 σ70-binding sites [2, 4, 24]. Our design for derepression 

is based on using a second sgRNA (sgD) to recruit dCas9 to an upstream site that blocks its 

ability to bind to the repressing position. Importantly, sgD cannot interfere with RNAP 

binding or else it will also lead to repression. To quantify the impact of dCas9:sgRNA binding 

on mRNA transcription rates, we developed a parameter α, defined as the ratio of maximal 

mRNA production rates (completely unbound DNA) to the production rate when all DNA is 

bound by dCas9:sgRNA (saturated DNA). The ideal repression / derepression sgRNA pair 
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location would have a large α value for sgR (α >>1) and α1 for sgD, indicating strong 

repression by sgR and no repressive effect by sgD. 

A system was designed to evaluate how targeting sgR and sgD to different positions in 

the promoter impacts the effectiveness of repression and derepression. Two inducible 

promoters were used to independently transcribe sgR (IPTG-inducible PTac) and sgD (Vanillic 

acid-inducible PVan) encoded on a p15A plasmid. The targeted constitutive promoter (PC1) was 

built based on the -35 to +1 core of PGate08 [23] to which a randomly-generated 100 bp sequence 

was added upstream (Methods). Positions in PC1 were selected to be targeted for sgR/sgD by 

exploiting NGG PAM sites in the promoter sequence (Figure 2.1-2b). The sgR and sgD 

sequences were designed based on the same scaffold [23], with mutations the 20 bp spacer 

sequence corresponding to the target region of the promoter. To measure promoter activity, 

PC1 was placed upstream of a ribozyme [74] and gene encoding red fluorescent protein (rfp). 

From the same plasmid, dCas9 was expressed using the aTc-inducible PTet promoter. A 

concentration of 1.25 nM aTc was used for all experiments and leads to approximately 500 

dCas9 molecules per cell during exponential growth [23]. 

Experiments were performed to measure the promoter activity that results when dCas9 

is targeted to different positions. The plasmids were transformed into E. coli. The cells were 

grown in defined media (EZ Rich) and induced with aTc and either IPTG or Vanillic acid 

(Van) for 5.5 hours (Methods). Fluorescence was then measured using flow cytometry. First, 

we compared the repression obtained by targeting the -10 (sgRP1) or -35 (sgRP2) positions of 

the promoter (Figure 2.1-2b). Upon maximum sgR expression (1 mM IPTG), both sgRs are 

able to repress the promoter by >30-fold (Figure 2.1-2c). This result is consistent with 

previously observed fold-repressions at these locations [23, 24]. 

A model was derived to capture the repression of a promoter by dCas9:sgR,  

𝑃 + 𝑆𝑅

𝐾𝑅
⇔ 𝑃𝑅                          (1) 

where P and PR are the concentrations of promoters in the unbound and bound state, SR is 

the concentration of dCas9:sgR and KR is the association constant. The production of mRNA 

transcripts m from the promoter is described by 
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𝑑𝑚

𝑑𝑡
= 𝛽𝑚

1+𝛼−1𝐾𝑅𝑆𝑅

1+𝐾𝑅𝑆𝑅
+ 𝛽 − 𝛿𝑚𝑚                             (2) 

 

where m is the maximum transcription rate,  is the leaky transcription rate and δm is the 

degradation rate. Solving for steady-state yields  

 

𝑚 = (
𝛽𝑚

𝛿𝑚
)

1+𝛼−1𝐾𝑅𝑆𝑅

1+𝐾𝑅𝑆𝑅
+

𝛽

𝛿𝑚
                    (3) 

 

This equation can be further converted to the activity of the output promoter PC1, 

 

𝑦 = (𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛)
1+𝛼−1𝜅𝑅𝑥𝑅

1+𝜅𝑅𝑥𝑅
+ 𝑦𝑚𝑖𝑛                                       (4) 

 

where y is in arbitrary units (au) of RFP fluorescence and ymax/ymin are the 

maximum/minimum measured values. The parameter xR is the strength of the promoter 

driving the expression of sgR, measured as au of RFP fluorescence and R is rescaled to be in 

the same units. This assumes that the binding of sgR to dCas9 to form SR is in the linear 

(unsaturated) regime. Equation 4 was fit to the sgRP1 and sgRP2 induction curves (Figure 2.1-

2c), and the parameters were extracted (Table 2.1-1).  

We then designed experiments to determine the constraints of targeting dCas9:sgD to 

the promoter without evoking repression (Figure 2.1-2d). Seven positions were selected 

between the -28 and -66 region of the promoter, including orientations that target both 

strands (Figure 2.1-2b). The promoter activity was measured for each position when sgD is 

expressed (100 µM Van) and unexpressed (0 µM Van) and these data were used to estimate 

α as the ratio of these values (Figure 2.1-2d, e). We observe that α continuously decreases as 

the sgD targets regions farther from the promoter core, indicating weaker repressive abilities 

(Figure 2.1-2e). When sgD targets regions upstream of -60, negligible repression is observed. 

 It has been previously shown that dCas9:sgRNAs will compete for binding when their 
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target regions overlap [2, 48]. However, the distance constraints we measured showed that 

it would not be possible to obtain repression/derepression by targeting overlapping regions. 

Even if we used the upper-bound on TSS distance for the repressing sgRNA (30 bp) and the 

lower-bound on distance for the derepressing sgRNA (60 bp), the sgRNA target sequences 

would still have to be 10 bp away from each other. We hypothesized that while we could not 

utilize sgRNA target overlap, we may still be able to harness steric hindrance effects from 

overlap of the dCas9 protein footprint on DNA. To investigate this, we examined a crystal 

structure of the dCas9-sgRNA-DNA complex [138], which shows that dCas9 has an overhang 

of ~9 bp on the PAM-proximal binding side, but only a ~1 bp overhang on the PAM-distal 

side of the sgRNA target. This indicated that we might be able to obtain competitive dCas9 

binding without overlapping the sgRNA binding regions if we oriented two sgRNAs with their 

PAM sequences facing each other. 

  To test this hypothesis, we redesigned the system to express sgRP2 from a choline 

(Chol)–inducible promoter and sgDP5 from a Van-inducible promoter (Figure 2.1-2f). These 

promoters were chosen because they are not predicted to append disruptive 5′ sequences onto 

the sgRNAs [2, 139]. In accordance with the crystal structure estimation of dCas9’s DNA 

footprint, we designed sgDP5 to be 14 bp from sgRP2. To bind sgDP5 at this distance, we had to 

introduce a 3 bp mutation from -60 to -62 of PC1 to create a PAM site for sgDP5, resulting in 

PC2. We screened for derepression by fully inducing sgRP2 with 9 mM Chol and titrating the 

expression of sgDP5 from 0 to 100 µM Van. Derepression occurs in a graded manner as more 

sgRNA is expressed, ultimately returning the promoter activity to its unrepressed state 

(Figure 2.1-2g).  

 We then determined the promoter response when different amounts of sgR and sgD 

are expressed. This response can be viewed as a cis-regulatory logic operation [100], where 

the signals from these regulators are integrated by the promoter. To obtain this function, 60 

combinations of sgRP2 and sgDP5 induction levels were measured. These data points are 

shown in Figure 2.1-2h as circles, where their colors are the output values of the circuit and 

each data point is positioned at the respective promoter activity values for sgR and sgD (error 

bars for each measurement are provided in Supplementary Figure 2.2-4). Output from the 

promoter increased with sgD induction and decreased with sgR expression.  

It has been shown that the co-expression of multiple sgRNAs titrates a shared dCas9 
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resource away from the co-expressed sgRNAs [23, 57]. This could complicate the 

interpretation of the derepression data, where the expression of sgD could deplete the dCas9 

pool, thus indirectly reducing the concentration of dCas9:sgR in the cell. To test for this effect, 

we conducted a control experiment where we maximally expressed a sgR and then titrated 

in either a non-targeting sgRNA, sgN, (does not bind to the promoter or genome) or an off-

target sgRNA, sgO, (binds to an inert region of the plasmid) (Supplementary Figure 2.2-2). 

Neither of these sgRNAs showed derepression, indicating that the derepression we observed 

was not due to dCas9 titration. 

Our model was then expanded to include derepression. Equation 1 can be modified to 

include the competitive reaction of dCas9:sgD (SD) binding to the promoter to form PD,  

 

𝑃𝐷 + 𝑆𝑅

𝐾𝐷
⇔ 𝑃 + 𝑆𝑅 + 𝑆𝐷

𝐾𝑅
⇔ 𝑃𝑅 +𝑆𝐷                (5) 

 

where KD is the association constant between SD and P. The production of mRNA transcripts 

m from the promoter is described by 

 

𝑑𝑚

𝑑𝑡
= 𝛽𝑚

1+𝛼𝑅
−1𝐾𝑅𝑆𝑅+𝛼𝐷

−1𝐾𝐷𝑆𝐷

1+𝐾𝑅𝑆𝑅+𝐾𝐷𝑆𝐷
+ 𝛽 − 𝛿𝑚𝑚                            (6) 

 

where m/R and m/D are the maximum transcription rates when either SR or SD are bound 

to the promoter. Solving for steady-state yields  

 

𝑚 = (
𝛽𝑚

𝛿𝑚
)

1+𝛼𝑅
−1𝐾𝑅𝑆𝑅+𝛼𝐷

−1𝐾𝐷𝑆𝐷

1+𝐾𝑅𝑆𝑅+𝐾𝐷𝑆𝐷
+

𝛽

𝛿𝑚
                    (7) 

 

As described for Equation 4, this can be further converted to the activity of the output 

promoter PC2, 
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𝑦 = (𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛)
1+𝛼𝑅

−1𝜅𝑅𝑥𝑅+𝛼𝐷
−1𝜅𝐷𝑥𝐷

1+𝜅𝑅𝑥𝑅+𝜅𝐷𝑥𝐷
+ 𝑦𝑚𝑖𝑛   .                               (8) 

 

This equation was then fit to the 2-dimensional response of the promoter to the expression of 

sgR and sgD (Figure 2.1-2h). This fit was performed while keeping the parameters previously 

fit to Equation 4 for sgRP2 (R, αR, ymin, and ymax) constant. The fit is shown as the heatmap 

coloration in Figure 2.1-2h, the parameters for which are provided in Table 2.1-1. The newly-

fit association constant D for sgD is similar to R indicating that sgRP2 and sgDP5 have similar 

apparent binding strengths. Additionally, the observed αD of 1 is consistent with sgDP5 having 

little repressive effect on its own. 

 

2.1.2.2 Control of transcriptional elongation through repression/derepression 

 

dCas9 can block transcription when it is directed to bind internally to a gene by physically 

interfering with the progression of RNAP (Figure 2.1-3a). However, being located in a gene 

complicates the design of a derepressing sgRNA position, which must bind to disrupt the 

repressing sgRNA without itself blocking elongation. To this end, we exploited the strand-

dependence of dCas9-based elongation repression, where it has been found that RNAP 

elongation is more likely to terminate when it collides with the PAM-proximal side of a 

dCas9-DNA complex (Figure 2.1-3b) [2, 4, 5]. Similar to the promoter repression / 

derepression mechanism, these constraints on sgR and sgD repressive effects can be captured 

empirically with the parameter α, which is the maximum fold-repression of mRNA production 

rates under saturating conditions. 

 A genetic system was constructed to test this design. dCas9 produces stronger 

repression when it is directed to the 5’-end of the gene [2, 4], so we selected a position at +232 

to be targeted by a repressing sgRNA (sgRO1) (Figure 2.1-3c). This location was selected 

because it has two adjacent PAM sites that could be used for targeting sgD, one of which has 

the same 14 bp spacing as was found to be optimal when derepressing a promoter (sgDO2). 

sgRO1 was placed under the control of a Chol-inducible PBetI promoter. It has been observed 

that elongation repression can be weaker with stronger promoters, presumably due to 

dislodgement of dCas9 by RNAP [5]. To evaluate this effect, we used an IPTG-inducible 
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promoter (PTac) to drive the transcription of the rfp reporter. When the promoter is strong (1 

mM IPTG), we observed a 7-fold repression of RFP upon the maximum induction of sgRO1 (10 

mM Chol) (Figure 2.1-3d). This is lower than values reported in the literature for similar 

distances from the TSS (20- to 100-fold) [2, 4]. However, if one calculates the fold-repression 

by normalizing to RFP expression of a PTac-only plasmid (pDAA040) without any sgRNAs, we 

then observe 34-fold repression. This discrepancy from fold-repression values derived from 

Chol induction is likely due to the high basal rate of transcription from an uninduced PBetI 

promoter (Supplementary Figure 2.2-1), which results in leaky expression of sgRO1 in the 0 

mM Chol condition. The repression data for sgRO1 was fit to Equation 4 and the parameters 

are provided in Table 2.1-1. While we initially developed the models in Equations 4 and 9 for 

the promoter repression / derepression mechanism, these models can be generalized to the 

elongation repression / derepression mechanism if the promoter states P, PR, and PD are 

instead considered to be general DNA states. After parameter fitting, we observed that sgRO1 

had a α of 27, which aligns with the putative 34-fold repression possible when factoring in 

PBetI leaky expression. However, the α for sgRO1 is 4-fold lower than that from promoter 

repression, indicating a limitation of elongation repressive control at this location. 

The dependence of repression on the PTac promoter strength was then measured by 

varying IPTG (Figure 2.1-3e). Due to leaky expression of sgRO1 from PBetI, we chose to look at 

repression levels relative to a strain with just the PTac promoter alone (pDAA040). For each 

level of PTac induction, the relative expression was calculated as the ratio of the RFP 

fluorescence from the PTac-only plasmid to RFP fluorescence from the circuit plasmid with 

maximal sgRO1 expression (10 mM Choline). These data show that the repressive effects of 

sgRO1 initially increase with promoter strength, but stabilize to roughly 30-fold repression 

over the top 10-fold range of PTac expression (Figure 2.1-3e). This result differs from previous 

work showing that elongation repression is promoter-strength invariant as long as dCas9 

levels are saturating [5]. However, that work only examined elongation repression of very 

strong promoters with strengths varying over a 12-fold range. Our constant relative 

repression levels in the high PTac activity range are consistent with those results. 

 Two sgDs were designed to target positions up- (sgDO2) and down-stream (sgDO1) of 

the sgRO1 position (Figure 2.1-3c). These were placed under the control of a Van-inducible 

promoter, as before. We initially attempted to calculate an α value for these derepressing 

sgRNAs, however induction of sgDO2 resulted in higher, rather than lower, RFP expression, 
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likely due to derepression of leaky sgRO1 expression from PBetI (Figure 2.1-3f). Nonetheless, 

we continued on with testing the derepression capabilities of sgDO1 and sgDO2 (Figure 2.1-

3g). To do this, sgRO1 was maximally expressed (10 mM Chol) with the strongest induction of 

the rfp reporter (1 mM IPTG). Maximum expression of sgDO2 (100 µM Van) showed 4-fold 

derepression (Figure 2.1-3g). This derepression was confirmed to not be a result of the 

titration of dCas9 (Supplementary Figure 2.2-2). In contrast, sgDO1 did not show any 

derepression and instead its expression slightly reduces the expression of the reporter, 

implying it may have its own repressing effect. 

The regulatory logic for the co-expression of sgRO1 and sgDO2 was then determined 

(Figure 2.1-3h). Similar to the promoter repression / derepression system, the elongation 

mechanism exhibited increasing expression with sgD induction and decreasing expression 

with sgR induction (error bars for each measurement are provided in Supplementary Figure 

2.2-4). Equation 8 was then fit to the 60-point sampling of the system, with xR corresponding 

to PBetI activity and xD corresponding to PVan activity values.  

The fit parameters imply that the derepressing sgRNA association constant D was 2.5-

fold lower than the repressing sgRNA association constant R (Table 2.1-1). The association 

rates of dCas9 to DNA are likely to be similar whether binding to the promoter or gene. 

However, the dissociation rate of elongation-blocking sgRNA bound to the non-template 

strand is expected to be larger because dCas9 can be displaced by RNAP collisions [5]. 

Furthermore, the dissociation rate for template-bound sgRNAs in a gene would be expected 

to be even higher since this sgRNA orientation is less repressive to elongation. The 

asymmetric effect of elongating RNAP on sgRNA displacement can presumably be seen when 

comparing the fit R and D values between the two repression / derepression mechanisms 

(Table 2.1-1). In the promoter-based mechanism, R and D are similar, however, in the 

elongation control mechanism they are 2.5-fold different. This is presumably due to 

elongating RNAP preferentially increasing the off-rate for sgDO2 relative to sgRO1, thus 

decreasing its effective association constant. 

The dependence of derepression on the PTac promoter strength was then measured by 

varying IPTG (Figure 2.1-3e). Similar to the promoter-strength test for relative repression, 

we normalized the fluorescence to that of the PTac-only plasmid (pDAA040). For each level of 

PTac induction, the relative expression during derepression was calculated as the ratio of the 
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RFP fluorescence from the PTac-only plasmid to the RFP fluorescence from the circuit plasmid 

with maximal sgRO1 and sgDO2 induction (10 mM Chol and 100 µM Van). From this 

experiment, we observed that derepression is invariant over a wider range of transcription 

rates than that observed for repression. 

 

2.1.2.3 Ratiometric performance of the repression/derepression  

 

Ratiometric signal processing is where a system exhibits a response to the relative value of 

two inputs, ignoring their absolute magnitude. Naturally-occurring ratiometric responses 

have been observed in ATP/ADP management [140], X vs. autosomal chromosome levels 

[141], circadian clock determination [142], cancer cell clinical resistance [143], and sugar 

source utilization in yeast [144]. To examine the ratiometric performance of our repression / 

derepression mechanisms, we looked at the circuit outputs relative to the ratio of promoter 

activities producing sgD and sgR (PVan / PBetI). From this, we observed that the promoter 

repression / derepression circuit effectively responded to over 2 orders of magnitude of sgD / 

sgR ratios with a ~50-fold dynamic range (Figure 2.1-4a). The elongation mechanism had a 

smaller overall dynamic range (~10-fold) and the circuit did not perform predictably across 

all ratios, presumably due to the apparent asymmetry in the effective association constants 

for sgRO1 and sgDO2 (Figure 2.1-4b). 

 For the promoter repression / derepression mechanism, the ratiometric response 

between repressing and derepressing sgRNA saturates at the maximal output when sgD 

promoter activity values are greater than sgR promoter activities (Figure 2.1-4a). This is 

consistent with the notion that saturation of the promoter by derepressing sgRNA will 

completely prevent repression by sgR. This also makes the ratiometric response of our circuit 

one-sided, in that it can only process ratios where the magnitude of one signal is larger than 

the other. 

 

2.1.3 Discussion 

This work introduces a new mode of regulatory control, where the binding of a repressor is 

displaced by the binding of a nearby derepressor. This motif, where both repressor and 
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derepressor bind to the same operator, has not been observed in natural systems. This may 

be due to the difficulty of designing a common operator that binds to multiple proteins and a 

derepressing protein that blocks the repressor, but not RNAP. The programmability of 

CRISPRi makes the design of multiple sgRNAs binding nearby sites almost trivial and the 

size of dCas9, and its melting of DNA, simplifies its use to sterically inhibit the binding or 

elongation of RNAP. Note that the off-rate of dCas9 binding DNA is very slow, effectively 

irreversible, until it is displaced by DNAP or RNAP [5, 52, 53]. In our repression / derepression 

mechanism this makes it unlikely that dCas9:sgD can displace dCas9:sgR when it is already 

bound. Rather, it depends on which binds first, with DNAP replication (and to a lesser-extent 

RNAP elongation) “resetting” the DNA state at the rate of plasmid replication (cellular 

growth rate) and RNAP elongation (promoter strength) [5, 52]. Thus, the kinetics of the 

system reaching steady-state are expected to be dependent on growth phase and may impact 

their use in circuits with components with faster dynamics [47, 145-147].    

Repression/derepression could be applied to design synthetic circuits that perform new 

signal integration functions. As simple cis-regulatory logic, the operation performed by these 

circuits is A IMPLY B where sgD (B) overrides the regulation imposed by sgR (A) (Figures 

2.1-2g and 2.1-3g). If instead the displaced regulator were an activator (based on dCas9 

recruiting RNAP [15, 16, 18, 20]), this logic would be A NIMPLY B.  

However, this digital combinatorial logic does not capture the potential for new signal 

integration performed by these mechanisms. The signal integration follows a graded, rather 

than switch-like, transition (Figures 2.1-2h and 2.1-3h) and this can be harnessed to build 

useful analog functions. The circuit based on the repression/derepression of a promoter (sgRP2 

and sgDP5) is capable of responding to transcriptional input ratios over two orders of 

magnitude (Figure 2.1-4a). Ratiometric signal processing is common in natural regulatory 

systems and is usually achieved by a motif where two species compete for a third component 

and only one of the bound species results in the output [140-144, 148-153]. For example, this 

competition can occur at a DNA binding site where an activating transcription factor 

competes with an inactive or repressive transcription factor [154, 155]. Ratiometric circuits 

can be used to determine which of two continuously-variable signals is larger. The sgRP2 / 

sgDP5 circuit in log-space is performing a (sgD – sgR) calculation, which if connected to a 

cooperative switch-like output could act as a single neuron in a neural network [156].  

Various approaches have been developed to place native genes under synthetic 
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regulatory control through the insertion of synthetic promoters (e.g., that respond to T7 

RNAP) or other regulatory motifs [157-159]. CRISPRi has been rapidly adopted because it 

can exert regulatory control without having to mutate the target; however, it only imparts a 

single on/off signal. To this end, depression/derepression can be used to inactivate the effects 

of CRISPRi in the control of native genes [24, 44, 78, 79]. For example, CRISPRi/a has been 

used to dynamically repress or activate enzymes to control carbon flux in metabolic 

engineering applications [75, 76, 78, 133, 160]. Derepression allows for the disruption of a 

subset of the genes being influenced by an activating or repressing sgRNA; in effect, this 

would introduce cis-regulatory logic into the native genes without needing to insert operators. 

In this work, we had to deal with the challenge of identifying or designing PAM sites so that 

the sgR and sgD binding sites are appropriately positioned to satisfy the distance constraints. 

This restricts their utility in the control of genome-encoded genes, where the likelihood of 

PAM sites being appropriately positioned in a promoter is small or restricts where the 

regulation can occur within a gene. This is likely why the effect that we observed for the 

blockage and release of elongation is small. However, recent efforts to engineer dCas9 to not 

require a PAM site have made progress [21, 125-128]. Collectively, these advances will allow 

the programming of cis-regulatory logic to be applied to any gene in the genome without 

having to insert or modify genomic DNA.       

 

2.1.4 Materials and Methods  

2.1.4.1 Strains, plasmids, media, and chemicals.  

 

E. coli NEB 10-beta (C3019I, New England BioLabs, Ipswich, MA, USA) was used for all 

routine cloning. All genetic circuit measurements were done using E. coli K-12 MG1655 * [F- 

λ- ilvG- rfb-50 rph-1 Δ(araCBAD) Δ(LacI)] [24, 161]. Cells were grown in in MOPS EZ Rich 

Defined Medium (Teknova, M2105) with 0.2% glucose (Teknova, G0520). Kanamycin (50 

µg/ml, GoldBio, K-120-5) was used to maintain plasmids. Chemical inducers used: vanillic 

acid (Van) (Millipore Sigma, 94770); isopropyl β-d-1-thiogalactopyranoside (IPTG) (GoldBio, 

I2481C); anhydrotetracycline (aTc) (Millipore Sigma, 37919); and choline chloride (Chol) 

(Millipore Sigma, C7017). DNA oligos and genes were ordered from Integrated DNA 

Technologies (Coralville, IA) and Twist Biosciences (San Francisco, CA). All plasmids were 
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constructed from the parental pDAA038 backbone using TypeIIS assembly to insert circuit 

components between BsaI sites. A table of plasmids is provided in Supplementary Table 2.2-

1. Key plasmid maps are shown in Supplementary Figure 2.2-5. Monomeric RFP was used 

and is referred to as “RFP” throughout the paper. 

 

2.1.4.2 Computational methods.   

 

The random 100 bp sequence within PC1 was generated using the online Random DNA 

Sequence Generator (http://www.faculty.ucr.edu/~mmaduro/random.htm) with the GC 

content set to 50%. Non-linear fitting was completed with the Python 

scipy.optimize.curve_fit() function. 

 

2.1.4.3 Induction assays.   

 

All growth was performed in 96-well V-bottom plates (Roskilde, Denmark, #249952) at 1000 

rpm in a microplate shaker (ELMI, #DTS-4). The day before, individual colonies were 

inoculated into 150 µL EZ Rich media and Kan for overnight (16 hr) growth at 37 °C. The 

next day, cultures were diluted 200-fold by adding 0.75 µL of overnight culture into 150 µL 

of EZ Rich media and Kan. After 2 hr growth, cultures were diluted 1000-fold into inducing 

conditions by adding 6 µL of culture into 198 µL fresh media and Kan and then 5 µL of that 

dilution into media with inducers and Kan. To induce dCas9, aTc was added to a final 

concentration of 1.25 nM in all experiments. Growth was performed for 5.5 hours, after which 

samples were prepared for flow cytometry. 

 

2.1.4.4 Flow cytometry analysis.   

 

Fluorescence characterization was performed using a BD LSR Fortessa flow cytometer with 

the HTS attachment (BD, Franklin Lakes, NJ). Samples were prepared by aliquoting 40 L 

of cell culture into 160 L of PBS containing 200 µg/mL Kan. All samples were run in 

standard mode at a flow rate of 2 L/s. RFP fluorescence measurements were made using the 

http://www.faculty.ucr.edu/~mmaduro/random.htm
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green (561 nm) laser and all data was derived from the PE-Texas Red-A channel (PMT 

voltage of 700 V). The FSC and SSC voltages were 650 V and 270 V, respectively. At least 

10,000 events were collected for each sample and the Cytoflow Python package 

(https://github.com/cytoflow/cytoflow) was used for analysis, including gating. The geometric 

mean fluorescence is calculated for all cytometry distributions. 

 

2.1.4.5 Promoter input calculations.   

 

The following procedure was followed to convert inducer concentrations (e.g., [IPTG]) to the 

activities of the inducible promoter (e.g., PTac) reported in RFP fluorescence (au). This 

approach has been described previously [23, 162]. Using a separate plasmid based on 

pDAA038, the response function of the inducible system was measured separately by 

measuring RFP fluorescence using cytometry. The RFP fluorescence values in au for the 

inducer concentrations were then plotted as “Promoter Activity.” The response functions used 

are shown in Supplementary Figure 2.2-1. 

  

https://github.com/cytoflow/cytoflow
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2.1.5 Tables 

Table 2.1-1: Model Parameters 

 

 Parameters 

Mechanism a sgRNAs ymin ymax R D
 αR αD 

Promoter sgRP1 1.2 7700 0.10  150  

Promoter sgRP2 16 6800 0.043  120  

Promoter sgRP2+sgDP5 16 6800 0.043 0.063 120 1.0 

Elongation sgRO1 37 4200 0.019  27  

Elongation sgRO1+sgDO2 37 4200 0.019 0.0077 27 1.0 

a. Single sgRNA experiments were fit to Equation 4 and dual-sgRNA experiments 

were fit to Equation 8. 
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2.1.6 Figures 

 

Figure 2.1-1: The mechanisms of dCas9 repression and derepression 

(a) The footprint of dCas9:sgD blocks the binding of dCas9:sgR without requiring that the 

sgRNA-binding regions overlap. The PAM-adjacent regions of sgRNAs are shown as boxed 

ends. (b) The sgR/sgD sequences can be targeted to the promoter or internal to a gene. 
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Figure 2.1-2: Repression and derepression targeted to a promoter 

(a) The promoter states for sgR, sgD and RNAP binding to a promoter are shown, 



38 

 

highlighting the -10 and -35 sites to which 70 binds. Ideal α values for each sgRNA type are 

indicated (see text). (b) Positions of PC1 tested for targeting sgR and sgD. The boxes on the 

sgRNAs mark the PAM-adjacent regions, the orientation of which determines which strand 

is targeted. (c) Repression by the expression of sgRs. The experiments are performed with 

plasmids pDAA043 and pDAA656 for sgRP1 and sgRP2, respectively. Both plasmids contain 

sgDP2 (uninduced for these experiments). The lines are the fit to Equation 4, the parameters 

of which are in Table 2.1-1 (Methods). The x-axis is converted from IPTG to promoter activity 

(Methods). Inducer concentrations used to generate the induction curve were IPTG (µM) = 

[0, 0.977, 1.95, 3.91, 7.81, 15.6, 31.3, 62.5, 125, 250, 500, 1000]. (d) The position dependence 

of repression. The experiments are performed with plasmids pDAA042, 043, 050, 051, 654, 

052, and 044 for sgDP1-sgDP7 (Supplementary Table 2.2-1) The circuits also contain sgRP1 

(uninduced for these experiments). The pDAA654 plasmid testing sgDP5 used the promoter 

PC2, all other sgDs used PC1. (e) Values of α are calculated for the sgDs tested in part d. The 

horizontal dashed line is drawn at α = 1 (ideal α value). The arrow marks sgDP5, which was 

selected to build the repression/derepression circuit. (f) Genetic circuit schematic of the 

circuit based on sgRP2 and sgDP5 circuit, encoded on a single plasmid (pDAA107). (g) 

Derepression induction curve for sgDP5 with full sgRP2 induction. The line is a fit to Equation 

8 with parameters in Table 2.1-1. A dashed line indicates the uninduced expression value (0 

mM Chol, 0 µM Van). The x-axis is converted from Van to promoter activity (Methods). 

Inducer concentrations used to generate the induction curve were Van (µM) = [0, 0.0977, 

0.195, 0.391, 0.781, 1.56, 3.13, 6.25, 12.5, 25, 50, 100]. (h) Two-dimensional response function 

for the induction of sgRP2 and sgDP5. The circles are experimental measurements colored by 

the mean fluorescence values of three replicates (standard deviations in Supplementary 

Figure 2.2-4). The continuous color in the background is the model prediction from Equation 

8, R2=0.87 (Supplementary Figure 2.2-4). The x-axis and y-axis are converted from Van and 

Chol, respectively, to promoter activity (Methods). Inducer concentrations used to generate 

the induction curves were Van (µM) = [0, 0.195, 0.391, 0.781, 1.56, 3.13, 6.25, 12.5, 25, 50, 

100]; Chol (µM) = [0, 37.0, 111, 333, 1000, 3000, 9000]. Representative cytometry 

distributions for all parts are shown in Supplementary Figure 2.2-3. Data points are the 

means of three replicates performed on different days and the error bars are the standard 

deviations of these measurements. The error bars in part e are calculated as  = 

|A/B|((A/A)2+(B/B)2]1/2, where A and B are the means with 0 and 100 µM Van sgD 

induction, respectively, and A and B are the standard deviations of these measurements. 
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Figure 2.1-3: Repression/derepression by blocking RNAP progression within a 

gene 

(a) RNAP transcribes the full length transcript in the absence of dCas9:sgR. When 

dCas9:sgR is bound, this blocks RNAP (large , causing it to terminate prematurely (note 

that RNAP can also dislodge dCas9, not shown). Ideally, dCas9:sgD does not block RNAP 
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progression, providing an = 1. (b) When dCas9 is bound to the non-template strand, the 

PAM is proximal to RNAP, and dCas9 tends to stay bound after collision. When dCas9 is 

bound to the template strand, the PAM is distal to RNAP collision and RNAP can continue 

to elongate. (c) Repressing and derepressing sgRNA binding sites tested relative to rfp. (d) 

Repression of transcriptional elongation by sgRO1. The circuit is encoded on plasmid 

pDAA056, which also includes sgDO2 (uninduced in these experiments). The curve is a fit to 

Equation 4 with parameters in Table 2.1-1. The x-axis is converted from Chol to promoter 

activity (Methods). Inducer concentrations used to generate the induction curve were Chol 

(µM) = [0, 9.77, 19.5, 39.1, 78.1, 156, 313, 625, 1250, 2500, 5000, 10000]. (e) The 

dependence of sgRO1 repression and sgDO2 derepression on the strength of the promoter 

controlling the repressed gene (PTac). Relative expression values for the repression test 

(+sgRO1 /-sgDO2 condition) were calculated by dividing the mean fluorescence of the PTac-

only plasmid pDAA040 by the mean fluorescence of the circuit plasmid with sgRO1 

induction (10 mM Chol). Relative expression values for the derepression test (+sgRO1 

/+sgDO2 condition) were calculated by dividing the mean fluorescence of the PTac-only 

plasmid (pDAA040) by the mean fluorescence of the circuit plasmid with sgRO1 and sgDO2 

induction (10 mM Chol and 100 µM Van). The circuit is encoded on plasmid pDAA056. 

Connecting lines are a visual guide. The x-axis is converted from IPTG to promoter activity 

(Methods). Inducer concentrations used to generate the induction curve were IPTG (µM) = 

[0, 0.977, 1.95, 3.91, 7.81, 15.6, 31.3, 62.5, 125, 250, 500, 1000]. (f) Fully-induced PTac 

Promoter activity with (100 µM Van) and without (0 µM Van) induction of sgDs. Plasmids 

pDAA057 and pDAA056 were used for the sgDO1 and sgDO2 experiments, respectively. sgRO1 

was present but uninduced. (g) Derepression induction curves with full sgRO1 induction. 

The line is a fit to Equation 8, with fit parameters in Table 2.1-1. The x-axis is converted 

from Van to promoter activity (Methods). Inducer concentrations used to generate the 

induction curve were Van (µM) = [0, 0.0977, 0.195, 0.391, 0.781, 1.56, 3.13, 6.25, 12.5, 25, 

50, 100]. (h) Two-dimensional response function for the induction of sgRO1 and sgDO2. The 

circles are experimental measurements colored by the mean fluorescence values of three 

replicates (standard deviations in Supplementary Figure 2.2-4). The continuous color in the 

background is the model prediction from Equation 8, R2=0.87 (Supplementary Figure 2.2-4). 

The x-axis and y-axis are converted from Van and Chol to promoter activity, respectively 

(Methods). Inducer concentrations used to generate the induction curves were Van (µM) = 

[0, 0.195, 0.391, 0.781, 1.56, 3.13, 6.25, 12.5, 25, 50, 100]; Chol (µM) = [0, 37.0, 111, 333, 

1000, 3000, 9000]. Representative cytometry distributions for all parts are shown in 

Supplementary Figure 2.2-3. Data points are the means of three replicates performed on 

different days and the error bars are the standard deviations of these measurements. The 

error bars in parts e were calculated as  = |A/B|((A/A)2+(B/B)2]1/2, where A is the mean 

of the PTac-only expression, B is the mean of the circuit with either sgRO1 or sgRO1 + sgDO2 

induction, and A and B are the standard deviations of their measurements.
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Figure 2.1-4: Ratiometric performance of repression / derepression circuits 

(a) Promoter repression / derepression circuit experimental results from Figure 2.1-2h 

replotted as the ratio of the two inputs. (b) Elongation repression / derepression circuit 

experimental results from Figure 2.1-3h replotted as the ratio of the two inputs. For both 

parts, the x-axis values are derived from converting Chol (sgR) and Van (sgD) values to 

promoter activity (Methods) and then dividing sgD promoter activity by sgR promoter 

activity. Inducer concentrations used to generate the induction curves were Van (µM) = [0, 

0.195, 0.391, 0.781, 1.56, 3.13, 6.25, 12.5, 25, 50, 100]; Chol (µM) = [0, 37.0, 111, 333, 1000, 

3000, 9000]. sgD / sgR ratios below 1 are indicated in gray. Data points are the means of three 

replicates performed on different days and the error bars are the standard deviations of these 

measurements.  
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2.2 Supplementary 

 

Figure 2.2-1: Response functions for inducible promoters 

The plasmids are based on the pDAA038 backbone. These data were used to convert inducer 

concentrations into promoter activities for the response functions shown in the main text 

figures and are used for the xR and xD values in equation fitting. Inducer concentrations 

used for each induction curve were: Van (µM) = [0, 0.0977, 0.195, 0.391, 0.781, 1.56, 3.13, 

6.25, 12.5, 25, 50, 100]; Chol (µM) = [0, 9.77, 19.5, 39.1, 78.1, 156, 313, 625, 1250, 2500, 5000, 

10000]; IPTG (µM) = [0, 0.977, 1.95, 3.91, 7.81, 15.6, 31.3, 62.5, 125, 250, 500, 1000]. The 

points are means of three replicates performed on different days and the error bars are the 

standard deviations of those measurements. 
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Figure 2.2-2: Controls to determine the impact of dCas9 depletion 

The expression of one sgRNA can titrate dCas9 from a second sgRNA, thus creating the 

illusion of derepression activity. (a) The genetic system to assess the impact of the expression 

of a non-targeting sgRNA (sgN) that does not target the plasmid or genome is shown. The 

data show the impact on repression by sgRP1 expression (1mM IPTG) as sgN is expressed by 

increasing vanillic acid concentration. (b) The genetic system for the expression of an off-

target sgRNA (sgO) that targets a location in the plasmid that has no functional effect and 

its impact on repression by sgRP1 expression (1mM IPTG). (c) The genetic system to evaluate 

the impact of sgN expression (Van) on elongation repression by sgRO1 (10mM Chol). The 

plasmids used to generate these data are described in Supplementary Table 2.2-1. Inducer 

concentrations used for each induction curve were: Van (µM) = [0, 0.0977, 0.195, 0.391, 0.781, 

1.56, 3.13, 6.25, 12.5, 25, 50, 100]. The points are means of three replicates performed on 

different days and the error bars are the standard deviations of these measurements.   
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Figure 2.2-3: Representative cytometry distributions 

Distributions are shown for: (a) Figure 2.1-2c (sgRP1) (b) Figure 2.1-2c (sgRP2) (c) Figure 2.1-

2g, (d) Figure 2.1-3d, (e) Figure 2.1-3g. All distributions are representative of three 

experiments performed on different days.  
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Figure 2.2-4: Standard deviations of two-dimensional response functions and 

model fits 

(a) Output of the promoter repression / derepression circuit (pDAA107) for all 60 

experimental conditions. The bars represent the mean values of three replicates performed 

on different days and correspond to the colored circles in Figure 2.1-2h. (b) Output of the 

elongation repression / derepression circuit (pDAA056) for all 60 experimentally-sampled 

conditions. The bars represent the mean values of three replicates performed on different 

days and correspond to the colored circles in Figure 2.1-3h. (c) Evaluation of goodness-of-fit 

for Equation 9 to the sgRP2+sgDP5 promoter repression / derepression circuit with parameters 

shown in Table 2.1-1. A reference line is drawn at y = x. (d) Evaluation of goodness-of-fit for 

Equation 9 to the sgRO1+sgDO2 elongation repression / derepression circuit with parameters 

shown in Table 2.1-1. A reference line is drawn at y = x.  The data are the means of three 
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replicates performed on different days and the error bars are the standard deviations of these 

measurements. 
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Figure 2.2-5: Key plasmid maps 

Key plasmid maps used in this study. pDAA038: plasmid backbone used to build all circuits. 

pDAA043: initial promoter repression and derepression α testing construct. pDAA107: final 

promoter repression / derepression circuit. pDAA056: final elongation repression / 

derepression circuit. 
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Table 2.2-1: Plasmids used in this study 

  

Name Mechanism sgR sgD 
sgR 

Inducer 

sgD 

Inducer 
Promoter a 

Circuits 

pDAA042 Initiation sgRP1 sgDP1 IPTG Van PC1 

pDAA043 Initiation sgRP1 sgDP2 IPTG Van PC1 

pDAA050 Initiation sgRP1 sgDP3 IPTG Van PC1 

pDAA051 Initiation sgRP1 sgDP4 IPTG Van PC1 

pDAA654 Initiation sgRP1 sgDP5 IPTG Van PC2 

pDAA052 Initiation sgRP1 sgDP6 IPTG Van PC1 

pDAA044 Initiation sgRP1 sgDP7 IPTG Van PC1 

pDAA656 Initiation sgRP2 sgDP2 IPTG Van PC1 

pDAA107 Initiation sgRP2 sgDP5 Chol Van PC2 

pDAA057 Elongation sgRO1 sgDO1 Chol Van PTac 

pDAA056 Elongation sgRO1 sgDO2 Chol Van PTac 

pDAA055 Elongation sgRO1 sgDO3 Chol Van PTac 

pDAA047 Initiation sgRP1 sgO IPTG Van PC1 

pDAA048 Initiation sgRP1 sgN IPTG Van PC1 

pDAA080 Elongation sgRO1 sgN Chol Van PTac 

Promoter Activity Profiling 

pDAA039 N/A N/A N/A N/A N/A PVan 

pDAA040 N/A N/A N/A N/A N/A PTac 

pDAA054 N/A N/A N/A N/A N/A PBetI 

a.  PC2 is the PC1 promoter with a 3 base pair mutation from -62 to -60. 
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3 Chapter 3: A genetic-circuit-enabled dual selection system 

for SARS-CoV-2 protease inhibitors 
 

3.1 Main Text 

3.1.1 Results 

3.1.1.1 Development of a protease-activity sensing synthetic genetic circuit 

 

Our approach was to first develop a protease-activity responsive synthetic genetic 

circuit and then connect the output of that circuit into a dual-selection system. To develop 

the protease-activity detection circuit, we started with the previously-described protease-

sensitive circularly-permuted (CP)-dCas9 protein [22]. The protease sensitivity of the CP-

dCas9 system is derived from the introduction of a short linker connecting the original N and 

C termini of a CP dCas9 protein, which, when present, “cages” the dCas9 protein into an 

inactive state thus preventing DNA binding. If a protease cleavage site is introduced into the 

linker and its cognate protease is present, the linker is cleaved thus returning dCas9 to an 

active, “uncaged” state (Figure 3.1-1b). 

 We adapted the CP-dCas9 system to sense the activity of the two SARS-CoV-2 viral 

proteases, PLpro and CLpro, by introducing their cognate cut sites, TLKGGAPT and 

SVKLQSGF, into the CP-dCas9 linker. These sequences were chosen after testing a series 

cut site sequences and finding these to be the most performant (data not shown). Guided by 

previous characterization of the CP-dCas9 system [22], we also chose to shorten the N-

terminal end of the linker (the original dCas9 C-terminus) by 6 amino acids to decrease leaky 

caged dCas9 activity (Methods). The CP-dCas9 mechanism was then developed into a 

synthetic genetic circuit activated by protease inhibition by providing a small guide RNA 

(sgRNA) targeting the -35 region of a constitutively active σ70 promoter, P8. The repressing 

action of uncaged dCas9 effectively inverts the protease activity signal, providing high 

transcriptional output in the presence of an inhibited protease (Figure 3.1-1b). 

 A system was then designed to integrate the protease-sensitive CP-dCas9 circuit with 

a selection system. The P8 promoter was placed upstream of a bicistronic selection system 
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containing GFP-chloramphenicol acetyltransferase (GFP-CAT) and Herpes Simplex Virus 

thymidine kinase-RFP (HSVtk-RFP). The fluorescence from the fused fluorescent proteins 

was used for readout of the system. The protease-sensitive CP-dCas9, SARS-CoV2 protease, 

and the p8 sgRNA were all constitutively expressed on a ColE1* plasmid mutated to have 

similar copy numbers as p15A [64]. 

 Experiments were performed to measure the effect of protease inhibition on selection 

protein expression. Plasmids were transformed into E. coli and cells were grown to stationary 

phase overnight in rich media (TB) before measurement with flow cytometry (Methods). 

Perfect protease inhibition was simulated by introducing CysAla mutations at the catalytic 

cysteine residue of each of the proteases (C111A for PLpro and C145A for CLpro) [163, 164]. 

Active / dead protease fold-changes of GFP-CAT were 130 and 270-fold for PLpro and CLpro, 

respectively (Figure 3.1-1c). The downstream protein in the bicistron, HSVtk-RFP, exhibited 

smaller fold-change values of 45 and 75-fold (Figure 3.1-2d), likely due to transcriptional 

attenuation [165-167]. Our fold-changes are notably higher than the 10-fold changes 

previously reported with protease-sensitive CP-dCas9 systems [22], although we observed 

that there is still some room for improvement indicated by the 1080 and 176-fold changes 

observed for GFP-CAT and HSVtk-RFP with non-targeting sgRNA (NT) and normal dCas9 

controls (Supplementary Figure 3.2-1). Nevertheless, we deemed our fold-changes to be high 

enough to carry on with characterization of the connected selection system. 

  

3.1.1.2 Characterization of the GFP-CAT + HSVtk-RFP dual selection system 

 

Our bicistronic selection cassette comprised GFP-CAT and HSVtk-RFP for positive 

and negative selections, respectively. CAT is an antibiotic resistance protein that modifies 

chloramphenicol (Cm), a translation-inhibiting molecule (Figure 3.1-1e). CAT expression 

rescues growth rates in a graded manner making it ideal for selection stringency tuning 

[168]. Conversely, HSVtk is viral thymidine kinase that phosphorylates the synthetic 

nucleoside dP such that it can be incorporated into endogenous DNA synthesis processes. 

High expression of HSVtk leads to cellular death in the presence of dP due to high mutational 

loads from the synthetic nucleotide (Figure 3.1-1f) [169-171].  
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 Relative growth assays were completed to determine the relationship between 

selection protein (CAT and HSVtk) expressions and selection molecule (Cm and dP) 

concentrations. The goal being to define the ideal concentrations of Cm and dP that 

preferentially enrich for inhibited proteases. To this end, we redesigned the CP-dCas9 system 

by removing the constitutively-produced protease, sgRNA, and CP-dCas9, We then inserted 

different constitutive promoters upstream of the GFP-CAT : HSVtk-RFP selection cassette. 

Six constitutive promoters of different strengths were taken from the Anderson promoter 

series and one terminator were chosen to create a series of different selection cassette 

expression levels (Supplementary Figure 3.2-2). We then looked at the relationship between 

selection protein and selection molecule via growth curves for each of the constitutive 

constructs with different Cm and dP concentrations. Normalized growth rates were derived 

by dividing the growth rate of each well by the growth rate of a terminator-only construct ran 

in the same plate (Methods). From this, we observed that we would expect to see maximum 

growth rates with fully-inhibited PLpro for any value of Cm above 125 µM, with the highest 

selection stringency possible being 1000 µM Cm (Figure 3.1-1g). In the case of HSVtk, 0.625 

µM of dP was sufficient to provide a growth rate advantage for dPLpro over PLpro (Figure 

3.1-1h). Mild growth-rate hits were also observed at 0.625 µM even when cells were 

expressing minimal amounts of HSVtk, indicating some non-specific growth rate inhibition 

by dP at that concentration. 

 While we expected to be able to use the GFP and RFP fusions as a proxy for selection 

protein expression levels, we sought to validate this assumption with the previously-

constructed active / dead protease controls. If our fluorescent protein fusions were 

appropriate expression indicators, we would expect to be able to predict relative growth rates 

from the active / dead PLpro control fluorescence mapped onto the constitutive promoter 

survey (dashed lines in Figures 3.1-1g and 3.1-1h). To this end, we subjected the active / dead 

controls for PLpro to a range of Cm and dP concentrations. For CAT, the active protease 

control showed reduced growth above 63 µM Cm, while the catalytically-dead protease did 

not show a growth hit until 1000 µM Cm (Figure 3.1-1i). These results are consistent with 

the relative growth rates estimated from the constitutive promoter survey (Figure 3.1-1g). 

We also conducted a similar experiment for HSVTk-induced growth rate inhibition, which, 

as a negative selection, should follow the opposite trend. Concentrations up to 0.625 µM dP 

showed little growth rate inhibition of the active protease control and significant inhibition 
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of the dead protease control (Figure 3.1-1j). As previously observed with the constitutive 

promoters, concentrations of dP above 0.625 µM also showed some non-specific inhibition.  

 At a functional level, any cell-based selection method is dependent on relative growth 

rate differences between cells containing “hits” and cells lacking “hits”. Ideally, a selection 

stringency would be chosen such that the normalized growth rates of the hits and non-hits 

(dead and active proteases in our case) would be 1 and 0, respectively. Using the previously-

described selection system characterization, we now have a fine-grained mapping of selection 

stringency to Cm and dP concentrations. 

 

3.1.1.3 Selection campaign for protease inhibitors identifying modification-dependent 

inhibition of PLpro 

 

To generate the chemical diversity for protease inhibitor selections, we chose to base 

our library off the trunkamide pathway in the cyanobactin RiPP class [172]. We chose this 

pathway because the order of post-translational modification (Figure 3.1-2a) is well-

understood [173] and the core sequences have been shown to be highly tolerant to mutation 

[174, 175] allowing for highly-diverse libraries. A 9-AA macrocyclic peptide library was 

designed by randomizing positions 1-6, and 8 with NNK degenerate codons (Figure 3.1-2a). 

The Pro at position 6 was kept because tolerance to its mutation has not been well-explored 

[174]. Additionally a Cys was fixed at position 9 because heterocyclization by LynD has been 

shown to be necessary precursor to macrocyclization by TruG [176]. Previously-described 

leader and follower sequences containing LynD, TruA, and TruG recognition sites [175] were 

appended to the N and C terminus of the core. Expression was stabilized via the N-terminal 

appendage of a His6-SUMO-TEV sequence. Ideal post-translational modification would 

result in heterocyclization by LynD, N-terminal cleavage by TruA, and lastly macrocylization 

by TruG to form a 9-membered ring (Figure 3.1-2a). 

For in vivo expression, the library was placed on separate plasmid from the circuit, 

using a pSC101(var2) backbone. A PT5LacO promoter (IPTG inducible) and a strong RBS was 

used to drive it. In addition to the protease detection circuit plasmid and library plasmids, a 

separate plasmid with the three modifying enzymes was also constructed (pEG06_047). The 

modifying enzymes were each controlled by their own inducible system: LynD (aTc inducible), 
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TruA (OC14-AHL inducible), and TruG (cumate inducible) and placed on a p15A backbone. 

This resulted in a three-plasmid system with protease detection, modifying enzymes, and 

library members each being on their own compatible backbone. 

The initial peptide library was generated via TypeIIs cloning. The library plasmid 

(pEG02_217) was grown up, miniprepped and then transformed into a Marionette-Clo [139] 

(DH10B derivative) E. coli strain containing the PLpro detector circuit and modifying enzyme 

plasmids, resulting in the Round 0 selection library. 

We then conducted rounds of selection to enrich for modification-dependent inhibitors 

of PLpro (Figure 3.1-2b). Fluorescence of GFP-CAT was monitored via flow cytometry 

(Methods) to assess the progression of the selection campaign. Between each round of 

selection, library plasmids were isolated via miniprep and then treated with restriction 

enzymes to remove the modifying enzyme and circuit plasmids. This step was designed to 

prevent the propagation of cheaters. The first selection was a positive selection round 

conducted at 125 µM Cm--the minimum Cm concentration known to completely inhibit 

growth of fully-active PLpro protease (Figure 3.1-2b and 3.1-1g). After Round 1, we observed 

a distinct shift in the protease activity circuit output towards inhibited proteases (Figure 3.1-

2b). We lowered expression of the peptide by reducing IPTG and then continued with two 

more positive selection rounds, Round 2 and 3, increasing the stringency with 400 and 600 

µM Cm (Figure 3.1-2b). After Round 3, we had a clear population of cells that seemed to 

contain inhibited protease. We then wanted to ensure that any hits we derived had 

modification enzyme dependent bioactivity. To select for this, we isolated the library and 

transformed it into a strain lacking the modifying enzyme plasmid. The peptide was induced 

as before and a negative selection round was conducted with 0.625 µM dP to deplete 

inhibitors that worked without the modifying enzymes present, resulting in Round 4. 

Following the negative selection, we isolated and retransformed the library into a strain with 

the modifying enzymes and conducted another positive selection, resulting in Round 5. Round 

5 showed a high-expressing (inhibited protease) population, but also a low-expressing 

population despite the stringent positive selection round (Figure 3.1-2b). Considering that 

the library plasmid was carried through all of the selections and that dP has a high 

mutagenesis rate, we chose to PCR-isolate just the core region of the library and then reclone 

it into the library backbone. Transforming this recloned library into a strain with modifying 
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enzymes and the PLpro protease activity circuit showed that nearly the entire population 

contained inhibited PLpro protease (Figure 3.1-2b). 

Individual colonies of the Recloned library were isolated then tested for bioactivity 

and modification dependence using the protease activity circuit. Three conditions were tested 

for each isolated colony: no peptide and no modifying enzymes; peptide and no modifying 

enzymes (62.5 µM IPTG); and peptide plus modifying enzymes (62.5 µM IPTG, 0.2 µM aTc, 

10 µM OC14-AHL, and 100 µM Cuma). Out of the 24 clones tested, one hit showed a distinct 

modification enzyme dependence for its putative inhibitory activity (Supplementary Figure 

3.2-5). This hit was named DAA680 and was carried through for further characterization. 

 

3.1.1.4 Characterization of DAA680 implies a non-specific inhibition mechanism 

 

While it’s clear that DAA680 required modification enzyme expression for its 

bioactivity, the full trunkamide pathway has three distinct modification enzymes (Figure 3.1-

2a), any combination of which may be responsible for the activity of DAA680. To further 

understand the specific post-translational modifications required for inhibitory activity, we 

re-ran the protease activity cytometry assay with the peptide induced (62.5 µM IPTG) and 

all eight different combinations of modifying enzyme induction (Figure 3.1-2c). From this, we 

observed the most inhibitory activity in the LynD + TruG condition. The level of GFP-CAT 

expression observed from the protease activity circuit was consistent with nearly-complete 

inhibition of PLpro (Figure 3.1-1c and 3.1-2c). The condition with all three enzymes expressed 

also showed significant, albeit reduced inhibition. The slow kinetics of macrocyclization by 

TruG [173, 176, 177] and the bimodality observed in the cytometry (data not shown) imply 

that LynD + TruA is likely the active state. Mapping the modifications by LynD and TruA 

onto the peptide sequence of DAA680 implied the active structure is a 13-AA peptide with a 

heterocycle (from LynD) at position 9 and N-terminal cleavage (from TruA). Notably, since 

the non-dependent enzyme TruG is responsible for both cleavage of the follower and 

macrocyclization, the predicted active from still contains the 4-AA TruG follower sequence 

(Figure 3.1-2d). 

 Next, DAA680 was assessed for its inhibitory specificity by transforming it into the 

CLpro detection circuit and monitoring its activity via cytometry. DAA680 was tested under 



55 

 

two conditions: no peptide with LynD + TruA (0 µM IPTG, 0.2 µM aTc, and 10 µM OC14-

AHL); and peptide + LynD + TruA (62.5 µM IPTG, 0.2 µM aTc, and 10 µM OC14-AHL). From 

this, we observed that DAA680 had significant inhibitory activity against CLpro (Figure 3.1-

2e). While the apparent inhibitor activity of DAA680 against CLpro seems to be smaller than 

that of PLpro, this could simply be due to lower relative expression of PLpro in the protease 

activity circuit. In fact, an expression level calculator predict 2-fold lower expression of PLpro 

relative CLpro in our protease detection circuits [178, 179]. While non-specific protease 

inhibition is the most obvious mechanism explaining the inhibitory results for both PLpro 

and CLpro, it is possible that the putative non-specific activity of DAA680 could originate 

from antiCRISPR activity against uncaged dCas9 used for readout of the protease activity 

circuits. We ruled out this mechanism by testing DAA680 in a dCas9-only circuit and did not 

observe any significant inhibition of repression (Supplementary Figure 3.2-6). 

 To further validate the protease inhibitor selections via in vitro activity assays, we 

conducted a large-scale production and isolation of DAA680. Since cleavage by TruA removes 

the N-terminal His-tag (Figure 3.1-2a) thus complicating isolation from cellular lysate, we 

chose to only conduct LynD modification during in vivo expression. This allowed for easy 

isolation of the LynD-modified peptide via its His-tag. N-terminal cleavage was subsequently 

conducted in vitro with the LynA enzyme (Methods) (Supplementary Figure 3.2-7). Following 

cleavage, the peptide was isolated via a methanol crash to remove the protease, solid-phase 

extraction, and HPLC (Methods). LCMS verification of the isolated peptide showed a high-

purity peak with a mass consistent with heterocyclization (Supplementary Figure 3.2-7). 

 After isolation, DAA680 inhibitory activity was tested via in vitro protease activity 

assays for PLpro and CLpro (Methods). While we did not test high enough concentrations to 

get full inhibition of PLpro, we observed full inhibition of CLpro (Figure 3.1-2f). Hill function 

fits to the initial velocity V0 values indicated half-inhibitory concentrations Ki of 85 µM and 

14 µM for PLpro and CLpro, respectively (Table 1). These micromolar inhibitory 

concentrations are well-within the range of concentrations that various non-specific 

inhibition mechanisms have been observed to occur [180-183]. Additionally, the large Hill 

coefficient observed for CLpro (PLpro could not be determined) is a bellwether for non-specific 

artifacts often found in high-throughput screening methods (Table 1) [182, 184]. 
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3.1.2 Discussion 

This work demonstrates the integration of RiPP engineering for molecular diversity 

generation, synthetic genetic circuits for bioactivity readout, and cell-based selection 

methods for high-throughput screening. This approach allowed us to screen tens of millions 

of RiPPs for protease inhibition activity in a single test tube, which is orders of magnitude 

more than what can be accomplished through complex, plate-based screens [185-187]. 

Our use of a dual selection system enabled us to select for RiPPs with modification 

dependence. To our knowledge, this is the first explicit selection for modification enzyme 

dependence on bioactivity performed with RiPP-based libraries. Peptide modifications by 

RiPP enzymes are diverse [188], and many of these modifications can provide favorable 

medicinal properties such as increased membrane permeability [189], conformational 

constrainment [189, 190], proteolytic stability [191], and improved pharmacokinetics [192]. 

Interestingly, in our DAA680 hit, we seemed to have selected for modification dependence of 

only two of the three modifying enzymes (Figures 3.1-2a and 3.1-2c). Due to the non-specific 

nature of DAA680’s inhibition activity, it is not certain that the heterocycle at position 9 is 

necessary for bioactivity. One possibility is that LynD heterocyclization may simply reduce 

the degradation rate of DAA680, increasing its effective concentration. The effect of 

modification enzyme dependent expression levels should be considered whenever 

modification-dependent bioactivity is observed via intracellular biosensors. 

Non-specific activity is a universal issue that has plagued high-throughput screening 

campaigns for decades [184, 193-196]. While the highly-concentrated and crowded nature of 

the E. coli cytoplasm  has quite different properties from the relatively dilute solutions used 

in high-throughput screens [197-199], we can look towards the extensive literature describing 

non-specific hits in high-throughput screens for insight into the mechanisms of DAA680 non-

specificity. There are a variety of chemical mechanisms that can lead to non-specific 

bioactivity, however colloidal aggregation is the most common, occurring at a rate of 1 to 3% 

in high-throughput compound libraries [200]. While we did not explicitly explore to inhibitory 

mechanisms of DAA680, one of the hallmarks of aggregation-based inhibition is a large 

inhibition curve Hill coefficient [182, 184], which we observed in our in vitro assay for CLpro 

activity (Figure 3.1-2f). Additionally, DAA680 has an amphipathic structure with a highly 

hydrophobic N-terminal sequence and a hydrophilic C-term (Figure 3.1-2d). We observed 



57 

 

similarly hydrophobic sequences in many of the other active hits pulled from the Recloned 

library (data not shown). Small, amphipathic peptides are known to exhibit colloidal 

aggregation [201-204], providing one possible route for our library members to exhibit non-

specific inhibition. 

Whether or not aggregation is the primary mechanism of non-specific inhibition in our 

system, there are several possible approaches to reducing the number of non-specific hits 

coming out of our screens. Earlier interventions in the selection campaign are obviously more 

time and cost-efficient. The earliest possible change is to alter the protease activity sensor 

selection conditions to encourage the enrichment of better hits. The PT5LacO promoter and RBS 

used to drive the production of our peptides in the selections was co-opted from our previous 

RiPP engineering efforts, which favored high expression levels for downstream isolation and 

mass spectrometry characterization. Even with the reduction of peptide expression after 

selection Round 1 (Figure 3.1-2b), we expect expression from PT5LacO to still be high at the 

IPTG concentrations used [139]. Micromolar concentrations of compounds have been shown 

to be sufficient for colloidal aggregation [180, 193]. This concentration is readily achieved in 

E. coli heterologous expression systems with strong promoters [205]. Furthermore, 

macromolecular crowding effects in the E. coli cytoplasm can encourage protein aggregation 

[198]. Like has been done in plate-based high-throughput screening methods [193], lowering 

the intracellular concentration of our library members via further IPTG reduction may 

increase the likelihood of specific hits. 

Another possible method of reducing non-specific inhibitors is to leverage the negative 

selection system developed and validated in this work (Figure 3.1-1h) with off-target 

proteases. Negative selections against non-specific hits are a fundamental step for many in 

vitro and cell-based selection technologies [139, 206-208]. In our selection campaign, one 

negative selection round was conducted without modifying enzymes to remove hits with 

modification-independent bioactivity (Figure 3.1-2b). In a similar way, negative selection 

rounds could be conducted against CLpro to enrich for variants that specifically inhibited 

PLpro. We note that while the HSVtk-based negative selection was relatively effective in our 

case, later experimentation determined that a PheS-RFP negative selection protein was a 

superior negative selection marker. This was due to the fact that the negative selection 

molecule for HSVtk, dP, was highly mutagenic and allowed many cells to escape from 

negative selection conditions (data not shown). 
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One of the primary contributions of this work is the exhaustive and generalizable 

characterization of CAT and HSVtk-based selections (Figure 3.1-1g and 3.1-1h). In the field 

of biotechnology, selections have been incredibly successful in producing bioactive 

compounds, however many selection-based approaches are ad hoc, difficult to monitor 

progression, and require extensive tuning for each new application. Since we fused 

fluorescent proteins to both CAT and HSVtk, we are able to explicitly define the relationships 

between intracellular protein concentrations, Cm/dP concentrations, and relative growth 

rates. Using basic active / dead protease controls (Figures 3.1-1c and 3.1-1d), we were able to 

estimate the ideal Cm/dP concentrations to use during selections. We validated this approach 

by explicitly looking at growth-rate changes in those active / dead controls (Figures 3.1-1g 

and 3.1-1h). Biosensors are a common input into cell-based selection methods [125, 139, 209-

213] and this same approach can be easily generalized to selection with any biosensor that 

has a transcriptional output. With our fluorescence-based characterization data, it is no 

longer necessary to optimize both the biosensor input and the selection system performance 

for every new target. One can simply tune / optimize the biosensor to provide an output in 

the valid expression ranges defined by our characterization. This should enable rapid 

deployment of novel cell-based selections for molecules with diverse bioactivities. 

3.1.3 Materials and Methods  

3.1.3.1 Strains, media, and chemicals.  

 

E. coli NEB 10-beta (C3019I, New England BioLabs, Ipswich, MA, USA) was used for all 

routine cloning. E. coli Marionette-Clo (with chloramphenicol resistance marker removed 

using the FRT sites) was used for all selection experiments [214]. E. coli Marionette-X, a 

Marionette-compatible derivative of NEB Express (C2523I, New England BioLabs, Ipswich, 

MA, USA) was used for large-scale peptide expression experiments. TB (T0311, Teknova, 

Hollister, CA, USA) supplemented with 0.4% glycerol (BDH1172-4LP, VWR, OH, USA) was 

used for all selection experiments and peptide expression. 2xYT liquid media (B244020, BD, 

Franklin Lakes, NJ, USA) and 2xYT + 2% agar (B214010, BD, Franklin Lakes, NJ, USA) 

plates were used for routine cloning and strain maintenance. SOB liquid media (S0210, 

Teknova, Hollister, CA, USA) was used for making competent cells. SOC liquid media 

(B9020S, New England BioLabs, Iwsich, MA, USA) was used for outgrowth. Unless noted 
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otherwise, cells were induced with the following chemicals: cuminic acid (268402, Millipore 

Sigma, Saint Louis, MO, USA) added as 1000X stock (200 mM) in EtOH or DMSO; 3-

oxohexanoyl-homoserine lactone (3OC6-AHL) (K3007, Millipore Sigma, Saint Louis, MO, 

USA) added as a 1000X stock (1 mM) in DMSO; anhydrotetracycline (aTc) (37919, Millipore 

Sigma, Saint Louis, MO, USA) added as a 1000X stock (100 µM) in DMSO; isopropyl β-D-1-

thiogalactopyranoside (IPTG) (I2481C, Gold Biotechnology, Saint Louis, MO, USA) added as 

1000X stock (1 M) in water. Cells were selected with the following antibiotics: carbenicillin 

(carb, C-103-5, Gold Biotechnology, Saint Louis, MO, USA) added as 1000X stock (100 mg/mL 

in H2O); kanamycin (kan, K-120-10, Gold Biotechnology, Saint Louis, MO, USA) as 1000X 

stock (50 mg/mL in H2O); spectinomycin (spec, S-140-5, Gold Biotechnology, Saint Louis, 

MO, USA); and chloramphenicol (Cm, C-105-5, Gold Biotechnology, Saint Louis, MO, USA). 

Liquid chromatography was performed with Optima Acetonitrile (A996-4, Thermo Fisher 

Scientific, MA, USA) and water (Milli-Q Advantage A10, Millipore Sigma, Saint Louis, MO, 

USA) supplemented with LCMS Grade Formic Acid (85178, Thermo Fisher Scientific). The 

following solvents/chemicals were also used: Ethanol (V1001, Decon Labs, King of Prussia, 

PA, USA), Methanol (3016-16, Avantor, Center Valley, PA, USA), Ammonium bicarbonate 

(A6141 Millipore Sigma, Saint Louis, MO, USA), dimethyl sulfoxide (DMSO) (32434, Alfa 

Aesar, Ward Hill, MA, USA), Imidazole (IX0005, Millipore Sigma, Saint Louis, MO, USA), 

sodium chloride (X190, VWR, OH, USA), sodium phosphate monobasic monohydrate (20233, 

USB Corporation, Cleveland, OH, USA), sodium phosphate dibasic anhydrous (204855000, 

Acros, NJ, USA), guanidine hydrochloride (50950, Millipore Sigma, Saint Louis, MO, USA), 

tris (75825, Affymetrix, Cleveland, OH, USA), TCEP (51805-45-9, Gold Biotechnology, Saint 

Louis, MO, USA), and EDTA (0.5M stock, 15694, USB Corporation, Cleveland, OH, USA). 

DNA oligos and gBlocks were ordered from Integrated DNA Technologies (IDT) (San 

Francisco, CA, USA). 

 

3.1.3.2 Plasmids and genes.  

 

All protease detection circuit plasmids were generated via BsaI TypeIIs insertion into a 

pDAA352 backbone, which contains a ColE1* (p15 copy number) origin and Kan resistance 

marker. The modifying enzyme plasmid used during selections, pEG06_047 was constructed 

from previously-described modifying enzymes. For all protease-sensitive CP-dCas9 variants, 
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we started with the dCas9-CP199 variant described in [22] and used the -6AA C-term 

truncation. Inserting the cleavage sites for PLpro and CLpro resulted in linkers 

RIDLTLKGGAPTDKKY and RIDLSVKLQSGFDKKY, respectively, where underlined 

portions are the cleavable linker and flanking regions are the original dCas9 N-term and C-

term. Superfolder GFP (GFP) [215] and mScarlet-I (RFP) [216] were fused to the N-term and 

C-term of CAT and HSVTK with a GG and AEAAAKEAAAKAAAAKA (H-linker [217]) 

linkers, respectively. 

 

3.1.3.3 Fluorescence readout assays.  

 

Experiments were initiated by picking single colonies into 1mL TB + antibiotics. Overnight 

growth (~20 hr) was then performed at 30 in 2 ml 96-deep-well plates (USA Scientific, 

Orlando, FL, USA) sealed with an AeraSeal film (Excel Scientific, Victorville, CA, USA) at 

900 r.p.m. in a Multitron Pro shaker incubator (INFORS HT, Bottmingen, Switzerland). If 

induction was not necessary (as for constitutive systems), samples were then prepared for 

cytometry analysis as outlined in “flow cytometry analysis”. If induction was necessary, 

cultures were then diluted 1:1000 into inducing conditions by adding 1 L of saturated 

overnight culture into 1mL TB + antibiotic(s) + inducer(s). This was then grown overnight 

(~20 hr) in the same conditions and prepared for cytometry analysis the next day. 

 

3.1.3.4 Flow cytometry analysis.  

 

Fluorescence characterization was performed on a BD LSR Fortessa flow cytometer with the 

HTS attachment (BD, Franklin Lakes, NJ, USA). Samples were prepared by diluting 

saturated overnight cultures 1:600 by adding 0.5 L of cell culture into 300 L of PBS 

containing 0.2 mg/mL Kan. All samples were run in high throughput mode at a flow rate of 

0.5 L/s. PBS-only wells were ran between sample wells to prevent cross-sample carryover. 

Fluorescence measurements were made using the blue (488 nm) and green (532 nm) lasers 

for GFP and RFP, respectively. GFP fluorescence readings were derived from the FITC-A 

channel (PMT voltage of 400 V) and RFP / mScarlet-I readings were derived from the PE-

Texas Red-A channel (PMT voltage of 650 V). The FSC and SSC voltages were 650 V and 270 



61 

 

V, respectively. At least 20,000 events were collected for each sample and the Cytoflow 

Python package (https://github.com/cytoflow/cytoflow) was used for downstream analysis. 

Gating was completed by fitting a 2D Gaussian function to the FSC-A and SSC-A 

distributions and excluding all events greater than three standard deviations from the mean. 

When a single summary statistic is derived, the median fluorescence value of the distribution 

is used. 

 

3.1.3.5 Relative growth assays.  

 

Saturated overnight cultures were created as described for cytometry induction assays. Cells 

were brought into exponential growth by diluting 6.5 L of overnight culture into 1mL TB + 

antibiotics (OD ~0.08). These cultures were grown for 2 hours using the same growth 

conditions until an OD ~0.2. Cultures were then OD-matched and then diluted to OD = 0.01 

in varying amounts of Cm, dP. 200 L of these cultures were grown in BioTek Synergy H1 

plate reader with shaking for at 30C. Continuous OD600 measurements were taken for 16 

hours. Single-sample growth rates were derived by log-transforming the OD600 

measurements, and extracting the linear portion of the curve with the maximum slope with 

custom Python scripts. This slope corresponds to the exponential growth rate constant for 

that given sample. See Supplementary Figures 3.2-3 and 3.2-4 for representative examples 

of growth curves and their fits. A normalization strain (sDAA626 with plasmid, pDAA424: 

Terminator-sfGFP:CAT-hsvtk:mScarlet) was also inoculated across 3 different locations in 

each plate. Single-sample growth rates were normalized by dividing each samples’ growth 

rate by the mean maximum growth rate of the normalization strain ran within the same 

plate. 

 

3.1.3.6 Constitutive promoter expression calculations.  

 

A series of six different constitutive promoters (and one terminator) were placed in front of 

the sfGFP-CAT-HSVtk-RFP cassette to generate a range of expression levels. The expression 

level of CAT and HSVtk was assessed by the fluorescence of their fused fluorescent proteins. 

Following the protocols in described in Induction assays for cytometry and Flow cytometry 

https://github.com/cytoflow/cytoflow
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analysis, fluorescence values were derived from three different experiments performed on 

three different days. The mean fluorescence value of the three replicates is used to define the 

expression level of the promoter in fluorescence units. See Supplementary Figure 3.2-2a and 

2b for all replicate values. 

 

3.1.3.7 DAA680 expression and purification.  

 

Peptide (pDAA646) and LynD-only (pEG07_160) plasmids were transformed into E. coli 

Marionette-X and plated on 2xYT agar + Kan + Carb. The next day, single colonies were 

picked into 30 mL LB + antibiotics and grown overnight at 30 C, 250 r.p.m. 10 mL of 

saturated overnight culture was then subcultured into 0.5 L of TB + antibiotics and incubated 

at 30 C, 250 r.p.m. After 3 hours (OD ~1) 1 mM IPTG and 100 M Cuma were added to induce 

the peptide and modifying enzyme. The cultures were then transferred to 18 C growth at 250 

r.p.m. for 20 hours. These cultures were then spun down and freeze-thawed to promoter lysis. 

Lysed cells were then centrifuged to remove cellular debris and the supernatant was kept. 

Nickel columns were used for His-tag purification. After His-tag pulldowns, the peptide was 

eluted and then dialyzed overnight to remove salts. LynA cleavage was then performed for 

24 hours at 37C before a methanol crash. Solid phase extraction was used to isolate the 

cleaved peptide and HPLC and subsequent lyophilization lead to highly-pure compound.  

 

3.1.3.8 In vitro protease activity assays.  

 

All protease assays were conducted in a BioTek Synergy H1 plate reader without shaking for 

1 hour at 37C. BPS Bioscience protease assay kits were used for both PLpro and CLpro assays 

(#79995-1 and #78015, respectively). Wavelengths of 360 nm / 460 nm were used for 

excitation / emission. Assuming valid Michaelis-Menten conditions, initial velocity V0 values 

were extracted by fitting a linear function to the 460 nm emission with respect to time 

between 20 and 40 minutes. Normalized V0 for each protease was calculated by dividing each 

reading by the V0 of the protease-only well. Hill function fits of protease inhibition curves 

used Python’s scipy.optimize.curve_fit() function to fit y = ymax/(1+(x/KI)^n), where y is V0, x 
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is the inhibitor concentration, KI is the IC50 for the inhibitor, n is the Hill coefficient, and 

ymax is the maximum V0 observed. 
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3.1.4 Figures 

 

Figure 3.1-1: An in vivo selection system for protease inhibitors 

(a) Schematic of the viral lifecycle intervention point for viral protease inhibitors. Viral 

PLpro and CLpro autocatalytic cleavage sites are shown with red and blue triangles, 

respectively. Released PLpro and CLpro proteases are shown in red and blue, respectively. 

(b) Schematic of a caged-dCas9 protease inhibitor detection synthetic genetic circuit. “Caged” 

(inactive) dCas9 is colored gray and the “uncaged” (active) form is shown in white. The 
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constraining linker containing the protease cut site is indicated in red. (c) sfGFP-CAT 

expression levels for PLpro and CLpro protease inhibitor detection systems. Expression from 

circuits with both active and dead versions of the proteases are shown in white and gray, 

respectively. Dashed reference lines are the mean fluorescence values for normal dCas9 and 

dCas9 with a non-targeting sgRNA (NT sgRNA) (see Supplementary Figure 3.2-1). (d) Same 

as for (c), but showing HSVtk-RFP expression levels (see Supplementary Figure 3.2-1 for 

dCas9 control reference value determination). (e) Schematic showing positive selection for 

CAT-producing cells with chloramphenicol (Cm). (f) Schematic showing negative selection 

against HSVtk-producing cells with dP. (g) Relative growth values for the positive selection 

system across different Cm concentrations. CAT expression values on the x-axis were 

determined from flow cytometry measurements of the fused sfGFP protein (see Methods and 

Supplementary Figure 3.2-2). Dashed reference lines are the mean sfGFP-CAT fluorescence 

values for the active and catalytically-dead PLpro systems shown in (c). Representative 

growth curve fits of a single replicate are shown in Supplementary Figure 3.2-3. (h) Relative 

growth values for the negative selection system across different dP concentrations. HSVtk 

expression values on the x-axis were determined from flow cytometry measurements of the 

fused RFP protein (see Methods and Supplementary Figure 3.2-2). Reference lines are the 

mean HSVtk-RFP fluorescence values for the active and catalytically-dead PLpro systems 

shown in (d). Representative growth curve fits of a single replicate are shown in 

Supplementary Figure 3.2-3. (i) Relative growth rates for active and dead protease controls 

in the positive selection system across a range of Cm concentrations. Representative growth 

curve fits of a single replicate are shown in Supplementary Figure 3.2-4. Values of Cm (µM) 

= [0, 3.91, 7.81, 15.6, 31.3, 62.5, 125, 250, 500, 1000, 2000]. (j) Relative growth rates for active 

and dead protease controls in the negative selection systems across a range of dP 

concentrations. Representative growth curve fits of a single replicate are shown in 

Supplementary Figure 3.2-4. Values of dP (nM) = [0, 19.5, 39.1, 78.1, 156, 313, 625, 1250, 

2500, 5000, 10000] For subfigures (c), (d), three experimental replicates were measured on 

three separate days and are shown with a bar drawn at their mean value. For subfigures (g), 

(h), (i), and (j), all growth values are normalized to the sDAA626 strain, which was ran in the 

same plate on the same day (Methods). For subfigures (g), (h), (i), and (j), single points are 

the mean of three replicates performed on three separate days. Standard deviations of each 

measurement are indicated with error bars. 
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Figure 3.1-2: PLpro protease inhibitor selection campaign and result 

(a) Intended post-translational modification pattern for the trunkamide-derived RiPP library 

members. Three enzymatic modifications are shown. Residues that are being modified in a 
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given step are colored blue and red indicates that they were modified in the previous step. 

NNK-randomized amino acids are designated with X. An amino acid scale is shown relative 

to the start of the diversified library core. (b) Selection campaign used to derive DAA680. For 

Rounds 1, 2, 3, and 5, cytometry distributions are from stationary-phase, post-selection 

cultures with all inducer conditions derived from the previous selection round. Round 4 

cytometry was derived from a fresh outgrowth of post-negative selection culture without dP 

and with modifying enzyme induction (Methods). The “Recloned” cytometry distribution was 

derived from the final recloned library. All distributions are the result of a single 

experimental replicate collected during the selection campaign. (c) PLpro inhibitor detection 

circuit readout showing the putative modifying-enzyme-dependence of the isolated hit, 

DAA680. In all cases, the peptide was induced with 62.5 µM IPTG. Eight different modifying 

enzyme combinations were derived from combinations of 0 / 0.2 µM aTc (LynD), 0 / 10 µM 

OC14-AHL (TruA), and 0 / 100 µM Cuma (TruG). Dashed lines show the circuit’s output with 

catalytically-active (PLpro) and catalytically-dead (dPLpro) protease (see Figure 3.1-1c). An 

arrow indicates the modifying enzyme combination with the most inhibition. (d) The 

modification state with the most activity as suggested by synthetic genetic circuit assessment 

in (c) and isolated via large-scale production and purification (see Supplementary Figure 3.2-

6 for isolation procedure and mass spectrometry structural verification). (e) Non-specific 

protease inhibition of DAA680 observed with the PLpro and CLpro inhibition detection 

circuits. Peptide induction conditions are 0 / 62.5 µM IPTG, and LynD / TruA were induced 

together with 0 / 0.2 µM aTc (LynD) and 0 / 10 µM OC14-AHL (TruA). Red and blue dashed 

lines show the fluorescence from the active and dead protease controls for PLpro and CLpro 

systems, respectively (see Figure 3.1-1c). (f) In vitro assessment of PLpro and CLPro 

inhibition by DAA680. Initial velocity (V0) values were derived from the time-dependent 

change in fluorescence of the probe and were normalized to the 0 µM DAA680 condition. Data 

points are derived from a single replicate. Lines are model fits of the Hill function to all 

replicates (Methods) with fit parameters in Table 1. For subfigures (c), (d), three 

experimental replicates were measured on three separate days and are shown with a bar 

drawn at their mean value. 
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3.1.5 Tables 

Table 3.1-1: Hill function parameter fits for inhibition by DAA680 within in vitro 

protease assays 

Protease ymax Ki (M) n a 

PLpro 1.02 85.2 - 

CLpro 1.07 13.8 2.5 

a) Hill coefficient n could not be accurately determined for PLpro since concentrations were 

not high enough to reach full inhibition. 
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3.2 Supplementary 

 

Figure 3.2-1: dCas9-based circuit controls 

This is a companion figure to Figures 3.1-1c and 3.1-1d. (a) Schematic of the expected 

performance of the standard dCas9 circuit with promoter-targeting (p8) and non-targeting 

(NT) sgRNAs. (b) Fluorescence output of sfGFP-CAT for on-target (p8) and non-targeting 

(NT) sgRNAs. (c) Fluorescence output of HSVtk-RFP with dCas9 controls for on-target (p8) 

and non-targeting (NT) sgRNAs. For subfigures (b) and (c), three experimental replicates 

were measured on three separate days and are shown with a bar drawn at their mean value. 

These mean values are shown in Figure 3.1-1c, and Figure 3.1-1d. 
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Figure 3.2-2: Constitutive promoter strengths for relative growth rate experiments 

This is a companion figure to Figures 3.1-1g and 3.1-1h. (a) Fluorescence values of sfGFP-

CAT for the constitutive promoters (and terminator, T) used to test positive selection growth 

rates at different expression levels. Mean fluorescence values are used to define the x-axis 

values in Figure 3.1-1g. (b) Fluorescence values of HSVTK-RFP for the constitutive 

promoters (and terminator, T) used to test positive selection growth rates at different 

expression levels. Mean fluorescence values are used to define the x-axis values in Figure 

3.1-1h. 
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Figure 3.2-3: Raw growth curve data and fits for positive and negative selection 

system testing with constitutive promoters 

This is a companion figure to Figures 3.1-1g and 3.1-1h. (a) Experimental plate setup for the 

relative growth assay. Positive and negative selection wells are colored green and red, 

respectively. Strains in each well are indicated. Location of normalization strain sDAA626 is 

also shown. (b) Raw growth curves for a single representative replicate of the experiment. 

For all subplots, x-axis values are the time in minutes and y-axis values are OD600 readings. 

The portion of the growth curve that was algorithmically chosen to define each well’s growth 

rate is highlighted in orange (see Methods). 
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Figure 3.2-4: Raw growth curve data and fits for active / dead protease controls 

This is a companion figure to Figures 3.1-1i and 3.1-1j. (a) Experimental plate setup for the 

relative growth assay. Positive and negative selection wells are colored green and red, 

respectively. Cm and dP values within each well correspond to the values shown below the 

plate that match their color (no wells have both Cm and dP). Strains in each well are 

indicated. Location of normalization strain sDAA626 is also shown. (b) Raw growth curves 

for a single representative replicate of the experiment. For all subplots, x-axis values are the 

time in minutes and y-axis values are OD600 readings. The portion of the growth curve that 

was algorithmically chosen to define each well’s growth rate is highlighted in orange (see 

Relative growth assays in Methods). 
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Figure 3.2-5: Activity and modification enzyme dependence of isolated PLpro 

inhibitors 

(a) Fluorescence measurements of the 24 colonies isolated from the final recloned library. 

Each clone was tested under three conditions: no peptide and no modifying enzyme induction 

(0/0), no modifying enzyme with peptide induction (0/IPTG), and modifying enzymes with 

peptide induction (Mod / IPTG). When induced, modifying enzymes were induced with 0.2 

µM aTc, 10 µM OC14-AHL, and 100 µM Cuma. When induced, peptide was induced with 62.5 

µM IPTG. (b) Raw cytometry profile of the modification-dependent hit found in the screen 

shown in part (a). All data points are derived from a single replicate. 
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Figure 3.2-6: Testing DAA680 for AntiCRISPR activity 

(a) Schematic representation of how the dCas9 circuit would be expected to perform if we 

had selected for an AntiCRISPR RiPP. Active dCas9 is indicated in white and the inhibited 

dCas9 is indicated in gray. (b) Standard dCas9 repression circuit readout showing with 

expression of DAA680 and eight different modifying enzyme expression combinations. 

Unmodified peptide induced with 0 / 62.5 µM IPTG. Eight different modifying enzyme 

combinations were derived from 0 / 0.2 µM aTc (LynD), 0 / 10 µM OC14-AHL (TruA), and 0 / 

100 µM Cuma (TruG) inducer concentrations. Reference dashed lines are the mean 

fluorescence values for normal dCas9 and dCas9 with a non-targeting sgRNA (NT sgRNA) 

(see Supplementary Figure 3.2-1b for dCas9 control replicates). Three experimental 

replicates were measured on three separate days and are shown with a bar drawn at their 

mean value. 
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Figure 3.2-7: Production and purification of DAA680 

(a) Schematic representation of the peptide production and purification process for DAA680. 

For large-scale production and purification, the TruA homolog, LynA, is used to conduct in 

vitro N-terminal cleavage rather than TruA. (b) The total ion chromatogram (TIC) of the 

final HPLC-purified DAA680 peptide. The time slice used to generate the mass spectrum in 

(c) is shown in gray. (c) Mass spectrum of the time slice shown in (b) indicating that the 

singly-charged DAA680 peptide is the primary constituent. 
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