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Abstract

Recent history is littered with examples of software vendors betraying user trust, exposing the public to exploitable code, data leaks, and invasive privacy practices. Undirected security research may be insufficient for preventing such foreseeable and preventable failures, as these problems are often the result of misaligned vendor incentives rather than the technical specifics of the systems themselves.

This dissertation illustrates the utility of security research that is motivated explicitly by the goal of realigning incentives of market actors toward providing better security. We find that a research approach guided by a deep understanding of the economic, regulatory, and technical attributes of the actors involved is crucial for solving important societally-relevant problems in computer security. We present three case studies in applying this vision:

Our first case study considers vulnerability discovery as applied to Internet voting. We perform a security analysis of the dominant Internet voting systems used in U.S. federal elections, including those used in the 2020 U.S. presidential race. We find that, despite decades of research in cryptography and voting, all deployed systems are of simplistic design and suffer basic security and privacy problems, supporting the conclusion that the market is in failure.

Our second case study involves designing cryptography to disincentivize (rather than prevent) bad behavior through the example of deniability in messaging. We find that the evolution of the email ecosystem has inadvertently resulted in most messages being nonrepudiable, incentivizing email theft and public exposure of private data. We present cryptographic constructions that solve this problem while fitting in with email’s already complicated ecosystem.

Our final case study involves government requests to mandate law enforcement access to encrypted data, colloquially known as ‘backdooring’ encryption. We perform a security analysis of technical proposals to provide such government exceptional access, and find that they would cause untenable security and privacy risks.

Finally, we conclude with a discussion of security research as a public good, and provide direction for future work.
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Chapter 1

Introduction

We entrust digital systems with incredible control over our daily lives, surrendering our finances, sensitive health data, constant location records, and our most personal communication. It is unlikely that this trend will reverse — luminaries studying human computer interaction have long predicted that digital systems will become far more ubiquitous, “...weaving themselves into the fabric of everyday life until they are indistinguishable from it” [313].

Unfortunately, the implicit trust we place in these systems is often broken, as their vendors repeatedly create insecurity as the result of foreseeable and preventable failures. Service providers suffer preventable data breaches by carelessly skipping patches that mitigate long-known vulnerabilities [50], mobile phone vendors sell devices with malware pre-installed to unsuspecting users [136], and the firms we trust with our most closely-held interpersonal communication willfully violate user privacy for economic gain [88]. A recent large-scale study of consumer IoT system firmwares confirmed that many deployed systems contained known-exploitable code, baked-in private keys, and a lack of basic compiler mitigations [91], while another 15-year longitudinal study found that manufacturer updates to IoT systems were more likely to remove security protections than add them [95]. And, when devices finally reach do reach the end-user, misinterpretation of the systems’ guarantees or laziness in user implementation often result in weak or outright broken security [18].

So, why do such avoidable failures keep occurring? The answer is likely not wholly
technical, as the presence of these issues themselves indicate causes extrinsic to the technical specifics of the system in question — if security and privacy were valued, use of mitigations would likely be close to universal rather than (apparently) regressing! In fact, it is the growing consensus of the academic community that many vulnerabilities are caused by software vendors and users rationally choosing not to invest resources into securing their systems [19, 20, 163].

The growing societal importance of these systems further complicates the discourse surrounding security and privacy. Increasing use of encryption, for example, has afforded users greater security and privacy, but has led to law enforcement panic over loss of access to suspects’ data [3]. Users have been provided a greater ability to communicate, but may not understand that their messages in many cases are not entirely private, or that when shared they often carry an irrefutable proof of their authenticity [278]. Even functions core to the inner working of democracy — the machinations of elections and process of voting itself — have been increasingly digitized to allow for greater access, but the associated uncertainty over these systems security has led to distrust, allegations of fraud, and very real attacks [277, 279]. To better protect users, we must begin to navigate both the social complexity of these problems and incentivize better behavior by those we trust to manage our systems.

1.1 The Need for an Interdisciplinary Approach

Academic security research does not often confront these more complex, societally-relevant topics, as much of applied security research is motivated by a set of somewhat general and self-explanatory goals. A prototype system may be developed, for instance, to provide new and useful protections given some specific problem and setting with obvious utility to a hypothetical user. Other work may focus on the discovery of novel classes of vulnerabilities, or demonstration of widespread failures of protections, providing insight into the state of systems security and motivation for further study. These approaches can be very useful, but are also inherently limited, as neither are likely to be able (or, indeed, attempt) to grapple with wider societal challenges, nor
are they capable of explaining foreseeable failures.

The inadequacy of this context-oblivious approach has not gone unnoticed in the academic community. Recent essays by Kamara [181] and Rogaway [262] each admonish the cryptography research community for systematically failing to address societal concerns. In particular, Rogaway argues that academic security research has fallen prey to overly aesthetic “puzzle solving,” while Kamara laments how industry-oriented applied cryptographic research has become. Both Rogaway and Kamara argue that the community should begin to favor research that focuses on helping to prevent social ills, like unchecked mass surveillance and exploitation of marginalized communities.

However, their analyses largely stop there — while these works do an excellent job of motivating the need to provide societally-oriented technical work, there is very little insight as to how such research should proceed beyond a select few cases.\(^1\) It is imperative, then, that we expand on Kamara and Rogaway’s work, and consider how to engage in a more rigorous and generalizable way.

### 1.2 This Dissertation

This dissertation illustrates the utility of security research motivated explicitly by the goal of realigning incentives of market actors toward providing better security. Or, put in other words, that a research approach guided by a deep understanding of the economic, regulatory, and technical attributes of the actors involved is useful for solving important societally-relevant problems in computer security. This concept is explored through a series of novel technical works that, without this holistic understanding of the larger context, a researcher would be unlikely to follow. This has included security analyses that expose failing practices of vendors, the creation of cryptographic protocols geared towards disincentivizing (rather than preventing) bad actors, and research explicitly geared toward providing timely and relevant policy advice to regulators.

\(^1\)See [124] for further critique on Rogaway.
We begin in Chapter 2 with a short primer on prior work on economics and law in information security, and introduce some of the relevant concepts in the literature used in other chapters in this work. This also serves to provide further context, background, and motivation for the rest of the work. Specifically, we provide an in-depth analysis of the interplay between information asymmetry, security, and the (somewhat novel) concept of systems security as a credence quality of digital products — a designation that helps explain why such preventable failures are so common, and provides further justification for leveraging incentive alignment as a guiding principle of applied systems security.\(^2\)

In Chapters 3-5, we demonstrate the effectiveness of this framing through three case studies. Each chapter includes an explanation of the policy environment, followed by the technical work influenced by this understanding. A brief introduction to each chapter is presented below:

1) **Internet Voting.** Our first case study involves a problem core to the democracy: the market for electronic voting systems.\(^3\) We explore the regulatory regime and economic incentives surrounding electronic voting systems in the U.S., and find evidence that the market suffers from a myriad of issues including weak standards and regulation, limited transparency, principal agent problems, and significant information asymmetries between the purchasers of these systems and vendors, which are further complicated by the vendor to hiding or misrepresenting these systems’ security properties.

To confirm our suspicion that these failings would incentivize poor security, we performed a comprehensive security analysis of OmniBallot and Voatz, the two dominant Internet voting systems deployed in U.S. federal elections. We discovered that both systems suffered from a number of egregious security and privacy violations, including attacks that would allow a variety of adversaries to reveal, alter, or stop

\(^2\)This section draws on a larger, in-progress, joint work with Andrew Sellars.

\(^3\)This dissertation includes examples of flaws in voting systems deployed in real, high-stakes federal elections in the U.S. and abroad. The author would like to emphasize that nothing in this dissertation should be taken to indicate that any previous election was called incorrectly, and stands by the letter he signed along with 58 other security researchers affirming that there has been no convincing evidence of result-altering malfeasance in the 2020 U.S. federal election [7].
a voter’s private ballot or otherwise control the outcome of an election. These flaws were not errors of implementation, but of design — both systems were incredibly simplistic, with neither leveraging the decades of research available on cryptographic voting mechanisms.

The results in this chapter first appeared in “The Ballot is Busted Before the Blockchain: A Security Analysis of Voatz, the First Internet Voting Application Used in US Federal Elections,” and “A Security Analysis of the Democracy Live Online Voting System,” which were presented at Usenix Security ’20 [277] and Usenix Security ’21 [279], respectively. The work on the Voatz system was joint effort with James Koppel and Danny Weitzner, while the investigation of Democracy Live was with J. Alex Halderman. Finally, the chapter’s background on the systems requirements of voting (Section 3.1.2) was adapted partially from “Going from Bad to Worse: From Internet Voting to Blockchain Voting” [236], joint work with Sunoo Park, Neha Narula, and Ron Rivest.

2) Deniable Email. We continue in Chapter 4 with technical efforts to reintroduce deniability to the email ecosystem. Modern end-to-end encrypted messaging systems like Signal or iMessage use a number of methods to ensure that their messages are deniable, meaning that any future thief of these messages cannot prove to another party that the messages are real. It might be surprising to learn that email, a largely unencrypted medium, is not deniable, which has in-turn had real-world impact — most notably enabling WikiLeaks to publicly verify and publish a trove of stolen email provided to them by Russian intelligence during the 2016 U.S. Presidential Election. However, nonrepudiability of email has been an open problem in the literature since Off The Record’s deniable key exchange protocol was first introduced fifteen years ago [62].

Our key insight is that the goal of deniable messaging is largely unlike most security mechanisms in that its utility lies solely in its ability to disincentivize rather than prevent malicious activity. Conversely, a lack of deniability incentivizes malicious behavior: With cryptographic proof, an attacker can more easily sell stolen messages to third parties, blackmail the user, or publicly release sensitive communication with
a high level of built-in credibility. This understanding provided more degrees of freedom in our implementation than previous attempts, and motivated us to tackle this particular problem, while the fact that this problem persists despite this property being the result of human readable standards supports our argument that information asymmetry in systems security is incredibly difficult to overcome.

This chapter is largely adapted from “KeyForge: Mitigating Email Breaches with Forward-Forgeable Signatures,” with Sunoo Park and Matthew D. Green, which first appeared in *Usenix Security ’21*.

### 3) Encryption, Surveillance, and Key Escrow.

Our final case study (Chapter 5) presents a Systematization of Knowledge-style analysis of the impact of key escrow mechanisms on the security of the software ecosystem, as well as the rule of law, economy, and moral leadership. We find that all known key escrow mechanisms would force a reversal of current technical best-practices, and require solving likely insuperable technical, jurisdictional, and regulatory concerns.

While previous case studies focus on directing security research to identify current flaws or create new systems, this final chapter explores how one may leverage an understanding of technical security measures to prevent incoming regulation that would invariably misalign vendor incentives and introduce future vulnerabilities. This work demonstrates the importance of a melding techniques, in both understanding the societal and technological context.

Chapter 5 is adapted from “Keys Under Doormats: Mandating Insecurity by Requiring Government Access to all Data and Communications,” updated to include the impact and results following the publication of the work, and supplemented with historical information to contextualize the setting. This was a joint effort with Harold Abelson, Ross Anderson, Steven M. Bellovin, Josh Benaloh, Matt Blaze, Whitfield Diffie, John Gilmore, Matthew Green, Susan Landau, Peter G. Neumann, Ronald L. Rivest, Jeffrey I. Schiller, Bruce Schneier, and Daniel J. Weitzner.

The findings in this dissertation have already had significant real-world impact. As a direct result of our voting work, many jurisdictions altered or cancelled use of
these systems for the 2020 primary and general elections, and the research was at the center of the analysis in an Electronic Frontier Foundation-led Amicus Brief to the U.S. Supreme Court [92]. While standardization is still in-process, Jon Callas, an original author of the IETF specification we critiqued as causing trouble for email, has since publicly supported [73, 74] implementing our deniability protocol, and our work has ignited debate on the issue, and was covered in the popular press as “The right to be forgotten for email” [132]. Finally, as a result of our work on encryption and surveillance, Congress’s impending legislation was halted, a bipartisan House-Senate working group adopted our analysis [146], and a number of technical and policy proposals have followed.
Chapter 2

Background: Information Security, Economics, and Law

This chapter presents a short introduction to concepts in law, economics, and information security that will be used in many other sections of this dissertation to motivate security and privacy research. We introduce the concept of security as a credence quality of digital systems, a definition in economic theory helps explain why preventable failures occur, and provides justification for considering incentive alignment as a guiding principle of applied systems security research. In other words, the goal of this section is to argue that security research should be seen as a tool for realigning incentives and ameliorating information asymmetries in market economics as a part of a larger system of consumer protection.

We begin in Section 2.1 with an introduction that motivates the need for a new legal and economic framework for security research. Continuing in Section 2.2, we argue that it is necessary to update the existing literature to include an analysis of information asymmetry, and provide a short explanation of the relevant works in economics and law. Finally, we discuss how this updated understanding allows us to take lessons from other sectors and apply them to regulation of software for improved security (Section 2.3), and conclude in Section 2.4 with a discussion of how this framework helped guide the security research presented in other sections of this dissertation.
2.1 Introduction

A core complication in regulating software as a market is the deeply *asymmetric* relationship between the user and software vendors — individual users cannot be expected to understand how these systems work, let alone defend themselves from a developer’s (potentially) malicious behavior. Take, as a simplifying example, a user’s commodity smartphone. In practice, any such device represents an immensely complicated system developed and maintained by a myriad of software and hardware vendors, standards organizations, and various other third-parties. The result is complication to the point of inscrutability; it is unlikely that any one *institution* can have a full understanding of the components of the end system, let alone a user. Even assuming one were to get full access to schematics, code, and design documents of their device, they would *still* need an expert level of time and expertise to perform an audit capable of estimating if the developers had followed best practices.\(^1\)

The reader might find it surprising that the academic legal literature that studies security, and particularly the process of adversarially understanding a product through reverse engineering, does so mainly through the lens of interoperability, innovation, intellectual property, and competition policy. For example, the leading analysis of the legal treatment of reverse engineering comes from Pamela Samuelson and Suzanne Scotchmer in 2002 [266], which addresses a wave of protectionist intellectual property legislation and international trade agreements that have placed the practice of reverse engineering under threat.

As Samuelson and Scotchmer put it:

“\[^1\]he legal rule favoring reverse engineering in the traditional manufacturing economy has been economically sound because reverse engineering is generally costly, time-consuming, or both. Either costliness or delay can protect the first comer enough to recoup his initial research and development (R&D) expenditures. If reverse engineering (and importantly, the

\(^1\)Indeed, as we will see in Chapter 4, completely open standards are still so opaque to everyday users as to present steep barriers to common sense understanding of the system’s security and privacy guarantees.
consequent reimplementation) of manufactured goods becomes too cheap or easy ... it may be economically sound to restrict this activity to some degree.” [266]

As indicated by their caveat about “reimplementation,” key in their analysis is that the end goal of the reverse engineer is to implement a competing product, and that any restraints on reverse engineering should be very narrowly tailored to “parasitic activities” such as “market-destructive reimplementations of innovations.” Samuelson and Scotchmer do later indicate some broader public benefits, but their focus, as with others, remains on impact reverse engineering will have on the incentive to create new technologies and works.

Other reverse engineering scholarship similarly focuses its analysis on the development of new and interoperable software [35], as do the courts. Even those who argue for removing restraints on reverse engineering tend to do so through the lens of innovation theory, or some general sense that one should have the “freedom to tinker” with their own purchases, and not with any broader recognition of the heightened public role that software plays in modern life and how reverse engineering can help hold system vendors accountable.

2.2 Expanding the Legal & Economic View of Security Research

Such competition-based framing fails to account for the public need of expert analysis to protect consumers from malicious, fraudulent, and privacy invasive software. Though analysts often gain some indirect or limited remuneration (e.g. through academic and journalistic publishing, peer recognition, or a bug bounty payout), or direct remuneration (e.g. via a contract consulting engagement), many did so without the intent of creating new or competing products at all.

---

2 See, e.g., Bonito Boats, Inc. v. Thunder Craft Boats, Inc., 489 U.S. 141, 160–61 (1988) [61] (noting that reverse engineering induces new product innovation and “may act as a spur to the inventor, creating an incentive to develop inventions that meet the rigorous requirements of patentability”).
However, similar to Samuelson and Scotchmer, we find that one need not depart from an economic analysis to explain an expanded role for reverse engineering. In fact, we must do little more than incorporate what has already been said on the subject by those in the computer security, and law and economics communities (albeit separately).

The computer security literature has repeatedly discussed software security and privacy as an economic problem largely stemming from misaligned incentives, vendor lock-in, and the asymmetric relationship between the user and software vendors [19, 20, 220, 19]. At the intersection of Human-Computer Interaction (HCI) and security, researchers have found that users often rationally choose not to follow security advice from experts due to the time and effort doing so would require [163], often do not understand the security and privacy properties of the systems they use [182], and that many available techniques are so difficult to use that they are practically worthless [317].

In a similar vein, the economics literature has much to say about markets for products that suffer from asymmetric information – in which sellers have important information not known by purchasers. As will be explained in later sections, these information asymmetries generally lead to bad outcomes for the purchaser, and, at the worst, can result in an entire market for “good” products failing to exist at all. The goal of many proposed regulatory interventions in classic welfare economics is to improve efficiency by ameliorating or removing this asymmetry, or by forcing the market to consider other values that are in the public interest.

To aid in their analyses of the markets for different products, economists often find it helpful to split goods into three categories according to the difficulty of mitigating the information asymmetry between purchasers and sellers: These are search, experience, and credence goods. These are not hard-cutoff definitions, but a spectrum describing the amount of asymmetry that exists in the market. Indeed, some parts of a product might be more asymmetric than others, such that good might be partially an experience good and partially a credence good. In this case, we would describe this as a product with a quality that is of a particular type, e.g., a “credence quality.” We briefly explore each category below and discuss their relevancy (or lack thereof) to software security.
2.2.1 Search Goods

Search goods (or qualities) are products (or aspects of products) whose value is obvious from their inspection, leading buyers and sellers to have little-to-no asymmetry of information. For example, a purchaser will likely know almost everything about a nail before it is finally purchased — the size, weight, melting point, and material makeup of the physical object is easily understandable, measurable, and standardized. Buying clothes follows a similar formula, as a buyer can usually try the product on, test it, and understand if the garment is right for them before actually finalizing the deal.

The upshot of search goods is that they are often the simplest to regulate. The purchaser has little difficulty knowing what product they need, and the seller would have a difficult time scamming their customers. As a result, the greatest challenge is determining market price, which requires (potentially) strenuous legwork and analysis by the buyer, but one does not need to buy the product to understand its value.

Unfortunately, there are qualities of software, especially of larger and more complex systems, that do not fit the definition of a search good, as understanding how a software-based product functions before it is purchased is difficult, if not impossible. It is often not possible for a user to fully understand the limitations, usability, and functionality of a software product from a short, in-person display or quick use-case; failure modes are often latent and only discovered after significant use.

Worse, modern software is more akin to a sustained service than a one-off purchase of a product [166]. In a way very unlike, say, a garment or a nail, software ages as external pressures such as the user’s other hardware, software, and operating system evolve; over time, software rot$^3$ requiring constant maintenance by the vendor via patches to sustain functionality, interoperability, and security. As a result, a need to repair and replace components of the system will almost always be necessary. In short, a program that was useful, secure, and otherwise non-harmful today may not be three weeks from now, and the distinction relies on how the developer chooses to provide

\[3\]Software rot” and “bit rot,” are ideas in the discipline of software engineering largely attributed to folklore, though they appear to originate from a the Jargon File, a compendium of software engineering terms compiled by operating systems engineers at MIT, Stanford, and Carnegie Mellon in the mid 70’s and early 80’s. See, generally, [253]
maintenance – a factor that cannot be known without purchase of the product.

2.2.2 Experience Goods

So, since usability, long-term support, and other factors cannot be determined before the product has been purchased, it is worth considering if software may instead fall into the category of an experience good; a product that requires purchase and use before the item’s true value can be known. Experience goods markets can be a bit tricky, as purchasers must price in the likely cost of whatever imperfections exist in the purchased product. This, in turn, may result in the market being naturally non-viable and require government intervention to avoid systemic failure.

Perhaps the most famous work on experience goods is Akelrof’s Market for Lemons [13], which argues that the inability for purchasers to understand what they are buying can easily lead to “lemons markets” in which good products are systematically driven out in favor of cheaper and poorer alternatives. Akelrof uses the market for used cars as a thought experiment to explain the concept. In his model, there are “lemons,” used cars that are below the market rate due to some sort of issue with the car, and “cherries,” which exist at or above the market rate. As rational actors, the sellers want to maximize profit, and should not sell their car below the market rate; all or most owners with vehicles worth more than the market (cherries) will refuse to sell. Purchasers inevitably notice that the average quality has decreased and will reply by lowering the price they are willing to pay, thus driving the market rate for these cars downward, resulting in more of the market’s cars to be above the average market price line. This process repeats until only the bottom-of-the-barrel “lemons” are left.

This concept, and its parallels to what has been happening in the software security world, has not gone unnoticed by those in the academic computer security community. Perhaps the most well-cited paper on the economics of information security is Anderson and Moore’s work, which explicitly references Akelrof:

“In some cases, security is even worse than a lemons market: even
the vendor does not know how secure its software is. So buyers have no reason to pay more for protection, and vendors are disinclined to invest in it.” [20] (emphasis added)

What Anderson and Moore are grappling with is the difficulty of categorizing software as a product. By calling software “worse than a lemons market,” they are arguing that, though it does appear to have the race-to-the-bottom problem of a lemons market, software security still does not fit neatly into the definition of an experience good, as it is a much higher bar to fix the information asymmetry involved. Indeed, if vendors themselves will not expend the extra time and capital to understand these properties themselves, how could they explain it to their users?

There are a few reasons that software cannot be easily defined as an experience good. Many properties of software, including its security and privacy features, are largely imperceptible to non-expert users and require painstaking review by experts to assess. Take, for example, a videoconferencing suite’s failure to implement end-to-end encryption: The average user cannot perform the analysis necessary to understand if the system is end-to-end encrypted, and, in the case that the user understands the concept itself, few will take the time or effort to instrument the software to figure out its limitations.

2.2.3 Credence Goods

When purchasers cannot adequately evaluate a quality of a product (or the value of the product itself) despite having purchased an had first-hand experience with its use, it is classified as a credence good. This is not to say that the value of credence goods or qualities are never known, just that understanding the value of the product instead requires some expert knowledge or analysis [97].

In many contexts, software behaves like a credence good, as users often cannot

\footnote{Indeed, “end to end” encryption is itself somewhat of an imprecise term based on the expectation of the user rather than having a technical definition in and of itself. For example, to which “ends” is the communication encrypted? Just between the user and the server, or between the user and all other users? The original definition of End to End comes from a seminal work in networking that refers mainly to client-server interaction, though the cryptographic definitions often refer to users.}
know much about how the system works. Even if some properties of the system are understandable to a user a priori (such as UI design, speed, some specific functionality, etc), security properties themselves are certainly almost impossible to assess by the average user and therefore represent credence qualities.

Worryingly, the need for this expensive analysis often leaves credence goods markets rife with fraud, as this intense information asymmetry can incentivize unscrupulous vendors to swindle their users with limited chance of detection. A classic example is a repair man: A customer may ask for a repair to be done, but, cutting corners, a contractor might use cheaper parts than necessary while charging the purchaser the full price. In the future, even if the same exact item requires repair again due to the previous repairman’s shoddy work, the purchaser may still never know if this failure was caused naturally or by fraud. In this case, the repairman is undertreating their customer by providing some weaker product than is required, but an unskilled buyer may never know.

And, just as a repairman can undertreat, so too can software developers. Failing to deploy security patches, respond to vulnerability reports by well meaning external researchers, apply unobtrusive compiler-based mitigations, use type-safe programming languages, or properly encrypt data are all instances of vendors potentially undertreating the security quality of their products. This sort of undertreatment appears to be a nontrivial factor in software security in particular: A recent large-scale study found 38 previously unknown vulnerabilities in over 600 device firmware images affecting hundreds of thousands of internet-accessible devices, while leveraging only automated, non-novel, free, and openly available vulnerability analysis tools [91]!

It is also worth noting that the converse can also happen – a disreputable expert could overtreat, providing a stronger, more costly treatment than what is required, to “upsell” the buyer. For example, a shifty car mechanic might suggest that it is necessary to replace an unsuspecting customer’s entire engine, when only a part needs to be fixed. Similarly, doctors often cannot undertreat patients for fear of malpractice, especially if the undertreatment would result in an obvious failure, but may instead opt to overtreat to boost their income. This seems to have been proven empirically;
studies have shown that, on average, doctors are less likely to prescribe costly medical procedures to a patient if that patient is also a doctor [120].

2.3 Regulating Software Security as a Credence Good

So, what does this definition of software security as a credence good tell us about how one should think about reverse engineering, security research, or software regulation in general? Unfortunately, this designation indicates that there are no simple answers — the economics literature explains that it is difficult to regulate credence good markets to maximize social welfare.

This is not to say that it is impossible to provide workable regulation in these settings. Services such as those provided by doctors may require extensive training, certification, often have to carry liability insurance. Repair services at the high end are often mediated by insurance companies that provide third party expertise on the needs of the consumer (e.g. if you need body work on your car, your insurance company may set a price that must be met by a body shop). Governments and third party payers may force these kinds of services to be subject to extensive price and quality controls. None of these systems are perfect, but they are strategies that are used to manage credence good challenges.

More formally, fraud in credence goods markets are often controlled through two main factors: liability and verifiability. Many works consider other factors, like homogeneity of purchasers, the ability to split diagnosis and purchasing costs (as in our earlier example of insurance setting prices), and other factors. For pedagogical purposes we focus on these two properties, as they have been proven to be the most generalizable.

In the economics literature, liability refers broadly to mechanisms that make vendors unable to provide a weaker treatment than what is necessary. In the legal sense, it represents the concept that one is obligated to behave in some way, under penalty of suit, tax, or other disincentive. Such regulation can be a strong incentive not to undertreat a consumer, but does not change overcharging or overtreatment.
Verifiability, conversely, is more concerned with the user’s ability to observe and demonstrate to the courts the value of the treatment that they received. The idea is that one cannot charge for an expensive procedure and then provide a cheap one instead, which prevents overcharging and overtreating. From these descriptions alone we can already begin to understand why certain regulatory attempts may fail to provide adequate cover for users. For example, a naive rule for critical code might require the vendor to divulge proprietary information about the product to allow for third party review. It is often the case that systems’ source, algorithms, and other sensitive information may need to be shared to provide worthwhile guarantees that the system has been, or can be, adequately examined by experts.

However, the exposure of this sensitive data alone may still be unhelpful. Though exposure of the system’s source may lower cost of expert analysis, providing this guidance is still often time consuming and difficult, and there may still be no incentive for researchers to do so. Worse, without any sort of liability, there may be no incentive for software vendors to modify their code given this expert guidance.

Finally, many of the questions that would determine negligence or liability require careful analysis of the system involved, a larger understanding of the software ecosystem, and an understanding of the intended use of the system. For example, how does one accurately judge if a product’s flaws are due to honest error, or a vendor’s lack of investment? And how much should we care if one system fails to apply a particular set of mitigations, while another succeeds? What are the user’s expectations of privacy, and the state of the art in securing this particular kind of system?

Answering these sorts of liability questions is often incredibly difficult, even with a full understanding of the system itself, as users’ security needs are also non-homogeneous. For example, the device and software used for basic email and web-surfing may be identical to what is being relied upon by heads of state for mission-critical communiques. Even in the simplest case of one software vendor that is aware of the security and privacy requirements of the consumer, the constituent subsystems, libraries, and platforms on which the system is built are likely not involved. If a device or service that is provided with an intended user-base is instead used in security-critical
situations, should *that* vendor be expected to provide that security? How?

It is worth noting that these sorts of complications explain the failure of transparency alone to provide substantive security guarantees (as argued by Kroll et al [189]) — security failures are usually a symptom undertreatment and cannot be helped by only making software more verifiable without allowing for any recourse.

More alarmingly, a game theoretic analysis by Dulleck and Kershbamer [111] indicates that a market lacking homogeneity, liability, and verifiability will trend toward a lemons-market-style failure. Follow-on work leveraging behavioral and experimental analysis further confirmed this finding [112], but also hearteningly found that, even without legal liability, roughly half of sellers will be honest. Presumably, to these sellers, social and moral norms may outweigh increased economic benefit. Other works consider the idea of a vendor being able to build a reputation as an honest broker, but studies have found that, in the absence of verifiability and liability, these reputation effects help increase the volume of sales, but have little impact on vendors propensity to cheat [119].

Less can help if the user lacks a motive to care about the security and privacy properties of the systems they use, and it is often the case that this assumption does not hold. In a practical sense, the consequences of a breach are often *externalities*, as the negative result is suffered not by the owner of the vulnerable or exploited device, or the vendor of the insecure code, but by another, unrelated third party. A botnet that has infected millions of IoT devices, for example, may do nothing to harm the system’s owner, but instead be leveraged for debilitating distributed denial of service attacks against other services [24].

Finally, it is worth considering the applicability of software licences as a partial solution. In particular, this credence good argument provides a practical backing to the need for *free software* licences, which ensure that users “have the freedom to run, copy, distribute, study, change and improve the software” [315]. As the source of such software is inherently open for analysis, and there is a sort of limited liability in that a failure to update or fix vulnerabilities may result in third parties copying, altering the code, and creating their own version, such licences do provide some protections
to the user. A notable example involves the history of the free cryptography library OpenSSL, which, after a critical vulnerability was discovered, had multiple parties creating their own versions of the software, each of which having significantly lower complexity and a decreased number of vulnerabilities as compared to the original [57].

2.3.1 Labeling: Lessons from Environmental Regulation

In 2021, Apple began requiring developers who deployed software through Apple’s app store to publicly list what information the app collects about the user. This “nutrition label” is then presented to users before downloading the app. Remarkably, these labels are self-reported, and are not verified by Apple in any way; they do not prevent the application developer from lying and hiding details about what data they collect. So, why would Apple do this at all, and is there any hope of these labels improving user privacy?

To better understand this tactic, we turn toward related work in economics and environmental regulation. Like security, the environmental impact of a product is a credence quality; one cannot know if a product has been made in some environmentally sustainable way, though consumers might value and factor this property into their purchasing decisions. As a result, companies often label their products with statements confirming their good standing, such as “dolphin safe tuna,” “EnergyStar,” and “free trade.” These monikers are called “Ecolabels,” and purchasers may choose to buy these products at a markup over other, unlabeled products of similar quality [80].

The economics literature has extensively studied labeling, finding various regimes effective depending on the specifics of the market. This has included paying or collaborating with third parties to affix labels and rate products, self-labeling without outside intervention, through industry standards organizations, and via mandated compliance from the government. In each of these cases, there have been incidents of successes and failures, largely dependent on the system’s ability to avoid unenforceable, arbitrary claims by vendors. These inaccurate or worthless claims might look like meaningful concessions to purchasers, but effectively increase information asymmetry, and may induce purchase of a harmful good under false pretenses.
Luckily (at least, for the U.S.), many Ecolabels have defined meanings that the U.S. government’s Federal Trade Commission (FTC) can enforce [149]. The FTC typically initiates an enforcement action after receiving a reason to believe that the law has been violated, often following an investigation. These investigations frequently begin by other legal bodies or the public raising an issue with the FTC, often through contacting the Commission via a signed letter, or the FTC’s Consumer Sentinel Network. Assuming there is reason to do so, the Commission then negotiates and settles virtually all of these cases, with the company usually agreeing to follow a legally binding guideline called a *consent decree* designed to ensure ongoing compliance [165]. False labels appear to be a pernicious problem in computer security. Many software vendors use nonsense terms like “doubly anonymized” or the insignificant “military grade encryption” (See, e.g., this dissertation’s Chapter 3 on voting for a worked example). And, though the FTC has guides that explicitly define what certain *environmental* words mean, there currently exists no worthwhile equivalent for security claims.

Despite not providing explicit guidance, the FTC has had significant successes in enforcing security and privacy labels. The FTC’s Enforcement actions have included fighting “deceptive” trade practices based on specific claims of security that the company failed to implement [170], more general claims based on insufficient notice of invasive activities [325], as well as through a company’s more general claims of “reasonable” or “industry leading” security practices that the FTC found to be lagging or unreasonable [169]. Privacy enforcement is replete with FTC actions based on broken promises, to the point that virtually every major online service operates under a consent decree from an FTC.

Unfortunately, the FTC’s ability to enforce accurate labeling is still limited. While the FTC retains notable technical experts that provide additional analysis and public communications for their work, the Commission operates with a relatively small staff and budget. It has the technical power to investigate, but despite considerable scholarly calls for the FTC to take a more proactive role in investigating online platforms, it tends to take a reactive posture to launching investigations and actions [305]. Scholars
have noted the importance of capturing the interest of FTC staff in order to drive action, and some of the original economic works on credence goods express doubt that regulators will be capable of keeping up without aid [97].

2.3.2 Security Researcher as “Information Supplying Activist”

All of this leads us to the utility of independent security research as a tool for incentivizing good behavior by firms. Specifically, it has been found that credence goods markets devoid of liability or verifiability can benefit significantly from activists exposing a company’s failure to comply with the labels they have professed to employ [34]. Critically, avoiding “cheap talk” of security requires outside accountability through reverse engineering and security analysis in order to provide verification of vendor’s labeling, opening them up to liability by regulators and competitive disadvantage when reputation is important. Further, it is likely that such research can raise the effectiveness of enforcing normative label values (e.g. that end-to-end encryption of a video call indicates that the communication is encrypted between users, and not the server and the user), which can hopefully lead to formally defined labels and other regulatory enforcement.

For example, the FTC has often relied heavily on public reporting and academic security research as a means of determining where to dedicate its limited resources. This can be seen most recently in its action against the videoconferencing suite Zoom [171]. As evidence in its complaint, the FTC cited a public statement about the company’s encryption configuration by Zoom’s Chief Product Officer, Oded Gal [134]. This statement was made a day after Micah Lee and Yael Grauer’s independent examination of Zoom for The Intercept, apparently in direct response to what Lee and Grauer had found [197]. Dissenting Commissioner Rohit Chopra specifically cites The Intercept’s reporting in arguing that the FTC should have imposed a greater sanction against Zoom. In a similar dissent, Acting Chair Rebecca Kelly Slaughter cited other independent research, including research into Zoom sharing LinkedIn information without consent and that Zoom’s cloud servers had a predictable URL structure which would allow others to guess where meeting recordings were saved.
Independent research has served as an input in a number of other FTC enforcement actions. The FTC’s action against Snapchat for falsely suggesting that messages disappeared permanently was informed by security research that inspected the temporary file system of the Snapchat application and discovered that “disappearing” images were in fact stored therein [170]. Independent security research firm Kryptowire performed a mixture of static and dynamic analysis to reveal that BLU Products, Inc. shared information that went beyond the scope of their privacy policy [228], leading to an FTC action [167]. Researchers at Stanford informed an FTC action against Epic Marketplace by discovering that the company engaged in “history stealing” on third-party websites, in contravention of its privacy statements [209, 168]. As more and more attention is paid on consumer protection issues in technology, this form of independent accountability will no doubt increase.

This form of research will no doubt play an even more significant role as the FTC broadens its privacy enforcement from cases involving exposure of data and security into broader notions of computational fairness and policing against bias in software outcomes. Studies around disparate algorithmic treatment, be that bias within tools used for employee hiring and recruitment [303], or race, gender, and intersectional bias within software tools like facial recognition [68], are all likely to inform any action the FTC decides to take in this area. This form of examination not only provides the ground truth of how the algorithms behave, but does so in a way that’s readily understandable by regulators. Ruha Benjamin has noted that for audits of this nature to be successful, they must be both independent and enforceable [48].

Remarkably, even if one is skeptical of the FTC and government intervention in general, there is still evidence that security research can help. An economics paper co-authored by the current head of Stanford’s Hoover Institution argues that “information supplying activists” can help regulate credence good markets by stochastically exposing malfeasance [123]. Their model indicates that, in the presence of this kind of adversarial relationship, the market equilibrium will move firms toward strategically choosing to adopt welfare maximizing practices as a means to avoid the harm inflicted. This is further explored in a number of other theoretical works discussing corporate social
responsibility.

It is notable that, though the document is very skeptical of regulators, the inaugural work on credence goods endorses a method bearing an eerie similarity to bug bounties:

“A form of governmental intervention which combines both [government quality standards and distributed monitoring] methods is for the government to prescribe standards for self-rated classes . . . which are then enforced by private individuals filing remunerative malpractice suits if the claimed standards are not met. This “bounty hunter” system effectively turns expert buyers into monitors for the less expert customers” [97].

However, this argument assumes that the company will not or cannot adversarially prevent experts from providing analysis of their system. As you will see in Chapter 3, our work on vulnerabilities in voting systems indicates that this concept would likely yield mixed results for software security, as companies may then be rationally incentivized to make it difficult to discover or expose flaws.

2.4 Conclusions

Through both new regimes and old, a common (yet infrequently acknowledged) theme is the importance of outside, permissionless monitoring to provide knowledge of breaches of obligations or confirm compliance with standards. It can confirm that the as-deployed or as-run system matches the system that may have gone through prior auditing and inspection. It can alert the public to a need to use legal tools of investigation and discovery. In short, reverse engineering and security analysis is the binding glue in our schemes for software accountability, and when paired with legal responses produces a level of quality control that cannot be matched by either law or technology alone.

We will see in Chapter 3 that looking for these fraudulent labels can help guide us to examine particular markets where security has likely failed, and the impact achieved serves as an existence proof that providing information to the market really can alter
behavior. Chapter 4 demonstrates that the information asymmetry between users and their systems is so fraught that security failures, even when encoded bold-faced in *publicly available standards*, may be so conceptually abstract as to be beyond the average user. However, that same chapter demonstrates how security research can work to realign incentives by altering such a system’s performance to obviate this asymmetry. Unfortunately, not all regulation in this space is well-founded to align incentives toward user security, as evident in the debate surrounding law enforcement access to encrypted data as discussed in our final Chapter 5, and so it may fall on security researchers to explain and prevent such failures from occurring.
Chapter 3

The (In)Security of Internet Voting

Intuitively, there are a number of reasons one might expect that the systems involved in real-world elections would be very difficult to break. In a practical sense, these systems are inherently important to the continued legitimacy of our democratic institutions, and the state should inherently want to ensure their designs are correct. Political and legal pressure, especially from losing parties, should naturally lead to further intense scrutiny. Even better, the needs and requirements for such systems have been extensively studied — quite literally since the time of Plato — so the design of elections systems should be very well understood. For digital systems, voting has been studied extensively in the cryptographic literature since the early 80’s, and served as motivation for some of the original works on multiparty computation and blind signatures.¹

The goal of this chapter is to demonstrate that, despite all of the natural arguments above, the economic and regulatory environment surrounding voting systems has led us to a place where voting systems (particularly those used in Internet voting in the U.S.) are not secure and not private. To do so, we present a security analysis of internet voting systems used in U.S. federal elections.

We begin in Section 3.1 with an overview of useful background on Internet voting systems in the U.S., the legal and policy status of such systems (3.1.1), and a tutorial

¹Indeed, we will see in Section 3.1.2 that the requirements for voting systems are often subtle and surprisingly hard to get right.
on the related work in security and cryptography of voting systems (Section 3.1.2). We then describe our methodology (Section 3.2), and provide an analysis for each voting system (Voatz in Section 3.3 and OmniBallot in Section 3.4). Finally, Section 3.5 concludes with a discussion summarizing the findings of these analyses and paths forward.

Before we begin, a disclaimer. This chapter includes discussion of vulnerabilities in voting systems deployed in real, high-stakes federal elections in the U.S. and abroad. We would like to emphasize that nothing in this chapter should be taken to indicate that any previous election was called incorrectly, and the author stands by the letter he, along with 58 other security researchers, signed affirming that there has been no convincing evidence of result-altering malfeasance in the 2020 U.S. federal election [7].

3.1 Background

The U.S. 2020 elections were, at a minimum, eventful. Beyond the drama endemic to a particularly contentious and high-stakes U.S. presidential election, those in election administration were faced with a unique set of challenges that had not been seen since the 1910’s — the COVID-19 pandemic forced states to prepare for an election in which many voters may not be able to cast their ballot safely in person.

As a result, many jurisdictions turned to forms of online ballot delivery and return to facilitate remote participation. One avenue for doing so was a Boston-based startup’s mobile app called “Voatz,” and another was Democracy Live’s more established OmniBallot system, a web-based platform that had been previously used for blank ballot delivery, ballot marking, and online voting.

Both systems had historically enjoyed nontrivial deployment in high-stakes elections, and were slated to have their use expanded. OmniBallot, for example, had long been used to let voters print ballots that will be returned through the mail, but in early 2020, for the first time, three states announced plans for large classes of voters to use it to return their ballots online. New Jersey made the online voting option available to voters with disabilities, calling the move “a pilot for if we need to use it more
broadly in the future” [140]. West Virginia allowed not only the disabled but also military voters and residents overseas to vote online using OmniBallot [219] in the 2020 presidential race, and Voatz in a number of previous elections. Most significantly, Delaware [135] offered OmniBallot online voting during the presidential primary to all voters who were sick or were self-quarantining or social distancing to avoid exposure to SARS-CoV-2—practically the entire state [135, 79].

Unfortunately, the consensus of experts in election security and national security is that the risks of online voting are unacceptable. Numerous studies of Internet voting systems used or slated for use in real elections have uncovered critical security flaws (e.g., [323, 280, 138, 157, 159, 277]). The National Academies of Sciences, Engineering, and Medicine concluded that “no known technology guarantees the secrecy, security, and verifiability of a marked ballot transmitted over the Internet,” and that, “[a]t the present time, the Internet (or any network connected to the Internet) should not be used for the return of marked ballots” [224]. In light of Russia’s attacks on U.S. election infrastructure during the 2016 presidential election, the Senate Select Committee on Intelligence has recommended that “[s]tates should resist pushes for online voting,” including for military voters [300]. In May 2020, the Cybersecurity and Infrastructure Security Agency, Federal Bureau of Investigation, U.S. Election Assistance Commission, and National Institute of Standards and Technology privately warned states that “electronic ballot return technologies are high-risk even with [risk-mitigation] controls in place,” and that attacks “could be conducted from anywhere in world, at high volumes, and could compromise ballot confidentiality, ballot integrity, and/or stop ballot availability” [311].

Despite these risks, neither OmniBallot or Voatz had previously been the subject of a public, independent security review,2 and there was little public documentation about either system’s security guarantees.

Increasing voter access is a laudable goal. Voters who are sick, disabled, or stationed overseas sometimes face substantial obstacles to participation, and the coronavirus

---

2Both Democracy Live and Voatz made claims that audits have been conducted by the National Cybersecurity Center (a private entity) [225] and ShiftState Security [102], though only high-level summaries of these audits had been made public for either.
pandemic brought into sharp relief the need to provide resilient voting alternatives to everyone. However, elections also face substantial risks from attackers—risks that are magnified when delivering or returning ballot online, and the aftermath of the 2020 presidential election highlights the need for election administration to avoid even the perception of vulnerability.

### 3.1.1 Legal, Economic, and Policy Background

While the introduction of Internet voting in the U.S. is relatively new, the history surrounding electronic only voting is not. In the wake of counting errors, recount discrepancies, and uninterpretable ballots wreaking havoc during the 2000 U.S. Presidential race, Congress passed the Help America Vote Act (HAVA) [229], a bill targeted toward helping states move away from outdated and problematic punchcard-based systems. The Election Assistance Commission (EAC), a new executive agency created by HAVA, was charged with distributing these funds, and has since provided over $3.3 billion to various states to help improve election infrastructure [117].

Unfortunately, HAVA lacked stringent guidelines on what replacement systems were allowed to be purchased. As a result, many states acquired unvetted electronic-only voting machines, known as Direct-Recording Electronic (DRE) systems. Numerous studies have since shown DRE systems to be extremely vulnerable to a wide range of attacks, allowing adversaries to surreptitiously change the outcome of an election [125, 331, 56, 71, 187].

In 2020, we began to witnessing similar developments in response to Russia’s interference in the 2016 U.S. Presidential election. Bills had been introduced in both the U.S. Senate [186] and House [291] that aim to provide funding to revamp election infrastructure. At the same time, there had been renewed interest in cryptography due to advances in accountable and transparent systems such as the blockchain [221], and the proliferation of mobile devices.

The result was increased speculation surrounding the potential use of personal devices to allow voters to cast their ballots over the Internet. At the time we began the work presented in this chapter, there were at least four companies attempting to
offer internet voting solutions for high-stakes elections [211], and one 2020 Democratic presidential candidate included voting from a mobile device via the blockchain as a part of his policy plank [21].

**U.S. Elections System Market Incentivizes Poor Security**

Elections administration in the U.S. is fractured, with each state maintaining its own set of regulations, organizational structures, and budgeting. A local elections official in one state may, for example, have the power to select what voting systems they use, where in another this may be mandated by the state.

Unfortunately, this multiplicitous approach exacerbates the already difficult problems associated with information asymmetry in computing. Elections officials are tasked with making difficult purchasing decisions about the systems they use, yet officials are often short-staffed, underfunded, and lack the ability to perform an independent evaluation themselves.

Worse, nation-wide regulatory attempts at improving security have focused mainly on providing very minimal usability and security standards rather than incentivizing third-party analysis, improvement, and transparency. Likely the most relevant rules for regulating elections systems are those codified by the EAC in the Voluntary Voting System Guidelines (VVSG) [299], which considers “transparency” as a question of documentation, rather than independent security analysis. And, though this could be seen as a use of labeling to show adherence to a set of substantive minimum standards, systems are “certified” as adhering to the standards in the VVSG through private entities that are paid by the software vendors themselves, and it is unclear if there is a process in place to disincentivize cheating by the auditors (indeed, as we will see later in this chapter, it is clear that the auditors do not always behave well).

In any case, the VVSG itself explicitly does not consider Internet voting systems, but was instead designed for in-person ballot marking devices to be used in a physical polling place. Barring state-level requirements (which are relatively rare), the only U.S. regulation on the security of voting systems simply does not apply to these systems.

In sum, the market for Internet voting systems in the U.S. suffers from many of
the hallmark symptoms of concern to economists that we discussed in Chapter 2. The technical obscurity of computer security as a credence quality, a set of purchasers that cannot effectively evaluate vendors’ claims, a complete lack of labeling and minimum standards, and a failure of regulation to require transparency and third party analysis all lead us to conclude that a security analysis of such systems should be fruitful.

3.1.2 Background on Cryptography and Voting

Voting as a research subject in both applied vulnerability discovery and in cryptography is not new, indeed, election administration has been used as a motivation for novel cryptographic primitives as early as the 1970’s. As a result, the security community has provided a number of formal requirements on voting systems, largely codifying the results from various social science studies.

Evidence-based elections: An evidence-based election holds the property that election officials are not only capable of calling an election correctly, but providing “...the electorate convincing evidence that they did” [281, 27]. This compelling requirement implies both that the election system must be auditable (meaning it creates an evidence trail that can be checked to confirm that each relevant part of the system is functioning correctly as intended) and that any given election run using that system must be audited (meaning that the evidence trail is actually checked in that given instance).³ Auditability alone is insufficient, and must be accompanied by auditing to be effective: auditability without auditing is like collecting receipts so one can check a credit card bill, then never checking the receipts against the bill. In short (paraphrasing [281]), auditability + auditing ⇒ evidence-based election.

Next, we highlight five minimal — necessary but insufficient — requirements for secure elections in an evidence-based framework: (1) ballot secrecy; (2) software independence; (3) voter-verifiable ballots; (4) contestability; and (5) auditing.

³The term “audit” in the elections context is often used to refer to post-election audits, a particular type of auditing that checks some subset of the ballots after the main count is performed, in order to check that those ballots are consistent with the claimed outcome. Here, the term “audit” is used in its more general sense, encompassing checking or verifying the correct functioning of system components at any point during the election process.
1. **The secret ballot**  Ballot secrecy is essential to combat voter corruption and coercion. As the U.S. Supreme Court has put it, “a widespread and time-tested consensus demonstrates that [ballot secrecy] is necessary in order to serve... compelling interests in preventing voter intimidation and election fraud.” [70] Protecting ballot secrecy provides a strong and simple protection against coercion and vote selling: if you cannot be sure how anyone else voted, this removes your incentive to pay them or threaten them to vote the way you’d like.⁴ Indeed, election law scholars have noted that “[b]ribery of voters was far and away the greatest impediment to the integrity of elections before the introduction of the secret ballot, a fact well known not only to historians but to readers of great 19th century fiction”⁵ [204].

In a formal, cryptographic sense, secret ballot voting systems need to ensure that:

1. No voter is able to prove their selections (*Receipt-Freeness*),
2. that no voter’s choices can be surreptitiously released or inferred (*Privacy*), and
3. that a voter cannot cooperate with a coercer to prove the way they voted (*Coercion Resistance*).

These properties are required to provide an election free from undue influence: if a voter is able to prove the way they voted, they can sell their vote, and if a voter’s preferences are leaked or forced to be revealed, they may suffer harassment and coercion [51, 100].

2. **Software independence**  *Software independence* [258, 260] is the property that an undetected change or error in a system’s software cannot cause an undetectable change in the election outcome. Software independence is a key property to ensure auditability of the casting, collecting, tallying components of election systems. And even beyond ensuring that any errors that occur are detectable, software independence also reduces the likelihood of large-scale errors or attacks occurring in the first place:

---

⁴After taking your payment, they would have no incentive to follow your instructions; and in the case of coercion, there would be no way to credibly follow up on the threat.

⁵They reference Charles Dickens’ *Bleak House*, George Eliot’s *Felix Holt, Radical*, and Anthony Trollope’s *Doctor Thorne*. 
software-based systems are much more susceptible to scalable failure than non-software-based systems. For example, a remote programmer changing a line of code could in principle change millions of electronic ballots in milliseconds, whereas changing millions of paper ballots requires physical access and one-by-one handling.

Software independence does not require systems to not use software at all: rather, it means that the work of any software-based piece of the system (including auditing components) be checkable, in principle, using non-software-based means.\textsuperscript{6} For example, a system for ballot casting, collection, and tallying would need to produce an evidence trail with an associated verification procedure to check that the system (1) recorded votes as intended, (2) collected them as recorded, and (3) counted them as collected, in any given execution. The basic definition of software independence leaves open by whom errors should be detectable: the appropriate answer to this question depends on the context, but using the tripartite framework just mentioned, individual voters should be able to detect errors in (1) and (2), and anyone should be able to detect errors in (3). Who can verify (1) and (2) is constrained by the ballot secrecy requirement from above.

Without software independence, an undetected error in a piece of code could cause an undetected or unconfirmable error in the election outcome — our state of the art is far from achieving error-free code. Democracy — and the consent of the governed — cannot be contingent on whether some uncheckable software correctly recorded voters’ choices.

3. Voter-verifiable ballots  Even before ballot casting, a voter composing a ballot must be able to verify for herself that her prepared ballot reflects her intended choices. Paper ballots inherently enable simple verification that ballots are recorded as intended: a property that is challenging for electronic-ballot systems to achieve. “With a hand-

\textsuperscript{6}In practice, the practicality of running the verification procedure with minimal or no dependence on software is an important issue — and one unaddressed by software independence, which just represents a minimum threshold of auditability. To facilitate auditing with little to no realistic reliance on software, it is strongly preferable to have systems that either have verification procedures simple enough for people to execute without using software at all or have open-source and publicly documented verification procedures, which voters and/or the public can perform using their own software.
marked paper ballot, the marks on the ballot necessarily reflect what the voter did, and we can have reasonable assurance that the human-readable mark on the ballot is for the candidate actually intended by the voter” [27]. A voter looking at their completed paper ballot can directly see whether their intended choices are marked (and, in principle, detect any mistakes they made).

4. Contestability  Software independence alone leaves another question unresolved: when an error is detected, can the one who detected it convince others that an error indeed occurred? Some types of errors may be publicly detectable, rendering the second question moot (since then anyone can run the verification procedure for themselves). However, certain verification procedures may be non-public: e.g., certain errors related to a given voter’s vote might be detectable only by that specific voter. A contestable voting system is one that provides publicly verifiable evidence that the election outcome is untrustworthy, whenever an error is detected [26].

5. Auditing  As already mentioned, in addition to being auditable (which, for casting-and-tallying systems, corresponds to software independence and contestability), elections should be audited. Auditing checks that the evidence is trustworthy and, for casting-and-tallying systems, consistent with the announced election outcome. Both auditability and auditing are necessary for evidence-based elections. Such auditing should include compliance audits and risk-limiting audits [281]. Furthermore, “[t]he detection of any software misbehavior does not need to be perfect; it only needs to happen with sufficiently high probability” [258].

Election equipment may fail. The system must be designed not only to prevent failures, but also to ensure timely detection of failures when they occur: the public has a right to know about failures in the election process. See [27] for a more in-depth discussion of security requirements in evidence-based elections.

---

7It would be even better if the correct outcome could be recovered in case of a dispute; detectability is just a minimum requirement. A system that is software independent and also enables this sort of recovery (based on the evidence trail produced during the election) is called strongly software independent [26].
End-to-End Verifiability

Computer scientists have been working for more than 30 years to develop principled techniques for secure remote voting [47], though how to meet all of the criteria described in the previous section, while also providing a usable system is still an ongoing research effort [51].

These protocols use an approach called “End-to-End Verifiability” (E2E-V), which have the property that voters receive proof that their selections have been included, unmodified, in the final tallying of all collected ballots, without the need to trust any separate authority to do so [51]. There have been research prototypes developed that provide such guarantees while maintaining coercion resistance, privacy, and receipt freeness using techniques such as visual cryptography, homomorphic cryptography, invisible ink, and mixnets [82, 265, 41, 84].

Unfortunately, no system has yet been able to adequately provide the same guarantees that voters currently enjoy through in-person poll booths. For example, while the prototype E2E-V protocol Helios [8] does not require the voter to trust a particular client device or the official election software or servers to tally the vote correctly, but fails on privacy and coercion resistance. These technologies are promising — both for remote voting and as an added layer of protection for traditional voting [217] — but they are also complex and difficult to implement correctly [157]. For this reason, although experts hold that E2E-V should be a requirement for any Internet voting system, they simultaneously caution that “no Internet voting system of any kind should be used for public elections before end-to-end verifiable in-person voting systems have been widely deployed and experience has been gained from their use” [114].

3.2 Experimental Methodology

Researchers have conducted numerous independent analyses of electronic voting systems by acquiring voting equipment, reverse engineering it, and testing it in a controlled environment (see [158] and references therein). Safely testing an online voting system is more challenging. Such systems necessarily have server-side components that (unless
source code is available) cannot be replicated in the lab. Accessing non-public server functionality might raise legal issues and would be ethically problematic if it risked unintentionally disrupting real elections [261].

To avoid these issues, we constrained our analysis to publicly available portions of each system. Following similar methodology to Halderman and Teague [159], we obtained the client-side software for each system, as available to any member of the public, reverse-engineered it, and implemented our own compatible server in order to drive the client without interacting with the real voting system. This approach limits our ability to identify vulnerabilities in either system’s server-side code and infrastructure—an important task for future work—but we were able to learn many details about the platform’s design and functionality.

3.3 Voatz

To gain a better understanding of Voatz’s infrastructure, we began by decompiling the most recent version of their Android application as found on the Google Play Store as of January 1, 2020 and iteratively re-implemented a minimal server that performs election processes as visible from the app itself. This included interactions involved in device registration, voter identification, and vote casting. We used two devices for our dynamic analysis and development: a Voatz-supported Pixel 2 XL running Android 9, and a Voatz-unsupported Xiaomi Mi 4i running the Lineage OS with Android 8, both jailbroken with the Magisk framework [206].

In order to redirect control to our own server, we were forced to make some small changes to the application’s control flow. To reduce threats to validity, we limited these modifications to the minimum necessary in order to redirect all network communication. We:

1. Disabled certificate pinning and replaced all external connections to our own servers;

---

8 We did no analysis on and make no claims about Voatz’s iOS app.
2. Disabled the application’s built-in malware and jailbreak detection. Details are available in 3.3.3; and,

3. Removed additional encryption between the device and all still active third parties, re-targeted all communication from these services to our own server, and reimplemented the necessary parts of their protocols as well.

While all of this could have been accomplished by statically modifying the program’s code, we instead opted to dynamically modify or “hook” relevant parts of the code at runtime using an Android modding framework. Modifications therefore required no changes to the application code itself, only to code running on our test devices, allowing for rapid development and transparency about what was modified at each stage of our analysis.

Despite this lengthy description, our codebase is relatively simple. The on-device hooking code consists of roughly 500 lines of Java that leverages the Xposed Framework, a series of hooking libraries that are well supported and popular in the Android modding community. Our server implementation is roughly 1200 lines of code written in Python using the Flask web framework.

### 3.3.1 Voatz’s Security Claims

Although there is no public, formal description of their system, Voatz does make a number of claims about their system’s security properties via their FAQ [308].

**Immutability via a permissioned blockchain:** Voatz claims that once a vote has been submitted, Voatz uses “...blockchain technology to ensure that...votes are verified and immutably stored on multiple, geographically diverse verifying servers.” The FAQ goes into further detail, discussing the provision of tokens for each ballot measure and candidate.

**End-to-End vote encryption:** Voatz makes multiple references to votes themselves being encrypted “end to end.” To the authors’ knowledge, there is no formal definition of “end to end vote encryption;” for example, it is unclear where the “ends” of an end
to end encrypted voting scheme are. It is worth noting that there exist homomorphic cryptography schemes that tally votes over the vote ciphertexts, so that one need only decrypt an aggregate vote, maintaining individual voter privacy [46], but it is unclear from the FAQ if this is what Voatz intends.

Voter anonymity: Voatz claims that “the identity of the voter is doubly anonymized” by the smartphone and the blockchain, and that, “Once submitted, all information is anonymized, routed via a ‘mixnet’ and posted to the blockchain.”

Device compromise detection: Voatz claims to use multiple methods to detect if a device has been jailbroken or contains malware, and that “The Voatz app does not permit a voter to vote if the operating system has been compromised.”

Voter Verified Audit Trail: Voatz claims that voters receive a cryptographically-signed digital receipt of their ballot after their vote has been submitted. The guarantees of such a receipt are unclear, although, perhaps this is meant to provide similar guarantees as E2E-V voting systems.

Prior Scrutiny of Voatz

While we are the first to publish an in-depth analysis of Voatz, others have raised concerns about their system, security claims, and lack of transparency. Jefferson et al [99] compiled a long list of unanswered questions about Voatz, including the app’s use of a third party, Jumio, as an ID verification service. Several writers observed the election processing and audit of the Voatz pilot during the 2019 Denver Municipal elections, and found that the main activity of the audit was to compare a server-generated PDF of a voter’s ballot with the blockchain block recording the same [286, 160]. Kevin Beaumont found what appeared to be several Voatz service-related credentials on a public Github account [37], and that the Voatz webserver was running several unpatched services [38]. Voatz responded citing a report from the Qualys SSL checker as evidence of the site’s security [208], and later claimed that the insecure server Beaumont identified was an intentionally-insecure “honeypot operation” [314].
As a result of this public scrutiny, in November 2019, U.S. Senator Ron Wyden called on the NSA and DoD to perform an audit of Voatz [263].

### 3.3.2 Voatz’s System Design

In this section, we present Voatz’s infrastructure as recovered through the methodology presented in Section 3.2. We begin with an overview of the system Section 3.3.2, illustrating the process by which a user’s device interacts with the app during all stages of the voting process including Voatz’s custom cryptographic protocol Section 3.3.2, user registration and voter verification Section 3.3.2, and vote casting Section 3.3.2. Finally, we discuss all non-protocol device-side defensive measures we discovered Section 3.3.2.

![Figure 3-1: Voatz’s workflow as seen from the device.](image)

**Process Overview**

Figure 3-1 presents a diagram of the steps that occur in-app from login to election voting. They are:

1. The device initiates a handshake with the server, creating a shared key which enables an extra layer of encryption beyond TLS (Box 1). Communication between the device and Voatz server is described in Section 3.3.2.

2. The user creates an account by providing their E-mail address, phone number, and an 8-digit PIN (Boxes 2-4).
3. The user logs in with this PIN (Box 5).

4. The user verifies their identity, using Voatz’s integration with a third-party service called Jumio (Box 6). The app requests a scan of the user’s photo ID, a recording of their face, and the user’s address, and then sends all of this information to Jumio’s servers.

5. The user selects from a list of open elections, and then marks and submits their ballot. Depending on the election configuration, Voatz can allow “vote-spoiling,” so this process may be repeated prior to the election closing. (Boxes 7-8)

**Communication** Figure 3-2 shows the communication between components of Voatz and other entities. As we were only able to directly observe communication involving the Voatz app, the rest of this diagram is an attempted reconstruction based on documents released by Voatz [194] and by the Denver Elections Division [129].

The three primary third-party services used by the Voatz app are the identify-verification service Jumio, a crash reporting service Crashlytics, and a device security service Zimperium. Of these, the most significant is Jumio, which Voatz relies on for ID verification, and to which the app sends substantial personal information (see Section 3.3.2).

**Voatz Server Handshake and Protocol**

Voatz’s server is implemented as a REST application — all communication between Voatz’s server and the application occur as a series of JSON-encoded HTTPS GET, PUT, and POST commands. The app’s REST server is voatzapi.nimsim.com, with voatz.com only used for static assets such as images and text. All parts of the protocol leverage the Android OS’s built-in TLS stack, and uses certificate pinning to ensure that the incoming certificate is from a particular issuing Certificate Authority.

Next, on top of TLS, the system performs a “device handshake” with the following steps:

---

9Vote spoiling refers to casting a new vote that invalidates all previously cast ballots.
1. The App generates 100 ECDSA SECP256R1 keypairs, and sends the Server all 100 corresponding public keys. The device saves only the 57th keypair $(PK_D, SK_D)$.

2. The Server generates 100 ECDSA SECP256R1 keypairs, selects the 57th $(PK_S, SK_S)$, and performs the rest of an Elliptic Curve Diffie Hellman (ECDH) key exchange to generate a shared secret $(SK_{ecdh})$.

3. The Server generates AES-GCM parameters; a random AES-GCM 256-bit symmetric key $(SK_{aes})$, a random 16-bit nonce $(N)$, and a Tag $(T)$. 
4. The Server then sends the device the 100 public keys generated above, including the $PK_S$ as the 57th key and $ECDH$-Encrypt$(SK_{ecdh}, SK_{aes}||N||T)$

5. Out of the 100 public keys sent by the Server, the App selects the 57th pubkey ($PK_S$), and finishes the ECDH handshake to create the ECDH shared key $SK_{ecdh}$. Finally, it decrypts and parses the AES-GCM parameters($SK_{aes}, N, T$).

This handshake is performed every time the app is launched for the first time, and, from this point forward in the app’s execution, every communication between the App and the Server is encrypted using the standard AES-GCM algorithm by way of $SK_{aes}$, in addition to the encryption provided by TLS. Note that there is no authentication of the ECDSA keys by the app, beyond the encapsulating TLS certificates. This made it very simple to retarget the server — we replaced all required URLs in-app to our own and followed the protocol. Further, this renders the use of the handshake somewhat unclear, as it offers no protection against active MITM attacks over the authentication already provided by TLS.

It also is worth mentioning that all but the 57th keys are abandoned immediately on the device side — both the extraneous secret keys the device generated in the first step and the public keys it receives from the server. We conclude that this 100-key exchange is likely an attempt at obfuscation, rather than serving any useful purpose to the security protocol.

Figure 3-3: The user registration process, connecting to our server reimplementation.
User Registration & ID Verification

After the app has completed the device handshake, the user can begin the registration process, which can be seen in Figure 3-3. Here the user is asked to submit their email and phone number, and perform a One Time Password operation via SMS. Finally, the user selects an 8-digit PIN number which is then sent to the server, and used extensively in user authentication.

If the user has a fingerprint registered with their device, they are given the option to “enroll” their fingerprint as an alternative authentication mechanism. Effectively, this works by storing the PIN on-disk, encrypted using a key biometrically tied to the user’s fingerprint via the Android Keystore.

The Android Keystore is a system service that, if used correctly, will perform various cryptographic operations on behalf of the application, on application-level data, without exposing the requisite key material to the application’s host memory. Further, when supported by the device’s hardware, these device-level keys are stored in the manufacturer’s protected hardware, and can be made to require the user to enter in their device password or fingerprint before they are used.

After registration, the user is asked to log in via the PIN (or fingerprint decryption of the PIN). In addition to the PIN, there are four pieces of information sent to the server to authenticate the user at log in: a unique device ID generated via Android’s ANDROID_ID system, a customer ID number, a “nextKey” value, and an “auditToken”. The nextKey and auditToken are originally received from the API server, are never modified except when updated by the server, and do not appear to be used in any device-side cryptography. How these authentication parameters are stored is explored in Section 3.3.2.

After authentication, the user may still need to provide some proof of identity, which requires visiting the verification menu from the main screen (Figure 3-4a). When the user selects the identity option, the app launches Jumio’s sub-activity to select a

---

10 In Section 3.3.3, we will see that the app does not use the Keystore correctly.
11 See Android’s Keystore documentation for details [22].
12 See [23] for more information about Android’s local device UUIDs.
document type (Figure 3-4b\textsuperscript{13}). The user is prompted to take a photo of their ID or Passport (3-4c), and to take a selfie photo (3-4d), after which a dialog prompts the user for their registered voting address (not pictured). The app then uploads data to Jumio’s server, including the user’s photo, the voter’s name, address, and photo ID (3-4e).\textsuperscript{14} Finally, after receiving a response from Jumio’s server, the app sends a subset of the user’s data to Voatz’s server as well.

It is worth noting that the small, translucent logo in the bottom right corner of the photos taken during this process (Figures 3-4c, 3-4d) appears to be the only in-app indication to the user that Jumio exists, and the only way a user would be aware that this data is sent to a 3rd party.

**Vote Casting**

After the user is verified, the app queries the server for configuration data relating to what events the voter is allowed to participate in, activating a menu for the user to select from available events (see Figure 3-5). This configuration data includes all

\textsuperscript{13}These options are based on metadata about available documents sent from our mock implementation of Jumio’s servers. This screen may differ when the app is connected to the genuine Jumio servers.

\textsuperscript{14}Furthermore, Jumio itself has disclosed that it uses a third party, Facetec, to help analyze the video selfies \cite{284}. As we do not have visibility into their services, we cannot confirm whether or not Jumio actually transmits information to Facetec-controlled servers.
events to which the voter has access, those events’ ballots, each ballot’s particular questions, and the options available for those questions.

The voter begins by selecting an event (3-5a), and is then able to view questions associated with these particular events, select responses (or no response at all, depending on the event configuration), and submit their response to the server. At the point of submission, the user is again asked to decrypt their PIN (3-5e), which is used
as a final authentication mechanism before the ballot is submitted to the server.

It is important to note that the vote is *not* submitted directly to any blockchain-like system, and is instead submitted via this API server. Additionally, although the user is asked to authenticate before submission, beyond the MAC associated with the AES-GCM algorithm and enclosing TLS session, the text of the vote itself is not otherwise signed. The only indication of blockchain-like tokens being submitted or exchanged is the “auditToken,” but this string is never altered by the app, and appears to be a single, static value. Figure 3-6 shows the entirety of what is sent to the server, AES-GCM encrypted, after a user submits their vote.

**Device-Side Defensive Measures**

In the process of performing our analysis we discovered that Voatz employs a number of obfuscation techniques, leverages a third party virus scanning service, and uses an on-device encrypted database to protect locally stored sensitive data.

**On-disk encrypted database:** After the registration has been completed, the user’s login credentials (the nextKey, auditToken, and customer ID number), as well as the voter’s entire vote history, are locally stored in an encrypted database using the Realm database framework [254]. When Voatz’s app attempts to query the database, the Keystore asks the user to authenticate via a fingerprint or PIN (see Figure 3-5f), before performing the required operations.

The key for the database is linked directly to the user’s PIN; specifically, the system runs PBKDF2 with SHA1 over the PIN to generate the key. Recall that this allows the system to use a fingerprint as an alternative method of decrypting the database — At log in, the app can authenticate via the fingerprint to decrypt the PIN, or use the PIN directly to decrypt the database and gain access to the rest of the app.

**Third-party Malware Detection (Zimperium):** Voatz leverages a third-party antivirus solution called Zimperium. At initialization time, the Voatz app loads Zimperium’s code as a separate service and registers a series of callbacks that will
```json
{
    "voteData": [
        {
            "summary": "Best cat?",
            "questionId": "1",
            "isRCVFlag": false,
            "isRCV": false,
            "description1": "bogus desc",
            "statements": [
                {
                    "summary": "Statement Summary",
                    "statementId": "Statement ID",
                    "description3": "Description 3",
                    "choices": [
                        {
                            "choiceDetails": {
                                "webUrl": "https://bit.ly/36DJbC4"
                            },
                            "choiceId": "1",
                            "description1": "-",
                            "nonSelectable": false,
                            "description2": "-",
                            "description": "Short"
                        }
                    ],
                    "description1": "This is a sub-description",
                    "description": "This is a description of the event",
                    "maxSelect": "1",
                    "gender": "F",
                    "description2": "Description 2",
                    "district": "Statement District"
                }
            ],
            "description3": "bogus desc",
            "description2": "bogus desc",
            "description": "bogus desc"
        }
    ],
    "auditToken": "SomeAuditTokenValue",
    "controlNumber": "1",
    "customerId": 267732387,
    "eventId": 1
}
```

Figure 3-6: An example plaintext payload for a vote submission in a synthetic election.
alert the API Server if Zimperium detects a threat. This message includes the details of the threat, the user ID, and device ID, and the IP address of the offending device.

Zimperium’s scans include (but are not limited to) known exploit proofs of concept, known malware, and indicators that the user has installed known superuser tools indicative of a rooted / jailbroken device. Additionally, Zimperium will trigger callbacks if the user appears to have enabled Android’s local debugging features such as remote adb debugging.

Partial Code Obfuscation and Packing: Without the developer taking extra precautions, Android apps may be readily unpacked and decompiled to near the original source via easy to use tools such as APKTool [25] and JADX [274]. However, much of the Voatz app is obfuscated using a packer that presents several barriers to analysis.

First, many of the classes and function names were renamed to random Unicode strings. Beyond making the resulting decompilation more difficult to read, this obfuscation also caused APKTool to crash, while JADX successfully completed decompilation, but left many of the resource files (including application strings and images) unreadable. Voatz’s app also contained a few zip files that appear to perform a zip bomb attack [127], which defeats some implementations of unzip. Finally, all included 3rd-party native libraries for ARM failed to open in our version of IDA, although it is unclear if this was an active defensive measure as they were successfully disassembled using Ghidra.

We were able to defeat the obfuscation by intensive manual analysis and, in some cases, were aided in recovering the original variable names by the app itself. First, the app uses many libraries which internally depend on Java reflection, rendering the obfuscator unable to rename any classes or methods referenced in this way. Second, the app and some of its libraries are written in Kotlin. While some Kotlin idioms do not decompile easily to Java, the use of Kotlin overall aids reverse-engineering — the Kotlin compiler inserts many runtime checks into the code, each including a string with an error message to display in case of failure. The class, function, and variable
names are often stored in these strings.

**String Obfuscation:** To further complicate static analysis, the strings that control cryptographic parameters of the device handshake (e.g. “AES-GCM”) are obfuscated with an XOR-based scheme and then automatically deobfuscated at runtime. As the strings hidden in this way include error messages generated by the Kotlin compiler, this appears to be the result of an automated tool that had been enabled for only these particular methods.

**Unconfirmed Portions of the Process**

As we lack access to Voatz’s servers and deliberately avoided any interaction with them, there are unfortunately a few instances where we are unable to confirm how certain third-party actors in the system behave.

**Zimperium execution confirmation:** Zimperium may communicate back to its own servers confirming that the service is running, and then communicate if Zimperium is active directly to Voatz. To the best of our knowledge, there is no public documentation that suggests this is how Zimperium works, and we find no indication from the callbacks associated with Zimperium that this is occurring. Further, any such mechanism could be similarly subverted with the techniques applied in Section 3.3.3, though likely with more effort.

**Jumio voter confirmation:** Jumio’s documentation discusses at length the optional ability to communicate with Jumio’s servers for out-of-band verification of a user. Since this is well a documented feature of the system, we assume that Voatz’s API server receives confirmation directly from Jumio’s servers for ID verification.

**Ballot Receipts and the Blockchain:** According to a Voatz whitepaper, votes are recorded on a 32-node permissioned blockchain spread across multiple Amazon AWS and Microsoft Azure datacenters [129]. Footage of the audit of the 2019 Denver Municipal elections shows that the auditing process consists of manually inspecting
blockchain blocks indicating transactions, obtaining several fields including a hash of the voter’s choices. The auditor then manually compares the hash via a lookup table to a PDF displaying the voter’s choices. These PDFs are allegedly also printed out by the election authority as a paper record, and are redacted versions of the receipt E-mailed to voters. While we know that, in the Denver election, many voters manually replied to indicate that they received a receipt, there is no evidence that Voatz can automatically verify receipt delivery [160].

In our exploration of the code, we find no indication that the app receives or validates any record that has been authenticated to, or stored in, any form of a blockchain. We further found no reference to hash chains, transparency logs, or other cryptographic proofs of inclusion. We conclude that any use of a blockchain by Voatz likely takes place purely on the backend, or in the receipt stage via the use of some other mechanism.

The only references to voter receipts in-app come from a dialog that requests a passcode from the server, and an (apparently unimplemented) QR code reader. The text of the voter receipt dialog appears to confirm that ballot receipts are indeed sent to the voter via email, and encrypted with the server-provided password (see Figure 3-7). Voatz’s QR code reader has functional code for an out-of-band method of receiving organization IDs, which allows the voter to participate in particular events, and a largely unimplemented stub for verifying a vote — attempting to scan a QR code that would start the process of vote verification will result in the “not yet supported” message presented in Figure 3-7.

3.3.3 Voatz Analysis and Attacks

In this section, we explore various attacks assuming the role of an adversary that has control over particular parts of the election system. This includes three adversaries with various levels of access to individual parts of the overall infrastructure:

1. An attacker that has control of a user’s device,

2. An attacker that has control over Voatz’s API server, and
Figure 3-7: Left: the password request screen. Right: the QR code capture screen; note the popup indicating that the VOTE_VERIFICATION QR code type is unimplemented.

3. A network adversary that can intercept network activity between voter’s device and the API server, but has no further access.

We believe these adversaries to be credible given the high-stakes nature of the elections in which Voatz is intended to be used, and the resources of the associated attackers. Gaining root control of a user’s device can happen through any number of means requiring various levels of skill — via malware, an intimate partner or spouse, as part of a border crossing, etc. Network adversaries could come in similarly many forms, including those that exploit a user’s home router (which are notoriously insecure [145, 144]), the unencrypted coffee shop wifi a user attempts to vote from, or the user’s ISP.

Including Voatz’s API server in this analysis is useful for a number of reasons. While accessing Voatz’s server may be more difficult than the user’s device and/or the network infrastructure between the server and the user, if the use of Voatz were to be raised to the point that their userbase may alter the outcome of an election, it is not impossible for them to be the target of nation-states, at which point, it is also not outside of the realm of possibility that intelligence agencies would expend considerable
resources, leveraging undisclosed 0-day vulnerabilities, espionage, coercion, or physical attacks, to gain access to crucial systems or key material. Further, a key promise of the blockchain is that it provides an environment where the voter and election authority may trust the system, rather than Voatz, that the election was conducted correctly.

**Assumptions & Threats to Validity**  As we lack concrete implementation details about the server infrastructure or backend, we cannot make assumptions about what Voatz logs to their blockchain, the operational security of their servers, blockchain, or cryptographic keys used.

To limit risks to validity, our analysis will make no assumptions about the state of the server beyond what we can glean from the app itself, and we will assume that all interactions, including all cryptographic activities as seen from the device in Section 3.3.2, are logged to the blockchain, and that these blockchain records are secure, monitored, and immutable. This includes all ciphertexts in the protocol, as well as any randomness used in the algorithms.

Note that this is an optimistic analysis of the use of the blockchain in this system. It is unlikely that every interaction is stored via the blockchain, and Voatz’s documentation of the West Virginia election indicates that the verifying servers are split equally between Amazon AWS and Microsoft’s Azure — indicating that their scheme is vulnerable to Microsoft or Amazon surreptitiously adding resources and executing a 51% attack, or performing a selfish mining attack that requires only 1/3 of the compute power [121].

Nonetheless, we focus on what is provable given our limited access to the system, and show that this analysis is sufficient to demonstrate a number of significant attacks.

**Client-Side Attacks**

We find that an attacker with root privileges on the device can disable Voatz’s host-based protections, and therefore stealthily control the user’s vote, expose her private ballot, and exfiltrate the user’s PIN and other data used to authenticate to the server.
Defeating Host-based Malware Detection: The Zimperium SDK included within Voatz is set to detect debugging and other attempts to modify the app, and to collect intelligence on any malware it finds. By default, it would have detected our security analysis, prevented the app from running normally, and alerted the API server of our actions.

As mentioned in Section 3.3.2, Zimperium communicates with the Voatz app, and ultimately with Voatz’s API server, via a set of callbacks initiated when the app loads. Defeating Zimperium was therefore as simple as overriding its entry points to prevent the SDK from executing. The hooking utilities provided by the Xposed Framework allow us to divert control flow with minimal effort — Figure 3-8 shows the code to disable one of its two entry points; in total, disabling Zimperium required four lines of code, and is imperceptible to the user.

We assume that there is no out-of-band communication between Zimperium and Voatz, and find no indication in either Zimperium’s documentation or in our analysis of the app that this service exists. If such communication does exist, it would only marginally increase the effort required to defeat it; one would need to hook other parts of Zimperium that perform detection, or communicate with their server directly.

Full control over the user, on or off device: Once host-based malware detection has been neutralized, an attacker with root privileges has the ability to completely control the user’s actions and view of the app, as well as leak the user’s ballot decisions and personal information.

Stealing User Authentication Data: Despite being encrypted with keys that leverage
the Android Keystore, the user’s PIN and other login information are not stored in protected storage, and do pass through the application’s memory. Exfiltrating these key pieces of information would allow a remote attacker to impersonate the user to Voatz’s servers directly, even off-device.

We find that an attacker with root access to the device can surreptitiously steal the PIN and the rest of Voatz’s authentication data. In the process of performing our analysis, we developed a tool that intercepts and logs all communication between the device and the server before it is encrypted with $SK_{aes}$, as well as before data is encrypted and stored in the local database. This allowed us to see, in plaintext, both the user’s raw PIN and other authentication data. While our proof of concept stops at logging this information via Android’s system debug features (adb logcat), it would be trivial to broadcast these requests over the network, modify them, or stop them from occurring at all.

An attacker need not necessarily wait until the user decides to vote — offline attacks against Voatz’s scheme are also entirely possible. Recall that the database requires only the user’s PIN to unlock, and in no way limits the number of times this PIN might be attempted. Worse, the app artificially limits the PIN to exactly 8 numeric characters, meaning that there are only 100,000,000 possible PINs. A brute force attack can therefore easily rediscover the PIN by repeatedly generating keys and attempting to decrypt the database, recovering the PIN, login information, and vote history of the user all at once.

Such a brute force attack can be performed fairly rapidly. Note that an attacker need not do this on-device, as the encrypted database file can be exported. We implemented a prototype of this attack and confirmed that an attacker can brute-force the key in roughly two days on a 3.1GHz 2017 MacBook Pro. We conclude that such a threat is viable, particularly if the same installation of Voatz will be used across multiple elections.

Stealth UI Modification Attack: It is straightforward to modify the app so that it

---

15Voatz also forbids PINs containing 3 consecutive identical digits, which eliminates ~5% of these.
16A salt is also required to unlock the database. This is stored on disk, unencrypted, in the app’s shared preferences file.
submits any attacker-desired vote, yet presents the same UI as if the app recorded
the user’s submission. If the election configuration allows vote-spoiling, there is also a
variant of this attack previously demonstrated on the Estonian e-voting system: allow
the user to vote normally, but change the vote once the user closes the app [280].

Similarly, the attacker could stealthily suppress voter’s choices if they select an
undesired candidate, but continue to show the verification dialog as if the vote had
successfully been cast. To the election authority, this might be indistinguishable
from the voter failing to submit a ballot. To the voter, this is indistinguishable from
correctly voting, at least until the authority releases voter records for that election.\textsuperscript{17}

\textbf{Server-Side Attacks}

We find that, assuming the optimistic use of the blockchain discussed in the threat
model, Voatz’s server is still capable of surreptitiously violating user privacy, altering
the user’s vote, and controlling the outcome of the election.

In particular, we find that the protocol discussed in Section 3.3.2 provides no
guarantees against the API server actively altering, viewing, or inventing communi-
cation from the device; the server can execute an active MITM attack between the
user device and whatever blockchain or mixnet mechanism exists on the other end.
Note that there is no other cryptographic operation performed between the device
and the server at any point other than the AES encryption, including any sort of
cryptographic signing by the device or the device’s Keystore. If the server performs
these cryptographic operations itself — that $SK_{aes}$ is available to the server — it can
decrypt the user’s ballot before it is submitted to any external log and convincingly
re-encrypt any value to be sent to the log.

Even if $SK_{aes}$ is not available to the server — for example, if all cryptographic
operations are performed in a Hardware Security Module (HSM) — it must then at
least have access to the unencrypted TLS stream, and so it is still possible for the
server to execute an active MITM attack.

Recall there is no public key authentication performed as a part of the device

\textsuperscript{17}For U.S. elections, public records often list which voters participated.
handshake, and there is no proof or verification by the device that these interactions are ever logged on the blockchain. The server can therefore terminate the connection before the HSM and arbitrarily impersonate the user’s device by, e.g., replaying the entire device handshake and all future communication back through the HSM to the blockchain.\textsuperscript{18} Note that, given these attacks, it is unclear if there exists a scheme in which a receipt can convincingly prove that the correct vote was logged.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example.png}
\caption{(a) Question. (b) Corresponding JSON.}
\end{figure}

Network Adversary: We find that an adversary with the ability to view the user’s network activity, without access to any key material, can still infer how the user voted. Specifically, in this section we demonstrate that the app leaks the length of the plaintext, which can allow an attacker to learn, at minimum, which candidate the

\textsuperscript{18}Perhaps this hypothetical HSM also contains the TLS keys required to terminate the connection, and performs all cryptographic operations in the enclave. However, all communication is encrypted with $SK_{aes}$, including those that require queries against databases of users, it is therefore unclear that this is the case, but, even so, the server is capable of performing a number of attacks on the user. See Section 3.3.3.
The vulnerability stems from the way in which a ballot is submitted to the server after a user is done selecting their options. As shown in Figure 3-6, the “choices” list in a vote submission contains only the options selected by the user, and includes with that choice the entirety of the metadata provided by the server about that candidate. This, in turn, causes the length of the ciphertext to vary widely depending on the choices of the voter.

Figure 3-9b shows the differences in metadata sent to and from the server between the two candidates as displayed in-app in Figure 3-9a. Note that the URLs and other metadata provided are also potentially variable length, and the length of the URL is completely imperceptible to the user.

We verified this vulnerability by setting up a proxy between our app and our API server and recording all communication via tcpdump. We then used the app to participate in an election twice, once voting for the “short” candidate and once for the “long” candidate. Figure 3-10 shows the resulting ciphertext sizes in bytes.
(specifically, the TLS Application Data field’s length per packet) in both runs — in both cases the second packet (packet #1) corresponds to the actual vote submission, where the rest are other miscellaneous protocol queries involved in vote casting and user maintenance. The length of this packet clearly leaks which candidate was selected, is easily distinguishable from other packets in the protocol, and, importantly, its size is unaffected by any parameters that vary by user.\textsuperscript{19}

It is worth noting that, ironically, Voatz’s additional cryptography exacerbates this vulnerability. In Voatz’s implementation, data is gzip-compressed at the application layer prior to being encrypted via TLS, which could have offered some privacy, assuming the compression alone was enough to hide the size differences between plaintexts. Because Voatz encrypts outgoing data \textit{before} the system applies gzip, and compressing an already encrypted payload will not reduce its size, this step is rendered immaterial and the length of the final packet’s ciphertext is kept proportional to the size of the plaintext. The result is that (although the figures presented here do intentionally add text to exaggerate the affect for pedagogical purposes), a modest few bytes’ difference can be significant enough to determine the voter’s preferences.

For this attack to work, we make the following two assumptions:

1. The attacker can learn the ballot options presented (perhaps by themselves voting and gaining access to the JSON representation of the ballot options).

2. The server does not somehow send the ballot options to the device padded to be of equal length.

The first assumption is likely not an issue given the attacks presented in Section 3.3.3. For example, an attacker need only be a registered voter, have previously exploited a registered voter’s device and witnessed their ballot options, or otherwise monitored a voter casting a ballot in a particular way and recorded the result.

The second assumption is also a likely to hold, as we find no evidence that the app is defending against this attack — there is no code to remove extraneous symbols

\textsuperscript{19}The size of the ciphertext will not vary depending on the user, but may vary minimally depending on the phone’s TLS implementation.
or whitespace from ballot questions before they are presented, and other transactions that involve sensitive user information are fully generated device-side and independent of the server (like the user’s name, age, and location), and are also not padded. Finally, if this assumption does not hold, a limited version of the attack is still viable: if the user selects no candidate and skips the question completely, the device sends the server an empty list.

Note that this sidechannel allows the attacker to detect the voter’s intent before the ballot arrives at the server. If the attacker is in a position to block packets on their way to the server, (as, for example, an ISP or network owner would), the adversary could intentionally drop this packet and adaptively stop the voter from submitting their ballot. To the user, this would look like a service interruption on Voatz’s end, and may degrade the experience enough to stop the voter from casting their ballot at all.

Other Observations and Weaknesses

Privacy and geostrategic concerns: The Voatz app is incredibly privacy invasive. Information sent to Voatz and/or third parties associated with this service include the user’s email, physical address, exact birth date, IP address, a current photo of themselves, their device’s model and OS version, and preferred language. The app also requests permissions to read the user’s GPS upon first login, though we have not identified what exactly the app does with this information. Finally, Voatz makes extensive use of third party code; Voatz includes over 22 libraries provided by 20 different vendors.

One of the reported uses of Voatz’s software is overseas military voters, indicating that information leaked about its users could also potentially provide adversaries with information about U.S. military deployments. Note that the voter’s IP address alone can carry information about the user’s location — so Jumio, Crashlytics, and Zimperium can therefore infer troop deployments.
Susceptibility to Coercion: As mentioned in 3.3.2, the app never requires the voter to re-enter their PIN at log-in after registration, and does not appear to show the user if a ballot has been re-voted or spoiled. This indicates that the app leaves users vulnerable to coercion attacks. Consider a voter asleep or otherwise incapacitated. Assuming the attacker has physical access to the device and user, and that the device is unlockable via the user’s fingerprint, an attacker would easily have the ability to cast a vote on behalf of the user. This threat model is very relevant in the case of intimate partner abuse [89, 207].

Vote Receipt Has Unclear Benefit: From what can be discerned from the available documentation and the app’s code, it is very unclear what guarantees Voatz’s receipt provides. Outside of the password request feature mentioned in Section 3.3.2, there is no mention of the receipt in the app or its binary, and it does not appear that the app provides any method of verifying that the ballot was counted in the blockchain of record — or, beyond Voatz’s documentation, that any such blockchain exists.

It is further unclear if Voatz’s system is E2E-V. E2E-V systems in the research literature usually require a voter to visit a polling place and use a paper ballot (e.g. Scantegrity [84] and StarVote [41]), an out-of-band communication before or after the election (see, e.g., code voting [83] and Remotegrity [328]), or a means of performing cryptographic challenges at submission time (see Helios [8]). Assuming that the PDF sent to the user contains no running code, how the system could possibly achieve E2E-V would be difficult to ascertain, and, while Voatz’s FAQ appears to tout voter verifiability, it does not explicitly claim to be E2E-V.

In any event, there are significant practical challenges in providing such receipts. In the case that the app did present some sort of concrete cryptographic verification without E2E-V, this could allow the user to prove the way they voted — violating the requirements of receipt freeness and coercion resistance. If the receipt arrives as an encrypted PDF, it is unclear how Voatz can prove to the user that the encrypted PDF actually came from Voatz, and, if it is verified in-app, how one would protect
the verification process from the UI modification attacks presented in Section 3.3.3.

Finally, there are significant usability concerns of the receipt that require analysis—What remediation does a user have if the submitted ballot and receipt do not match? How does a user know when to expect a receipt? If the receipt is sent or delayed until post-certification of the election, is there no remediation of a mistake? How does one incentivize voters to perform the challenges required for the verification system to be effective? We further note that many of these questions are rooted in open research problems in the E2E-V space [51], and, without further information, a full analysis of these receipts is not possible.

3.4 Democracy Live’s OmniBallot

From the user’s perspective, OmniBallot is a single-page web app, customized for a particular jurisdiction as an independent website. The app is written using the AngularJS framework and implemented as a combination of static HTML, JavaScript, CSS, and JSON-based configuration files. This code runs in the voter’s browser and performs all steps of the voting process via a series of API calls to services controlled by Democracy Live. Below, we explain how we performed our analysis, describe the overall architecture of the platform, and provide details of the web app’s operation.

For our analysis, we focused on the instance of OmniBallot deployed in Delaware, which was available at https://ballot.elections.delaware.gov/. As of June 7, 2020, the site used OmniBallot version 9.2.11, which we believe was the most recent version of the system at that time. We began by visiting the site and saving copies of the files that comprise the client. We beautified [201] the minified JavaScript files and ensured that they would not communicate with any live election services by replacing references to *.omniballot.us domains with localhost and disabling Google’s services.

Next, we iteratively reverse-engineered the code to understand each server API call and the format of the expected response, repeating this process until we could complete the voting process using a local stand-in server we created. Finally, we confirmed and extended our reconstruction of the system’s operation by inspecting
Figure 3-11: Misleading statements about online voting. The Delaware app stated that, “No votes are cast online under any circumstances.” In fact, both email and electronic return cast the ballot over the Internet. Such mischaracterizations make it harder for voters to understand the risks of their selected return path.

HTTP traces captured by a Delaware voter while using the live system.

3.4.1 OmniBallot’s Security Claims

Electronic Return is Somehow Not Internet Voting: Democracy Live’s CEO has repeatedly argued that the online ballot return capability should not be considered Internet voting at all, but rather a “secure portal” or “document storage application” [238]. This claim also pops up in their application and is presented directly to users as a prompt before the user selects their return method (see Figure 3-11).

This appears to be hair splitting over what “casting” a ballot really means, though Democracy Live’s interpretation makes relatively little sense. In fact, their use of electronic return completely matches the definition of Internet voting as used by security experts [1] and by the Election Assistance Commission [298]. And, as we
will see in later sections, printing out the ballot after it has been emailed or sent over Democracy Live’s system does not substantively change the threats to election integrity.

**Controls via AWS’s Tooling:** Available documents give us some visibility into Democracy Live’s server-side defenses and internal controls. These controls appear to have either limited or no ability to prevent the attacks described later in this chapter.

The company says that voted ballots are stored immutably in Amazon S3 using AWS Object Lock \[103\].\(^{20}\) While Object Lock can only protect files from modification after they are stored, so it cannot prevent attacks that modify the ballot before it is placed in S3. It also cannot protect ballots from modification by insiders at Amazon with internal access to the storage system. Moreover, Democracy Live appears to use Object Lock in “governance mode,” which means the protections can be bypassed by the root user or other insider accounts with special permissions \[104\].

Following a pilot of electronic ballot return during a January 2020 election held by Washington State’s King Conservation District, Democracy Live conducted what it called a “post election security audit” in order to “verify the integrity of the [...] election” and “identify potential malfeasance on the part of Democracy Live employees.” An unpublished report by the company \[104\] explains that the “audit” consisted of a review of log entries created by Amazon’s AWS CloudTrail log service \[17\], and it lists ten specific log queries that were performed. We note that these queries did not cover all vectors by which insiders or other attackers could have modified votes. For instance, although the audit included looking for log entries that would occur if an employee logged in under the root account or attempted to remove a restriction on bypassing Object Lock, it apparently did not search for attempts to modify the software downloaded by clients or the software running the \texttt{lambda} service. As we have explained, changing either piece of software would be sufficient to allow an attacker to view and alter votes.

\[^{20}\text{Object Lock refers to a configuration of Amazon’s S3 storage service that allows the developer to designate certain classes of information unmodifiable for various retention periods and configurations} \[15\].\]
Such a limited analysis is insufficient to verify the integrity of an election, as it cannot detect the full range of sophisticated threats that public elections face. No matter how comprehensive, server-side logs cannot protect against client-side attacks or attacks conducted through third-party services, since such events would occur outside of Democracy Live’s control. Likewise, no level of auditing or procedural controls can eliminate the threat that attackers will introduce malicious functionality into software without detection, and deliberate vulnerabilities can be extremely subtle and difficult to detect (e.g., [85, 126]). Internal audits also provide little assurance against the threat that the employees who conduct them are themselves malicious. Finally, reviewing logs is necessarily retrospective, so, even if a vote-changing attack was uncovered, detection would likely occur only after the election. Since Internet voting lacks voter-verified paper records from which the correct votes could be recovered, officials might be forced to rerun the election.

3.4.2 OmniBallot’s System Design

Much of what is publicly known about OmniBallot comes from a small number of sources, including an FAQ provided by Democracy Live [103], information posted on various sites for jurisdictions’ deployments (e.g., [102]), and press statements by the company. In this section, we provide a more complete picture of the system’s operation and adoption, based on our own examination of the software.

Modes of Operation

Each jurisdiction’s OmniBallot deployment takes the form of a website at a unique URL. The platform is highly configurable, and jurisdictions can customize the available languages, accessibility options, voter lookup and authentication functions, and available features. Most importantly, jurisdictions can configure the platform to provide any subset of the three modes of operation listed below:

**Online blank ballot delivery.** The voter downloads a blank ballot corresponding to their home address and/or party affiliation. The ballot is delivered as a
PDF file. Most jurisdictions instruct voters to print it, mark it manually, and physically return it to the election authorities.

**Online ballot marking.** Voters use the website to mark their ballot selections and download the completed ballot as a PDF file. Online marking makes it easier for voters with certain disabilities to fill out their ballots independently. It also allows the website to prevent overvotes and to warn voters about undervotes, reducing errors. The resulting PDF file can be printed and returned physically. Some jurisdictions, including Delaware, also give voters the option to return it via email or fax.

**Online ballot return.** In some deployments, voters can use OmniBallot to mark their ballots and transmit them to the jurisdiction over the Internet through a service operated by Democracy Live. Like in Washington, D.C.’s attempted Internet voting system [323], jurisdictions print the ballots they receive and then tabulate them with other absentee ballots.

**Deployments**

Most instances of OmniBallot appear to be hosted at predictable paths of the form https://sites.omniballot.us/n/app, where \( n \) is the locality’s numeric FIPS code [296]. Statewide deployments use two-digit numbers, and counties and cites use five-digit numbers. We visited all pages with these URL formats in May 2020 and found instances for seven state governments and 98 smaller jurisdictions in 11 states.

Nearly all OmniBallot customers offer online ballot delivery, and we found 70 that offer online ballot marking, but only a few appear to allow online ballot return. We found six jurisdictions that enabled the Internet voting option, notably including the states of Delaware and West Virginia. These jurisdictions and their URLs can be found in Table 3-12.

New Jersey had also announced plans to use Democracy Live for online voting [218, 282] and reportedly did use it for local school board elections in May 2020, but we were not able to locate a deployment for the state.
<table>
<thead>
<tr>
<th>Jurisdiction</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jackson County, OR</td>
<td>sites.omniballot.us/41029/app</td>
</tr>
<tr>
<td>Umatilla County, OR</td>
<td>sites.omniballot.us/41059/app</td>
</tr>
<tr>
<td>Pierce County, WA</td>
<td>sites.omniballot.us/53053/app</td>
</tr>
<tr>
<td>King Conservation District, WA</td>
<td>sites.omniballot.us/kcd/app</td>
</tr>
<tr>
<td>State of West Virginia</td>
<td>sites.omniballot.us/54/app</td>
</tr>
<tr>
<td>State of Delaware</td>
<td>ballot.elections.delaware.gov/app</td>
</tr>
</tbody>
</table>

Figure 3-12: Jurisdictions Confirmed to Use OmniBallot’s Internet Voting

The Voter’s Perspective

We now describe how OmniBallot works from a voter’s perspective. Screenshots in Figure 3-13 illustrate each step. We use the Delaware deployment as a concrete example, noting some of the differences in other deployments where applicable.

1. **Welcome.** Voters visit the main URL of the website and are greeted by a welcome screen. The voter clicks a button to “Mark My Official Ballot.”

2. **Voter lookup.** The voter enters their first and last name and birthdate, and the site locates them in the voter registration database. If multiple voters match, the site lists their street addresses and asks the voter to choose one.

3. **Verify voter.** In Delaware, voters entered the last four digits of their social security numbers and a “ballot number” provided by the state in an email sent by the election administrators. These were verified by the server before the voter is allowed to proceed. Some other deployments we examined did not use this verification step.

4. **Return type.** Delaware let voters opt to return their ballots by mail, by fax, by email (using a webmail portal), or through OmniBallot’s Internet voting mechanism (“electronic return”). If mail, fax, or email return was selected, voters could either mark their ballots using the site and generate PDF files to return or retrieve blank ballot PDFs and mark them manually.

5. **Ballot marking.** The voter can scroll through the ballot and make selections.
Figure 3-13: **Online voting with Democracy Live**, as used in Delaware. The voter’s identity and ballot selections are transmitted over the Internet to generate a PDF ballot. Election officials later retrieve the ballot files and tabulate the votes. All screenshots were captured with a local stand-in server.
Write-in candidates can be entered using the keyboard where permitted. The site will refuse to mark more than the allowed number of candidates.

6. **Selection review.** A summary screen shows the selections in each race (or a warning if the voter made fewer than the allowed number of sections). The voter can return to the ballot to change selections or proceed to casting.

7. **Signature.** Voters are instructed to sign their names with the mouse or touch screen, or to type their names. The result is captured as a bitmap image. Some other jurisdictions do not allow a typed signature and instruct voters that their signature must match the signature on file with the jurisdiction.\(^{21}\)

8. **Electronic return.** Voters are shown a preview of their return packages (which includes their identification information and signature page) and their completed ballot. These are PDF files that the site renders with JavaScript.

9. **Ballot submitted.** When voters are satisfied, they click a button to submit the ballot over the Internet. In Delaware, voters could check whether a ballot in their name has been accepted using their ballot numbers. However, unlike the confirmations provided by E2E-V systems, this mechanism could not protect the ballot selections from modification.

Alternatively, if voters choose to download a blank ballot or to mark a ballot to send via mail, fax, or email, they follow a different path through the site. There is no signature screen after marking the ballot, and instead the voter is provided with a downloadable PDF file of the ballot and return package.

**System Architecture**

The web app communicates with several servers to load static files or make API calls, as illustrated in Figure 3-14. Four of these services are controlled by Democracy Live and hosted in Amazon Web Services: `{sites, published, lambda, api}.omniballot.us`; all use Amazon CloudFront as a CDN and have HTTPS certificates for `*.omniballot.us`.

\(^{21}\)On-screen signatures often differ dramatically from signatures made on paper [110].
Figure 3-14: **OmniBallot architecture.** The web app runs in the browser and uses HTTPS to load files and call REST-like APIs from several domains. When voting online or marking a ballot, the app sends the voter’s identity and ballot selections to Democracy Live services running in Amazon’s cloud. The app runs JavaScript loaded from Amazon, Google, and Cloudflare, making all three companies (as well as Democracy Live itself) potential points of compromise for the election system.

The app also loads JavaScript libraries from Google (Google Analytics and reCAPTCHA [12]) and Cloudflare (PDF.js).

The **sites** and **published** servers appear to be backed by Amazon S3. The **sites** server hosts the static HTML, JavaScript, and CSS of the web app, with different paths containing different jurisdictions’ deployments or different versions of the code. The **published** server hosts static JSON files that specify the configuration of each deployment (**site-config.json**), provide an index of ballot styles (**lookups.json**), and define each ballot. The **site-config.json** file defines the appearance and workflow of the web app, allowing individual app instances to be heavily customized for each jurisdiction.

The **api** server handles voter lookup and authentication. It provides a REST-like API that allows clients to query for specific voter and ballot information as JSON-encoded HTTP queries and responses. The service is hosted through AWS API Gateway, and may be backed by an Amazon EC2 instance. The **lambda** server uses a similar API format to process ballot PDF generation requests and online ballot return.
submissions, and it appears to be backed by code running on the Amazon Lambda serverless computing platform. Calls to both servers include an x-api-key HTTP header set to a hard-coded value.

Client–Server Interactions

In Delaware, the client-server interactions proceeded along the following lines:

1. The browser visits ballot.elections.delaware.gov and loads the base HTML page, which defines the site configuration file as published.omniballot.us/10/site-config.json and loads the app’s base code from sites.omniballot.us/v9_2_11/combined.js. The app dynamically loads 24 other JavaScript modules from under the same path. It also loads the Google Analytics library from googletagmanager.com and the reCAPTCHA library from gstatic.com.

2. The app looks up the voter's registration information by making a POST request to api.omniballot.us/vr/db/voters/lookup. This request (and all later POST requests) includes headers for the reCAPTCHA API as an abuse protection mechanism. The request contains the voter's first and last names and date of birth. The server responds with the registration data, including a unique id (voter_id), whether the user is a “standard” or military (UOCAVA) voter (voter_type), and their party (voter_party) and precinct.

3. The app verifies the voter's identity by making a POST request to api.omniballot.us/vr/db/voter/voter_id/verify. The request includes the election ID as well as the ballot number and partial social security number entered by the user. If verification succeeds, the server returns a signed JSON Web Token that authenticates the voter_id.

4. To find available elections, the app sends a GET request to api.omniballot.us/accounts/account_id/currentelections?voter_type=type&voter_party=party. The server returns a JSON object for each election with the election name, ID, parent_id, and opening and closing dates. The app then lo-
Figure 3-15: In Delaware, marked ballot generation took place on OmniBallot servers. The app sent a POST request (above) that included the voter’s identity and ballot selections. The server returned the marked ballot as a PDF file. Online voting used a similar request format, with the addition of a browser fingerprint. Marking ballots server-side increases risks to election integrity and ballot secrecy.

```json
{  "aid": "10",  "eid": 1961,  "packageAid": "10",  "packageEid": 1961,  "packageCode": "standard-mail",  "aid": "10",  "eid": 1961,  "formFields": {},  "formTokens": {    "vid": "vid0",    "fname": "JOHN",    "mname": "",    "lname": "CARNEY",    "bday": "",    "House/S lang": "en"  },  "overlays": {    "vid": "vid0",    "fname": "JOHN",    "mname": "",    "lname": "CARNEY",    "bday": "",    "Precinct": "",    "packageAid": "10",    "packageCode": "standard-mail",    "packageEid": 1961,    "precinctId": 436740,    "selections": [{      "boxId": 104766,      "optionId": 161450,      "selected": true,      "value": ""    }],    "styleId": 293182  }
```

If the voter chooses to return the ballot via postal mail, fax, or email, the web app generates a ballot PDF file by making a POST request to `lambda.omniballot.us/packagebuilder/v2`. The request includes an HTTP Authorization: Bearer header that contains the voter authentication token acquired above. The request body, shown in Figure 3-15, specifies the election, the ballot style, and the voter’s name and other registration information. If the voter is marking the ballot, it also includes the ballot selections, encoded as an array of race and selection identifiers. The server returns a URL to a PDF file containing the generated ballot. The file is hosted in Amazon S3, and the URL is a pre-signed object URL [16] with a five-minute expiration.
6. Online ballot return uses a similar API. The app makes a POST request to `lambda.omniballot.us/ebr/build` with the same authorization header. The request contains the same kinds of data as ballot marking, including the voter’s identity, registration information, and ballot selections. In addition, the request contains a browser fingerprint generated using FingerprintJS [304] and a base64-encoded PNG image of the voter’s signature. The server returns a ballot ID and URLs from which the client can retrieve PDF files of the marked ballot and return package. These are rendered in the browser using the PDF.js library, which is retrieved from `cdnjs.cloudflare.com`.

7. Finally, to submit the ballot online, the client makes a POST request to `lambda.omniballot.us/ebr/submit`, again including the authorization header. The request contains the voter_id and the ballot_id from the previous step, but the ballot selections are not resent. Based on Democracy Live’s statements about using Amazon ObjectLock [15], we assume that this API call causes the server to place the return package and ballot PDFs into an ObjectLock-enabled S3 bucket for delivery to election officials. The server sends a response indicating success, and the voting process is complete.

### 3.4.3 OmniBallot Analysis and Attacks

We now assess the security and privacy risks of the OmniBallot platform. We analyze risks created when OmniBallot is used in each of three modes—blank ballot delivery, ballot marking, and online ballot return—and we discuss how (or whether) they can be mitigated. We consider three main classes of adversaries:

**Adversaries with access to the voter’s device.** The client-side adversaries with which we are most concerned are ones with the ability to alter the behavior of the voter’s web browser, such as by modifying HTTP requests or responses or injecting JavaScript into the context of the site. Several kinds of threat actors have these capabilities, including system administrators, other people with whom the voter shares
the device (e.g., an abusive partner), and remote attackers who control malware on the device, such as bots or malicious browser extensions.

Client-side malware is especially concerning because many devices are already infected by malicious software that could be remotely updated to attack OmniBallot. For instance, Microsoft this year took down a botnet controlled by Russian criminals that had infected more than nine million PCs [267]. Botnets are sometimes rented or sold to other parties to perpetrate attacks [161]. Similarly, researchers recently uncovered more than 500 malicious Chrome extensions in use by millions of people [183], and a popular legitimate Chrome extension was hijacked and modified to forward users’ credentials to a server in Ukraine [188]. Attackers could use these strategies to target large numbers of OmniBallot voters.

Adversaries with access to OmniBallot server infrastructure. The platform’s architecture makes server-side adversaries extremely powerful. Depending on which services they compromised, they could change the code delivered to clients, steal sensitive private information, or modify election data, including voted ballots. Potential attackers with such access include: (1) software engineers and system administrators at Democracy Live; (2) insiders at Amazon, which owns and operates the physical servers; and (3) external attackers who manage to breach the servers or Democracy Live’s development systems.

Adversaries with control of third-party code. Beyond its reliance on Amazon’s cloud, OmniBallot incorporates a wide range of third-party software and services, including AngularJS, FingerprintJS, PDF.js, Google Analytics, and reCAPTCHA. Since all this code runs within the app’s browser context, it has the ability to access sensitive data or introduce malicious behavior. In recent years, attackers have hijacked several popular JavaScript libraries to target users of software that incorporates them (e.g., [294]). Moreover, OmniBallot clients load some libraries directly from Google and Cloudflare, putting these companies (as well as Amazon) in a position to surreptitiously modify the web app’s behavior.
Even large, sophisticated companies are not beyond being compromised by nation states—see, e.g., Operation Aurora, in which China infiltrated Google and a number of other high-tech companies [330]. While Amazon, Google, and Cloudflare have significant incentives to protect their infrastructure and reputations, they also have large stakes in the outcome of major elections, and individual employees or small teams within the companies may feel strong partisan sympathies and have sufficient access to attack OmniBallot. Furthermore, even if these companies’ services were perfectly secure against insiders and exploitation, voters may still be distrustful of their ability to handle votes impartially—just as some of the public does not trust the Washington Post under Jeff Bezos’s ownership—weakening the perceived legitimacy of elections.

The sections that follow discuss attacks that these threat actors could carry out against OmniBallot’s blank ballot delivery, online ballot marking, and electronic ballot return features, and against voters’ privacy. We omit some important categories of attacks, including denial-of-service attacks and attacks against voter authentication, due to limits of what we can learn without access to the servers or detailed local election procedures. Table 3.1 summarizes our analysis.

**Risks of Blank Ballot Delivery**

OmniBallot’s safest mode of operation is online delivery of blank ballots that will be printed, manually marked, and returned physically through postal mail or drop off. (Returning the ballots via email or fax leads to severe risks, which we discuss separately.) Online blank-ballot delivery can provide a valuable enhancement to vote-by-mail systems, but election officials must implement rigorous safeguards to protect against several categories of attacks.

**Ballot design manipulation.** One mode of attack would be to alter the ballot design. For instance, an attacker could change or omit certain races or candidates or substitute a ballot from a different locality. Such changes might be spotted by well-informed voters, but other, harder to detect modifications could cause votes to be
counted for the wrong candidate when tabulated by a scanner. For instance, attackers could modify bar codes or timing marks, or shift the positions of selection targets. Conducting these attacks would be straightforward for adversaries with control of the client device, server infrastructure, or third-party code.

To protect against ballot design manipulation, officials first need to check that each returned ballot matches the voter’s assigned ballot style, using careful procedures to preserve ballot secrecy. Next, since visual inspection likely cannot detect all modifications that would cause tabulators to miscount the votes, officials either need to count the ballots by hand or manually “remake” the ballots (transfer the votes onto pre-printed ballots) before scanning them. An effective alternative would be to perform a risk-limiting audit [202] (which is necessary in any case to protect against other kinds of error and fraud), but Delaware, West Virginia, and New Jersey do not conduct state-wide RLAs.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Attacker Capability</th>
<th>Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Manipulate Ballot Design</td>
<td>Compromise Ballot Secrecy</td>
</tr>
<tr>
<td>Blank Ballot Printing</td>
<td>C S T</td>
<td></td>
</tr>
<tr>
<td>Marked Ballot Printing</td>
<td>C S T C S T</td>
<td></td>
</tr>
<tr>
<td>Online Ballot Return</td>
<td>C S T C S T C S T</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: OmniBallot risks. We show what kinds of attacks are possible when OmniBallot is used in different modes, if an attacker compromises the voter’s client (C), Democracy Live’s services (S), or third-party infrastructure (T). Ballot designs can be manipulated in all cases. When ballots are marked online, Democracy Live servers see the voter’s identity and selections. When ballots are returned online, attackers could potentially change votes without being detected.

**Ballot misdirection.** Another way to attack blank ballot delivery would be to modify the ballot return instructions, rather than the ballot itself, in order to cause voted ballots to be sent to the wrong place or be delayed until too late to count. In Delaware, OmniBallot included the return instructions and a printable envelope in the
same PDF file as the ballot. The attacker could replace the entire delivery address or simply change the zip code or postal bar code to route the ballot to a distant sorting facility. Since OmniBallot verifies the voter’s identity before providing the return package, an attacker could decide which ballots to misdirect based on the voter’s place of residence or party affiliation.

Voters might detect that their ballots have been misdirected if the jurisdiction provides a ballot tracking service. However, the attacker could simultaneously mail a different ballot in the voter’s name—but with votes for the attacker’s preferred candidates—reusing the voter’s identity information taken from the web app. This would make it appear to voters that their ballots had been received.

Officials can partially defend against misdirection by providing correct ballot return instructions through prominent channels other than OmniBallot, such as on other official sites and in the media. We also recommend that states coordinate with the Postal Service to ensure that postal workers are on the lookout for misdirected ballots.

**Risks of Online Ballot Marking**

Using OmniBallot to mark ballots online, print them, and return them physically raises greater risks than blank ballot delivery. (Again, marking ballots online and returning them via email or fax leads to severe risks, which we discuss separately.) Some of the risks can be mitigated with careful procedures, but others are difficult to avoid, especially if online ballot marking is widely used.

**Enhanced ballot misdirection and manipulation:** OmniBallot’s online ballot marking configuration could allow attackers to see the voter’s selections before the ballot is generated, allowing them to surgically suppress votes for a particular candidate by misdirecting or modifying only those ballots. The attacker could also reorder the candidates, move the selection targets or timing marks, or encode false votes within barcodes, so that the ballot appears (to a human) to be marked for the voter’s selected candidate but will be counted by an optical scanner as a vote for a different candidate. These risks make the procedural defenses discussed in Section 3.4.3 even more crucial.
when jurisdictions offer online ballot marking. However, “remaking” the ballot by reading the votes from a barcode, as some jurisdictions do, introduces further security risks, since attackers could change the barcodes without detection. Instead, absent a risk-limiting audit, officials must manually transcribe the human-readable selections to a pre-printed ballot.

**Ballot mismarking:** Online marking enables a simpler style of ballot manipulation that may be impossible to procedurally mitigate: mismark the ballot so that one or more races reflect the attacker’s choices instead of the voter’s.

Of course, voters could detect this by carefully reviewing their ballots before returning them. However, recent research involving ballot marking devices—which are susceptible to analogous attacks—finds that the vast majority of voters fail to detect errors on machine-marked paper ballots [52]. OmniBallot users who did notice a problem would likely discard the erroneous ballot and use the system to mark another; the attacker could recognize this repeat attempt and mark the new ballot correctly. Even if a few voters alerted election officials, the voters would have no way to prove that the system misbehaved, so officials would have difficulty distinguishing an attack from isolated human error [26].

Prompting voters to carefully review their ballots may increase error detection to a limited extent. However, modeling suggests that the improvement may not be sufficient to detect outcome-changing fraud in close elections unless use of electronic ballot marking is limited to a small subset of voters [52].

**Compromising ballot secrecy:** Online ballot marking carries an elevated risk that attackers could compromise the voter’s secret ballot. Attackers with the ability to alter or inject code into the web app could exfiltrate the voter’s identity and ballot choices. Moreover, since the web app sends the voter’s identity and ballot choices to lambda.omniballot.us in order to generate the marked ballot PDF file, an attacker with only passive access to the data processed by this service can learn voters’ ballot selections, even when the ballot is returned physically.
Furthermore, the ballot return package, including the voter’s identity and marked
ballot, is saved locally to the voter’s computer before being printed. This creates a
risk that client-side attackers, including other local users, could gain access to the
file. Even if voters delete the files, forensic tools may allow adversaries to recover the
election officials. Democracy Live itself would
have little opportunity to detect attacks that were perpetrated by client-side malware
or third-party infrastructure.

Vote-changing attacks: Recall that OmniBallot’s online voting is accomplished
by making two API calls to lambda.omniballot.us: one that submits the voter’s
identity and selections and receives a ballot ID and a URL for the marked ballot PDF
file, and another that submits the ballot ID and causes the ballot to be delivered to
election officials. Both requests are authenticated with a bearer token that is provided
after checking the voter’s identity.
One way to subvert this process would be to inject malicious code into the web app. This could be accomplished with local malware (such as a malicious browser extension) or by delivering malicious code as part of the JavaScript that OmniBallot loads from Amazon, Google, and Cloudflare servers. Insiders at these companies or at Democracy Live could attempt such an attack, as could external attackers who compromised any of the companies’ infrastructure.

Once in control of the client, the attacker could cause the web app to substitute ballot selections of the attacker’s choosing. To hide the changes from the voter, the attacker would simply have to generate a separate ballot PDF file to display to the voter that did match the voter’s selections. This could be accomplished by modifying the real ballot PDF file using client-side code. As a result, the web app would show a ballot containing the selections the voter intended, but the ballot that got cast would have selections chosen by the attacker. The attack would execute on the client, with no unusual interactions with Democracy Live, so there would be no reliable way for the company (or election officials) to discover it.

Attackers with control of the lambda.omniballot.us service—such as malicious insiders at Democracy Live or at Amazon, or external attackers who penetrated either company’s systems—would have a separate way of changing votes. Malicious code on this server could return one PDF to the voter and store a different one for delivery and counting. Voters would have no way to notice the change.

Risks of Email-Based Ballot Return

Like other modes of online voting, email-based ballot return faces severe security risks that cannot be adequately mitigated with available technology or controls. Different OmniBallot jurisdictions use widely varying procedures for email-based return; here we focus on the way it is implemented in Delaware. Even after discontinuing OmniBallot, Delaware allowed voters to return ballots by email.

Delaware voters who choose to return their ballots by email are instructed to use Egress Switch [283], a “secure email” platform produced by U.K.-based Egress Software Technologies, Ltd. Rather than directly emailing the ballot, voters visit
Table 3.2: **Access to privacy-sensitive data.** We show what data is shared with Democracy Live when using OmniBallot in each mode offered in Delaware. A + indicates that the information is also sent to Google; a * indicates that Google can infer it. All data is implicitly sent to AWS.

<table>
<thead>
<tr>
<th>Voter Private Information</th>
<th>Blank Ballot Delivery</th>
<th>Online Ballot Marking</th>
<th>Online Ballot Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP address/coarse physical location</td>
<td>✓⁺</td>
<td>✓⁺</td>
<td>✓⁺</td>
</tr>
<tr>
<td>Delaware voter ID number</td>
<td>✓⁺</td>
<td>✓⁺</td>
<td>✓⁺</td>
</tr>
<tr>
<td>Name, address, and date of birth</td>
<td>✓⁺</td>
<td>✓⁺</td>
<td>✓⁺</td>
</tr>
<tr>
<td>Party affiliation</td>
<td>✓⁺</td>
<td>✓⁺</td>
<td>✓⁺</td>
</tr>
<tr>
<td>Partial social security number</td>
<td>✓⁺</td>
<td>✓⁺</td>
<td>✓⁺</td>
</tr>
<tr>
<td>Vote selections</td>
<td>✓⁺</td>
<td>✓⁺</td>
<td>✓⁺</td>
</tr>
<tr>
<td>Browser fingerprint</td>
<td>✓⁺</td>
<td>✓⁺</td>
<td>✓⁺</td>
</tr>
</tbody>
</table>

**switch.egress.com** and sign up for accounts using their email addresses. After proving that they have received a confirmation code sent to that address, the voter can log in to a webmail interface, compose a message to a Delaware elections email address, and attach the voted ballot as a PDF file. The recipient receives an email notification that the message is available and can log in to the same system to retrieve it.

A full analysis of Egress Switch is beyond the scope of this analysis, but we note that it is effectively serving as a second Internet voting platform, with broadly similar risks to OmniBallot’s online return mode, including a reliance on large tech companies for trusted infrastructure. Egress appears to be hosted in Microsoft’s cloud and to store encrypted messages in Amazon S3 servers located in the U.K. Routing domestic voters’ ballots through a foreign jurisdiction may weaken the legal protections surrounding ballot secrecy and exposes voters to a greater risk of surveillance or other attacks by a foreign government [94].

Depending on the voter’s existing email provider, Egress Switch may offer privacy advantages, particularly as the sender may only view sent messages for a limited time.
On the other hand, it centralizes voted ballots on a single third-party platform, which must be trusted to deliver them without modification. As with OmniBallot, Switch itself, and the third-parties it trusts, can see and change the ballot before it is delivered, and there is no apparent mechanism by which voters can independently confirm that their voted ballots have been received by election officials without modification.

Risks to Voters’ Privacy

OmniBallot has access to a large amount of privacy-sensitive data (see Table 3.2): voters’ names, addresses, dates of birth, party affiliations, and other voter registration fields; their coarse physical locations from their IP addresses; their partial social security numbers; and, in either the ballot marking or online voting configurations, their actual ballot selections.

In addition, when votes are cast online, OmniBallot’s client-side code takes a fingerprint of the browser and sends it to the server with the voter’s registration data and ballot selections. If Democracy Live shared this data with other sites, they could recognize the voter’s browser and associate it with their identity and votes. Browser fingerprints are incredibly privacy invasive [115]—they can uniquely track a browser even after the user has taken defensive measures such as clearing cookies, as well as between private browsing and normal browser modes [327].

This data about the voter would be valuable to many parties: advertisers, political candidates, or attackers seeking to conduct disinformation campaigns. Notably, Democracy Live appears to be silent about whether, or for how long, they store this data, how they use it, or whether it will be shared or sold to third parties. Prior to our work, OmniBallot included no terms of service or privacy policy (though it did link to Google’s, as sites that use reCAPTCHA are required to do).

OmniBallot also makes extensive use of first- and third-party tracking mechanisms to monitor voters’ interactions with the platform. It sends Google Analytics extensive browser configuration information, the URLs of pages the voter visits within the app, whether they are a UOCAVA voter, and the voter’s ID number. In Delaware, the same ID number is used in the state’s publicly available voter file, where it is associated
with the voter’s full name, address, phone number, birth year, and party. Google could use the ID field to personally identify the voter and potentially to associate the voter’s identify with other tracking cookies.\textsuperscript{22}

Risk Summary

Below, we briefly summarize our findings concerning OmniBallot’s three main modes of operation. Our assessment of their relative risk accords with recent guidance by the U.S. Cybersecurity and Infrastructure Security Agency \cite{297, 311}.

Blank ballot delivery. When OmniBallot is used to deliver blank ballots for printing, attackers could modify certain voters’ ballots or return instructions to omit candidates, cause votes to be scanned incorrectly, or delay or misdirect mail-in returns. These risks can be largely mitigated with rigorous election procedures, and, with such protections in place, we consider the overall risk to be moderate.

Online ballot marking. Using OmniBallot to mark and print ballots carries greater risks. Attackers can learn the voter’s selections and target ballots for a disfavored candidate by misdirecting them or causing them to be scanned as a vote for somebody else. Attackers could also mark the ballot for different candidates than the voter intended, which, although visible, many voters would likely fail to detect. Voter education and procedural defenses can only mitigate these attacks to an extent, so we consider the risk to be high. As the risk further increases when online marking is widely used, we recommend limiting its deployment.

Online ballot return. When ballots are returned over the Internet using Omni-Ballot, there is no way for voters to confirm that their votes have been transmitted without modification, and attackers could change votes in ways that would be difficult for voters, officials, or Democracy Live to detect. Attacks could be conducted through client-side malware, compromise of third-party services such as Amazon and Google,\footnote{This behavior appears to be in violation of the Google Analytics terms of service \cite{147}, which prohibit sending personally identifiable information to Google.}
or infiltration of Democracy Live. Administrative controls and audits cannot prevent such attacks. Given the possibility for undetected changes to election results, we consider the risks of online voting to be severe.

3.5 Discussion & PostScript

Here we provide an in-depth discussion of the lessons learned from examination of both systems. We begin by discussing how the failures of transparency and auditing significantly hindered our analysis, demonstrating the need for transparency and accountability in labeling as discussed in Chapter 2. We then continue with a discussion of various technical recommendations for vendors in this space, as well as elections administrators and policymakers. We hope that this analysis helps inform better policy, and ameliorates the misaligned incentives in this market.

3.5.1 Transparency and Auditing

Put in the frame of Chapter 2, the actions of the developers in both cases exacerbated the information asymmetries between all actors in the market. Neither the elections officials (who purchased said products) or the software vendors could be held to account. As a result, both companies were allowed to over promise and undertreat, providing minimal security and harming user privacy. We further explore this argument below.

Claims of Security are Largely Poor Labeling: Neither company provided adequate documentation of their system design, and what little public information was provided had been littered with confusing or meaningless claims of security. Voatz’s FAQ, for example, stated that their system was “doubly anonymized,” used “end-to-end vote encryption” and “anonymized voter-verified digital receipts,” and later leveraged a “voter-verified audit trail” — none of which have any definition in the cryptographic literature, and it is still unclear what these statements are referring to even after our full analysis of their system. Perhaps more bizarrely, Democracy Live argued that their online ballot return capability should not be considered Internet voting at all,
perhaps attempting to avoid the scrutiny required for such systems. Whatever the motive, this kind of obfuscation makes it difficult for voters, election officials, and other policymakers to understand whether the technologies are safe.

**Disclosure Policies Limit Transparency and Accountability:** Coordinated vulnerability disclosure and bug bounties can be incredibly powerful tools for transparency and accountability, allowing security researchers to provide feedback to the company and safely disclose their findings while forcing the company to fix the discovered bugs. Taken in the economic context (as in Chapter 2), such mechanisms can help regulate markets for credence goods, and voluntary use can be a powerful argument in favor of effective self-regulation. Unfortunately, Democracy Live and Voatz serve as worked examples of how such policies may be more signaling than function.

As previously mentioned, we analyzed the most recent version of Voatz’s app available in the Google Play store as of January 1, 2020. At the time, Voatz also provided a “bug bounty” version of the app via a third party service called HackerOne [307]. The company touted the bug bounty as evidence of their commitment to independent audits, as well as “community vetting” of the product [308]. We chose not to examine this version of the app for several reasons.

First, evaluating the bounty app alone would have introduced additional threats to validity, and as the differences between this version and the ones that have been fielded are unclear, we chose to err on the side of realism. Worse, all apps are independently randomly obfuscated such that static analysis of each requires a lengthy manual deobfuscation process, so repeating this work on a second app represented significant additional effort.

Second, crucially, the bounty did not provide any additional helpful insight into Voatz’s server infrastructure, nor did it provide any source or binary for the API server to test against. Indeed, when the decision to analyze the live app was made, both Voatz’s bug bounty app and the Google Play app failed to connect.

Finally, the terms of the bug bounty contained untenable restrictions that hinder
an open dialog about the system. For example, the bug bounty excluded both MITM attacks and attacks requiring physical access to the device. This physical access restriction could be read to exclude all of our on-device attacks — To simulate an attacker with access to a remote root-level vulnerability, we used a manual jail-breaking technique which happens to require physical access. The MITM restriction would similarly put the sidechannel attack, as well as the analysis of an adversary that controls Voatz’s API server, explicitly out of scope. Worse, the bug bounty, in coordination with their “responsible disclosure policy,” also denies researchers safe harbor unless they wait to disclose their findings until some arbitrary time that Voatz decrees the bug fix to be fully deployed [310].

In short, Voatz’s bug bounty appeared to restrict the researcher from disclosure, failed to provide adequate resources for analysis, and arbitrarily considered whole classes of realistic vulnerabilities outside of the scope of the exercise. We concluded that the bug bounty is not particularly relevant for allowing researchers to vet, audit, or improve the system’s security, and serves as an example of how such engagements may not be as effective as one may hope. Democracy Live’s approach was far more straightforward, albeit somewhat worse than Voatz’s. They provided no system to test, and the company’s reporting guidelines at the time of our analysis (Fig. 3-16) prohibited further disclosure of reported problems without their permission. After we made our findings public, they adopted a new policy [101] modeled after Disclose.io’s Coordinated Vulnerability Disclosure Template [108]. However, the new policy permits disclosure post-mitigation, but there are no set timelines nor any apparent recourse if the company excessively delays or chooses not to fix a problem.

If the goal is to maximize the utility of audits and increase transparency through a bug bounty or public disclosure policy, vendors should provide source code for both the server and client, publish full system implementation and operational details, and explicitly free researchers to divulge their findings after the industry-standard 90 days, or, at the very least, on a fixed, publicly-available time schedule. As it stands, these policies may discourage responsible disclosure and could prevent researchers from alerting officials or the public about flaws that go unfixed.
Figure 3-16: Democracy Live’s vulnerability reporting guidelines stipulated that researchers who reported problems could not further disclose them without permission. Although it is unclear if this policy is enforceable, such restrictions run counter to best practices and may chill responsible disclosure.

Failures of Transparency Hinder Independent Analysis & Degrade User Privacy: The lack of public source and incomplete documentation exacerbate many of the security and information privacy risks presented in this chapter, and serve as an example of the importance of transparency in election software in particular. While we had to expend considerable time and effort to deobfuscate each system’s client-side code and make the results accessible for analysis, the flaws themselves are hardly novel — sidechannel attacks, for example, are well known in the cryptographic engineering and research literature, and many of the other issues appear to be the result of poor design and nonstandard implementation. Open access to code, each systems’ design, and running test implementations would have likely revealed these flaws rapidly and encouraged these companies to fix them, or at least dissuade election officials from putting the voting public at risk.

It is also clear that this lack of transparency did not significantly hinder our ability to discover the flaws presented in this chapter, and will similarly fail to prevent a well-resourced adversary from doing the same. In our analysis, we never intentionally connected to either system’s servers, and were forced to retarget all communication to our own infrastructure both to avoid disrupting their systems and to comply with the
law. Criminals or foreign intelligence agencies, on the other hand, are not constrained to follow U.S. law and would likely have no qualms about disrupting normal operations, including by connecting to elections servers or attacking the company directly. Such adversaries will therefore have an easier time discovering exploitable vulnerabilities, and are more free to explore flaws we were unable to investigate; it is possible that these systems’ server infrastructure, third party infrastructure, elections administrator interfaces, and other parts of their service have issues that are impossible to analyze without further access.

Finally, the lack of explicit disclosure specifying exactly what voter information is collected, how it is used, how long it will be retained, and what third parties may have access constitutes a sharp deviation from privacy best practices, and is an especially concerning omission given the sensitivity of voting information.

For example, despite having access to a wide range of sensitive personally identifiable information, OmniBallot had no privacy policy, leaving voters uniformed about what legal limitations, if any, restrict the company’s use of this data. For example, it remains unclear whether the company could legally share such data with political campaigns, law enforcement, foreign governments, or ad tech companies. Moreover, due to OmniBallot’s reliance on third-party services, Amazon and Google store or receive some or all of this data. Statutory requirements, Democracy Live’s contracts with third parties, and contractual obligations to election jurisdictions may offer some legal protections, but these are largely invisible to voters.

While Voatz did have a privacy policy, its lack of transparency on important privacy practices such as third-party data sharing left voter data unprotected. Beyond serving as a notice to consumers, privacy policies are a critical part of the privacy protection framework, especially in jurisdictions such as the United States that lack comprehensive privacy laws; individual commercial privacy is generally protected in the U.S. only if companies make concrete commitments in their stated privacy policies [276]. For example, because Voatz did not place any explicit data retention time limits on their third-party ID verification service in a publicly-visible privacy policy, users are at risk of having such sensitive election-related information held indefinitely. Barring
local statutory restrictions and/or contractual obligations unknown to the authors, the lack of a concrete privacy policy renders Voatz and their partners unaccountable for such privacy failures, and makes it unclear if Voatz can use the information outside of the context of the election itself.

As mentioned in Section 3.3.2, the only notification to the user that their ID was being sent to a third party in Voatz’s app is the faint logo placed in the lower right corner of the app’s photo screen, and we found no user-accessible indication of the use of various other third parties at all. While the privacy policy does state that Voatz “may transfer Personal Information to third parties for the purpose of providing the Services,” it never discloses what information or to whom. Without knowledge of where their personal information is going, there can be no informed consent — as it stands, even the most diligent and privacy-focused individual is likely to misunderstand and assume that their data, particularly their ID information, is only being shared with Voatz.

3.5.2 Responsible Disclosure Process and Vendor Reaction

Not only did these disclosure policies limit our analysis, requiring extensive reverse engineering and reimplementation, they also further complicated our ability to report the issues we discovered.

Given the heightened sensitivity surrounding election security issues, and due to concerns of potential retaliation, in both cases we chose to alert the U.S. Department of Homeland Security (DHS) and anonymously coordinate disclosure through their Cybersecurity and Infrastructure Security Agency (CISA). In the case of Voatz, before publicly announcing our findings, we received confirmation from the vendor through CISA, and, while they disputed the severity of the issues, they appeared to confirm the existence of the side channel vulnerability, and the PIN entropy issues. In the case of Democracy Live, we discussed our findings directly with the company’s management team. With both studies, we also spoke directly with affected election officials in an effort to reduce the potential for harming any election processes.23

23In both of these cases, the vendor shared additional information, but, as those details were part
Democracy Live’s Reaction

At our recommendation, Democracy Live made some limited improvements, though there is a far amount of work to be done. For example, Democracy Live has since posted a privacy policy that covers all OmniBallot instances and prohibits the company from using voters’ information for any purpose unrelated to servicing their ballots [105]. However, the policy does not provide explicit limits and guarantees about the retention, protection, and disposal of this data.

The company’s reporting guidelines at the time of our analysis (Fig. 3-16) prohibited further disclosure of reported problems without their permission. After we made our findings public, they adopted a new policy [101] modeled after Disclose.io’s CVD template [108]. The new policy permits disclosure post-mitigation, but there are no set timelines nor any apparent recourse if the company excessively delays or chooses not to fix a problem. These policies may still discourage responsible disclosure and could prevent researchers from alerting officials or the public about flaws that go unfixed.

To the best of our knowledge, Democracy Live has never denied or contested the findings of our analysis. However, in a podcast on election integrity, Democracy Live’s CEO Bryan Finney made the following statement:

“I think it can be extremely valuable, and a healthy tension between [us and] academics, you know, it’s their job to break stuff. They want to go make sure it’s a secure system ... they want to push the innovators and the providers. It’s our job to go build it, it’s their job to go see if they can break it, and that’s a healthy balance.

Where it becomes unhealthy, in my perspective, especially from an academic standpoint, is when you go in subjectively, not objectively ... And, although there is no secure, 100% technology — you put your ballot in the mailbox how secure is that? — we happen to use a federally approved cloud environment, that in theory is more secure than a fax machine ... The of confidential communications in the vulnerability disclosure process, they are not included in this chapter. Nothing provided by either vendor contradicted any our factual findings in either study.
challenge is when you have subjective either academics or antagonists or advocates who don’t want to engage, they don’t want to collaborate. You know, we had an experience where some folks instead of reaching out to us to talk to us about system and how it works they went right to a national media outlet. That, to me, doesn’t strike me as objective research, there’s a subjective opinion going into that effort. [65]”

Delaware and New Jersey discontinued use of OmniBallot for online voting [271], but Delaware continued to allow webmail-based ballot return, and West Virginia continued to use the system as-is in both the primary and 2020 presidential elections.

**Voatz’s Reaction**

A preprint reporting the Voatz-relevant results of this work was publicly disseminated on February 13th, 2020 and covered in press reports [264]. As a result of our findings, Mason County, Washington, announced it would discontinue using Voatz, followed quickly by West Virginia [87].

Instead of addressing the reported vulnerabilities, Voatz responded by attacking the credibility of this analysis. In both a public press call [309] and in a blog post entitled “Voatz Response to Researchers’ Flawed Report,“ [306] company officials downplayed the severity of the findings, impugned our intent as well as our methodology, and claimed (incorrectly) that we had examined an outdated version of the app — but oddly never denied the findings themselves.

On March 13, 2020, Trail of Bits, a third-party security firm, released a document detailing a white-box security analysis of Voatz [54]. Their work cited our original analysis, confirmed the veracity and severity of all findings reported here, and explicitly contradicts Voatz’s criticism — supporting our methodology as an industry-standard process and affirming that there were no security relevant differences between the app we examined and the internal master. Trail of Bits also confirmed that the server-side code contained further vulnerabilities opaque to us (finding 48 issues in total) and that Voatz’s protocol is not E2E-V, found no evidence of the mixnet claimed by
Voatz, and reported that Zimperium was entirely disabled in at least one of their most recent elections. Remarkably, this report was not the result of an independent audit — the firm’s work appears to have been funded by Voatz. Finally, HackerOne has since removed Voatz’s bug bounty from their platform — a company first — citing concerns around Voatz’s apparent inability to interact in good-faith with security researchers [205].

Despite the findings of their own self-funded audit explicitly confirming the results in our work, Voatz’s CEO continues to publicly deny the veracity of our findings, claiming that “there are like so many errors in the MIT report, that it’s just really really hard to accept that report” [130].

### 3.5.3 Technical Recommendations

Based on our analysis of these two systems, we offer a series of recommendations for election administrators, policymakers, and vendors in order to help protect the integrity of elections conducted using remote accessible voting systems and safeguard voters’ privacy. These are in addition to the procedural defenses discussed in Section 3.4.3. Many of these recommendations apply more generally to all systems for online voting or ballot delivery and marking that jurisdictions may be using or considering.

**Eliminate electronic ballot return.** Online ballot return runs counter to the clear scientific consensus, as expressed by the National Academies [224], that the Internet should not be used for the return of marked ballots. Our analysis shows that votes cast online using either system could be surreptitiously changed without voters, officials, or the vendor being able to detect the attack. Given the risks, we recommend that elections administrators refrain from using online ballot return, including ballot return via email. Instead, administrators should focus on improving the efficiency and accessibility of physical ballot return paths, which carry fewer risks of large-scale manipulation.
Limit the use of online ballot marking. In the ideal case, online ballot marking provides valuable usability and accessibility benefits. For absentee voters with disabilities that make it impossible to mark ballots by hand, such a tool could provide greater independence and privacy. At the same time, it carries higher risks of ballot misdirection, manipulation, and mismarking than blank ballot delivery, and research with ballot-marking devices suggests that most voters will fail to spot altered ballots, even if prompted to check [52]. As online marking becomes used more widely, it becomes a more attractive target, and the risk that attacks could change election outcomes increases rapidly. For these reasons, we recommend offering online marking only to voters who could not otherwise mark a ballot independently, and not to the general public. Furthermore, marked ballots should always be printed and physically returned.

Mark ballots using client-side code. OmniBallot’s design, as used in Delaware, creates unnecessary risks to ballot secrecy and integrity by sending the voters’ selections, coupled with their identities, to an online service when generating marked ballots. These risks could be avoided by marking ballots locally in the browser, using client-side code.

Democracy Live already offers an option to do this. OmniBallot deployments in California, Virginia counties, and Washington, D.C. use an alternative online marking approach called “Secure Select,” in which marked ballots are generated without sending selections to a server [275]. After downloading the return package, the voter is redirected to a page on ss.liveballot.com, which delivers JavaScript for generating the marked ballot entirely within the browser.

In addition to Delaware, jurisdictions in Colorado, Florida, Ohio, Oregon, Washington State, and West Virginia appear to use the more dangerous server-side marking mechanism. We recommend that they switch to client-side marking.

Implement risk-limiting audits. When a digital system is used to deliver blank ballots that are marked by hand and physically returned, this generates a strongly
voter-verified record of voters’ choices. However, attackers can still manipulate the ballot design in ways that would cause votes to be miscounted when tabulated by an optical scanner. To mitigate this, we recommend that officials perform risk-limiting audits (RLAs) [202], which limit the probability that the election outcome differs from the outcome that would be found by a full hand-count. As with in-person voting, RLAs are an essential defense against error and fraud.

Reduce unnecessary trust in third parties. Both systems’ security depend not only on the security of the vendor’s code and procedures, but also on the security of services provided by a number of third parties, including Amazon, Google, and (in the case of OmniBallot) Cloudflare. Attackers that breach their systems (or rogue employees within the companies) could alter votes that are returned electronically. Limiting trust can reduce this risk, to an extent, by removing inessential dependencies (e.g., Google Analytics) and applying subresource integrity [14] to static libraries (e.g., PDF.js). However, eliminating all reliance on third-parties may be inadvisable, as it is difficult, if not impossible, for small companies like Voatz or Democracy Live to deliver the same level of infrastructure security and resilience as a leading cloud provider.

Increase transparency and facilitate independent review. Unlike in-person voting equipment, which is tested by federally accredited labs for compliance with the EAC’s Voluntary Voting System Guidelines [299], there are no federal standards or certification processes for platforms like Voatz and OmniBallot. This means local and state officials are largely dependent on the vendors themselves when assessing such products. Officials should insist that all digital voting systems be subjected to public examination by independent security experts before considering them for use. Such evaluation has exposed critical vulnerabilities in Internet voting systems in the past (e.g., [323, 157]), preventing flawed technologies from putting elections at risk. That either system has been used before without reported problems — predominately for small populations and for low-risk blank-ballot delivery — does not establish that it
can be used safely for online voting or with large numbers of voters in high-stakes elections.

To facilitate independent analysis, we recommend that all parties adopt a vulnerability disclosure policy that follows best practices, such as NTIA’s CVD policy template [232], and make all source code available for scrutiny.

### 3.6 Conclusion

Beginning with West Virginia, Utah, and Colorado, the U.S. has ventured down the path of Internet voting. Despite the concern expressed by experts, companies are selling the promise that these systems are “secure” enough for practical use.

Yet our analysis has shown that these systems are not secure, and suffer from extensive privacy failings. In one system, even a passive network adversary can discover a user’s vote, and an active one can disrupt transmission in response. For either system, an attacker that controls a user’s device also controls their vote, easily brushing aside any built-in countermeasures. And our analysis shows that any actor that controls these systems’ servers — including many third parties — likely have full power to observe, alter, and add votes as they please.

A natural question may be why such services have been fielded in the first place. Speaking to the Harvard Business Review, Bradley Tusk, a political philanthropist whose foundation was responsible for funding a number of these systems’ deployments, stated:

“"It’s not that the cybersecurity people are bad people per se. I think it’s that they are solving for one situation, and I am solving for another. They want zero technology risk in any way, shape, or form. [...] But in my view, then you can’t resolve the issues on guns, on climate, on immigration, because the middle 70% doesn’t participate in primaries [...] I am solving for the problem of turnout [314].”

While we appreciate and share Tusk’s desire to increase voter participation, we do not agree that the security risks in this domain are negligible; we believe that
the issues presented in this work outweigh the potential gains in turnout.\footnote{Indeed, it is unclear if mobile and internet voting actually increases voter turnout. A study from Switzerland\cite{143} finds, somewhat surprisingly, no statistically significant increase in voter participation.} As we have shown in this chapter, vulnerabilities inherent in these systems and the problems caused by a lack of transparency and accountability for basic failures are very real. The choice here is not about turnout, but about an adversary controlling the election result and a loss of voter privacy, impugning the integrity of the election as a whole.

Given the severity of failings discussed in this chapter, the lack of transparency, the risks to voter privacy, and the trivial nature of the attacks, we suggest that any near-future plans to use either system for Internet voting in high-stakes elections be abandoned. We further recommend that any future designs for voting systems (and related systems such as e-pollbooks) be made public, and that their details, source, threat model, as well as social and human processes be available for public scrutiny.

Note that all attacks presented are viable regardless of the purported use of advanced management tools and cryptography. We join other researchers in remaining skeptical of the security provided by blockchain-based solutions to voting\cite{99, 251, 236}, and of internet voting in general\cite{224}, and believe that this serves as an object lesson in security — that the marketed use of a series of tools does not indicate that a finished solution provides any real guarantees of security.

Finally, similarities between these two analyses gives credence to the argument that current market incentives do not favor security for such systems. OmniBallot and Voatz represented a near totality of the U.S. market for internet voting systems, had similar failures of design and disclosure, continue to make unclear or incorrect claims about their systems, and have made vague statements disputing the relevance of our findings despite the overwhelming proof presented in this chapter. Worse, these are not isolated examples: Past security analyses of Internet voting systems deployed abroad, including those used in Moscow\cite{138}, Australia\cite{157}, and Estonia\cite{280}, similarly found significant risks to election integrity and faced complications due to policy-based hurdles to analysis, ranging from incomplete documentation and lack of source code to restrictive vulnerability disclosure policies.
These works provide concrete evidence to policymakers that regulatory intervention is necessary to avoid allowing this market failure to continue negatively impacting the integrity of our democratic process. We must incentivize vendors to remove barriers to public scrutiny, provide stringent security standards and labels, and create legal regimes for holding these vendors liable for bad behavior. In short, we must shift the burden of proof to the developer to demonstrate that their system is secure, to both the public and the security community, before it can be trusted as a crucial component in the democratic process.
Chapter 4

Deniable Messaging

In the last chapter, we demonstrated that the structure of a market can degrade the security properties of deployed systems. Here, we consider whether the inverse is also true — that the design of systems could alter attackers’ incentives and thus provide better security. It is clear that cryptographic protocols, in particular, can incentivize or disincentivize bad behavior.

Take, for example, the cryptography used for verifying email. Email has long been the world’s largest messaging scheme, used ubiquitously for personal, industry, and government communication. As such, it is a valuable target for attack: a user’s account is a trove of sensitive information, unauthorized access to which enables spam, fraud, blackmail, and other abuse.

To help protect users from spam and fraud, the IETF developed a widely-adopted standard called DomainKeys Identified Mail (DKIM) [72]. DKIM’s goal is to assure the receiving server that each incoming message was really sent from the domain it appears to be from, enabling inter-domain accountability in case of spam and easy detection of spoofed messages. DKIM’s protocol is simple: the originating server cryptographically signs each outgoing email’s contents and metadata, allowing the receiving server to verify the message after looking up the sending server’s public key via DNS.

While DKIM was an important innovation that continues to be critical to the email ecosystem, its design came with an unintended side-effect: namely, email thieves can
credibly convince any third party that stolen messages are authentic and unmodified via DKIM signatures from a reputable service provider. This effectively increases the incentive for attackers to target and break into email accounts, as a successful attacker can credibly (and anonymously) sell, publish, or use the stolen data for blackmail.

Email attributability has had real-world impact. For example, Wikileaks publicly asserts [321] that it relies on DKIM signatures to confirm the veracity of their publications: Wikileaks leveraged DKIM to authenticate messages stolen from the Democratic National Committee (DNC) and Hillary Clinton’s campaign chairman during the 2016 U.S. presidential election season [318]. Because of DKIM, any third party could easily confirm the legitimacy of these stolen messages using public keys tied to Google and Microsoft’s email services, despite the information’s questionable origin. Indeed, the practice of using DKIM to verify unauthorized email leaks has now become a standard journalistic practice [268, 213], with the Associated Press releasing a software tool for this purpose [33].

DKIM’s attributability problem has been recognized but unsolved for some time. Jon Callas, one of the original authors of the DKIM RFC, has publicly stated that attributability is an unintended design flaw of the protocol [74, 75], and has since suggested a number of ways to mitigate its impact, but notes that proposals at the time of his writing were insufficient or impractical [73]. Other researchers also flagged the issue as early as 2004, e.g., Adida et al. [9], Unger et al. [302], and Bellovin [44]; however, designing a practical, non-attributable DKIM replacement has remained an open question.

It is alarming that an unintended result of an ubiquitous messaging protocol has produced a scalable, by-default system for credible propagation of illicitly obtained private messages. The specific DNC incident might well have happened with or without DKIM: for a high-value target, interested parties would likely seek to verify the stolen emails in various ways, including non-technical methods (e.g., journalistic corroboration, cross-checking timestamps, geolocation, etc). But just the possibility of manual verification — a possibility that has existed since handwritten letters — is
a stark contrast from the easy, inbuilt attribution that has *unintentionally* become ingrained in today’s email ecosystem.

Public figures are not the only victims of email breaches; new reports of email theft seem to surface every few weeks. Astoundingly, all of Yahoo!’s 3 billion email accounts were compromised in a 2013 breach [285]. Although Yahoo!’s users have been spared public dissemination of their messages, others (e.g., Sony and Stratfor), have been less fortunate [320, 319]. Attackers appear to have diverse motives, ranging from financial gain — e.g., selling patient healthcare data gleaned from emails [164] — to industrial espionage and monitoring political dissidents and foreign officials [287].

In light of the potential harm to users, it would be irresponsible to let DKIM’s unintended side-effect of attributability remain unscrutinized: if attributability is to remain a feature of DKIM, it should be as a result of a deliberate decision that takes into account the range of technically feasible alternatives. With the above as motivation, we ask:

*Is it possible to mitigate the potential harms of attributability in DKIM while maintaining the system’s efficient spam and spoofing resistance?*

An initial intuition may be that attributability of stolen email is an unavoidable side effect of spam and spoofing resistance, given the indirect and decentralized nature of email: it is intuitively unclear how a recipient with no communication to the sending server can be certain of a message’s origin without also gaining the ability to convince a third party of the same. Under certain conditions, this intuition amounts to an impossibility. Yet, perhaps surprisingly, our work shows that modern cryptography can reconcile the apparently conflicting goals of spam protection and non-attributability. We construct efficient protocols that achieve the important security guarantees that DKIM provides, while simultaneously *guaranteeing non-attributability* of stolen email. Further, we show that configurations of our protocols are *practical* for deployment on the Internet today, achieving reasonable efficiency and bandwidth overhead.
4.0.1 Key Ideas

There are two main ideas underlying our proposals: delayed universal forgeability and immediate recipient forgeability.

**Delayed universal forgeability.** This approach ensures that signatures with respect to past emails “expire” after a time delay $\Delta$ and thereafter become forgeable by the general public (i.e., arbitrary outsiders or non-parties). This property ensures that no attribution will be credible after the time delay has elapsed. We call this property *delayed universal forgeability*. As long as $\Delta$ is set larger than the maximum viable time for email latency, the signature will still be convincing to the recipient at the time of receipt, thus maintaining the spam and spoofing-resistance of DKIM.

Signatures that possess delayed universal forgeability retain all the unforgeability properties of a standard signature scheme, until the set time $\Delta$ has passed. Thus in cases where an attacker gains access to email and shows it to a third party within $\Delta$ time after the email was sent, a third party will be convinced of the email’s authenticity. Effectively, delayed universal forgeability protects against adversaries that compromise an email account by breaking in and taking a snapshot (“after-the-fact attacks”), but not adversaries that fully control an email account and monitor its email in real time (“real-time attacks”). After-the-fact attacks cover a broad range of realistic attacks, for example, including many data breaches. Next, we discuss how we address real-time attacks.

**Immediate recipient forgeability.** Suppose that the fact of access to a particular client account implies the ability to forge messages from arbitrary other servers to that recipient only: that is, the ability to obtain valid DKIM signatures on email content and metadata of one’s choice. We call this *immediate recipient forgeability*. Importantly, the recipient constraint ensures the inability to impersonate any other server for the purposes of email addressed to other recipients, thus maintaining DKIM’s spam and spoofing-resistance. This undermines the credibility of attackers claiming ongoing access to a particular email account and attempting to convince third parties...
of the authenticity of emails supposedly sent to (and from) that account — even for real-time attacks, which may publish allegedly-incoming emails immediately as they are received.

Recipient forgeability is weaker than universal forgeability in the following sense: published emails credibly reveal that the attacker has gained access to some users’ key material, although not that the email content is authentic. Thus, recipient forgeability is not enough by itself; the two definitions are complementary and incomparable.

Combining both ideas. Our protocols attempt to achieve the “best of both worlds,” by providing universal forgeability when possible, and falling back on immediate recipient forgeability when necessary. Section 4.2 defines our threat model, discusses its limitations, and formalizes immediate recipient forgeability and delayed universal forgeability.

4.0.2 Overview of Solutions

This paper constructs and evaluates two base protocols KeyForge and TimeForge, and two enhanced variants KeyForge$^+$ and TimeForge$^+$ (which consist of the respective base protocol with a modified signing algorithm and one additional sub-protocol). The two base schemes can be seen as two different approaches to building a new type of signature scheme that we introduce: forward-forgeable signatures (FFS).

Forward-forgeable signatures. An FFS is a digital signature scheme equipped with a method to selectively disclose signature-invalidating “expiry information” for past signatures without similarly damaging the public key for future signatures. Succinctness of FFS is a measure of efficiency of disclosure. We present two constructions of FFS, which are the key building blocks of KeyForge and TimeForge respectively. FFS may be of independent interest as a signature primitive for other applications.

KeyForge. Our first proposal, KeyForge (§4.4.1), achieves delayed universal forgeability by publishing signing keys after a delay $\Delta$. KeyForge relies on an FFS based on
hierarchical identity-based signatures (HIBS), which achieves logarithmic succinctness. As a result, KeyForge can efficiently distribute forging keys with minimal bandwidth.

**TimeForge.** Our second protocol, TimeForge (§4.4.2), assumes a *publicly verifiable timekeeper (PVTK)* model in which a trusted timekeeper periodically issues publicly verifiable timestamps. In a nutshell, the idea of TimeForge is to substitute each signature on a message $m$ at time $t$ with a succinct zero-knowledge proof of the statement $S(m) \lor T(t+\Delta)$, where: $S(m)$ denotes knowledge of a valid signature by the sender on $m$ and $T(t+\Delta)$ denotes knowledge of a valid timestamp for a time later than $t+\Delta$. Including $T(t+\Delta)$ ensures *delayed universal forgeability*. TimeForge can be described as a forward-forgeable signature scheme in the PVTK model.

**KeyForge$^+$/TimeForge$^+$.** The enhanced protocols (§4.4.4) consist of the respective base protocols with the following modifications: (1) an additional protocol, called *forge-on-request*, that allows parties to request forged emails addressed *only to the requester herself* under limited circumstances; and (2) for multiple-recipient emails, a new signature is produced for each recipient domain (unlike the base protocols and DKIM, which produce one signature per outgoing email).

Among our protocols, KeyForge is the most efficient and would necessitate the least change to existing infrastructure. KeyForge$^+$ and TimeForge$^+$ are alternative approaches showing the feasibility of addressing stronger threat models though at significant overhead (in fact, certain overhead is unavoidable in the stronger threat model; see §4.2). TimeForge could become more practical with advances in the fast-moving area of non-interactive proofs.

**Summary of our Contributions.**

1. We define non-attributability in store-and-forward email systems, and propose two *system designs* — KeyForge (§4.4.1), and TimeForge (§4.4.2) — that achieve this goal.

2. We *implement* KeyForge and TimeForge and evaluate their signing, verification,
and bandwidth costs, and show that KeyForge has acceptable bandwidth and processing overhead for practical deployment (§4.5).

3. We provide formal definitions for email non-attributability and prove that our constructions realize them.

4. Of independent interest, we give provably secure constructions of a new cryptographic primitive, succinct forward-forgeable signatures (FFS) in both the standard and PVTK models (§4.3.2, §4.4.2).

Figure 4-1: Simplified email routing infrastructure
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### 4.1 Background on Email

This section introduces basic terminology of mail routing (as defined in RFC 5598 [93]) and describes how email infrastructure necessitates certain system requirements.

As described in Figure 4-1, email uses an asynchronous “store and forward” routing protocol built on top of TCP/IP. Users first establish a relationship with a trusted email service provider, called a Mail Submission Agent (MSA) on the sender side and a Mail Delivery Agent (MDA) on the receiver side. The user’s email client is called a Mail User Agent (MUA). Email originates from an MUA, and arrives at the user’s trusted MSA. Depending on the system’s configuration, the MSA may send the message to intermediary Mail Transfer Agents (MTAs) it trusts. Eventually, as the message leaves the sending server’s domain, an MTA will perform a DNS lookup to discover which MTAs are authorized to process messages for the receiving domain, and the email is then sent via SMTP to one of these destination MTAs. After a number of
hops depending on the sending and receiving organizations' infrastructure, the email reaches the receiver’s MDA, which is responsible for verifying the message for the receiver’s MUA.

4.1.1 Email Authentication

The IETF has developed a number of standards that allow domains to sign and verify incoming and outgoing messages. Next, we overview the three that have seen appreciable adoption: DKIM, SPF, and DMARC. Appendix A.2 discusses a fourth, experimental protocol, ARC, and its potential impact.

**DKIM.** DomainKeys Identified Mail (DKIM) is an IETF standard that requires an MSA to sign outgoing email, and an MDA to verify that email by looking up the MSA’s public key in the DNS. This procedure is described informally below:

1. **Setup:** The MSA generates a key pair and uploads the public key to the DNS in a TXT record.

2. **Sign:** The MSA adds the location of its public key to the email’s metadata (or header), as well as additional metadata needed for signature verification, then signs the email and headers with its private key.\(^1\)

3. **Verify:** On receipt, the MDA does a DNS lookup for the MSA’s public key, and uses it to verify the signature.

**SPF.** The Sender Policy Framework (SPF) ensures that intermediary MTAs are permitted to send and receive messages as a part of the domain. This solves a somewhat orthogonal problem to DKIM: SPF provides little guarantee that the message has not been modified by an intermediary, but instead provides spoofing protection by limiting what IP addresses are valid accepting MTAs.

\(^1\)This usually includes a hash of the whole message, but the specification does allow for portions of the message to go unsigned. This is not default behavior for most DKIM applications, and has seen limited use in practice.
DMARC. An SPF or DKIM failure as a result of a misconfiguration is indistinguishable from a failure due to an attempted message spoofing, and neither DKIM nor SPF provide mechanisms for alerting the sending domain that there has been a problem. DMARC solves this by adding a DNS TXT record specifying to the receiver what it should do in the case of such failures (such as quarantine, reject, or accept the message despite the failure), as well as providing an email address to send aggregated statistics on such failures.

4.1.2 DKIM Replacement Constraints

This section overviews a number of demands on email that are not common to many other messaging systems. We find that these requirements make achieving email deniability and security uniquely difficult, and necessitate the new approach we describe in this chapter.

Indirectness by store and forward. Email routing is a store and forward protocol in which messages are delivered indirectly via multiple hops, and routes, as well as the actual destination addresses, are often not known in advance. To quote the SMTP RFC [185], “it is sometimes difficult for an SMTP server to determine whether or not it is making final delivery since forwarding or other operations may occur after the message is accepted for delivery.” Obvious examples of indirectness include mail forwarding (in which users configure their MDA to forward email received from an account on one domain to another), and remailers (such as mailing lists, that act as MUAs initially); however, there are other, less obvious, places in the ecosystem where this occurs.\(^2\)

For example, many organizations leverage third-party MTAs that they do not own as an initial hop between the Internet and the organization’s self-hosted MDA/MSA.\(^3\)

\(^2\)Similarly, Mail Retrieval Agents (MRAs) like Getmail [81] behave like MUAs to an MDA, but may forward emails on to an alternate, final MDA. Popular email services like Gmail provide services that download messages from other domains via IMAP.

\(^3\)Third-party MTAs are commonplace. We did an informal survey by scraping DNS MX records for the Alexa top 150k. Surprisingly few, 31,615, have an MX record, and 10,260 use an obvious third-party hosting service (e.g., Google’s MTAs), leaving 21,615 that potentially self-host. Of the
These MTAs often provide security benefits to the MDA, such as protection from spam, malicious attachments, or DDoS attacks. While these intermediaries are allowed to quarantine messages or provide flow control to the MDA, under DKIM, they cannot undetectably modify or spoof emails.

In summary, email's indirect, store-and-forward system results in the following constraints: (1) final-destination information (e.g., addresses, keys) may be unknown to the sender, and (2) an MDA may not be certain whether it is the final destination of a message.

**Throughput and scalability.** Email is an any-mesh ecosystem in which any domain owner must be able to set up the appropriate DNS records and interoperate with any other domain’s servers. Further, larger domains may sign and verify hundreds to millions of emails per day, and throughput requirements often increase over time. Therefore, beyond good constants on signing and verification time, the service must scale: adding more resources should provide linear or better performance, and scalability in interconnection with other servers is crucial as well.\(^4\)

Such scalability requirements indicate that certain types of overhead that would be trivial in other messaging contexts, (e.g., communication prior to sending a message or per-message round trips between servers), are unlikely to be viable for email. For example, it would be difficult to require the MDA to connect back to the original MSA for every email.

**Long-lived public keys.** One natural approach to short-lived signatures is to leverage correspondingly short-lived keys and publish each secret key at the end of its lifetime, or use short key sizes designed to be able to be brute-forced within the same period (see [73]). This approach has been mentioned in passing outside of the context of email [62]. Unfortunately, too-frequent key rotation entails practical problems that render this tactic unworkable for DKIM. Rotating keys stored in DNS is an often

---

\(^{1}\)last category, 31.4% (6,793) are using a confirmed multi-hop third-party MTA. This is likely a conservative estimate, as few servers appear to have matching domain names.

\(^{4}\)The IETF standard for DMARC [190] states that pre-sending agreements is a poor scalability choice for this reason. See also [290].
manual process that introduces risk of misconfiguration that can cause stability issues, and storing large amounts of key material that must be published, maintained, and shared among several servers is organizationally difficult and increases risk of key theft. DNS results are also often cached, so replacing an individual record is slow and can yield inconsistent results. Finally, it is hard to bound the time for short keys to be broken by all threat actors.

**Incremental deployment.** Given the myriad existing email servers and the need for interoperability, we consider the majority of the email ecosystem to be entrenched. It would be difficult to require substantial changes to mail routing, and it is unrealistic that every actor would promptly switch to a new scheme. Instead, it is far more realistic that DKIM could be replaced by incrementally updating the signing algorithms.

**Resulting System Requirements**

The particular constraints of email, described earlier in §4.1.2, rule out many natural approaches to non-attributability, including solutions that might be more feasible in other messaging environments. Since we treat email’s indirect, store-and-forward nature as an entrenched property of the infrastructure, realistic proposals for email protocol modifications must not rely on sender use of final-destination information, such as addresses or keys (“Requirement 1” or “R1”). Moreover, due to the store-and-forward and scalability requirements, email protocols should avoid interactive sender-receiver (MDA–MSA) communication whenever possible; in particular, we consider roundtrip sender-receiver communication per email to be inviable (“R2”). Additionally, email protocols must have long-lived public keys (“R3”).

Notably, *none* of the following approaches adhere to both the above requirements: interactive zero-knowledge proofs (violate R2); ring signatures (proposed for email non-attributability in [10, 62]) (violate R1); designated-verifier signatures (violate R1); short-lived keys with publication of secret keys after use (violate R3); and — importantly — systems based on deniable authenticated key exchange (DAKE) (which violates R2), such as OTR or Signal [62, 301, 302]. Indeed, both the OTR paper [62,
§6] and a recent DAKE paper [301, §6.6] dedicate a full subsection to discussing the heightened challenges of non-attributability for email as compared to other messaging environments, and note that their proposals are not adequate for email due to its asynchronous, non-interactive, store-and-forward nature. (Table A.1, Appendix A.1 breaks down differences between email and other messaging schemes, and where our solutions fit in, in more detail.)

Finally, we note that the simple approach of relying on MDAs to delete DKIM header information after receipt is flawed not only because it fails to address our threat models (§4.2), which require security against malicious or compromised recipients, but also because it violates Requirement 1: relying on MDAs for deletion is untenable given that MDAs may not know if they are the final endpoint (and if not, the signatures must be kept for later verification).

Summary. A viable non-attributable replacement for DKIM must have: (1) compatibility with indirect, store-and-forward communication (in particular, no reliance on sender knowledge of final destination addresses or keys); (2) no requirement of sender-receiver interaction per email; (3) long-lived public keys; (4) no required behavior for MDAs that depends on whether they are the final destination; (5) little impact on other parts of the email ecosystem; and (6) good systems properties allowing for incremental, scalable deployment.

In addition, a non-attributable DKIM replacement must have universal forgeability, and should have recipient forgeability whenever feasible.

4.2 Model and Security Definitions

This section presents threat models and formal definitions of email non-attributability.

Notation. “PPT” means “probabilistic polynomial time.” $|S|$ denotes the size of a set $S$. $[n]$ denotes the set $\{1, \ldots, n\}$ of positive integers up to $n$, and $\mathcal{P}(\cdot)$ denotes powerset. $\approx_c$ denotes computational indistinguishability. $\tau||e$ denotes the result of appending an additional element $e$ to a tuple $\tau$. 
4.2.1 Model

Time We model time in discrete time-steps and assume fairly consistent (say, within 3 mins) local clocks. This is realistic given NTP [69].

Synchrony $\hat{\Delta}$ is an upper bound on the time required for email delivery. Our parameter settings depend on $\hat{\Delta}$, and our evaluation sets $\hat{\Delta}$ at 15 minutes (see § 4.4.1).

DNS Our model assumes all parties and algorithms have access to DNS and can update their own DNS records.

Bulletin board We assume each party has a way to publish persistent, updatable information retrievable by all other parties and algorithms. This could be via DNS or another medium, such as posting on a website. Formally, this can be modeled as a global service $\mathbb{BB}$ that: (1) is initialized with an empty table of key-value pairs; (2) upon receiving a message in $\{\text{write}, \text{append}\} \times \{0,1\}^*$ authenticated with respect to a public key $pk$, respectively (over)writes or appends $x$ to the value (if any) associated with key $pk$; and (3) upon receiving a message of the form $(\text{lookup}, pk)$, responds with the value $x$ associated with $pk$ in the table (if any).

Publicly verifiable timekeeping service (PVTK) A PVTK is a global service, initialized with respect to public parameters $pp$ that are publicly known, which maintains a monotonically increasing clock. At any clock time $t$, any party can query the PVTK to obtain a publicly verifiable (w.r.t. $pp$) proof $\pi_t$ that the current PVTK clock time is at least $t$.

In the context of the KeyForge family of protocols, all algorithms are assumed to have the ability to interact with $\mathbb{BB}$. In the context of the TimeForge family of protocols, all algorithms are instead assumed to have the ability to query a PVTK. (To simplify notation, we do not write $A^{\mathbb{BB}}$ or $A^{\text{PVTK}}$ explicitly; but these assumptions will be recalled in the respective sections.)
4.2.2 Threat Models

We are concerned with attacks that disclose private communications obtained at the MDA (whether because the MDA is compromised or because it is malicious).

We consider two threat models, defined below. KeyForge and TimeForge achieve security against Threat Model 1, which targets scenarios where attackers may gain access to an email server but are unlikely to maintain access for extended periods. The enhanced protocols KeyForge+ and TimeForge+ achieve security against Threat Model 2, the stronger of the two threat models, which is necessary in settings where attackers’ access may likely remain undetected for extended periods (e.g., advanced persistent threats).

**Threat Model 1.** (After-the-fact attacks) *In this model, the recipient is presumed honest at the time of email receipt, but is later compromised by an attacker that takes a snapshot of all stored email content.*

**Threat Model 2.** (Real-time attacks) *In this model, the recipient may be malicious at the time of email receipt, with ongoing and immediate intent to disclose received email content to third parties.*

**Ruling out trivial solutions.** A trivial and uninteresting way to achieve non-attributability, in either threat model, is not to sign emails at all. Of course, this is undesirable as it would undermine the spam- and spoofing-resistance for which DKIM was designed. Providing these guarantees is an implicit requirement throughout this chapter. Moreover, since our threat models consider malicious receiving servers, any non-attributability that relies on receiving-server behavior — such as DKIM header deletion upon receipt — is unsatisfactory.

**Preventing real-time attacks requires interaction.** Any store-and-forward email protocol that both (1) allows recipients to verify the sending domain’s identity and (2) is secure against real-time attacks (Threat Model 2) must be interactive, as more formally detailed in Claim 1, Appendix A.3. Informally, in the store-and-forward
model, a non-interactive protocol transcript (consisting of a single message from the sender), cannot depend on final-destination recipient information, so any operations (such as verification or forgery) that the verifier can run must also be executable by others. This also relates to the intuitive idea that someone who receives a single message $m$ convincing them of the message’s origin must also be able to use $m$ to convince others of the same.

In contrast, security against after-the-fact attacks (Threat Model 1) is possible non-interactively, as KeyForge and TimeForge exemplify. KeyForge$^+$ and TimeForge$^+$ augment KeyForge and TimeForge with an interactive (two-message) protocol, which adds significant overhead and complexity to the non-interactive base protocols. Claim 1 shows that this overhead is, in a sense, unavoidable. The overhead of our constructions is furthermore minimal in certain respects: just two rounds of interaction, and the protocols do not require interaction on email receipt, but rather, introduce the possibility of interaction by an additional protocol (details in §4.4.4).

What’s outside our threat models? While Threat Model 2 considers powerful real-time adversaries, it too has limits. Definitionally, and unsurprisingly, no deniability is possible against a global passive adversary that can be sure of observing all traffic as it flows over the network. As already mentioned, our threat models are not designed to provide non-attributability against adversaries directly observing email traffic, but rather against those to whom the adversaries might try to pass the stolen emails on.

Our threat models focus on attacks at the receiving server (MDA), because we believe this covers a wide, though not exhaustive, range of attack scenarios of interest. This notably excludes malicious intermediaries (MTAs). Even though our threat models do not focus on MTA-based attacks, our protocols KeyForge$^+$ and TimeForge$^+$ do provide a partial non-attributability guarantee against malicious intermediaries (as discussed in §4.2.3). Nonetheless, malicious intermediaries pose a legitimate concern not fully addressed by this work; achieving stronger non-attributability guarantees against MTAs could be interesting future research.\footnote{It is also unclear how effective local MTA-based attacks would be to compromise entire email accounts; such attacks’ effectiveness would likely depend on email routing configurations at the servers}
Finally, we note that our definitions do not necessarily provide non-attributability against adversaries that can preconfigure the receiving server with custom secure hardware (see also §4.2.3). We consider such attacks outside our threat model: i.e., we assume servers are compromised after physical setup.

We conclude this section with additional context and explanation for our modeling choices.

**Client-server trust.** Email clients rely heavily on their email servers. A malicious email server could easily and undetectably misbehave in many essential functions: e.g., drop incoming emails, modify outgoing emails (since typically, emails are not signed client-side), or falsify content and metadata of incoming emails (since typically, clients do not perform DKIM verification themselves). Since client-server trust is very high in practice, we treat the client and server as a single entity, and relatedly, our threat models do not consider malicious behavior by MSAs that aims to undermine non-attributability of their own clients’ emails. (One might also argue such malicious behavior would quickly lose an MSA its clients.)

**Evidence-based credibility.** In a system where credibility is based on reputation rather than evidence — that is, where certain parties’ statements are taken on faith, or believed simply because of who they are even without supporting evidence — a “reputable” party with the ability to eavesdrop on the communication channel would be able to undermine non-attributability by keeping traffic logs. Our model assumes mutually distrustful parties: i.e., that no party is taken simply on its word as just described. In other words, credibility in our model is evidence-based and not reputation-based.

involved. By entire-account compromise we mean learning all stored emails and/or all real-time emails for a single account over an extended period, as opposed to learning only occasional emails from scattered accounts. Entire-account compromise would be useful to target particular accounts, or to obtain a relatively complete picture of compromised accounts (e.g., for identity theft). In contrast, MDA-based attacks provide a direct way to compromise entire accounts.
Systemic attributability vs. attributability by choice. The goal of non-attributability is to empower users to choose whether or not their messages are attributable, to disincentivize email theft and misuse in contrast to attributability-by-default (see §4). We are not concerned with preventing attributability when correspondents desire it: e.g., for business transactions or contracts, correspondents may intentionally sign messages to ensure they are binding. Attribution by journalistic investigation is also outside our threat model: confirmation of selected documents by careful investigation is possible even with handwritten letters, but the current systemic attributability facilitates scalable, malicious attribution far beyond the handful of high-profile messages that might be published after arduous manual verification.

4.2.3 Defining Non-Attributability

We define email non-attributability as a game involving an email protocol \( E = (\text{Email}, \text{VEmail}) \), adversary \( \mathcal{A} \), simulator \( \mathcal{S} \), and distinguisher \( \mathcal{D} \). An email protocol \( E \) is a pair of algorithms, run by the email sender \( S \) and recipient(s) \( R \) respectively. For an email server \( S \) with internal state \( s \), \( e \leftarrow \text{Email}_s(S, R, m, \mu, t) \) denotes the information (bitstring) transmitted when \( S \) sends \( R \) an email with message \( m \) and metadata \( \mu \) at time \( t \).\(^6\) The recipient server \( R \), upon receiving \( e \), runs \( \text{VEmail}(e) \), which outputs a single bit indicating whether to accept the email as legitimate or reject it as spoofed.

Intuitively, we require indistinguishability between a legitimate email (denoted by \( e \leftarrow \text{Email}_s(S, R, m, \mu, t) \)) and a “fake” email that was created without access to the sending server at all: that is, without knowing \( s \). To model this, we consider a simulator \( \mathcal{S} \) that “aims” to create such an email without \( s \), and our security definition

\(^6\)While this definition refers to “internal state \( s \)” for generality, the state \( s \) essentially represents secret key material.

\(^7\)Technically, \( e \) may not be the string that \( R \) eventually receives, as parties other than the sender (e.g., MTAs) routinely participate in email transmission and may influence the information en route. For simplicity, our notation glosses over this detail and uses \( \text{Email}_s(\cdots) \) to refer both to the string \( S \) sends and the string \( R \) receives. Also, this notation assumes that if an email has multiple recipients, each recipient receives the same information; this is true in the current email system but only some of our protocols. The possibility of different recipients receiving different information is elaborated in §4.4.4, and the notation can easily be tweaked to accommodate this, by treating \( R \) as a tuple and having \( \text{Email} \) output a tuple of strings. For simplicity, however, we use the single-recipient notation for most of the exposition.
requires \( e \) to be distributed indistinguishably from \( S \)'s output.

Next, we give two formal definitions of non-attributability. \textit{Recipient non-attributability} (Definition 1) considers a simulator that has access to a particular recipient’s email server, and is required to output email from any sender to that recipient. \textit{\( \Delta \)-universal non-attributability} (Definition 2) is an incomparable definition whose simulator is required to output email from any sender to any recipient while having access to neither the sender’s nor the receiver’s email server.

In other words, if an adversary publishes an email allegedly authored by an honest party, Definition 1 guarantees that the victim can credibly argue that, granting that the attacker indeed broke into her correspondent’s account, the attacker’s allegations inherently lack credibility because by the very fact of such access, he could have forged arbitrary emails between them. Definition 2 gives the stronger guarantee that \textit{anyone} can forge past emails after some delay \( \Delta \): so after \( \Delta \), any allegations are even less credible and the email accounts may not have been compromised at all. The two definitions are complementary and incomparable.

\textbf{Definition 1} (Recipient non-attributability). Email is non-attributable for recipients w.r.t. \( F \) if there is a PPT simulator \( S \) such that for any sender \( S \) and recipient \( R \) (with respective internal states \( s, r \)), for any email message \( m \) and metadata \( \mu \),

\[
\text{Email}_s(S, R, m, \mu, t) \approx_c S^F_r(S, m, \mu),
\]

where the superscript \( F \) denotes black-box or query access to an interactive functionality \( F \), and the subscript \( r \) denotes that \( S \) has access to the recipient server’s internal state \( r \).\(^8\)

\textbf{Definition 2} (\( \Delta \)-universal non-attributability). For \( \Delta \in \mathbb{N} \), an email protocol Email is \( \Delta \)-strongly non-attributable if there is a PPT simulator \( S \) such that for any sender

\(^8\)In fact, our constructions achieve a slightly stronger (i.e., harder to satisfy) definition where \( S \) cannot read \( r \), but has only oracle access to signatures by \( R \) (produced using key material in \( r \)). In practice, the latter requirement may be significantly easier to satisfy, as it is achievable by obtaining login access to an email account rather than compromising the server’s secrets. However, the definition assumes direct access to \( r \) for simplicity.
$S$ (with internal state $s$) and recipient $R$, for any email message $m$, metadata $\mu$, and timestamp $t$, the following holds at any time $\geq t + \Delta$:

$$\text{Email}_s(S, R, m, \mu, t) \approx_c S(S, R, m, \mu, t).$$

Definitions 1 and 2 serve to ensure that no attacker can credibly claim to a third party\(^9\) that he is providing her with authentic emails: the third party is in the role of distinguisher.

Note that Definition 2 is inviable if $\Delta < \hat{\Delta}$. Otherwise, the spam- and spoofing-resistance provided by DKIM would be undermined, since any outsider could use the simulator in real time to send spam email indistinguishable to the recipient from email actually sent by an honest party. Moreover, assuming the essential condition that emails are not universally forgeable in real time, Definition 2 implies that the behavior of any $S$ must differ (distinguishably) between times $\geq t + \Delta$ and times $\leq t$. This is satisfiable only if the view of $S$ changes between these time intervals: in other words, Definition 2 is satisfiable only if $S$ gains some new information between these time intervals. In KeyForge and TimeForge, this additional information is made available to $S$ through the public bulletin board $\mathbb{BB}$ or the PVTK $\mathbb{TK}$, respectively. Absent some time-dependent exogenous functionality like $\mathbb{BB}$ or $\mathbb{TK}$, Definition 2 is (straightforwardly) unsatisfiable.

**Relation to the threat models.** $\Delta$-universal non-attributability achieves non-attributability against after-the-fact attacks (Threat Model 1) for all emails sent and received at least $\Delta$ before the server is compromised.

Combining recipient non-attributability and $\hat{\Delta}$-universal non-attributability (Definitions 1 and 2) yields non-attributability against real-time attacks (Threat Model 2). A real-time attacker with ongoing access to an email server can easily make the fact of his access evident by immediately publishing all emails he sees (within time $\hat{\Delta}$ of receipt), but will be unable to convince third parties of any given email’s authenticity

\(^9\)E.g., the general public (if the allegedly stolen emails are released publicly) or a specific interested party (such as a potential buyer or disseminator of the information).
since the fact of his access to the server allows him to forge emails in real time, under Definition 1. For allegedly compromised emails from more than $\Delta$ ago, an attacker’s credibility is even lower, since for such past timestamps *anyone with internet access* can generate seemingly validly signed emails, even without breaking into any email server at all, under Definition 2.

**Necessity of recipient forgeries.** It may seem a counterintuitive or risky design choice to enable real-time email forgery in any part of the system. If forgery is restricted only to recipients forging emails to themselves, as in our definition, there is no spam/spoofing vulnerability — but given the choice, one might avoid introducing any forging capability at all, in the interest of a simpler and easier-to-analyze system. However, some sort of real-time forging capability by recipients is definitionally necessary to achieve non-attributability against real-time attacks: if the recipient cannot forge in real time, then any third party to whom a recipient server passes emails in real time must be convinced of the emails’ authenticity.

**Other inherent model constraints.** A practical consequence of recipient non-attributability is that a recipient $R$’s email server can, *unknown to $R$*, create fraudulent messages that appear to be legitimate emails from any sender to $R$, and deliver them to $R$. As discussed §4.2.2, the current email system necessitates heavy client-server trust. In this context, recipient non-attributability does not meaningfully increase the trust a client places in her email server. For example, email servers in the current system could (and often do) omit DKIM headers when delivering emails to clients: this effectively implies the ability to deliver fake messages.

Also, we note that both definitions allow for strong, persistent attackers to convince others of the very fact that they have ongoing access to a particular email account. The definitions guarantee that even so, such attackers cannot make credible claims about email contents, since they gain the ability to falsify emails by the very fact of their access. That attackers with ongoing access can prove their access is unavoidable since universal forgeability is incompatible with spam resistance for too small $\Delta$, as
discussed above.

**Adversarial secure hardware at recipient.** The requirement of spam- and spoofing-resistance means that any simulator $S$ satisfying Definition 1 must use the recipient $R$'s secret state $r$: in order to prevent spam, real-time forgery must be limited to messages whose recipient is the forger herself. This suggests that recipient non-attributability would lose meaning in an extreme situation where every use of $r$ can be monitored and attested to, since then an attacker could prove that $S$ was never invoked on $r$. This might be plausible assuming secure hardware, e.g., by generating and monitoring all uses of $r$ within a secure enclave (as suggested in [155]) — but even then, such an attack would likely only be feasible by the unlikely attacker who has designed her recipient email server with this unlikely configuration from its very setup. We note this possibility for completeness, but such attacks are outside our threat models, as mentioned earlier in §4.2.

**Malicious intermediaries and traffic logging.** Although our threat models focus on malicious recipient servers (as discussed earlier in §4.2), Definition 1 actually provides a meaningful, though limited, guarantee against malicious intermediaries (MTAs) as well. If a malicious MTA were to log all traffic and publish it in real time (perhaps even timestamped in a trustworthy way for future reference), in a system with immediate recipient forgeability, observers of the publications would still be unconvinced of: (1) whether any email the MTA claims is genuine (unforged) is really genuine, since the MTA could have omitted evidence of forgery, and (2) whether the MTA omitted any genuine emails from its publications.

**Why (sometimes) settle for weaker non-attributability?** KeyForge and TimeForge achieve only non-attributability against after-the-fact attacks, and their enhanced versions KeyForge$^+$ and TimeForge$^+$ are non-attributable against both after-the-fact and real-time attacks. Yet we consider KeyForge to be our main protocol and the most realistic proposal for deployment. In practice, the enhanced protocols’ (unavoidable) interactivity and other overhead would often be compelling reasons to prefer
the simpler base protocols except in contexts where addressing real-time attacks (or malicious intermediaries) is of heightened concern.

**Relation to deniability definitions in other contexts.** The cryptographic literature features many works on deniability of signatures and authentication, including (but not at all limited to) [176, 113, 259, 223, 106]. Our constructions could be seen as a practical instantiation of a deniable signature scheme subject to tight systems-based requirements.

Cryptographic deniability definitions tend to come in two flavors: denying communication content, or denying having participated in communication at all. Deniable encryption [78] does the former, whereas deniable authentication generally does the latter. Our recipient-forgeability is of the former flavor, whereas our universal forgeability is of the latter.

### 4.3 Forward-Forgeable Signatures

#### 4.3.1 Definition

Definition 3 formalizes forward-forgeable signatures (FFS). They are a new primitive and an essential building block for our proposed protocols. Informally, FFS are signature schemes equipped with a method to selectively “expire” past signatures by releasing expiry information that makes them forgeable. In an FFS, each signature is made with respect to a tag \( \tau \), which is an arbitrary string. Expiry information can be released with respect to any tag or set of tags. In our context, the tag can be thought to be a timestamp: i.e., each email is signed with respect to the current time \( \tau \), and at some later time \( \tau + \Delta \), the signer may publish expiry information for \( \tau \). FFS have correctness and unforgeability requirements similar to standard signatures, as well as a new requirement, forgeability on expiry, that has no analogue in standard signatures.

The correctness requirement of FFS is the same as that of standard signatures. The unforgeability requirement is modified to include an expiry oracle: that is, unforgeability of signatures w.r.t. non-expired tags must hold even in the presence of arbitrary,
adversarially chosen expirations. The forgcability on expiry requirement is a feature of FFS that has no analogue in standard signatures.

**Definition 3** (FFS). A forward-forgeable signature scheme (FFS) $\Sigma$ is implicitly parametrized by message space $\mathcal{M}$ and tag space $\mathcal{T}$, and consists of five algorithms

$$\Sigma = (\text{KeyGen, Sign, Verify, Expire, Forge})$$

satisfying the following syntax and requirements.

**Syntax:**

- **KeyGen($1^\kappa$)** takes as input a security parameter $1^\kappa$ and outputs a key pair $(vk, sk)$.
- **Sign($sk, \tau, m$)** takes as input a signing key $sk$, a tag $\tau \in \mathcal{T}$, and a message $m \in \mathcal{M}$, and outputs a signature $\sigma$.
- **Verify($vk, \tau, m, \sigma$)** takes as input a verification key $vk$, a tag $\tau \in \mathcal{T}$, a message $m \in \mathcal{M}$, and a signature $\sigma$, and outputs a single bit indicating whether or not $\sigma$ is a valid signature with respect to $vk$, $m$, and $\tau$.
- **Expire($sk, T$)** takes as input a signing key $sk$ and a tag set $T \subseteq \mathcal{T}$, and outputs expiry info $\eta$.
- **Forge($\eta, \tau, m$)** takes as input expiry info $\eta$, a tag $\tau \in \mathcal{T}$, and a message $m \in \mathcal{M}$, and outputs signature $\sigma$.

**Required properties:**

1. **Correctness:** For all $m \in \mathcal{M}, \tau \in \mathcal{T}$, there is a negligible function $\varepsilon$ such that for all $\kappa$,

$$\Pr \left[ \begin{array}{c} (vk, sk) \leftarrow \text{KeyGen}(1^\kappa) \\ \sigma \leftarrow \text{Sign}(sk, \tau, m) \\ b \leftarrow \text{Verify}(vk, \tau, m, \sigma) \\ b = 1 \end{array} \right] \geq 1 - \varepsilon(\kappa).$$

10Technically, all five algorithms take $1^\kappa$ as an input, and $\mathcal{M}$ and $\mathcal{T}$ may be parametrized by $\kappa$. For brevity, we leave this implicit except in $\text{KeyGen}$. 
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2. **Unforgeability:** For any PPT \( \mathcal{A} \), there is a negligible function \( \varepsilon \) such that for all \( \kappa \in \mathbb{N} \),

\[
\text{Pr}
\begin{bmatrix}
(v_k, s_k) \leftarrow \text{KeyGen}(1^\kappa) \\
(\tau, m, \sigma) \leftarrow \mathcal{A}^{S_{s_k} \cdot E_{s_k}}(v_k) \\
b \leftarrow \text{Verify}(v_k, \tau, m, \sigma) \\
b' = \tau \notin Q'_E \land (\tau, m) \notin Q_S
\end{bmatrix}
: b = b' = 1 
\leq \varepsilon(\kappa) ,
\]

where \( S_{s_k} \) and \( E_{s_k} \) respectively denote oracles \( \text{Sign}(s_k, \cdot, \cdot) \) and \( \text{Expire}(sk, \cdot) \), \( Q_S \) and \( Q'_E \) denote the sets of queries made by \( \mathcal{A} \) to the respective oracles, and \( Q'_E = \bigcup_{T \in Q_E} T \).

3. **Forgeability on expiry:** For all \( m \in \mathcal{M}, T \subseteq \mathcal{T} \), for any \( \tau \in T \), for any “distinguisher” algorithm \( \mathcal{D} \), there is a negligible function \( \varepsilon \) such that for all \( \kappa \),

\[
\text{Pr}
\begin{bmatrix}
(v_k, s_k) \leftarrow \text{KeyGen}(1^\kappa) \\
\sigma_0 \leftarrow \text{Sign}(s_k, \tau, m) \\
\eta \leftarrow \text{Expire}(sk, T) \\
\sigma_1 \leftarrow \text{Forge}(\eta, \tau, m) \\
b \leftarrow \{0, 1\} \\
b' \leftarrow \mathcal{D}(\sigma_b, \eta)
\end{bmatrix}
: b = b' \leq 1/2 + \varepsilon(\kappa) .
\]

That is, \( \mathcal{D} \) must not be able to distinguish whether a signature was produced using \( \text{Sign} \) or \( \text{Forge} \), even in the presence of the expiry information \( \eta \).

The forgeability on expiry property requires computational indistinguishability between a signature produced using \( \text{Sign} \) and a signature produced using \( \text{Forge} \) on valid expiry information. In particular, when combined with the correctness property, this implies that any such signature produced with \( \text{Forge} \) must appear to be a valid signature, i.e., cause \( \text{Verify} \) to output 1.

**FFS in the publicly verifiable timekeeper model** Recall the publicly verifiable timekeeper (PVTK) model, In this model, expiration may occur “automatically”: signers need not publish additional expiry information for signatures to become
forgeable after a delay. Thus, the algorithm \texttt{Expire} is unnecessary, and \texttt{Forge} need not take input $\eta$. In §4.4.2, we construct FFS in the PVTK model.

**Difference with forward-secure signatures** Both FFS and FSS yield a system of short-lived secret keys all corresponding to one long-lived public key. However, the definitions differ in two main ways, described below and depicted in Figure 4-2.

1. Forward-secure signatures require that past keys cannot be computed from future keys, whereas forward-forgable signatures require that future keys cannot be computed from past keys.

2. Forward-secure signatures are designed to prevent compromise of past signatures by compromising a later secret key. All FSS secret keys are short-lived and each secret key must be derivable based solely on the previous short-lived secret key. Forward-forgable signatures, in contrast, may have persistent “master secret key” material used to generate each short-lived key.

![Figure 4-2: Forward-secure vs. forward-forgable signatures](image)

**Succinctness** The succinctness of an FFS is a measure of the efficiency of disclosure in terms of the size of expiry info per tag expired. Concretely, in our application, succinctness measures how expiry info scales as more non-attributable emails are exchanged over time. KeyForge uses a construction of FFS based on hierarchical identity-based signatures (§4.3.2), which achieves logarithmic succinctness.

**Definition 4.** Let $z : \mathbb{N} \rightarrow \mathbb{N}$. Let $S \subset \mathcal{P}(\mathcal{T})$ be a set of sets of tags. A forward-forgable signature scheme $\Sigma$ is $(S, z)$-succinct if for any $T \in S$, there is a negligible
function $\varepsilon$ such that for all $\kappa$,

$$\Pr_{(vk, sk) \leftarrow \text{KeyGen}(1^n)} \left[ |\text{Expire}(sk, T)| \leq z(|T|) \right] \geq 1 - \varepsilon(\kappa).$$

Remark 1. Definition 4 is a worst-case definition: it guarantees the size of expiry information with overwhelming probability. In certain applications, an average-case definition may be appropriate instead, i.e., defining succinctness by bounding the size on expectation. We use a worst-case definition since it is stronger than an average-case definition, and our construction achieves it.

### 4.3.2 FFS Construction from (Hierarchical) IBS

We first outline a simple FFS construction $\text{BasicFFS}$ based on identity-based signatures (IBS) [273], as a stepping stone to our main construction from hierarchical IBS (HIBS). The next paragraph assumes familiarity with standard IBS terminology; readers unfamiliar with IBS may skip to the main construction which is explained formally with explicit syntax definitions.

Let tags in the FFS correspond to identities in the IBS. $\text{BasicFFS.KeyGen}$ outputs IBS master keys. The $\text{BasicFFS}$ signing and verification algorithms for tag $\tau$ respectively invoke the IBS signing and verification algorithms for identity $\tau$. $\text{BasicFFS.Expire}$ outputs the secret key for each input tag $\tau \in T$, and $\text{BasicFFS.Forge}$ uses the appropriate secret key from the expiry information to invoke the IBS signing algorithm. This simple solution has linear succinctness. By leveraging hierarchical IBS (HIBS), our main construction achieves logarithmic succinctness, as described next.

**Definition 5.** A hierarchical identity-based signature scheme HIBS is parametrized by message space $\mathcal{M}$ and identity space $\mathcal{I} = \{I_\ell\}_{\ell \in \mathbb{N}}$, and consists of four algorithms $\text{HIBS} = (\text{Setup}, \text{KeyGen}, \text{Sign}, \text{Verify})$ with the following syntax:

- $\text{Setup}(1^n)$ takes as input a security parameter$^{11}$ and outputs a master key pair $(mvk, msk)$.

$^{11}$Technically, all four algorithms take $1^n$ as an input, and $\mathcal{M}$ and $\mathcal{I}$ may be parametrized by $\kappa$. For brevity, we leave this implicit except in $\text{Setup}$. 
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• **KeyGen**(\(sk_{\vec{id}}\), id) takes as input a secret key \(sk_{\vec{id}}\) for a tuple of identities \(\vec{id} = (id_1, \ldots, id_\ell) \in I_1 \times \cdots \times I_\ell\) and an additional identity \(id \in I_{\ell+1}\) and outputs a signing key \(sk_{\vec{id}}\) where \(\vec{id}' = (id_1, \ldots, id_\ell, id)\). The tuple may be empty (i.e., \(\ell = 0\)): in this case, \(sk_0 = msk\).

• **Sign**(\(sk_{\vec{id}}\), \(m\)) takes as input a signing key \(sk_{\vec{id}}\) and a message \(m \in \mathcal{M}\), and outputs a signature \(\sigma\).

• **Verify**(\(mvk, \vec{id}, m, \sigma\)) takes as input master verification key \(mvk\), tuple of identities \(\vec{id}\), message \(m \in \mathcal{M}\), and signature \(\sigma\), and outputs a single bit indicating whether or not \(\sigma\) is a valid signature with respect to \(mvk, \vec{id}, \) and \(m\).

A depth-\(L\) HIBS is a HIBS where the maximum length of identity tuples is \(L\), i.e., the identity space is \(I = \{I_\ell\}_{\ell \in [L]}\).

**Definition 6.** For an identity space \(I = \{I_\ell\}_{\ell \in \mathbb{N}}\), we say \(\vec{id}\) is a level-\(\ell\) identity if \(\vec{id} \in I_1 \times \cdots \times I_\ell\). For any \(\ell' > \ell\), let \(\vec{id}\) be a level-\(\ell\) identity and \(\vec{id}'\) be a level-\(\ell'\) identity. We say that \(\vec{id}'\) is a sub-identity of \(\vec{id}\) if \(\vec{id}\) is a prefix of \(\vec{id}'\). If moreover \(\ell' = \ell + 1\), we say \(\vec{id}'\) is a immediate sub-identity of \(\vec{id}\).

**Deriving subkeys**  Given a master secret key of a HIBS, it is possible to derive secret keys corresponding to level-\(\ell\) identities for any \(\ell\), by running **KeyGen** \(\ell\) times. By a similar procedure, given any secret key corresponding to a level-\(\ell\) identity \(\vec{id}\), it is possible to derive any “subkeys” thereof, i.e., secret keys for sub-identities of \(\vec{id}\). For our construction, it is useful to name this (simple) procedure: we define **HIBS.KeyGen** in Algorithm 1. We write the randomness \(\rho_1, \ldots, \rho_\ell\) of **HIBS.KeyGen** explicitly.

**Algorithm 1** **HIBS.KeyGen**

| Input: | \(sk, \ell, \vec{id} = (id_1, \ldots, id_\ell')\) |
| Randomness: | \(\rho_1, \ldots, \rho_\ell\) |
| for | \(j = \ell + 1, \ldots, \ell'\) do |
| returns | \(sk \leftarrow \text{HIBS.KeyGen}(sk, id_j; \rho_j)\) |

return \(sk\)

---
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**HIBS security requirements** Definition 5 gives only syntax and not security requirements. For a formal security definition, see, e.g., [141]. Informally, an HIBS must satisfy the following:

- **Correctness:** For any identity tuple \( \vec{id} \), an honestly produced signature w.r.t \( \vec{id} \) must verify as valid w.r.t. \( \vec{id} \).

- **Unforgeability:** For any PPT adversary \( \mathcal{A} \) with access to a \( \text{KeyGen}(msk, \cdot, \cdot) \) oracle, the probability that \( \mathcal{A} \) outputs a valid signature w.r.t. an identity \( \vec{id} \notin Q \) must be negligible, where \( Q \) is the set of all sub-identities of identities \( \mathcal{A} \) has queried to the oracle.

**Algorithm 2 Compress**

Input: \( I = \{I_\ell\}_{\ell \in [L]}, T \subseteq I_1 \times \cdots \times I_\ell \)

// Remove redundant sub-identities
for all \( \tau \in T \) do
  if \( \exists \tau' \in T \) s.t. \( \tau' \) is a prefix of \( \tau \) then
    \( T = T \setminus \{\tau\} \)

// Replace identities with prefix identities where possible
for \( \ell = L - 1, \ldots, 1 \) do
  for all \( \vec{\tau} = (\tau_1, \ldots, \tau_\ell) \in I_1 \times \cdots \times I_\ell \) do
    // \( X \) represents all level-\( (\ell + 1) \) sub-identities of \( \vec{\tau} \)
    \( X = \{(\tau_1, \ldots, \tau_\ell, \tau')\}_{\tau' \in I_{\ell+1}} \)
    if \( X \subseteq T \) then
      \( T = T \setminus X \)
      \( T = T \cup \{(\tau_1, \ldots, \tau_\ell)\} \)
  
return \( sk \)

**Succinctly representing expiry information** Given any set \( T \) of tuples of identities, the simplest way to make signatures with respect to \( T \) forgeable would be to release the secret key corresponding to each \( \vec{id} \in T \), much as in BasicFFS:

\[
\eta = \left\{ sk_{\vec{id}} = \text{HIBS.KeyGen}^*(msk, 0, \vec{id}) \right\}_{\vec{id} \in T}.
\] (4.1)

However, leveraging the hierarchical nature of HIBS, \( \eta \) can often be represented more succinctly than (4.1). Based on the fact that Algorithm 1 allows the derivation of
any subkey, we make two optimizations. First, before computing (4.1), we delete from $T$ any $\vec{id} \in T$ that is a sub-identity of some $\vec{id}' \in T$. Secondly, if there is any $\vec{id}' = (i_1, \ldots, i_\ell) \in \mathcal{I}_1 \times \cdots \times \mathcal{I}_\ell$ such that every immediate subkey of $\vec{id}'$ is in $T$, i.e.,

$$\forall i_{\ell+1} \in \mathcal{I}_{\ell+1}, \ (i_1, \ldots, i_\ell, i_{\ell+1}) \in T ,$$

then all sub-identities of $\vec{id}'$ can be removed from $T$ and replaced by $\vec{id}'$ before computing (4.1). Such replacement is permissible only when every possible subkey of $\vec{id}'$ is derivable from $T$: otherwise, adding $\vec{id}'$ to $T$ would implicate additional subkeys beyond those originally in $T$.

These two optimizations yield an algorithm $\text{Compress}$, which takes as input a set of identity tuples $T$, and outputs a (weakly) smaller set of identity tuples $T'$ such that knowledge of the secret keys corresponding to $T'$ enables computing valid signatures with respect to exactly the identity tuples in $T$. HIBS security guarantees that even given $T'$, signatures for identity tuples not in $T$ remain unforgeable. Next, we describe how $\text{Compress}$ works using a tree-based representation of identity tuples Algorithm 2 fully specifies $\text{Compress}$.

**Tree representation** It is convenient to think of identity tuples represented graphically in a tree. A node at depth $\ell$ represents a tuple of $\ell$ identities (considering the root node to be at depth 0). The set of all depth-$\ell$ nodes corresponds to the set of all $\ell$-tuples of identities. The branching factor at level $\ell$ is $|\mathcal{I}_{\ell+1}|$. Given a secret key for a particular node (i.e., identity tuple), the secret keys of all its descendant nodes are easily computable using $\text{HIBS.KeyGen}^\ast$. (The secret key for the root node is the master secret key.) In this language, $\text{Compress}$ simply takes a set $T$ of nodes and returns the smallest set $T'$ of nodes such that (1) all nodes in $T$ are descendants of some node in $T'$ and (2) no node not in $T$ is a descendant of any node in $T'$. Figure 4-3 gives an illustration of the $\text{Compress}$ algorithm on a small example tree.

Our construction of FFS based on HIBS follows. It makes use of Algorithms 1 and 2, which were just defined.
Construction 1. Let \(HIBS\) be a depth-L \(HIBS\) with message space \(\mathcal{M}\) and identity space \(\mathcal{I} = \{\mathcal{I}_\ell\}_{\ell \in [L]}\). Let \(\mathcal{O}\) be a random oracle,\(^{13}\) and for any tuple \(\vec{\tau} = (\tau_1, \ldots, \tau_\ell)\), let \(\vec{\mathcal{O}}(\vec{\tau}) = (\mathcal{O}(\tau_1), \ldots, \mathcal{O}(\tau_\ell))\). For \(\ell \in [L]\), define \(\mathcal{T}_\ell = \mathcal{I}_1 \times \cdots \times \mathcal{I}_\ell\). We construct a FFS \(\Sigma\) with message space \(\mathcal{M}\) and tag space \(\mathcal{T} = \bigcup_{\ell \in [L]} \mathcal{T}_\ell\), as follows.

- \(\Sigma.\text{KeyGen}(1^n)\): output \((v_k, s_k) \leftarrow HIBS.\text{Setup}(1^n)\).

- \(\Sigma.\text{Sign}(s_k, \vec{\tau} = (\tau_1, \ldots, \tau_\ell), m)\): let

\[
    s_k \vec{\tau} = HIBS.\text{KeyGen}^*(s_k, 0, \vec{\tau}; \vec{\mathcal{O}}(\vec{\tau}))
\]

and output \(\sigma \leftarrow HIBS.\text{Sign}(s_k \vec{\tau}, m)\).

- \(\Sigma.\text{Verify}(v_k, \vec{\tau}, m, \sigma)\): output \(b \leftarrow HIBS.\text{Verify}(v_k, \vec{\tau}, m, \sigma)\).

- \(\Sigma.\text{Expire}(s_k, T)\): let \(T' = \text{Compress}(\mathcal{I}, T)\); output

\[
    \eta = \left\{ (\vec{\tau}, s_k \vec{\tau}) : s_k \vec{\tau} = HIBS.\text{KeyGen}^*(s_k, 0, \vec{\tau}; \vec{\mathcal{O}}(\vec{\tau})) \right\}_{\tau \in T'}.
\]

- \(\Sigma.\text{Forge}(\eta, \tau, m)\): if there exists \(s_k \tau'\) such that \((\tau', s_k \tau') \in \eta\) and \(\tau'\) is a prefix of \(\tau\), let \(\ell\) be the length of \(\tau'\), let

\[
    s_k \tau = HIBS.\text{KeyGen}^*(s_k \tau', \ell, \vec{\tau}; \vec{\mathcal{O}}(\vec{\tau}))
\]

and output \(\sigma \leftarrow HIBS.\text{Sign}(s_k \tau, m)\); otherwise, output \(\bot\).

\(^{12}\) The depth need not be finite, but we consider finite \(L\) for simplicity.

\(^{13}\) The construction is presented in the random oracle model for simplicity, but does not require a random oracle: the random oracle can be replaced straightforwardly by a pseudorandom function (PRF) where the PRF key is made part of the HIBS secret key.
Theorem 1. If HIBS is a secure HIBS, Construction 1 instantiated with HIBS is a forward-forgeable signature scheme.

Proof. Correctness and unforgeability of Construction 1 follow directly from correctness and unforgeability of the underlying HIBS. The FFS requirement of forgeability on expiry moreover follows from the correctness requirement of the HIBS: the Forge algorithm of Construction 1 invokes HIBS.Sign using a secret key $sk_\tau$ which is guaranteed (by construction of HIBS.KeyGen*) to be the secret key corresponding to identity tuple $\tau$. The validity of HIBS.Sign invoked on a valid secret key corresponding to identity tuple $\tau$ is guaranteed by the correctness of the HIBS.

Lemma 1 (Logarithmic succinctness). Let HIBS be a depth-$L$ HIBS with message space $\mathcal{M}$ and identity space $\mathcal{I} = \{\mathcal{I}_i\}_{i \in [L]}$. For each $\ell \in L$, let $\preceq_\ell$ be a total order on $\mathcal{I}_\ell$. Let $\mathcal{T}_L = \mathcal{I}_1 \times \cdots \times \mathcal{I}_L$. For $i \in |\mathcal{T}_L|$, let $\tau_i$ denote the $i$th element of $\mathcal{T}_L$ in the lexicographic order induced by $\{\preceq_\ell\}_{\ell \in L}$. Construction 1 instantiated with HIBS is $(S, 2z)$-succinct and also $(S_1, z)$-succinct, where

$$S = \left\{ \{\tau_i\}_{j \leq i \leq j'} : j, j' \in [|\mathcal{T}_L|] \right\} \quad \text{and} \quad S_1 = \left\{ \{\tau_i\}_{1 \leq i \leq j} : j \in [|\mathcal{T}_L|] \right\}.$$

and $z(\cdot) = B \cdot \log_B(\cdot)$ where $B = \max_{\ell \in L}(|\mathcal{I}_\ell|)$. We assume $B$ is constant.

Proof. Fix any $j, j' \in [|\mathcal{T}_L|]$ and any set $T = \{\tau_i\}_{j \leq i \leq j'}$. By the definition of succinctness, it suffices to show that the output of Compress on $T$, is a set of nodes of size at most $2B \cdot \log(|T|)$.

For any identity tuple $i \in \mathcal{I}$, let Sub$_i$ be the set of all level-$L$ identities of which $i$ is a prefix. We say that $T$ covers $i$ if Sub$_i \subseteq T$. Let Cover$_T$ be the set of all identities covered by $T$. We say $T$ subsumes an identity $i$ if $i$ is a descendant of some $i' \in$ Cover$_T$ such that $i' \neq i$. By construction of Algorithm 2 (Compress), any identity subsumed by $T$ will not be in the output set of Compress($T$) (specifically, it will be removed in the innermost for-loop of Algorithm 2).

For any $\ell \in [L]$, consider any consecutive sequence of $s$ level-$\ell$ identities covered by $T$. By definition of lexicographic ordering, there are fewer than $2B$ level-$\ell$ identities
in the sequence that are not subsumed by $T$ (these identities will be at the beginning and/or end of the sequence). Moreover, if the sequence begins at the smallest level-$\ell$ identity in the lexicographic order, then there are fewer than $B$ identities in the sequence that are not subsumed by $T$ (these identities will be at the end of the sequence).

Thus, for each $\ell \in [L]$, there are fewer than $2B$ level-$\ell$ identities in the output set of $\text{Compress}(T)$. Moreover, $L \leq \log_B(|\mathcal{T}_L|) \leq \log_B(T)$. Therefore, the output set size is at most $2B \log_B(T)$. Moreover, if $T \in S_1$, then the output set size is at most $B \log_B(T)$.

**Discussion of alternative approaches** As discussed above, forward-secure signatures (FSS) and FFS are different primitives with distinct requirements. One could build a FFS from a FSS by computing a long list of secret keys and then using them in backwards order. Using techniques of [175, 90], a sequence of keys could moreover be stored with logarithmic storage and computation to access a key. However, this optimization is only designed for contiguous sequences of keys; HIBS-based schemes allow for some succinct non-sequential key release and thus support more nuanced tag structures. Still, for certain applications, e.g., postquantum sequential key release, an FFS based on a FSS such as XMSS [66] could be useful.

The requirements of FFS also have some similarity to timed authentication. The TESLA timed authentication protocol [244, 245] considers releasing authentication (MAC) keys following a delay after sending the payload, in the broadcast authentication context. Such delayed verification is untenable for email for several reasons, even beyond the inconvenience of waiting 15 minutes for email delivery. Email’s store-and-forward nature (see §4.1.2) means multiple MTAs may need to verify emails before forwarding (e.g., for spam filtering): if the first MTA waits to verify before forwarding, the next MTA will be unable to verify because the delay has rendered the authentication forgeable. Also, the inability to discard incoming spam before a time delay may increase denial-of-service vulnerability, especially for smaller email providers.
4.4 Our Protocol Proposals

Sections 4.4.1 and 4.4.2 respectively describe our two proposed systems KeyForge and TimeForge.

4.4.1 KeyForge

KeyForge consists of two components: (1) replace the digital signature scheme used in DKIM with a succinct FFS; and (2) email servers periodically publish expiry information. In this section, we assume all algorithms have access to a global publication mechanism or bulletin board (as noted in §4.2.1).

FFS configuration for KeyForge. Figure 4-4 illustrates KeyForge’s key hierarchy. KeyForge is based on an \( L \)-level tag structure, corresponding to identity space \( \mathcal{I} = \{\mathcal{I}_\ell\}_{\ell \in [L]} \) where the level-\( L \) identities represent 15-minute time chunks spanning a 2-year period. We use the following intuitive 4-level configuration for ease of exposition, but as discussed in §4.5, it is preferable for efficiency to keep \( |\mathcal{I}_\ell| \) equal for all \( \ell \in [L] \).

\[
\begin{align*}
\mathcal{I}_1 & = \{1, 2\} \quad \text{representing a 2-year time span} \\
\mathcal{I}_2 & = \{1, \ldots, 12\} \quad \text{representing months in a year} \\
\mathcal{I}_3 & = \{1, \ldots, 31\} \quad \text{representing days in a month} \\
\mathcal{I}_4 & = \{1, \ldots, 96\} \quad \text{representing 15-minute chunks of a day}
\end{align*}
\]

A tag \( \tau = (y, m, d, c) \in \mathcal{I}_1 \times \mathcal{I}_2 \times \mathcal{I}_3 \times \mathcal{I}_4 \) corresponds to a 15-minute chunk of time. The 15-minute chunks are contiguous, consecutive, and disjoint, so that any given timestamp is contained in exactly one chunk. \( \tau(t) \) denotes the unique 4-tuple tag \( (y, m, d, c) \) that represents the chunk of time containing a timestamp \( t \), and \( t \subseteq \tau \) denotes that \( \tau \) represents a chunk of time containing timestamp \( t \).

KeyForge requires each signature at time \( t \) to be with respect to a tag (timestamp) \( t + \hat{\Delta} \). The tag is sent in the email’s header, and used for verification at the receiving server. Algorithm 3 specifies KeyForge’s signing and verification (key generation is
Algorithm 3 KeyForge.Sign and KeyForge.Verify

\[ t = \text{CurrentTime}() \]

\[
\text{function KeyForge.Sign}(sk, m, \Delta) \\
\quad \text{return } (\tau(t + \Delta), \sigma \leftarrow \text{FFS.Sign}(sk, \tau(t + \Delta), m))
\]

\[
\text{function KeyForge.Verify}(vk, m, \tau, \sigma) \\
\quad \text{return } t \sqsubseteq \tau \text{ AND FFS.Verify}(vk, \tau, m, \sigma)
\]

Then we build an email protocol \( E_{KF} = (Email, VEmail) \) as follows. Let \((vk, sk)\) be the key pair of a sending server. \(Email_s(S, R, m, \mu, t)\) outputs \((\zeta, \tau_\zeta, \sigma_\zeta)\) where \(\zeta = (S, R, m, \mu, (\tau_\zeta, \sigma_\zeta) \leftarrow \text{KeyForge.Sign}_t(sk, \hat{\Delta}), \) and the subscript \(t\) denotes an execution of \(\text{KeyForge.Sign}\) at time \(t\). \(VEmail(\zeta, \tau_\zeta, \sigma_\zeta)\) runs \(\text{KeyForge.Verify}(vk, \zeta, \tau, \sigma)\) and outputs the result (where the recipient obtains \(vk\) by looking up \(S\)'s key in DNS).

**Efficient tree regeneration from private keys.** A key feature of our FFS construction is that the private keys from children (e.g., day-keys) are easy to generate from parent keys (e.g., the MSK). This is not implied by the definition of HIBS,\(^{14}\) and is essential for succinct expiry of entire portions of the tree (e.g., a year) by disseminating a single key. Further, regeneration can enhance security and availability: to limit key exposure, organizations could store the MSK in an HSM disconnected from the Internet, and keep only a child key pair in the MSA, thereby mitigating damage in case of compromise and allowing recovery from failure.

\(^{14}\)The definition of HIBS is compatible with this property, but does not require it. Constructions typically have randomized subkey generation processes so do not have reproducible child keys.
Where to publish expiry information? Regeneration allows KeyForge to have succinct expiry information; the number of private keys necessary to represent all expired chunks depends on the tree’s structure (see §4.5), but amounts to less than 4 KB for reasonable configurations. In contrast, the analogous construction based on non-hierarchical IBS would have expiry information growing linearly throughout a (two-year) master-key lifespan, resulting in megabytes of expiry information.

Small expiry information means ease of distribution. While our implementation uses a simple public-facing webserver, one could imagine posting via DNS TXT records, public blockchains, or in outgoing email headers. Slow but permanent techniques (e.g., a blockchain) for keys higher up in the hierarchy (e.g., a year) could ensure that such keys are permanently available.

When to publish expiry information? KeyForge requires email servers to publish expiry information at regular intervals. A natural option is to publish expiry information every 15 minutes; to publish the expiry information corresponding to each chunk \( c \) at the end of the time period that \( c \) represents.

Publishing every 15 minutes yields the finest granularity of expiry possible under the basic four-level tag structure. Based on a server’s preference, it could release information at longer intervals (e.g., days) or shorter ones. In case of an attack, an adversary would be able to convince third parties of the authenticity of all emails in the current interval (e.g., the current day), so risk aversion prefers shorter intervals.

Server misconfiguration and clock skew may cause minor clock discrepancies between the MSA and MDA. To account for this, we delay publishing “expired” keys by 5 minutes. Although in practice most emails are received very quickly, the SMTP RFC [185] has a very lax give-up time of 4 days. To get a rough idea of how quickly emails tend to be delivered, we computed the time differences from the first Received header to the last in the Podesta email corpus [321],\(^{15}\) and found that, of the 48,246 messages with parseable Received timestamps, over 99% (47,349) took less than 12 minutes.

\(^{15}\)Beyond the irony, we chose the Podesta email corpus as it was distributed intact with attachments, and thus arguably more representative of a realistic user’s email distribution than other public datasets.
While expiry time is a configurable parameter of KeyForge (e.g., by administrators), keeping it short is advisable to minimize time until universal forgeability. We leave a detailed study of email delivery times in practice to future work, while noting that such a study might support considerably reducing our conservative 15 minutes, and/or tailoring our approach to specific delay-prone situations. For example, delays are often caused by expected receiving-server outages (e.g., for server updates), which might be resolved by using a DMARC-like DNS record to signal to the sender to hold messages until later. Anti-spam techniques such as greylisting can delay email by 15 minutes more than usual; to address this, we can add 17 minutes’ leeway when first sending to a new domain.

We do not fully detail remediation procedures for timeouts, but note that similar authentication failures happen under DKIM and are commonly resolved via feedback loops such as Authentication Failure Reporting [128]. Shortening our expiry time is tricky given potentially adversarial routing delays: providing TCP-like flow control would be systematically possible, but we should also account for malicious MTAs trying to prolong messages’ unforgeability. A hard-cutoff maximum would likely be advisable.

Why 15-minute chunks? The time period associated with each leaf node is the maximum granularity of expiry information release. \( \hat{\Delta} \) is a lower bound on chunk size: since \( \hat{\Delta} \) represents email delivery time, publishing expiry information more often does not make sense.

Why a 2-year public key lifetime? Rotating keys is good practice; for operational reasons, the Messaging, Malware, and Mobile Anti-Abuse Working Group (M3AAWG) recommends DKIM key rotation every 6 months [192]. However, recognizing that, realistically, DKIM keys often last more than 6 months, our evaluation assumes a 2-year period.

How many levels? The optimal \( L \) depends on a trade-off between computation time and expiry succinctness; see §4.5.
Flexible expiry policies  The basic tag structure described above is customizable: e.g., an extra level $I_l$ might represent an email’s “sensitivity,” allowing sensitive emails to expire faster. Alternatively, one might want certain emails to expire more slowly or never (e.g., bank/employer emails or contracts). In KeyForge, sensitivity can be expressed as the desired delay until expiry. KeyForge is highly configurable: after the first four levels, different email servers’ policies need not be consistent. Verification refers only to the first four levels of the tag (when checking $t \sqsubseteq \tau$), so a sending server can add more levels beyond the basic four without sacrificing compatibility, to match its desired expiry policy.

4.4.2 TimeForge

KeyForge’s main limitation is that it requires signers to continuously release key material. Wide distribution can pose a practical challenge; users must depend on their provider to perform this task reliably. Unreliable distribution would limit a system’s realistic deniability.

TimeForge takes a different approach that eliminates reliance on follow-up action by signers. TimeForge leverages a *publicly verifiable timekeeping service* (PVTK), as defined in §4.2.1. In this section, all algorithms are assumed to have access to a common PVTK.

The intuition behind TimeForge is straightforward. Let $M$ be an email message sent at time period $t$. The sender first signs each message using a standard SUF-CMA signature scheme to produce a signature $\sigma$. She then authenticates the message, not directly using $\sigma$, but rather using a witness indistinguishable and non-interactive proof-of-knowledge (PoK) of the (informal) statement:

\[ \text{I know a valid sender signature } \sigma \text{ on } M \]

\text{OR}

\[ \text{I know a valid PVTK proof } \pi_{t+d}, \text{ for some } d \geq \Delta. \]

Assuming a trustworthy PVTK service, this proof authenticates the message during any time period prior to $t + \Delta$. Once a PVTK proof $\pi_{t+\Delta}$ becomes public, the PoK
becomes trivial for any party to generate. Witness indistinguishability ensures that a signer’s valid proof is indistinguishable from a “forgery” later computed using a revealed PVTK proof.

Publicly verifiable timekeeping. A PVTK scheme comprises three algorithms.

- $\text{TK.Setup}(1^\lambda)$ takes a security parameter $\lambda$ and outputs a set of public parameters $\text{params}$ and a trapdoor $sk$.

- $\text{TK.Prove}(sk, t)$ takes as input $sk$ and the current time epoch $t$, and outputs a proof $\pi_t$.

- $\text{TK.Verify}(\text{params}, t, \pi_t)$ on input $\text{params}$, a time period $t$, and the proof $\pi_t$, outputs whether $\pi_t$ is valid.

Correctness and Security. Correctness is straightforward. $\Delta$-PVTK security requires that an adversary with a PVTK oracle (which provides proofs for arbitrary time periods $t$) must not be able to produce a valid proof for some time period $t_{\text{max}} + \Delta$ (except with negligible probability) where $t_{\text{max}}$ is the largest oracle query, and $\Delta > 0$ is a constant parameter.

Realizing a PVTK service. A simple PVTK system can be constructed using a single server that maintains a clock, and periodically signs the current time using an SUF-CMA signature (our implementation does this).

While conceptually simple, deploying this solution at scale is likely to be costly, and may suffer denial-of-service and network-based attacks. A better approach might construct a PVTK from existing Internet services: next, we outline several proposals.

OCSP servers. The Online Certificate Status Protocol, in its “stapling” configuration [246] allows TLS servers to obtain a standalone, signed, and timestamped certificate validity message from a Certificate Authority (CA); this can be viewed as an organic implementation of a PVTK server. To avoid reliance on a single CA, users can define the proof $\pi_t$ to comprise multiple valid staples, e.g., one from any $k$ out
of $N$ chosen CAs. These parameters, as well as the CA identities, can be selected as part of the setup algorithm.

CT and randomness beacons. The Certificate Transparency protocol consists of a centrally-managed and publicly verifiable log for recording the issuance of certificates [196]. While CT is not intended as a timestamping protocol, each CT log entry is signed by the log operator (e.g., Google), contains a timestamp, and may be re-purposed to implement a centralized PVTK service. Similarly, NIST operates a randomness beacon [231] that signs and distributes timestamps. While any single centralized service may be unreliable or subject to attack, a (fault-tolerant) combination of these extant services can be used to construct a “composite” PVTK system.

Proof of work blockchains. A number of cryptocurrencies use proof of work blockchains to construct an ordered transaction ledger [222, 324] which generates new blocks at a rate using intentionally chosen parameters. These ledgers can be used as a form of PVTK system, in which $\textit{params}$ comprises some initial block header $B_s$, and $\pi_t$ comprises a list of block headers $\{B_{s+1}, \ldots, B_t\}$ drawn from the blockchain. Although this approach does not produce an exact timekeeping service (block intervals are probabilistic), nor does it guarantee cryptographic unforgeability (as chains can be forged given control of a substantial fraction of the network’s hash power), this is likely not a problem for the short intervals used in TimeForge.

VDFs and puzzles. Cryptographic “puzzles” are mathematical problems that require a known (or statistically predictable) number of computational operations to solve. Examples include cryptocurrency proof of work systems and timelock encryption schemes [257]. A related primitive, the Verifiable Delay Function [58, 248] creates a sequential puzzle that requires a precisely-known amount of work to solve, and allows the solver to produce a proof of the solution’s correctness. While puzzles and VDFs do not directly allow for the creation of a PVTK system, they enable a related primitive: at time $t$ a sender may generate a puzzle challenge $M$ (e.g., the contents of an email message) such that a proof $\pi_{t+\Delta}$ can be found by applying a computational process to
A basic TimeForge signature scheme. The TimeForge scheme consists of four algorithms: TF.Keygen, TF.Sign and TF.Verify, and TF.Forge. We assume a PVTK scheme with parameters \textit{params} and an SUF-CMA signing algorithm \textit{Sig}.

- **TF.Keygen(1^\lambda, \textit{params})**. Run \textit{Sig.Keygen}(1^\lambda) to generate \((pk, sk)\) and output \(PK = (pk, \textit{params})\), and \(SK = sk\).

- **TF.Sign(PK, SK, M, t, \Delta)**. Parse \(PK = (pk, \textit{params})\). On input a message \(M\) and a time period \(t\), compute \(\sigma \leftarrow \textit{Sig.Sign}(SK, M||t||\Delta)\) and the following witness-indistinguishable (WI) non-interactive PoK:\(^{16}\)

\[
\Pi = \text{NIPoK}\{(\sigma, s, \pi) : \text{Sig.Verify}(pk, \sigma, M||t||\Delta) = 1 \lor
\text{(TK.Verify}(\textit{params}, \pi, s) = 1 \land s \geq t + \Delta)\}
\]

Note that the prover can produce this proof using \((\sigma, \bot, \bot)\) as the witness. Output \(\sigma_{\text{tf}} = (\Pi, t, \Delta)\).

- **TF.Verify(PK, M, \sigma_{\text{tf}})**. Parse \(PK = (pk, \textit{params})\) and \(\sigma_{\text{tf}} = (\Pi, t, \Delta)\), verify the proof \(\Pi\) with respect to the public values \(t, \Delta, pk, M\), and output the verification result.

**TF.Forge** takes as input a PVTK proof \(\pi_s\) for some time period \(s \geq t + \Delta\).

- **TF.Forge(PK, M, t, s, \Delta, \pi_s)**. parse \(PK = (pk, \textit{params})\) and compute the NIPoK \(\Pi\) described in the TF.Sign algorithm, using the witness \((\bot, s, \pi_s)\). Output \(\sigma_{\text{tf}} = (\Pi, t, \Delta)\).

\textbf{Defining Security.} Security for TimeForge is defined according to the following experiment. This experiment can be considered a variant of (weak) UF-CMA security definition for a signature scheme: an attacker must attempt to forge a TimeForge signature for a message \(M\) in expected time approximately \(\Delta\).\(^{16}\)

\(^{16}\)Here we use Camenisch-Stadler notation, where the witness values are in parentheses () and any remaining values are assumed to be public.
proof over a message $M$ that she has not previously queried to a signing oracle. To assist in this, the attacker is given access to not one, but two oracles. The first is a signing oracle for the TimeForge signature scheme, and produces valid signatures for tuples of the form $(M', t', \Delta')$. The main difference from the standard UF-CMA experiment is the existence of a second oracle that models the PVTK service. To model this, the attacker additionally obtains PVTK parameters $\text{params}$ at the start of the experiment, and may repeatedly query the PVTK oracle on chosen epoch numbers $s$ to obtain PVTK proofs of the form $\pi_s$. Let $s_{\text{max}}$ be the largest time period queried to the PVTK oracle at the conclusion of the experiment. We say the attacker wins iff she outputs a message $M$ and valid TimeForge proof $\sigma_{\text{tf}} = (\Pi, t, \Delta)$ such that $s_{\text{max}} < t + \Delta$, where $(M, t, \Delta)$ was not queried to the signing oracle. We say that a TimeForge scheme is unforgeable under \emph{chosen timestamp attacks} if $\forall$ p.p.t. attackers $\mathcal{A}$, the adversary has at most a negligible advantage in succeeding at the above experiment.

\textit{Remark 2.} The definition above does not prevent forgeries that are “outside the expiration period.” Specifically, an intermediary can intercept a message embedding $(M, t, \Delta)$ where $t + \Delta$ is in the future, and author a new message $M', t', \Delta'$ where $t + \Delta$ has already been proved by the PVTK oracle. This is explicitly allowed by TimeForge; indeed, it is a goal of the system.

\textbf{Theorem 2.} \emph{If (1) the PVTK service uses an SUF-CMA signature scheme, (2) the WI proof system is sound (extractable), and (3) the underlying signature scheme used by TimeForge is SUF-CMA, then the basic TimeForge scheme is secure under chosen timestamp attacks.}

\textit{Proof.} Our proof is by contradiction. Let $\mathcal{A}$ be an attacker that succeeds with non-negligible advantage in the chosen timestamp experiment. We construct a pair of algorithms $\mathcal{B}_1, \mathcal{B}_2$ such that one of the two algorithms (respectively) succeeds with non-negligible advantage in the SUF-CMA game against (1) the signature scheme $\text{Sig}$, or (2) the underlying PVTK signature scheme. We now describe the operation of each algorithm.
An attack on the signature scheme $\text{Sig}$. In this strategy we construct $B_1$, which conducts the SUF-CMA experiment for the underlying signature scheme $\text{Sig}$. $B_1$ first obtains a public key $pk$ from the SUF-CMA challenger. It next uses the PVTK signature scheme’s key generation algorithm to produce a keypair $(\text{params}, sk_{\text{PVTK}})$ for the PVTK service and sends $PK = (pk, \text{params})$ to $A$.

Each time $A$ queries the PVTK oracle on some timestamp $s$, $B_1$ implements $\text{TK.Prove}$ by using $sk_{\text{PVTK}}$ to sign $s$ and return the signature $\pi_s$. Whenever $A$ queries the TimeForge signing oracle on some tuple $(M, t, \Delta)$, $B_1$ first queries the SUF-CMA signing oracle to obtain a signature $\sigma$ on $M \parallel t \parallel \Delta$. It then constructs a TimeForge signature by constructing the proof described in the $\text{TF.Sign}$ algorithm using $\sigma$ as the satisfying witness, and returns $\sigma_{\text{tf}}$ to $A$.

When $A$ outputs a pair $(M^*, \sigma_{\text{tf}}^*)$ that satisfies the win conditions of the experiment, $B_1$ parses $\sigma_{\text{tf}}^*$ to obtain $(\Pi^*, t^*, \Delta^*)$ and runs the extractor on $\Pi^*$ to obtain the witness $(\sigma^*, s^*, \pi^*)$. (If the extractor fails, $B_1$ aborts.) If $\sigma^*$ is a valid signature on $M^* \parallel t \parallel \Delta$, it outputs the pair $(\sigma^*, M^*)$ as an SUF-CMA forgery.\footnote{By the restrictions on $A$, $M^*$ must represent a message that has not previously been queried to the SUF-CMA oracle.}

An attack on the PVTK scheme. In this strategy we construct $B_2$, which conducts the SUF-CMA experiment against the PVTK signature scheme. This algorithm proceeds as in Strategy 1, except that here we set $\text{params}$ to be the public key obtained from the SUF-CMA challenger, and generate the keypair $(pk, sk) = \text{Sig.Keygen}(1^\lambda)$. Queries to the PVTK oracle are answered by forwarding $s$ to the SUF-CMA oracle and returning the resulting signature as $\pi_s$, and queries to the TimeForge oracle are answered honestly by running $\text{TF.Sign}$ with $sk$ as an input. As in the previous strategy, if $A$ succeeds in the experiment we run the extractor to obtain $\sigma^*, s^*, \pi^*$. Then $B_2$ verifies that $\pi^*$ is a valid signature on $s^*$ and, if so, outputs $(\pi^*, s^*)$ as a forgery for the SUF-CMA experiment.

Analysis. $A$’s view is distributed identically when it interacts with $B_1$ or $B_2$, so $A$’s advantage must be identical w.r.t. $B_1$ and $B_2$. By soundness, the WI knowledge extractor fails with probability at most negligible in the security parameter. Thus
both adversaries will abort with at most negligible probability due to extraction error.

It remains only to show that at least one of the two algorithms above must succeed with non-negligible advantage in the **SUF-CMA** experiment. This is true because the attacker’s output \((\Pi^*, t^*, \Delta^*)\) and the extracted witness \((\sigma^*, s^*, \pi^*)\) must satisfy the conditions that (1) for all PVTK queries \(s\) made during the experiment, \(s < t^* + \Delta^*\) (by the requirements of the experiment), (2) the message \(M^* || t || \Delta\) has not been queried to the **SUF-CMA** signing oracle (by the requirements of the experiment), and (3) the following conditions are true (by the soundness of the proof system):

\[
\text{Sig.Verify}(pk, \sigma^*, M^*) = 1 \lor (\text{TK.Verify}(\text{params}, \pi^*, s^*) = 1 \land s^* \geq t^* + \Delta^*)
\]

If \(\mathcal{A}\) succeeds in the TimeForge experiment with non-negligible advantage, then the extracted witness must contain a valid signature \(\sigma^*\) on a message \(M^* || t || \Delta\) not queried to the signing oracle, or it must contain a valid signature \(\pi^*\) on some epoch \(s^*\) not queried to the PVTK oracle. Hence, one of \(\mathcal{B}_1\) or \(\mathcal{B}_2\) succeeds with non-negligible advantage.

### 4.4.3 Realizing the TimeForge proof system

TimeForge can be realized using a variety of WI and ZK proof systems, combined with efficient SUF-CMA signature schemes. For example, a number of pairing-based signature schemes \([39, 77, 40]\) admit efficient proofs of knowledge of a signature using simple Schnorr-style proofs \([10]\). More recent proving systems, e.g., Bulletproofs \([67]\) and zkSNARKs (e.g., \([239, 153]\), admit succinct proofs of statements involving arbitrary arithmetic circuits and discrete-log relationships. Using the latter schemes ensures short proofs, in the hundreds of bytes, in some cases with a small, constant verification cost. Thus, even complex PVTK proofs such as block header sequences, can potentially be reduced to a succinct TimeForge signature.
A concrete implementation. For our basic implementation, which signs a timestamp, we considered several proof systems. For the relatively simple proof statement used in this scheme, Bulletproofs are not appropriate for two reasons: (1) the proof sizes that result exceed 1000 bytes, and (2) these proofs do not natively support efficient signatures. zkSNARKs produce bandwidth-efficient signatures, but at a significant cost due to the need to generate a trusted setup embedding the signature verification circuit. Based on these considerations, we propose and evaluate one concrete implementation based on Schnorr-style proving techniques, made non-interactive using the Fiat-Shamir heuristic. Our approach implements TimeForge using a dedicated server that produces (weak) Boneh-Boyen signatures [59] over the current time period $t$, which is encoded as an integer in $\mathbb{Z}_q$. Let $g_1, g_2$ be generators of a pair of bilinear groups $G_1, G_2$ of order $q$. Briefly, a Boneh-Boyen signature on a time period $t$ comprises a single group element $\sigma = g_1^{1/x+t}$, where $x$ represents the signing key, and the server’s public key is $g_2^x$. Verification is conducted by checking the following pairing equality: $e(g_1, g_2) = e(\sigma, g_2^x g_1^t)$.

Our proposed TimeForge proof of knowledge requires the following components. First, the prover to provides a Pedersen commitment $B$ to the current time period $T_{\text{current}}$ using randomness $r$. The proof also reveals the (alleged) true signing time period $T_{\text{signing}}$ in cleartext (in case it is different) and attaches $\delta$. Using these values, the prover employs the homomorphic property of Pedersen commitments to derive an implicit commitment $C = g_1^{\gamma = T_{\text{current}} - T_{\text{signing}} - \delta} h^r$, and then uses a range proof to prove that it knows a value $\gamma$ that is in the range $[1, 2^{32}]$. We use a range proof due to Camenisch, Chaabouni, and shelat [76]. Alternatively, this proof could be implemented using a Bulletproof, due to Bootle et al. [67].

In addition to this commitment proof and range proof, we provide two separate Schnorr-style proofs in an “OR” construction:

1. A standard Schnorr signature on the message. This comprises an interactive proof of knowledge of a value $sk \in \mathbb{Z}_q$ such that $PK = g^{sk}$, flattened into a signature of knowledge on the signed message, using the Fiat-Shamir heuristic. (This represents the genuine signer’s signature on the message.)
2. A proof of knowledge of a Boneh-Boyen signature on the TimeForge time period $T_{\text{current}}$, signed using the TimeForge server secret key. For this construction we use a interactive zero-knowledge protocol given by Boneh, Boyen and Shacham [60, Protocol 1], flattened using the same Fiat-Shamir hash function.

4.4.4 KeyForge$^+$ and TimeForge$^+$

KeyForge$^+$ (resp. TimeForge$^+$) consists of KeyForge (resp. TimeForge) with two modifications: a forge-on-request protocol and per-recipient-domain signatures, described next.

1. Forge-on-request protocol. We add a protocol $F$ (detailed in Algorithm 6) by which an email server $S$ accepts real-time requests for specified email content to be sent to the requester (and nobody else). We write $A^F$ to denote that an algorithm $A$ has access to email forgeries via $F$. The forge-on-request protocol ensures that all users have the capability to forge emails to themselves in real time, directly achieving immediate recipient forgeability. The requirement that the recipient be the requester is crucial: each requester is enabled to forge emails only to herself.

The requester’s email server attests to the requesting client’s identity (similarly to DKIM). We note that a malicious server could unauthorizedly sign requests for any client account it controls. This is outside our threat model, and such behavior is equally possible under DKIM (see also “Client-server trust” under §4.2.2): that is, today’s email ecosystem already relies on servers to attest honestly to their clients’ identities, and allows servers to spam their own clients (a behavior that might not keep them many clients).

The scheme as described so far already works for single-recipient emails, but can be problematic for multi-recipient\textsuperscript{18} emails due to spam/spoofing attacks between co-recipients: as long as all recipients of an email receive exactly the same information, an attacker can always request a forged email addressed to a group including herself, and quickly forward it to trick the others into treating the email as legitimate. To

\textsuperscript{18}Here, “recipients” means any recipients whether via \texttt{to}, \texttt{cc}, or \texttt{bcc}.
remedy this, we require one more change to KeyForge.

2. Per-recipient-domain signatures. In DKIM, KeyForge, and TimeForge, the sending server signs each outgoing email once. In KeyForge+ and TimeForge+, instead, the sending server signs each outgoing email once per recipient domain. That is, the sending server produces a signature $\sigma_D = \text{Sign}(sk, (D, m))$ for each recipient domain $D$, where $sk$ is the signing key and $m$ is the email information that the sending server would have signed under DKIM (or KeyForge or TimeForge). The sending server sends each recipient domain $D$ the email and only the signature $\sigma_D$.

Per-recipient-domain signatures prevent attackers from using the forge-on-request protocol to send spam/spoofing emails to co-recipients on forged emails. Adida et al. [9] previously proposed per-recipient signatures in a very similar context.

Note that a forge-on-request protocol achieves a stronger guarantee than the use of ring signatures (i.e., signing with respect to both the sending and receiving servers’ public keys). A forge-on-request protocol enables any recipient with the ability to send mail from an email server to forge mail from any sender to herself. The ring signature approach enables her to do this only if she has the ability to sign fraudulent mail with the receiving server’s secret key.

We define the email protocols $E_{KF+}$ and $E_{TF+}$ accordingly:

$E_{KF+}.\text{Email}(S, (R_1, \ldots, R_N), m, \mu, t)$ outputs $(e_1, \ldots, e_N)$ where $e_i \leftarrow E_{KF}.\text{Email}(S, R_i, m, \mu, t)$; and $E_{KF+}.\text{VEmail}$ is just as in $E_{KF}$. $E_{TF+}$ is defined analogously, w.r.t. $E_{TF}$.

**Theorem 3.** $E_{KF}$ and $E_{KF+}$ are $\hat{\Delta}$-universally non-attributable (Definition 2). Assuming email servers adopt the forge-on-request protocol $F$, $E_{KF+}$ is further non-attributable for recipients (Definition 1).

**Proof.** Follows directly from Lemmata 2 and 3. $\square$

**Lemma 2.** $E_{KF+}$ is non-attributable for recipients w.r.t. $F$ (Definition 1), where $F$ is the forge-on-request functionality defined in Algorithm 6.
Proof. Let $E_{KF+} = (\text{Email}, \text{VEmail})$. Recall from Definition 1 that we must show that there is a PPT simulator $S$ such that for any sender $S$ and recipient $R$, for any email message $m$ and metadata $\mu$, 

$$\text{Email}_{sk}(S, R, m, \mu, t) \approx_c S^R(S, m, \mu), \quad (4.2)$$

where $sk$ is the (master) secret key of $S$, $t$ is the time at which $S$ is invoked, and the superscript $R$ denotes that $S$ has access to the recipient’s email server. We construct $S$ in Algorithm 4.

**Algorithm 4** Simulator $S$ for recipient non-attributability

<table>
<thead>
<tr>
<th><strong>Input:</strong> $S, m, \mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t =$ CurrentTime()</td>
</tr>
<tr>
<td><strong>send</strong> forge request $(m, \mu)$ to $S$</td>
</tr>
<tr>
<td><strong>receive</strong> answer ${e_0, e_1}$</td>
</tr>
<tr>
<td><strong>parse</strong> $e_0, e_1$ as emails w.r.t. tags $\tau_0, \tau_1$ respectively</td>
</tr>
<tr>
<td><strong>if</strong> $\tau(t) = \tau_0$ <strong>then return</strong> $e_0$</td>
</tr>
<tr>
<td><strong>else if</strong> $\tau(t) = \tau_1$ <strong>then return</strong> $e_1$</td>
</tr>
</tbody>
</table>

By definition of $\hat{\Delta}$, we know $S$ received the request at some time $t' \leq t + \hat{\Delta}$. Thus, by construction of KeyForge, the emails $e, e'$ must be signed with respect to the tags $\tau(t' - \hat{\Delta}), \tau(t')$ (say, respectively). It follows that $\tau(t) = \tau(t' - \hat{\Delta})$ or $\tau(t) = \tau(t')$. Therefore, at least one of the if-conditions in Algorithm 4 must be satisfied, and $S$ always produces an output. By construction of the if-statements and the forge-on-request protocol, the output of $S$ is an email signed by $S$ for a tag corresponding to timestamp $t$, as (4.2) requires. Indeed, we achieve equality of distributions (not just indistinguishability).

**Lemma 3.** $E_{KF+}$ is $\hat{\Delta}$-universally non-attributable (Def. 2).

*Proof.* Let $E_{KF+} = (\text{Email}, \text{VEmail})$. Recall from Definition 2 that we must show that there is a PPT simulator $S$ such that for any sender $S$ (with secret key $sk$) and recipient $R$, for any email message $m$, metadata $\mu$, and timestamp $t$, the following
holds at any time $\geq t + \hat{\Delta}$:

$$\text{Email}_{sk}(S, R, m, \mu, t) \approx_c S(S, R, m, \mu, t). \tag{4.3}$$

Let $\text{Email}^*$ be identical to $\text{Email}$ except that whenever $\text{Email}_{sk}$ invokes $\text{KeyForge}.\text{Sign}(sk, \cdot)$, $\text{Email}^*_{sk}$ instead invokes $\text{HIBS}.\text{Sign}(sk, \cdot)$. Next, we construct $S$ in Algorithm 5.

**Algorithm 5** Simultator $S$ for $\hat{\Delta}$-strong non-attributability

**Input:** $S, R, m, \mu, t$

- retrieve published expiry information $\eta$ for $S$

- for all $(\vec{\tau}, sk_{\vec{\tau}}) \in \eta$ do
  - if $t \sqsubseteq \vec{\tau}$ then
    - $sk^* \leftarrow \text{HIBS}.\text{KeyGen}^*(sk_{\vec{\tau}}, \ell, \tau(t); \vec{O}(\vec{\tau}))$
  - return $\text{KeyForge}^*_{sk^*}(S, R, m, \mu, t)$

Since $S$ is invoked at time $\geq t + \hat{\Delta}$, and KeyForge prescribes publication of expiry information at the end of each chunk of duration $\hat{\Delta}$, the expiry information $\eta$ retrieved by $S$ includes expiry information with respect to time $t$. Therefore, the if-condition in Algorithm 5 is satisfied for at least one element of $\eta$.\(^{19}\)

Recall that $\text{KeyForge}.\text{Sign}$ invokes $\text{FFS}.\text{Sign}$, which invokes $\text{HIBS}.\text{Sign}$. By definition, if $t \sqsubseteq \vec{\tau}$ and $\eta$ is expiry information with respect to $sk$, then $sk^*$ as computed in Algorithm 5 is the same key used to invoke $\text{HIBS}.\text{Sign}$ (within $\text{FFS}.\text{Sign}$, which is within $\text{KeyForge}.\text{Sign}$) at time $t$. Therefore, the output distributions of $\text{Email}^*_{sk^*}$ and $\text{Email}_{sk}$ are identical. It follows that $S$ satisfies (4.3). □

**Theorem 4.** Assuming a PVTK, $\text{E}_{\text{TF}}$ and $\text{E}_{\text{TF}^+}$ are $\hat{\Delta}$-universally non-attributable and $\text{E}_{\text{TF}^+}$ is further non-attributable for recipients.

**On the efficiency of KeyForge$^+/\text{TimeForge}^+$** Per-recipient-domain signatures add sender-side overhead compared to single-signature schemes like DKIM, KeyForge, or TimeForge: the sending server must compute one signature per recipient domain per email, whereas the receiving server verifies just one signature, just like before.

\(^{19}\)In fact, it will be satisfied for exactly one element of $\eta$, by construction of $\text{Compress}$ which ensures that no timestamp is represented by more than one element.
While this additional computation is unlikely to be prohibitive given the efficiency of signing, it must be taken into account when evaluating KeyForge$^+$ and TimeForge$^+$’s efficiency, as discussed further in Section 4.5.

Implementing forge-on-request and per-recipient-domain signatures would entail more complexity and significant changes to the existing email infrastructure, than the base protocols. While immediate recipient forgeability is desirable for added protection against real-time attacks (see Threat Model 2), KeyForge is a more realistic candidate for near-term deployment as it is realizable with lighter-weight changes to the existing system: namely, replacing DKIM’s signature scheme, and unilateral server publication of small amounts of data.

**Notation**  
Email$_s(S, R, m, \mu, t)$ is as defined in §4.2.3, additionally taking into account that signatures in KeyForge$^+$ and TimeForge$^+$ are per recipient domain. $F_{\text{Req}}$ denotes a special message to betoken forge requests. For an email address $a$, let $a.\text{dom}$ denote its domain.

## 4.5 Implementation and Evaluation

We implemented prototypes of KeyForge and TimeForge and integrated them into Postfix, a common MDA/MSA. The entire project consists of roughly 2,000 lines of Go, C, and Python, and is available open source.$^{23}$ We performed all benchmarks on a 2017 MacBook Pro, 15-inch, with an Intel 4-core 3.1GHz processor and 16GB of RAM. We use the RELIC toolkit’s [29] implementation of a BN-254 curve. This configuration conservatively yields keys with a 110-bit security level [30], which is on par with the standard 2048-bit RSA. We chose RELIC due to its support for many pairing friendly curves and low overhead.

We evaluate two versions of KeyForge instantiated with different HIBS schemes: (1) KeyForge$_B$, which uses Gentry-Silverberg’s “BasicHIDE” bilinear map based scheme

---

$^{20}$We assume client-server communication is authenticated.

$^{21}$I.e., if the request is for a forgery from another address in the requester’s own domain.

$^{22}$Sign denotes the signing algorithm of any secure signature scheme.

$^{23}$https://github.com/keyforgery/KeyForge
\textbf{Algorithm 6} Forge-on-request protocol $F$

\textbf{Requester (client)}

To request an email with message $m$ and metadata $\mu$ from alice@foo.com:

- Send $(\text{FReq}, m, \mu, \text{alice@foo.com})$ to client’s (i.e., its own) email server.

\textbf{Email server} (say, bar.com, with secret key $s$)

On receiving request $(\text{FReq}, m, \mu, a)$ from own client bob:\footnote{\textcopyright 2010}

- If $a$.dom = bar.com: Let $t$ be the current time. Deliver $e$ to bob, where $e \leftarrow \text{Email}_s(a, \text{bob@bar.com}, m, \mu, t)$.
- Else: Let $\sigma \leftarrow \text{Sign}(\text{FReq}, m, \mu, a, \text{bob})$.\footnote{\textcopyright 2010} Send $(\text{FReq}, m, \mu, a, \text{bob}, \sigma)$ to server $a$.dom.

On receiving request $(\text{FReq}, m, \mu, a, b, \sigma)$ from server $b$.dom:

- $v \leftarrow \text{Verify}(v_k, (\text{FReq}, m, \mu, a, b), \sigma)$, where $pk$ is $b$.dom’s public key in DNS.
- If $v = 0$: Do not respond.
- Else (i.e., $v = 1$): Let $t$ be the current time. Send $e, e'$ to $b$.dom, where $e \leftarrow \text{Email}_s(a, b, m, \mu, t)$ and $e' \leftarrow \text{Email}_s(a, b, m, \mu, t - \Delta)$.
[141] using a BN254 curve and (2) KeyForge\textsubscript{C}, which uses certificate chains on public keys using non-identity-based signatures, instantiated with Ed25519.\textsuperscript{24} We also implemented a prototype of TimeForge which is less efficient; it is intended as a proof of concept whose practicality will improve with advances in the underlying proof primitives (an active area of research). The two KeyForge implementations share the following bandwidth optimization.

**KeyForge bandwidth optimization.** HIBS schemes tend to have relatively large signatures. In KeyForge\textsubscript{B}, a signature must include public parameters for each node on the path to the current chunk. A public parameter in this configuration is 65B, yielding a bandwidth of 260B for a four-level Year/Month/Day/Chunk tree, resulting in a total of 293B per signature. KeyForge\textsubscript{C} similarly requires an Ed25519 signature between each node in the hierarchy, and has total signature size of 448B (four 64B path signatures, four 32B public keys, and the message signature). We optimize bandwidth by precomputing all path parameters except for the last chunk and store them in the DNS, along with the MPK. When verifying from a new server, KeyForge performs a DNS lookup and caches the result at a cost of 2-3KB per month (see Table 4.1).

Two components, the keyserver and mail filter, are shared between all implementations. They are described next.

**Mail Filter.** The filter ensures that sent emails are properly formatted, verifies incoming emails, and communicates the results to the MDA/MTA. The filter works by intercepting SMTP requests, adding necessary metadata to outgoing email headers, and requesting cryptographic operations from the keyserver. When sending a message, the filter attaches an expiry time (and other verification information) to the email’s header, hashes the metadata and message content, forwards the hash to the keyserver to sign, and finally adds this signature to the header. On receipt, the filter confirms that the signature’s hash matches the message and metadata, and forwards the signature, sending domain, and expiry timestamp to the keyserver for verification. If verification

\textsuperscript{24}The certificate-based approach has been attributed to folklore.
fails, the filter alerts PostFix and the message is dropped.

**Keyserver.** The keyserver performs signing and verification, communicates with the mail filter over RPC, and publishes expired keys (for KeyForge) via a simple webserver.

### 4.5.1 Evaluation

We evaluate messaging bandwidth, expiry data bandwidth, and speed. Our primary focus is on comparison with RSA-2048: it is the signature scheme commonly used in DKIM, and so a natural benchmark for practicality in the current email ecosystem. Although more bandwidth-efficient algorithms were approved for DKIM use some months ago, (e.g., Ed25519 with a 64 B signature [173]), these schemes appear to have had limited deployment to date. Nonetheless, for completeness, this section also considers Ed25519 performance.

**Bandwidth.** Table 4.1 shows bandwidth costs for various configurations of KeyForge and TimeForge. Both KeyForge implementations have a bandwidth per email that is 42% smaller than a DKIM RSA-2048 signature.

---

<table>
<thead>
<tr>
<th>Monthly KeyForge (B)</th>
<th>KeyForge (B) (\sigma)</th>
<th>Monthly KeyForge (C)</th>
<th>KeyForge (C) (\sigma)</th>
<th>DKIM RSA2048 (\sigma)</th>
<th>TimeForge (\sigma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(30 \times 65 = 1950)</td>
<td>98</td>
<td>(30 \times (64 + 32) = 2880)</td>
<td>(64 \times 2 + 32 = 160)</td>
<td>256</td>
<td>841</td>
</tr>
</tbody>
</table>

Table 4.1: Bandwidth costs (in bytes) of KeyForge\(_B\), KeyForge\(_C\), and DKIM with RSA. \(\sigma\) denotes a signature.

<table>
<thead>
<tr>
<th></th>
<th>Sign(ms)</th>
<th>Sign/s</th>
<th>Verify(ms)</th>
<th>Verify/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>TimeForge</td>
<td>24.58</td>
<td>49.68</td>
<td>23.24</td>
<td>43</td>
</tr>
<tr>
<td>KeyForge(_B)</td>
<td>0.34</td>
<td>2,932</td>
<td>3.36</td>
<td>298</td>
</tr>
<tr>
<td>KeyForge(_C)</td>
<td>0.13</td>
<td>17,197</td>
<td>0.13</td>
<td>7,541</td>
</tr>
<tr>
<td>RSA2048</td>
<td>0.93</td>
<td>1,075</td>
<td>0.05</td>
<td>19,966</td>
</tr>
<tr>
<td>Ed25519</td>
<td>0.03</td>
<td>27,001</td>
<td>0.10</td>
<td>9,781</td>
</tr>
</tbody>
</table>

Table 4.2: Time required for a single operation in milliseconds, and the equivalent number of operations per second. KeyForge times are for a 4-level tree, RSA is from OpenSSL benchmarks.

---

\(^{25}\)E.g., as of October 2019, Gmail and Exchange use only RSA-2048.
Speed. To capture the range of KeyForge’s possible performance, we considered two cases: (1) where the public key path is verified from scratch (e.g., in setting up a new server, or verifying messages from a new domain) and (2) where path parameters are pre-verified and cached. Figures 4-5 and 4-6 show the results. Signing is largely unaffected by tree depth when caching.

Table 4.2 provides efficiency microbenchmarks for KeyForge, TimeForge, and Ed25519 and DKIM’s RSA-2048 via the OpenSSL suite’s benchmark. All KeyForge benchmarks are for a 4-level tree with caching. Note that experiments were run on a laptop with power lower than a common server, so our timings may be seen as upper bounds. Performance scales linearly with the number of cores; our measurements are for a single core.

Optimizing for KeyForge expiration bandwidth. While the Y/M/D/Chunk configuration is easy to intuit, an equal branching factor across tree levels yields a large gain in succinctness. For example, the average size of expiry info of trees with an equal branching factor for a 2-year period is 4.5MB, 4KB, or 1.8KB for depths 1, 4, and 7.

Discussion and analysis. We find that KeyForge, especially KeyForge\(_C\), is likely practical when using DKIM’s RSA-2048 as a benchmark. In both implementations, KeyForge’s signing time is better than RSA: KeyForge\(_B\) and KeyForge\(_C\) sign 2.7 and 16 times faster than RSA, respectively. KeyForge further beats RSA on signature
bandwidth per email, at just 63% or less of RSA signature size in the worst case. RSA outperforms KeyForge only on verification time: KeyForge_C is still eminently practical, with verification a factor of two slower than RSA, whereas KeyForge_B is an order of magnitude slower.

Verification time is unlikely to affect KeyForge’s viability, as other factors such as hashing, I/O, and network latency are likely to dominate. Any hash-and-sign scheme must read the message into memory and perform a hash, so to provide a ballpark measurement of I/O and hashing, we timed OpenSSL’s SHA256 on the Podesta corpus [321], stored on-disk. The average time required was 10.2ms (2.689ms std), indicating that hashing and I/O is surprisingly impactful. Network latency is significant as well — SMTP requires that a sending MTA perform a minimum of four round trips per email. A highly optimistic round-trip time of 5ms would yield of 20ms per email, not including time to send message content.

The choice between KeyForge_B and KeyForge_C is likely implementation dependent: while KeyForge_B requires less bandwidth, its drawbacks are speed and use of non-IETF-standardized curves (unlike KeyForge_C).

A note on adoption. With an ecosystem as unwieldy as email, a reasonable concern might be that any large-scale update would be difficult. That said, now is an opportune time to propose such changes: the IETF has recently approved a new standard that will encourage MTAs to begin updating their DKIM signing and verification algorithms [173]. Further, if the community were to endorse a new standard, one could imagine large email providers (e.g., Google) displaying favorable security indicators akin to Gmail’s TLS indicators [148]. Such tactics have been successful in the context of HTTPS, and we have consulted members of the IETF, W3C, and the Gmail Security team, and optimized and evaluated our prototypes with their performance priorities and concerns in mind.

---

26 Email size is often pushed up by HTML formatting, embedded media, and attachments. Average email size in our corpus is 98 KB (691 KB std).
27 SMTP messages require a round trip per command, and each email requires a MAIL, RCPT, and two DATA commands.
4.6 Conclusion & Discussion

In this Chapter, we presented KeyForge and TimeForge, two instantiations of signatures that become unverifiable after a fixed wall-clock time. We provided formal proofs of our construction, and motivated their use in the context of email’s highly complicated and asynchronous environment. Finally, we demonstrated that the systems are promising for practical use in email — with KeyForge in particular leveraging known primitives, similar timings, and resulting in a smaller signatures than the currently used RSA2048.

In a broader sense, this work illustrated the power of taking actor’s incentives as a first-order motivation in considering new cryptographic constructions. In particular, it directed us towards a problem that had not yet been solved in the literature, and the further constraints of the systems requirements forced designs that would never have been considered by cryptographers assuming the ideal case of a fresh protocol.

Remarkably, we are not alone in pursuing disincentivization (rather than prevention) as a goal in cryptography and systems security, as a number of modern developments rely on this concept to provide better security. A fascinating example is the concept of accountable algorithms [189], which focuses on the ability to cryptographically verify bad behavior and subsequently punish the offending actors. A notable success here has been Certificate Transparency, which is currently used by all major browsers to better secure the HTTPS ecosystem [214], and expansions into firmware, and users’ personal keys for messaging have also seen growing adoption [212].

As mentioned in Chapter 2, the effectiveness of these systems will depend heavily on the ability to punish malfeasance, but providing this transparency is a fantastic first step, and further proof that disincentives — rather than pure prevention — can improve the security of larger software ecosystems.

\[\text{See, generally, the implementation and use-cases for Google’s trillian project [295].}\]
Chapter 5

Encryption and Surveillance

“The laws of Australia prevail in Australia, I can assure you of that. The laws of mathematics are very commendable but the only law that applies in Australia is the law of Australia.”
— Former Australian Prime Minister Malcolm Turnbull

In this chapter, we explore the debate surrounding law enforcement access to encrypted data — more commonly known as the “crypto wars” — and argue that policies mandating such mechanisms would lead to insurmountable technical and policy problems. Beyond providing a technical analysis of a proposed new type of system, this work serves as a case study into how security research can help explain to policymakers that the consequences of proposed regulation may be actively harmful, and push vendor incentives away from providing user security. We demonstrate that such policy-guided security research can play a crucial role in preventing regulatory failures from causing unmitigated technological risks.

We begin in Section 5.1 with a short introduction and overview of the arguments involved in the exceptional access debate, summarizing the overall argument of the chapter. We then present background on what had been requested by law enforcement at the time and further historical background summarizing law enforcement demands as we understand them (5.2). We then discuss these effects of these demands in the context of the two most popular and rapidly growing types of platform: a messaging service and a personal electronic device such as a smartphone or tablet (5.3). To
further provide guidance to policymakers and illustrate the complexity of such a demand, Section 5.5 enumerates a set of detailed questions that policymakers must be able to answer before a demand for exceptional access is to be taken seriously.

The sections described above are adapted from the 2015 paper “Keys Under Doormats: mandating insecurity by requiring government access to all data and communications” [3], a joint work with quite a few co-authors. Changes to these sections were made to allow for cohesiveness with the rest of this dissertation, and to better explain the context in which this analysis was performed.

It is also helpful to provide an overview of how the debate has evolved since the original work was published. First, much of the context of the analysis presented here is specific to the arguments of law enforcement at the time (as explored in Section 5.2), when the debate had just entered into a new phase. These arguments have evolved significantly, as has the state of cryptography and legal environment. Second, the impact of the work speaks to the usefulness of providing such policy-oriented analyses in the first place.

To that end, there are also two new sections which have been included for the purposes of updating this work with what has happened since the original paper was released. Section 5.6 discusses the immediate reaction and impact from the original report, and reports on how the debate has since evolved. Finally, a conclusion (Section 5.7) was added to tie this work back to the rest of this dissertation. The author of this dissertation takes responsibility for all mistakes or errors in all edits and new sections.

5.1 Introduction & Summary

Political and law enforcement leaders in the United States, United Kingdom, India, Australia, and elsewhere have called for Internet systems to be redesigned to ensure government access to information — even encrypted information. They argue that the growing use of encryption will neutralize their investigative capabilities. They propose that data storage and communications systems must be designed for exceptional
access by law enforcement agencies. These proposals are unworkable in practice, raise enormous legal and ethical questions, and would undo progress on security at a time when Internet vulnerabilities are causing extreme economic harm.

Judging from the computer security and systems perspective, we believe that law enforcement has failed to account for the risks inherent in exceptional access systems. Based on the considerable history of failures in real-world applications, we know that such risks lurk in the technical details. In this chapter we examine whether it is technically and operationally feasible to meet law enforcement’s call for exceptional access without causing large-scale security vulnerabilities. We take no issue here with law enforcement’s desire to execute lawful surveillance orders when they meet the requirements of human rights and the rule of law. Our recommendation is that anyone proposing regulations should first present concrete technical requirements, which industry, academics, and the public can analyze for technical weaknesses and for hidden costs.

A similar report was written in 1997 in response to a similar but narrower and better-defined proposal called the Clipper Chip [2]. The Clipper proposal sought to have all strong encryption systems retain a copy of keys necessary to decrypt information with a trusted third party who would turn over keys to law enforcement upon proper legal authorization. The paper illustrated that, at that time, it was beyond the technical state of the art to build key escrow systems at scale. Governments kept pressing for key escrow, but Internet firms successfully resisted on the grounds of the enormous expense, the governance issues, and the risk. The Clipper Chip was eventually abandoned. A much more narrow set of law enforcement access requirements have been imposed, but only covering access to network traffic and with scope limited to regulated telecommunications companies. Still, in a small but troubling number of cases, weakness related to these requirements have emerged and been exploited by state actors and others. Those problems would have been worse had key escrow been widely deployed. And if all information applications had to have been designed and certified for exceptional access, it is doubtful that companies like Facebook and Twitter would even exist. Another important lesson from the 1990’s is that the decline
in surveillance capacity predicted by law enforcement 20 years ago did not happen. Indeed, in 1992, the FBI’s Advanced Telephony Unit warned that within three years Title III wiretaps would be useless: no more than 40% would be intelligible and that in the worst case all might be rendered useless [11]. Electronic surveillance by law enforcement did not come to an end. On the contrary, law enforcement has much better and more effective surveillance capabilities now than it did then.

The goal of this chapter is to similarly analyze the newly proposed requirement of exceptional access to communications in today’s more complex, global information infrastructure. We find that it would pose far more grave security risks, imperil innovation, and raise thorny issues for human rights and international relations.

There are three general problems. First, providing exceptional access to communications would force a U-turn from the technical best practices now being deployed to make the Internet more secure. These practices include forward secrecy — where decryption keys are deleted immediately after use, so that stealing the encryption key used by a communications server would not compromise earlier or later communications. A related technique, authenticated encryption, uses the same temporary key to guarantee confidentiality and to verify that the message has not been forged or tampered with.

Second, building in exceptional access would substantially increase system complexity. Security researchers inside and outside government agree that complexity is the enemy of security — every new feature can interact with others to create vulnerabilities. To achieve widespread exceptional access, new technology features would have to be deployed and tested with literally hundreds of thousands of developers all around the world. This is a far more complex environment than the electronic surveillance now deployed in telecommunications and Internet access services, which tend to use similar technologies and are more likely to have the resources to manage vulnerabilities that may arise from new features. Features to permit law enforcement exceptional access across a wide range of Internet and mobile computing applications could be particularly problematic because their typical use would be surreptitious — making security testing difficult and less effective.
Third, exceptional access would create concentrated targets that could attract bad actors. Security credentials that unlock the data would have to be retained by the platform provider, law enforcement agencies, or some other trusted third party. If law enforcement’s keys guaranteed access to everything, an attacker who gained access to these keys would enjoy the same privilege. Moreover, law enforcement’s stated need for rapid access to data would make it impractical to store keys offline or split keys among multiple keyholders, as security engineers would normally do with extremely high-value credentials. The 2014 attacks on the United States Government Office of Personnel Management (OPM) show how much harm can arise when many organizations rely on a single institution that itself has security vulnerabilities. In the case of OPM, numerous federal agencies lost sensitive data because OPM had insecure infrastructure. If service providers implement exceptional access requirements incorrectly, the security of all of their users will be at risk.

The greatest impediment to exceptional access may be the complexities of legal jurisdiction. Building in exceptional access would be risky enough even if only one law enforcement agency in the world had it, but this is not only a US issue. The UK government passed legislation to compel communications service providers, including US-based corporations, to grant access to UK law enforcement agencies, and other countries would certainly follow suit. China has intimated that it may require exceptional access. If a British-based developer deploys a messaging application used by citizens of China, must it provide exceptional access to Chinese law enforcement?

Democracies around the world have long recognized that electronic surveillance power in the hands of government is a threat to open societies unless it is properly regulated by an effective legal system. Many — but not all — countries have enacted laws regulating the use of surveillance techniques. However, such laws alone offer little to prevent abuse; a vibrant legal system with respect for the rule of law is necessary for privacy protection in the face of ever more powerful electronic surveillance technologies. Which countries have sufficient respect for the rule of law to participate in an international exceptional access framework? How would such determinations be made? How would timely approvals be given for the millions of new products
with communications capabilities? And how would this new surveillance ecosystem be funded and supervised? The US and UK governments have fought long and hard to keep the governance of the Internet open, in the face of demands from authoritarian countries that it be brought under state control. Does not the push for exceptional access represent a breathtaking policy reversal?

The need to grapple with these legal and policy concerns could move the Internet overnight from its current open and entrepreneurial model to becoming a highly regulated industry. Tackling these questions requires more than our technical expertise as computer scientists, but they must be answered before anyone can embark on the technical design of an exceptional access system.

5.2 The exceptional access debate (1990’s-2014)

In the 1990’s, the governments of United States and a number of other industrialized countries advocated weakening encryption. Claiming that widespread encryption would be disastrous for law enforcement, the US government proposed the use of the Clipper Chip, an encryption device that contained a government master key to give the government access to encrypted communications. Other governments followed suit with proposals for encryption licensing that would require copies of keys to be held in escrow by trusted third parties — companies that would be trusted to hand over keys in response to warrants. The debate engaged industry, NGOs, academia, and others. In response, a report similar to this chapter was written on the issues raised by key escrow or trusted-third-party encryption analyzed the technical difficulties, the added risks, and the likely costs of such an escrow system [2]. That push for key escrow was abandoned in 2000 because of pressure from industry and civil society, and because of political resistance from certain US allies.

5.2.1 Summary of the 2014 debate

The encryption debate reopened in the 2010’s with both FBI Director James Comey and UK Prime Minister David Cameron warning that encryption threatens law
enforcement capabilities, and advocating that the providers of services that use encryption be compelled by law to provide access to keys or to plaintext in response to duly authorized warrants. The goal of this work is to re-examine the impact of mandatory exceptional access in the time since the 1990’s, as cryptography, systems security, and the overall Internet environment has changed significantly.¹

The public policy debate as of 2014 was significantly hampered by the fact that law enforcement had not provided a sufficiently complete statement of their requirements for technical experts or lawmakers to analyze.² The following exhortation from United States FBI Director James Comey is as close as we came:

“We aren’t seeking a back-door approach. We want to use the front door, with clarity and transparency, and with clear guidance provided by law. We are completely comfortable with court orders and legal process — front doors that provide the evidence and information we need to investigate crime and prevent terrorist attacks.

Cyber adversaries will exploit any vulnerability they find. But it makes more sense to address any security risks by developing intercept solutions during the design phase, rather than resorting to a patchwork solution when law enforcement comes knocking after the fact. And with sophisticated encryption, there might be no solution, leaving the government at a dead end — all in the name of privacy and network security.” [177]

Prime Minister David Cameron simply wants the police to have access to everything. Speaking in the wake of the Charlie Hebdo murders in Paris, he said:

“In our country, do we want to allow a means of communication between people which, even in extremis, with a signed warrant from the home secretary personally, that we cannot read? . . . The question remains: are

1We follow the 1996 United States National Academy of Sciences CRISIS report in using the phrase “exceptional access” to mean that “the situation is not one that was included within the intended bounds of the original transaction.” [96, p. 80]

2And, unfortunately, at the time of writing little has changed, as we will see in Section 5.6
we going to allow a means of communications where it simply is not possible
to do that? My answer to that question is: no, we must not.” [98]

So, we must ask, is it possible to build in such exceptional access without creating
unacceptable risk? In order to understand the technical and operational issues, we
first review the results of the 1997 report and consider what has changed since then.
We next try to clarify ideal law enforcement requirements and understand the kinds
of risks that are likely to arise if these generic requirements are imposed broadly in
the global Internet environment. Then, we present two technology scenarios typical
of the landscape facing modern electronic surveillance. Combining what is publicly
known about surveillance practices today, along with common legal requirements, we
are able to present scenarios that illustrate many of the key risks that exceptional
access will entail.

However, we do not suggest that our own interpretation of FBI Director Comey’s
stated requirements serve as a basis for regulation, but instead take these comments
as a starting point for discussion. If officials in the UK or US disagree with our
interpretation, we urge them to state their requirements clearly. Only then can a
rigorous technical analysis be conducted in an open, transparent manner. Such analysis
is crucial in a world that is so completely reliant on secure communications for every
aspect of daily lives, from nations’ critical infrastructure, to government, to personal
privacy in daily life, to all matters of business from the trivial to the global.

5.2.2 Findings from the 1997 analysis of key escrow systems

We begin by reviewing the findings on the risks of key recovery/key escrow systems
from the seminal paper presented almost 20 years ago by Abelson et. al. [2], which
similarly examines the security risks of ensuring law enforcement access to encrypted
information. The paper found that any key escrow system had basic requirements
that placed substantial costs on end users, and that these costs would have been too
difficult and expensive to implement. For law enforcement to have quick and reliable
access to plaintext, every key escrow system required the existence of highly sensitive
yet perennially available secret keys. This requirement alone inevitably leads to an increased risk of exposure, inflated software complexity, and high economic costs.

The first downside is increased risk of a security incident. An organization that holds an escrow key could have a malicious insider that abuses its power or leaks that organization’s key. Even assuming an honest agency, there is an issue of competence: cyberattacks on keyholders could easily result in catastrophic loss.

The additional complexity of a key escrow system compounds these risks. At the time, all openly proposed key escrow solutions known to the authors had major flaws that could be exploited; even normal encryption was difficult to implement well, and key escrow made things much harder. Another source of complexity was the scale of a universal key recovery system — the number of agents, products, and users involved would be immense, requiring an escrow system well beyond the technology of the time. Further, key escrow threatened to increase operational complexity: a very large number of institutions would have to securely and safely negotiate targeting, authentication, validity, and information transfer for lawful information access.

All of the above factors raise costs. Risks of exposure, for instance, change the threat landscape for organizations, which must then worry about mistaken or fraudulent disclosures. The government would have increased bureaucracy to test and approve key recovery systems. Software vendors would have to bear the burden of increased engineering costs. In 1997, we found that systems enabling exceptional access to keys would be inherently less secure, more expensive, and much more complex than those without. This result helped policymakers decide against mandated exceptional access.

5.2.3 What changed since the 1990s?

The commercial Internet and other widely deployed global communications networks require encryption to attain even a modest level of security. An extensive debate in the 1980s and 1990s about the role of encryption came to this conclusion once before. Today, the fundamental technical importance of strong cryptography and the difficulties inherent in limiting its use to meet law enforcement purposes remain the

\[\text{\footnote{See, e.g., [55].}}\]
same. What has changed is that the scale and scope of systems dependent on strong encryption are far greater; our society is far more reliant on far-flung digital networks that are under daily attack.

In the early 1990s, the commercialization of the Internet was being thwarted by US government controls on encryption — controls that were in many ways counterproductive to long-term commercial and national security interests. A 1996 United States National Academy of Science study concluded that, “On balance, the advantages of more widespread use of cryptography outweigh the disadvantages” [96, p. 6]. Four years later, partly in response to pressures from industry, partly in response to the loosening of cryptographic export controls by the European Union, partly because crypto export controls were declared unconstitutional by US Circuit Courts, and partly because of increasing reliance on electronic communications and commerce, the US relaxed export controls on encryption [107].

The long running policy debate over encryption actually began in the 1970s, with conflicts over whether computer companies such as IBM and Digital Equipment Corporation could export hardware and software with strong encryption, and over whether academics could publish cryptographic research freely. The debate continued through the 1980s over whether the NSA or the National Institute of Standards and Technology (NIST) would control the development of cryptographic standards for the non-national security side of the government (NIST was given the authority under the 1987 Computer Security Act). The question came to full force during the 1990s, when the US government, largely through the use of export controls, sought to prevent companies such as Microsoft and Netscape from using strong cryptography in web browsers and other software that was at the heart of the growing Internet. The end of the wars — or the apparent end — came because of the Internet boom.

In many ways, the arguments are the same as two decades ago. US government cryptographic standards — the Data Encryption Standard then, the Advanced Encryption Standard now — are widely used both domestically and abroad. We know more now about how to build strong cryptosystems, though periodically we are surprised by a break. However, the real security challenge is not the mathematics of cryptosystems;
it is engineering, specifically the design and implementation of complex software systems which include security features. Two large government efforts, healthcare.gov and the FBI Trilogy program, demonstrate the difficulties that scale and system integration pose in building large software systems. Healthcare.gov, the website implementing the president’s signature healthcare program, failed badly in its initial days, unable to serve more than a tiny percentage of users [241]. A decade earlier, five years of effort spent building an electronic case file system for the FBI — an effort that cost $170 million — was abandoned as unworkable [116].

At one level, the worst has not come to pass — the power grid, the financial system, critical infrastructure in general, and many other systems all function reliably using complex software. On another level, the worst is occurring daily. Recent breaches for financial gain include: T.J. Maxx, theft of 45 million credit card records [174]; Heartland Payment Systems, compromise of 100 million credit cards [63]; Target, compromise of 40 million credit cards; Anthem, collection of names, addresses, birthdates, employment and income information, and Social Security numbers of 80 million people that could result in identity theft [4].

Attacks on government agencies are also increasing. A set of 2003 intrusions targeting US military sites collected such sensitive data as specifications for Army helicopter mission planning systems, Army and Air Force flight-planning software, and schematics for the Mars Orbiter Lander [292]. Such theft has not only been from the defense industrial base, but has included the pharmaceuticals, Internet, biotechnology and energy industries. In 2010, then Deputy Secretary of Defense William Lynn concluded, “Although the threat to intellectual property is less dramatic than the threat to critical national infrastructure, it may be the most significant cyberthreat that the United States will face over the long term” [322].

The December 2014 North Korean cyberattacks against Sony, the first publicly-visible attempt at cybersecurity blackmail by a nation-state, resulted in large headlines. But the 2011 theft from RSA/EMC of the seed keys — initial keys used to generate other keys — in hardware tokens used to provide two-factor authentication [31], and the recent theft of personnel records from the US Office of Personnel Management
are far more serious issues. The former undermined the technical infrastructure for secure systems, while the latter, by providing outsiders with personal information of government users, creates leverage for many years to come for potential insider attacks, undermining the social infrastructure needed to support secure governmental systems — including any future system for exceptional access. And while attacks against critical infrastructure have not been significant, the potential to do so has been demonstrated in test cases [178] and in an actual attack on German steel mill that caused significant damage to a blast furnace [329].

As exceptional access puts the security of Internet infrastructure at risk, the effects will be felt every bit as much by government agencies as by the private sector. Because of cost and Silicon Valley’s speed of innovation, beginning in the mid-1990s, the US government moved to a commercial off the shelf (COTS) strategy for information technology equipment, including communications devices. In 2002, Information Assurance Technical Director Richard George told a Black Hat audience that “NSA has a COTS strategy, which is: when COTS products exist with the needed capabilities, we will encourage their use whenever and wherever appropriate . . .” [142]. Such a COTS solution makes sense, of course, only if the private sector technologies the government uses are secure.

Communications technologies designed to comply with government requirements for backdoors for legal access have turned out to be insecure. For ten months in 2004 and 2005, 100 senior members of the Greek government (including the Prime Minister, the head of the Ministry of National Defense and the head of the Ministry of Justice) were wiretapped by unknown parties through lawful access built into a telephone switch owned by Vodafone Greece [249]. In 2010 an IBM researcher observed that a Cisco architecture for enabling lawful interception in IP networks was insecure.\footnote{4} This architecture had been public for several years, and insecure versions had been implemented by several carriers in Europe [293]. And when the NSA examined telephone switches built to comply with government-mandated access

\footnote{4}It is worth noting that the router’s design was based on standards put forth by the European Telecommunications Standards Institute.
for wiretapping, it discovered security problems with all the switches submitted for testing [256]. Embedding exceptional access requirements into communications technology will ensure even more such problems, putting not only private-sector systems, but government ones, at risk.

Speaking on the topic of law enforcement access and systems security, Vice Chairman of the Joint Chiefs of Staff Admiral James A. Winnefeld remarked, “But I think we would all win if our networks are more secure. And I think I would rather live on the side of secure networks and a harder problem for Mike [NSA Director Mike Rogers] on the intelligence side than very vulnerable networks and an easy problem for Mike and part of that, it’s not only is the right thing to do, but part of that goes to the fact that we are more vulnerable than any other country in the world, on our dependence on cyber. I’m also very confident that Mike has some very clever people working for him, who might actually still be able to get some good work done.”

While the debate over mandated law enforcement access is not new, it does take on added urgency in today’s world. Given our growing dependence on the Internet, and the urgent need to make this and other digital infrastructures more secure, any move in the direction of decreased security should be looked upon with skepticism. Once before, when considering this issue, governments around the world came to the conclusion that designing in exceptional access provisions to vital systems would increase security risk and thwart innovation. As the remainder of this chapter will show, such measures are even riskier today.

5.3 Scenarios

Law enforcement authorities have stated a very broad requirement for exceptional access. Yet there are many details lacking including the range of systems to which such requirements would apply, the extraterritorial application, whether anonymous communications would be allowed, and many other variables. To analyze the range of security risks that may arise in commonly used applications and services, we examine two popular scenarios: encrypted real-time messaging services and devices such as
smartphones that use strong encryption to lock access to the device.

5.3.1 Scenario 1: Providing exceptional access to globally distributed, encrypted messaging applications

Imagine a massively distributed global messaging application on the Internet currently using end-to-end encryption. Many examples of such systems actually exist, including Signal, which is available on iPhone and Android, Off-the-Record (OTR), a cryptography-enabling plug-in for many popular computer chat programs, and the often cited TextSecure and WhatsApp. Could one provide a secure application while meeting law enforcement exceptional access requirements?

To provide law enforcement access to encrypted data, one natural approach would be to provide law enforcement direct access to keys that can be used to decrypt the data, and there is a frequently suggested and seemingly quite attractive mechanism for escrowing decryption keys. Data is typically encrypted — either for storage or transmission — with a symmetric key, and many data transmission protocols (e.g., the Transport Layer Security (TLS) protocol) can operate in a mode where the data to be sent is encrypted with a symmetric key that is in turn encrypted with a public key associated with the intended recipient. This encrypted symmetric key then travels with the encrypted data, and the recipient accesses the data by first using its private key to decrypt the symmetric key and then using the symmetric key to decrypt the data.

A common suggestion is to augment this approach by encrypting the symmetric key a second time — this time with a special escrowing public key. If the data is then transmitted, two encryptions of the symmetric key accompany the data — one with the public key of the intended recipient and one with a public key associated with an escrow agent. If the data has been encrypted with a symmetric key for storage rather than transmission, the symmetric key might be encrypted with the public key
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5A symmetric key is one that is used for both encryption and decryption.

6A public key is used to encrypt data that can then be decrypted only by an entity in possession of an associated private key.
of an escrow agent and this escrowed key could remain with the encrypted data. If a
law enforcement entity obtains this encrypted data – either during transmission or
from storage – the escrow agent could be enlisted to decrypt the symmetric key, which
could then be used to decrypt the data.

There are, however, three principal impediments to using this approach for third-
party escrow. Two are technical and the third is procedural.

The first technical obstacle is that although the mode of encrypting a symmetric
key with a public key is in common use, companies are aggressively moving away
from it because of a significant practical vulnerability: *if an entity’s private key is
ever breached, all data ever secured with this public key is immediately compromised.*
Because it is unwise to assume a network will never be breached, a single failure should
never compromise all data that was ever encrypted.

Thus, companies are moving towards *forward secrecy*, an approach that greatly
reduces the exposure of an entity that has been compromised. With forward secrecy,
a new key is negotiated with each transaction, and long-term keys are used only for
authentication. These transaction (or *session*) keys are discarded after each transaction
— leaving much less for an attacker to work with. When a system with forward secrecy
is used, an attacker who breaches a network and gains access to keys can only decrypt
data from the time of the breach until the breach is discovered and rectified; historic
data remains safe. In addition, since session keys are destroyed immediately after the
completion of each transaction, an attacker must interject itself into the process of
each transaction in real time to obtain the keys and compromise the data.\(^7\)

The security benefits make clear why companies are rapidly switching to systems
that provide forward secrecy.\(^8\) However, the requirement of key escrow creates a
long-term vulnerability: if *any* of the private escrowing keys are *ever* compromised,
then *all* data that *ever* made use of the compromised key is permanently compromised.
That is, in order to accommodate the need for surreptitious, third-party access by law
enforcement agencies, messages will have to be left open to attack by anyone who can

\(^7\)Lack of forward secrecy was identified in the 1997 paper [2] as a weakness of key escrow systems
then. Since that time, the need for forward secrecy has grown substantially.

\(^8\)See [230, 195, 156, 272, 6, 184, 237, 216, 215, 64, 200].
obtain a copy of one of the many copies of the law enforcement keys. *Thus all known methods of achieving third-party escrow are incompatible with forward secrecy.*

Innovations providing better forward secrecy also support a broad social trend: users are moving en masse to more ephemeral communications. Reasons for moving to ephemeral communications range from practical decisions by corporations to protect proprietary information from industrial espionage to individuals seeking to protect their ability to communicate anonymously and avoid attack by repressive governments. Many corporations delete email after 90 days, while individuals are moving from email to chat and using services like Snapchat where messages vanish after reading. Leading companies such as Twitter, Microsoft, and Facebook are supporting the move to transient messaging, and using modern security mechanisms to support it. This social and technical development is not compatible with retaining the means to provide exceptional access.

The second technical obstacle is that current best practice is often to use *authenticated encryption,* which provides *authentication* (ensuring that the entity at the other end of the communication is who you expect, and that the message has not been modified since being sent) as well as *confidentiality* (protecting the privacy of communications, including financial, medical, and other personal data). However, disclosure of the key for authenticated encryption to a third party means the message recipient is no longer provided with technical assurance of the communication’s integrity; disclosure of the key allows the third party not only to *read* the encrypted traffic but also to *forge* traffic to the recipient and make it look as if it is coming from the original sender. Thus disclosing the key to a third party creates a new security vulnerability. Going back to the encryption methods of the 1990s, with separate keys for encryption and authentication, would not only double the computational effort required, but introduce many opportunities for design and implementation errors that would cause vulnerabilities.

The third principal obstacle to third-party key escrow is procedural and comes down to a simple question: who would control the escrowed keys? Within the US, one could postulate that the FBI or some other designated federal entity would hold
the private key necessary to obtain access to data and that judicial mechanisms would be constructed to enable its use by the plethora of federal, state, and local law enforcement entities. However, this leaves unanswered the question of what happens outside a nation’s borders. Would German and French public- and private-sector organizations be willing to use systems that gave the US government access to their data — especially when they could instead use locally built systems that do not? What about Russia? Would encrypted data transmitted between the US and China need to have keys escrowed by both governments? Could a single escrow agent be found that would be acceptable to both governments? If so, would access be granted to just one of the two governments or would both need to agree to a request?

These difficult questions must be answered before any system of exceptional access can be implemented. Such an architecture would require global agreements on how escrow would be structured, often against the best interests of certain countries’ domestic goals, together with mandates in virtually all nations to only sell and use compliant systems.

5.3.2 Scenario 2: Exceptional access to plaintext on encrypted devices such as smartphones

Imagine a smartphone platform vendor that seeks to accommodate law enforcement exceptional demands. When law enforcement comes into possession of a device, perhaps at a crime scene, and then obtains the necessary legal authorization (in the US this would be a full probably-cause warrant, as opposed to an easier-to-obtain subpoena, as a result of Riley v. California9), the agent collects a unique identifying number from the device through some service mechanism, and then sends a request to the platform vendor to unlock the device remotely or provide the keys necessary for law enforcement to unlock the device locally.

At first glance, providing access to plaintext on devices — laptop hard drives, smartphones, tablets — is straightforward. Indeed, many corporations already escrow
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device encryption keys. However, and as is frequently the case, scaling up a corporate mechanism to a global one is hard.

When encrypting device storage, the user-entered passphrase is generally not used directly as an encryption key. There are many reasons for this; from a usability perspective, the most important one is to make it easier for the user to change the passphrase. If the key were used directly, it would be a time-consuming process to decrypt and re-encrypt the entire device when the passphrase is changed. Instead, a random key is used for bulk encryption; the user-supplied key (called the Key-Encrypting Key, or KEK) is used to encrypt the random key.

To protect against brute-force attacks against the user’s passphrase, the device vendor may go a step further and combine it with a device-specific unique identifier to produce the KEK. In the iPhone, the KEK is stored in a special tamper-resistant processor that limits the guess rate to once every 80 milliseconds. This protects device owners against, for example, sophisticated thieves who might try to gain access to things like banking passwords. But regardless of how the KEK is generated, obtaining access to the plaintext requires that the device-encrypting key be encrypted under some additional key or keys. These could be manufacturer-owned keys or keys belonging to one or more law enforcement agencies. Either choice is problematic [28].

If a vendor-supplied key is used, some sort of network protocol to decrypt the device key is necessary. This request must be authenticated, but how? How can the vendor have secure credentials for all of the thousands of law enforcement agencies around the world? How can the result be strongly bound to the device, to prevent unscrupulous agencies from requesting keys to devices not in their lawful possession? These are not easy requirements to meet, especially for devices that will not even boot without a valid key. They are likely to require changes to security hardware or to the software that drives it; both are difficult to do properly. Fixing glitches — especially security glitches — in deployed hardware is expensive and often infeasible.

Providing devices with law enforcement keys is equally difficult. Again, how can the vendor know who supplied the keys? How are these keys to be changed?\footnote{We note that some pieces of malware, such as Stuxnet and Duqu 2, have relied on code-signing} How many
keys can be installed without causing unacceptable slowdowns? Another alternative is to require that law enforcement ship devices back to the vendor for exceptional access decryption. However, it will still be necessary to store over long periods of time keys that can decrypt all of the sensitive data on devices. This only shifts the risks of protecting these keys to the device manufacturers.

Some would argue that per-country keys could be a sales requirement. That is, all devices sold within the US would be required to have, say, a preinstalled FBI-supplied key. That, however, does not suffice for devices brought in by travelers — and those are the devices likely to be of interest in terrorism investigations. A requirement that keys be installed at the border is also problematic. There are no standard input ports or key-loading mechanisms; furthermore, it would expose American travelers to malware installed by border guards in other countries [242, 45].

5.3.3 Summary of risks from the two scenarios

Designing exceptional access into today’s digitally-connected consumer electronics, web-based information services and mobile applications will give rise to a range of critical security risks. First, major efforts that the industry is making to improve security will be undermined and reversed. Providing access over any period of time to thousands of law enforcement agencies will necessarily increase the risk that intruders will hijack the exceptional access mechanisms. If law enforcement needs to look backwards at encrypted data for one year, then one year’s worth of data will be put at risk. If law enforcement wants to assure itself real time access to communications streams, then intruders will have an easier time getting access in real time, too. This is a trade-off space in which law enforcement cannot be guaranteed access without creating serious risk that criminal intruders will gain the same access.

Second, the challenge of guaranteeing access to multiple law enforcement agencies in multiple countries is enormously complex. It is likely to be prohibitively expensive and also an intractable foreign affairs problem.

Simple requirements can yield simple solutions (e.g. a door lock). But the keys issued to legitimate companies. When a key is compromised, it must be replaced.
requirements of law enforcement access to encrypted data are inherently complex and, as we have already shown, nearly contradictory. Complex or nearly contradictory requirements yield brittle, often-insecure solutions. As NSA’s former head of research testified in 2013:

“When it comes to security, complexity is not your friend. Indeed it has been said that complexity is the enemy of security. This is a point that has been made often about cybersecurity in a variety of contexts including, technology, coding and policy. The basic idea is simple: as software systems grow more complex, they will contain more flaws and these flaws will be exploited by cyber adversaries.” [133]

We have a very real illustration of the problem of complexity in a recent analysis of one of the most important security systems on the Internet: SSL/TLS. Transport Layer Security (TLS) and its predecessor Secure Socket Layer (SSL) are the mechanisms by which the majority of the web encrypts its traffic — every time a user logs into a bank account, makes an electronic purchase, or communicates over a social network, that user is trusting SSL/TLS to function properly. All a user needs to know of all of this complexity is that the lock or key icon shows up in the browser window. This indicates that the communication between the user and the remote website is secure from interception.

Unfortunately, writing code that correctly implements such cryptographic protocols has proven difficult; weakened protections makes it harder still. For instance, OpenSSL, the software used by about two-thirds of websites to do TLS encryption, has been plagued with systems-level bugs resulting in catastrophic vulnerabilities. The now-infamous Heartbleed bug was caused by a missing bounds check, an elementary programming error that lurked in the code for two years, leaving 17% of all websites vulnerable to data theft. More recent vulnerabilities, however, were caused by legacy restrictions on the exportation of cryptographic algorithms, dating back to the Crypto Wars. The fact that there are so many different implementations of TLS, all of which have to interoperate to make the Web secure, has proven to be a serious source of
security risk [53]. Website operators are reluctant to switch to more secure protocols if this will lose them even a few percent of prospective customers who are still using old software, so vulnerabilities introduced deliberately during the Crypto Wars have persisted to this day. Introducing complex new exceptional access requirements will similarly add more security bugs that will lurk in our software infrastructure for decades to come.

Third, there are broader risks for poorly deployed surveillance technology. Exceptional access mechanisms designed for law enforcement use have been exploited by hostile actors in the past. Between 1996 and 2006, it appears that insiders at Telecom Italia enabled the wiretapping of 6,000 people, including business, financial, and political leaders, judges, and journalists [247]. In a country of 60 million, this means that no major business or political deal could be considered truly private. The motivation here appeared to be money, including the possibility of blackmail. As we mentioned earlier, from 2004 to 2005, the cell phones of 100 senior members of the Greek government, including the Prime Minister, the head of the Ministry of National Defense, the head of the Ministry of Justice, and others were subject to ongoing and unauthorized surveillance. Vodafone Greece had purchased a telephone switch from Ericsson. The Greek phone company had not purchased wiretapping capabilities, but these were added during a switch upgrade in 2003. Because Vodafone Greece had not arranged for interception capabilities, the company did not have the ability to access related features, such as auditing. Nevertheless, someone acting without legal authorization was able to activate the intercept features and keep them running for ten months without being detected. The surveillance was uncovered only when some text messages went awry. Although the techniques of how it was done are understood, individuals who were behind the surveillance remain unknown [249].

Finally, there are the broader costs to the economy. Economic growth comes largely from innovation in science, technology, and business processes. At present, technological progress is largely about embedding intelligence — software and communications — everywhere. Products and services that used to be standalone now come with a mobile phone app, an online web service, and business models that involve either ads
or a subscription. Increasingly these are also “social”, so you can chat to your friends and draw them into the vendor’s marketing web. Countries that require these new apps and web services to have their user-to-user communications functions authorized by the government will be at a significant disadvantage. The market advantage from an open Internet environment gives real benefits not just economically but in terms of soft power and moral leadership. The open Internet has long been a foreign policy goal of the US and its allies for good reason. The West’s credibility on this issue was damaged by the Snowden revelations, but can recover.

5.4 Security impact of common law enforcement requirements with exceptional access

As there is no specific statement of law enforcement requirements for exceptional access, we consider what we understand to be a very general set of electronic surveillance needs applicable in multiple jurisdictions around the world. Our goal here is to understand the general nature of security risks associated with the application of exceptional access requirements in the context of traditional categories of electronic surveillance. Law enforcement agencies in different countries have presented different requirements at different times, which we will treat under four headings: access to communications content, access to communications data, access to content at rest, and covert endpoint access. All types of access must be controlled and capable of being audited according to local legal requirements; for example, under the requirements of US law, one must respect the security and privacy of non-targeted communications.\footnote{In the USA, 47 USC 1002(a)(4)}

5.4.1 Access to communications content

Most police forces are permitted to access suspect data. In countries with respect for the rule of law, such access is carefully regulated by statute and supervised by an independent judiciary, though most of the world’s population do not enjoy such legal
protections. Law enforcement access might be to a central database of unencrypted messages where this exists at a central provider. Where there is no central database, such as for a telephone or video call, the police must tap the communication in real time. How might an exceptional access requirement be implemented to enable for access to communications content? If the data is encrypted, the most obvious mechanism to allow for police access would require that traffic between Alice in country X and Bob in country Y would have its session key also encrypted under the public keys of the police forces in both X and Y, or of third parties trusted by them. This, however, raises serious issues.

First, any escrow requirement will restrict other important security functionality such as forward secrecy, the use of transient identities, and strong location privacy. As illustrated in the scenario analysis above, an exceptional access requirement overlaid on the traditional content surveillance will put the security of the content at risk. To the extent that capabilities exist to provide law enforcement exceptional access, they can be abused by others.

Second, the global nature of the Internet makes compliance with exceptional access rules both hard to define and hard to enforce. If software sold in country X will copy all keys to that country’s government, criminals might simply buy their software from countries that don’t cooperate; thus, US crooks might buy their software from Russia. And if software automatically chooses which governments to copy using a technique such as IP geolocation, how does one prevent attacks based on location spoofing? While it is possible to design mobile phone systems so that the host jurisdictions have access to the traffic (so long as the users do not resort to VoIP), this is a much harder task for general-purpose messaging applications.

Third, one might have to detect or deter firms that do not provide exceptional access, leading to issues around certification and enforcement. For example, if the US or the UK were to forbid the use of messaging apps that are not certified under a new escrow law, will such apps be blocked at the national firewall? Will Tor then be blocked, as in China? Or will it simply become a crime to use such software? And what is the effect on innovation if every new communications product must go through
government-supervised evaluation against some new key escrow protection profile?

5.4.2 Access to communications transactional data

Communications transactional data traditionally meant call detail records and, since mobile phones became common, caller location history; it was obtained by subpoena from phone companies, and is used in the investigation of serious violent crimes such as murder, rape, and robbery. Communications transactional data (now popularly known as ‘metadata’) remains widely available as service providers keep it for some time for internal purposes. However, police forces outside the US complain that the move to globalized messaging services makes a lot of data harder to obtain because of questions about whether services operating in a third country are subject to local legal requirements. A new UK surveillance law may require message service firms like Apple, Google, and Microsoft to honor such requests expeditiously and directly as a condition of doing business in the UK. So will there be uniform provisions for access to communications data subject to provisions for warrants or subpoenas, transparency, and jurisdiction?

As already noted, determining location is not trivial, and cheating (using foreign software, VPNs, and other proxies) could be easy. Criminals would turn to noncompliant messaging apps, raising issues of enforcement; aggressive enforcement might impose real costs on innovation and on industry generally.

5.4.3 Access to data at rest

Communications data are one instance of the general problem of access to data at rest. Almost all countries allow their police forces access to data. Where basic rule of law is in place, access is under the authority of a legal instrument such as a warrant or subpoena, subject to certain limits. Many corporations already insist on escrowing keys used to protect corporate data at rest (such as BitLocker on corporate laptops). So this is one field with an already deployed escrow “solution”: a fraud investigator wanting access to a London rogue trader’s laptop can simply get a law enforcement
officer to serve a decryption notice on the bank’s CEO. But still, many of the same problems arise. Suspects may use encryption software that does not have escrow capability, or may fail to escrow the key properly, or may claim they have forgotten the password, or may actually have forgotten it. The escrow authority may be in another jurisdiction, or may be a counterparty in litigation. In other words, what works tolerably well for corporate purposes or in a reasonably well-regulated industry in a single jurisdiction simply does not scale to a global ecosystem of highly diverse technologies, services, and legal systems.

Another complex case of access to data at rest arises when the data is only present on, or accessible via, a suspect’s personal laptop, tablet, or mobile phone. At present, police officers who want to catch a suspect using Tor services may have to arrest him or her while his/her laptop is open and a session is live. Law enforcement agencies in some countries can get a warrant to install malware on a suspect’s computer. Such agencies would prefer antivirus companies not to detect their malware; some might even want the vendors to help them, perhaps via a warrant to install an upgrade with a remote monitoring tool on a device with a specific serial number. The same issues arise with this kind of exceptional access, along with the issues familiar from covert police access to a suspect’s home to conduct a surreptitious search or plant a listening device. Such exceptional access would gravely undermine trust and would be resisted vigorously by vendors.

5.5 Principles at stake and unanswered questions

With people’s lives and liberties increasingly online, the question of whether policy makers should support law enforcement demands for guaranteed access to private information has a special urgency, and must be evaluated with clarity. From a public policy perspective, there is an argument for giving law enforcement the best possible tools to investigate crime, subject to due process and the rule of law. But a careful scientific analysis of the likely impact of such demands must distinguish what might be desirable from what is technically possible. In this regard, a proposal to
regulate encryption and guarantee law enforcement access centrally is analogous to a requirement that all airplanes can be controlled from the ground. While this might be desirable in the case of a hijacking or a suicidal pilot, a clear-eyed assessment of how one could design such a capability reveals enormous technical and operational complexity, international scope, large costs, and massive risks — so much so that such proposals, though occasionally made, are not really taken seriously.

We have shown that current law enforcement demands for exceptional access would likely entail very substantial security risks, engineering costs, and collateral damage. If policy-makers believe it is still necessary to consider exceptional access mandates, there are technical, operational, and legal questions that must be answered in detail before legislation is drafted. From our analysis of the two scenarios and general law enforcement access requirements presented earlier, we offer this set of questions.

### 5.5.1 Scope, limitations, and freedoms

The first set of questions that an exceptional access proposal must address concerns the scope of applicability of the exceptional access requirement, any limitations on the mandate, and what user freedoms would remain protected under such proposals. Questions such as these arise in this category:

1. Are all systems that use encryption covered, or just some? Which ones?

2. Do all online communications and information platforms have to provide access to plain text, or merely provide keys to agencies that had already collected ciphertext using technical means?

3. Would individuals, corporations, nonprofit institutions, or governments be allowed to deploy additional encryption services on top of those systems with exceptional access? Would those user-installed systems also have to meet exceptional access requirements?

4. Would machine-to-machine systems be covered? What about large-scale sensor networks (a.k.a. Internet of Things) and industrial control (SCADA) systems?
Much information exchange is from one machine to another, such as communicating personal health data from a sensor to a smartphone, field-based agricultural sensing devices to tractors, or load balancing controls in electric power, gas, oil and water distribution systems.

5. How would cross-border regulatory differences be resolved? Would technology developers have to meet different exceptional access requirements in each jurisdiction where their systems are used? Or would there be a globally harmonized set of regulatory requirements?

6. How can the technical design of an exceptional access system prevent mass surveillance that would covertly violate the human rights of entire populations, while still allowing covert targeted surveillance of small numbers of suspects?

7. Would there be an exception for research and teaching?

8. Could companies refuse to comply with exceptional access rules based on a fear of violating human rights?

9. Would anonymous communications, widely recognized as vital to democratic societies, be allowed?

5.5.2 Planning and design

Designing the technology and planning the administrative procedures that would be needed to implement a comprehensive exceptional access system raises many questions:

1. What are the target cost and benefit estimates for such a program? No system is cost-free and this one could be very expensive, especially if it has to accommodate a large number of providers, such as today’s millions of independent app developers.

2. What security and reliability measures would be established for the design? How would system prototypes be tested? How long would companies have to comply with exceptional access rules?
3. How would existing services and products be treated if they do not comply with exceptional access rules? Would providers have to redesign their systems? What if those systems cannot accommodate exceptional access requirements?

4. Who would be involved in the design of the systems and procedures — just the US and UK government, or would other governments be invited to participate? Could foreign technology providers such as Huawei participate in the design discussions?

5. Would the technical details of the program be made public and open for technical review? What level of assurance would be provided for the design?

6. We note that it generally takes many years after a cryptographic protocol is published before it is deemed secure enough for actual use. For example, the Needham-Schroeder public-key protocol, first published in 1978 [226], was discovered to have security flaw only in 1995 by Gavin Lowe (17 years later!) [203].

### 5.5.3 Deployment and operation

Once regulations are established and technical design parameters set, there would remain questions about how systems would be deployed, who would supervise and regulate compliance, and how the design of the system would evolve to address inevitable technical and operational bugs that emerge. We know of no system that is designed perfectly the first time, and it is well understood that maintenance, support, and evolution of existing systems constitutes a major expense.

1. Who would supervise compliance? Would an existing regulatory agency such as the FCC be given jurisdiction over the entire process? How would other countries regulate US domestic and foreign services? Would there be a global harmonization of rules regulation and enforcement? Would the International Telecommunications Union have a role in setting and enforcing requirements?

2. Would global technical standards be required? How would these be developed and enforced? How would such standards be changed/improved/patched? Would
traditional standards bodies such as the UN International Telecommunications Union T-sector or ISO set standards, or would the world look to Internet standards bodies such as the IETF and the World Wide Web Consortium? How would the world converge on one set of standards?

3. Would the US government provide reference software libraries implementing the desired functionality? Would other governments be invited to collaborate in designing and testing those libraries? Or might other governments develop their own software for implementation by services provided in those countries?

4. Would programs and apps need to be certified before they were allowed to be sold? Who would test or certify that programs produced operate as intended?

5. Who would be liable if the plaintext-disclosure mechanisms were buggy (either in design or in implementation), causing the disclosure of all citizens’ information? More generally, what would happen when (not if) critical secret information was revealed, such as the private keys that allow encrypted data to be read by anyone, that destroyed the privileged position of law enforcement?

6. How many companies would withdraw from markets where exceptional access was mandated in ways that clashed with their business strategies or the rights of users in other countries, as Google already has done from China and Russia?

5.5.4 Evaluation, assessment, and evolution

Large systems exist because successful systems evolve and grow. Typically, this evolution happens through interaction guided by the institution (software company, government agency, or open-source community) responsible for the system. If all systems that communicate must in future evolve subject to an exceptional access constraint, there will be real costs which are hard to quantify, since the question of who exactly would be responsible for establishing and policing the exceptional access constraint is not clear. Systems such as medical systems that need to maintain a safety case or flight control systems that need to maintain not just a safety case but
also need to meet real-time performance requirements, evolve less quickly and at more
cost. However these costs questions are answered, the following further issues will
arise.

1. What oversight program would be required to monitor the effectiveness, cost,
   benefits, and abuse of exceptional access?

2. What sunset provisions would be build into legislation for such a program?
   What conditions would be in place for its termination (e.g., for lack of sufficient
   benefit, for excessive cost, or for excessive abuse)?

3. One unintended consequence of such a program may be a much-reduced use of
crypto altogether. This would further weaken our already fragile and insecure
information infrastructure, so how do we incentivize companies to continue
encrypting sensitive user communications?

4. A further unintended consequence of such a program might be to make the US
   and other participating countries less welcoming to technological innovation;
diminishing or displacing innovation may have consequences for economic growth
and national security. How will these economic impacts be assessed before an
exceptional access program is mandated? Further, what economic effect would
be considered too impactful for exceptional access to be considered worthwhile?

5.6 Response to the original work & evolution of the
debate

A preprint of the original paper that presented our analysis in the sections above
was published on July 7, 2015, and covered in the New York Times [243]. The work
appears to have had a marked impact on the debate, including the tactics of the actors
involved. Here we discuss how the debate has since evolved, and where it will likely
go in the future.
The paper heavily influenced the legislative debate in congress. Following the paper’s release, the Senate Judiciary committee held a hearing on “Going Dark: Encryption, Technology, and the Balance Between Public Safety and Privacy,” in which the work was quoted by both those giving testimony [288] and by the minority chairperson [240]. Various authors of the work later provided testimony to both the House Judiciary [193] and House Energy and Commerce [162] committees further explaining the problems with exceptional access. A joint, bipartisan working group between these two committees released a report largely adopting the analysis presented in this chapter [146].

Beyond congress, the debate had been brought to the attention of the public, civil society, and industry. An open letter stating that the U.S. should “Reject any law, policy, or mandate that would undermine our security” was drafted and signed by various civil society organizations like the American Civil Liberties Union, Center for Democracy and Technology, the Electronic Frontier Foundation, and Human Rights Watch, as well as by tech companies including Twitter, Dropbox, and Cloudflare [270]. Academic institutions including the IEEE and ACM released similar statements of support [5, 86]. Speaking in a personal capacity, Ashkan Soltani, then the FTC’s chief technologist, stated his personal support for strong encryption [32]. The debate became entered into the public consciousness so significantly that political candidates in both the Democratic and Republican 2016 presidential primaries had to answer questions about the subject [312].

By October, the Obama Administration made it clear that it would not support a mandate. FBI Director Comey released a statement confirming that “The administration has decided not to seek a legislative remedy now, but it makes sense to continue the conversations with industry,” and similar statements from the White House seemed to corroborate this new tact [118]. Though the administration’s announcement appeared to concede the status quo, this peace was largely temporary.

A month following the administration’s decision, the New York District Attorney’s office releases a report explicitly narrowing law enforcement’s request to data at rest on mobile devices [227]. In February 2016, the FBI convinces a judge to order
Apple to create a system to unlock an iPhone 5C used by one of the assailants in a mass shooting [250]. Apple flatly refuses, and signals their intent to fight the order through public statements and by hiring a lawyer that had previously argued before the Supreme Court [252]. The case was abruptly withdrawn after the FBI announced it had gotten access to the device via exploitation of a previously unknown vulnerability [49].

The use of software exploitation tools to provide such access is called *lawful hacking* [43]. In the time since the Apple order, lawful hacking appears to have been more widely adopted, with notable uses being discovered for internet services [180] as well as data at rest [179].

While lawful hacking and a legislative stalemate became the norm in the United States, the debate abroad moved in quite a different direction. Laws were passed in both Australia [289] and the United Kingdom [172] that allow government and law enforcement to issue Technical Capability Notices (TCNs) to companies, requiring them to modify their systems or build some interception tool for law enforcement. Such TCNs are kept secret, and, at the time of writing, it is unknown what TCNs have been issued, how they have caused companies to modify or restrict the security properties of their systems.

### 5.6.1 Technical proposals

Over the years since the original work was published, researchers have attempted to provide prototype systems with various technical and societal trade-offs. At the time of writing, these are research prototypes of system designs, not true implementations — none of these are operable today and do not appear to solve many of the systems, policy, or jurisdictional problems covered in previous sections.

There have been a few formal proposals to provide access to device data at rest, though with serious drawbacks. Varia et. al.’s system [326] allows for access to a device, but only after expending an extreme amount of compute via a hashcash like crypto puzzle, so as to make large-scale surveillance more difficult. Other systems [269, 235] assume significant hardware support that allow a device to provide plaintext, but
results in the system becoming inoperable after the fact. Neither of these solve many of the jurisdictional or legal questions proposed above, nor do they solve the technical issues introduced by the added complexity of the systems [150, 42].

There have been few new proposals for end to end encrypted messaging, and, at the time of writing, no notable proposals for encrypted client/server communication. A notable straw man comes from two GCHQ operatives, who suggest that companies can simply add an extra hidden key to encrypted group messaging platforms like iMessage or Signal [199]. This idea, dubbed the “Ghost Key” or “Ghost User” protocol, will not work on many end to end encrypted systems as they provide out of band methods of verifying the keys used (as in Whatsapp or Signal) [151].

A recent line of work [109, 154] considers the problem of franking in encrypted messaging systems. These protocols break certain deniability guarantees of the cryptography to allow for better moderation: they allow attribution of messages even after an arbitrary period, but only with the cooperation of a centralized service provider. Facebook has deployed one such system, based on a secret HMAC key [122]. The idea is to provide accountability in the case of harassment or abuse in end to end encrypted communication, while still providing deniability otherwise with the assumption that the service provider itself is not malicious.

At the time of writing, another technique called client side scanning has become the subject of intense debate in the security community. Client side scanning is a general term for systems that leverage the user’s device to scan messages or photos locally, and then secretly flags the results to a third party or the device software vendor [191]. At the time of writing, Apple has announced that it intends to deploy a client side scanning tool for photos uploaded to its iCloud system explicitly to handle the problem of Child Sexual Abuse Material (CSAM). The announcement has already met with significant opposition from technical experts [152] and civil society [210]. It is unclear how client side scanning solves many of the problems described previous sections, or if it fits into the same framework. future work must carefully consider the tradeoffs of such a system, and cover this particular issue in more depth than is possible here.
5.7 Conclusion

Since the release of the Keys Under Doormats paper, Law enforcement has repeatedly called for exceptional access mandates, both in congress and through press conferences. A remarkable aspect of all of this is the lack of evidence for the need for such provisions, and a general failure to provide further guidance for law enforcement need. Indeed, it is unclear if law enforcement truly understands their own needs — at the time of writing, the most non-anecdotal analysis provided by law enforcement on the problems they have with encrypted data is limited to the current number of locked phones in their possession, which they quoted as 7,800. What, exactly, these devices were for, how they were related to a case, if the material was truly paramount, which devices these were, or if some other supplementary information or methodology for access would have been helpful, has never been explained. Worse, it turned out that the FBI had vastly over-inflated the number of devices it had trouble with; in reality, the FBI was forced to admit they had only 1,200.

There is a direct connection between the observation of software security as a credence quality and the challenges of implementing an exceptional access system. In this chapter, we showed that though users will have to rely on systems with exceptional access built in, there will be very little in the way of incentives for developers to get security properties right, and may lead developers to simply shy away from implementing certain kinds of cryptography at all. Indeed, almost immediately after it became publicly known that the FBI filed its suit against Apple, Amazon removed full disk encryption from its popular e-reader devices [131].

Worse, the many impediments associated with the current opacity of UK and Australian laws, as well as the refusal of any government to state clear technical or even operational requirements for such systems, could leave implementers grasping at straws to fulfill unintelligible demands. The UK’s Investigatory Powers Act, for instance, does not sufficiently limit the kinds of requests that come down to any useful technical specificity, and the results of a change are often subtle — regulators are unlikely to know the technical pitfalls that a particular request might have.
More generally, given that users will often have to trust the government to help protect them from security faults caused by industry, this kind of regulation may hurt user confidence regardless of the actual order. How can users trust their devices to act in their best interest if the system’s design was altered by opaque surveillance laws imposed by the exact same regulator that is supposed to be protecting them from that developer’s (potentially) bad design?\footnote{Of course, law enforcement and consumer protection agencies may be organizationally separate, though it is unclear how a user might know this.}

While the previous case studies focus on directing security research to identify current flaws or create new systems, this final chapter demonstrates how leveraging an understanding of technical security measures, as well as legal and societal dimensions of an ecosystem, can help prevent impending regulation that would invariably misalign vendor incentives and introduce future vulnerabilities. Indeed, the original paper has been cited in both the fairness and accountability literature \cite{189}, and in Rogaway’s treatise on the moral character of cryptographic work \cite{262} for exactly this reason. Given the fact that this debate continues to evolve, and that new research and development must continue, there is a dire need for future analysis along similar lines. As computer scientists and security experts, it is our responsibility to remain engaged in the dialogue with all parts of our governments, to help discern the best path through these complex questions.
Chapter 6

Conclusion

“Governments of the Industrial World, you weary giants of flesh and steel,
I come from Cyberspace, the new home of Mind. On behalf of the future,
I ask you of the past to leave us alone. You are not welcome among us.
You have no sovereignty where we gather.”
— John Perry Barlow

Throughout this dissertation, we have examined the concept of security research
as a mechanism for realigning incentives of market actors, considering a number of
different perspectives and styles of security analysis. In this final chapter, we take an
inventory of these case studies and briefly present a discussion of how we might begin
to further support this style of research moving forward.

When we fail to accept the larger economic or legal context, we often miss oppor-
tunities to impactfully improve security. Our analysis of voting systems (Chapter 3)
demonstrated that indicia of market failure like nonexistent standards, poor labeling,
and limited transparency can be helpful in both selecting targets for technical analysis,
and in explaining why these incidents keep occurring. Challenging the view that secu-
rity should be considered only as a tool for provably halting attacks, the cryptographic
constructions presented in Chapter 4 were instead motivated explicitly by the need to
disincentivize bad behavior, a tactic that is of growing importance in the cryptographic
literature. Finally, our security analysis of law enforcement proposals for exceptional
access to encrypted data (Chapter 5) demonstrates the need for technical security
research to assist decision makers in government when the need arises.
At the heart of each chapter is an argument that the larger sociotechnical context mattered as much as the technology involved, and that myopia resisting this interdisciplinarity actively stalls the field’s ability to make progress in these crucial areas. If we accept this premise, then it is important to consider what, exactly, academics and policymakers can do to improve the situation. We offer some thoughts in this direction below:

For policymakers, we must begin to assume that external scrutiny is paramount to security and privacy, and favor it above checklist-style regulations and standards. It is also crucial that regulations be improved so as to remove impediments that security researchers often face in perform these analyses. And, for any proposed technical mandate on security-critical systems, inviting third-party academic analysis can help in ameliorating future unintentional failures.

Unfortunately, the history of security research is littered with companies leveraging bad policy to prevent useful third party analysis. In the U.S., two laws called the Digital Millennium Copyright Act (DMCA) and the Computer Fraud Abuse Act (CFAA) present ambiguous language restricting this kind of analysis, and both have caused a chilling effect toward security research. So much so that, despite the obvious public benefit of the research in the voting Chapter, the authors were forced to maintain legal counsel [92]. A similar challenge for researchers is attaining access to relevant data. At the time this dissertation is being written, Facebook has come under fire for denying researchers access to independently inspect their ad ecosystem, resulting in statements of protest from civil society, academics, and the FTC [198].

For academics in computer science, a key problem is incentivizing this kind of public good focused security research. As highlighted in this dissertation’s introduction, academic reviewing in security does not always account for societal impact, and, as a result, often does not incentivize this sort of work. Indeed, though the paper was eventually accepted, an actual review of one of the studies presented in this dissertation’s voting systems chapter (which had already materially affected policy in a number of states) included the following: “In reading the paper, I don’t see the contents as research, novel, or science.” Though this was but one out of five reviews —
the other four being overwhelmingly positive and, more importantly, the paper was ultimately accepted — the quote does still highlight the need for better education and inclusion of this sort of policy and impact-driven analysis. To this reviewer, we hope this dissertation serves as sufficient rebuttal.

It is worth noting that both policymakers, and academics have further work to do here. Chapter 5 began with an epigraph quoting Australian prime minister Malcolm Turnbull’s assertion that the laws of mathematics do not supersede the laws of Australia, a (frankly bizarre) claim he made in response to a reporter’s question about exceptional access mandates. This chapter begins with a quote from John Perry Barlow’s “Declaration of Independence of Cyberspace,” one of the founders of the Electronic Frontier Foundation (EFF).¹

Taken for the values the two statements represent, rather than their literal interpretation, neither are completely correct, nor are they completely wrong. Countries can very obviously regulate industries that operate in their borders, regardless of their use of the Internet, and regulating any aspect of computing is arguably regulating what math can be done, if only through the system’s defaults. Remarkably, Barlow has since updated this position with further nuance [36], and the EFF has openly called for increased government regulation in the case of fighting the sale of malicious software and the adoption of digital consumer privacy and protection laws [139, 255].

If we are to improve security, and have influence on these larger, sociotechnical debates moving forward, we must begin to include motivation, methodologies, and contexts from other disciplines into our work, rather than just focusing on the technology itself. We play a key role in this larger ecosystem, as third party measurement, auditing, and mechanism design are crucial to the improvement of real world systems. As computer scientists and security experts, it is our responsibility to remain engaged in the dialogue, to help discern the best path through these complex questions — Our security, privacy, and the future of democracy relies on our ability to do so.

¹Though Barlow himself was not a computer scientist, this document serves as a fairly good proxy for an approach often espoused by technologists.
Appendix A

Further Text on Deniability

A.1 Comparison Table

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>OTR v3</td>
<td></td>
<td>attributable non-attributable</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Signal</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MLS</td>
<td></td>
<td>no</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>fully decentralized w/ unknown endpoints</td>
</tr>
</tbody>
</table>

Table A.1: Comparison of Messaging Schemes

* This is the size of the initial Diffie-Hellman handshake (which would amortize over multiple messages), not including any per-message costs.
† The exact signature scheme is implementation-dependent. This data reflects both the current Signal implementation and the best bandwidth among implementations of which we are aware, which use Ed25519-based signatures. [234]
‡ OTR does not support group chat.
§ WhatsApp has an optimization that reduces message traffic; published documentation leaves unclear if this affects authentication handshake bandwidth. [316]

Table A.1 lays out characteristics of KeyForge, DKIM-based email and other types of non-attributable messaging schemes. As also explained in Section 4.1, non-attributable email presents a very different set of constraints from other types of non-email messaging schemes, so direct performance comparisons between these
settings are not meaningful. Table A.1 highlights in more detail how the email setting differs from other types of messaging.

Remark 3. All other non-attributable messaging schemes of which we are aware require some sort of interactivity — either by having the sender know the endpoint a priori or by having the receiver communicate back to the sender before a message is sent. While Signal’s updates to OTR allow it to be more asynchronous than some other protocols, Signal is still interactive in that it requires communication of key material to known endpoints. Such interactivity makes these messaging schemes inappropriate for use in email.

A.2 ARC

Authenticated Received Chain (ARC) is an experimental and (at the time of writing) largely unimplemented IETF standard that aims to address the issues caused by indirect email flows. Legitimate modification of messages in transit may occur in a number of circumstances. For example, an MTA that is also a virus scanner may remove malicious attachments, and mailing lists may prepend a name to the subject of an email. Unfortunately, any alteration of the body or headers invalidates the original signature. ARC acts as an attestation by an intermediary a subset of DKIM, SPF, DMARC, or previous ARC signatures were verifiable before content was modified. To do so, the intermediary adds its own signature to the header of the message, along with metadata about what was verified.

Complications from ARC. Arc would pose minor complications for non-attributability if widely adopted, as third-party MTAs sign emails in transit. Though here presented as a modification of DKIM, KeyForge and TimeForge can be easily extended to accommodate ARC; the third-party signer uses an FFS for signing, publishes expiry information, and offers a forge-on-request protocol.
A.3 Preventing real-time attacks requires interaction

Claim 1. In the store-and-forward model (see §4.1.2), where final-destination addresses and keys may be unknown to senders, any email protocol that (1) proves (with soundness) the sending domain’s identity to recipients and (2) is secure against real-time attacks must involve interaction, i.e., recipient communication to the sending server after receipt of an initial message.\(^1\)

Proof (sketch). By assumption, there is a verification procedure \(V\) that the receiver \(R\) may run on the single-message protocol transcript, and \(V\) will (with overwhelming probability) output 1 if the claimed sending domain is correct and 0 otherwise. Since the final destination may be unknown to the sender, \(V\)'s behavior cannot depend on any information associated specifically with the receiver, such as key material. That is, \(V\)'s inputs must consist only of the protocol transcript and public information. It follows that \(R\) may share the received message(s) with any third party \(T\), who then becomes able to run \(V\) for itself on the same inputs as \(R\) would use. By soundness, \(V\)'s output on these inputs must suffice to convince \(T\) of the sending domain’s identity unless \(R\) has the ability to non-interactively forge protocol transcripts that appear to be from this sending domain, in real time — say, using an algorithm \(F\). But because the final destination may be unknown to the sender, the behavior of any such \(F\) algorithm cannot depend on any information associated specifically with the receiver, so the \(F\) algorithm could also be run by other parties to successfully forge protocol transcripts that appear to be from this sending domain. This contradicts soundness (Condition (1) from the theorem statement).

Among other things, this rules out immediate recipient forgeability by timed-authentication approaches like TESLA [244, 245] (also mentioned in §4.3 under “Discussion of alternative approaches”).

\(^1\)In fact, a version of Claim 1 extends to any unidirectional protocol, which may involve multiple messages but all sent by the same party, as long as there is realistic nontrivial variance in network delays. For simplicity, the proof sketch is for single-message protocols.
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