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Abstract

Photonic platforms with multiplexing capabilities are of profound importance for
high-dimensional information processing. With the rapid expansion of data volume,
growing pressure on the sensor and post-processing hardware calls the development of
physical pre-processing interfaces. Complex photonic systems aim to address the chal-
lenges as the interfaces between raw signals and sensors, which improve the efficiency
of information reconstruction. In this thesis, we explore disordered photonic devices
for multidimensional information processing and compatible fabrication techniques.

The first part of the thesis is about diffractive optical elements (DOE) for spectral
imaging. We designed a spatially modulated DOE filter that can efficiently sample
in the Fourier transformed domain and facilitate spectral image reconstruction. The
DOE layer distinguishes the main Fourier spectral components, and the second spatial
modulation layer mediates spectral aliasing. Unlike conventional snapshot spectral
imagers, our design does not require sub-super-pixel-level sensing, which enables the
efficient usage of sensor resolution. We further demonstrated a grayscale stencil lithog-
raphy technique for efficient and customizable manufacturing of DOE or multilayer
optics with spatial thickness variation.

The second part of the thesis is about scattering reservoir computers (RC). Com-
plex optical medium shows great potential for large-scale optical RC thanks to the
intrinsic parallelism and scalability. We identify the trade-off between the fading
memory and non-normality of scattering RC, which determines their memory capac-
ity and resistance to noise. Further, we proposed a transient amplification method to
fully harness the high noise resistance and high dimensionality of non-normal scatter-
ing RC. We further developed a dynamic hydrogel scatter, and projection lithography
method for 2D patterning of gain/loss materials, which are promising for applications
in dynamic light modulation and re-configurable optical computing.

Thesis Supervisor: Nicholas X. Fang
Title: Professor
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Chapter 1

Introduction

1.1 Background and Motivation

The idea of the optical information process originated in the 1940s when people

started to be interested in using all the properties, speed, and parallelism of light to

perform computing at high speed and with high efficiency. We briefly introduce the

historical view of optical information processing based on Ambs’ detailed review.[17]

The development of Fourier optics set the foundation for the early stage of research

in optical information processing.[18] In 1953, Marechal and Croce invented a spatial

filtering technique based on a 4-f optical set up to perform the correlation calculation

through a 2 Fourier transform by the lens.[19] The reference information is encoded

with a filter inserted after the first Fourier transformation. It paves the way for the

development of optical correlators for real-time pattern recognition.

Since then, the development of optical information processing evolves with the

advances in materials and manufacturing technologies to fabricate the physical infor-

mation encoder and brings applications to the field of photonic computing, sensing,

and communication. With the invention of the laser in 1960,[20] computer-generated

hologram in 1966,[21] and dynamic spatial light modulators in the late 1960s,[22]

the field of optical information processing raises with an increase in the degree of

freedom for information encoding by the light. The progress in lithography tech-

nique in the 1980s-1990s made diffractive optical elements [23] with precise phase
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encoding a reliable solution for computer-generated holography and applications as

free-space interconnections in optical computing and photonic switching.[24] Coded

aperture invented in the late 1970s [25] enables the encoding of spatial amplitude

distribution and serves as the Hadamard transformer[26] for optics, which has been

widely applied for imaging and spectroscopy applications.[27] While the maturity of

dynamic spatial light modulator in the 1990s,[28] optical information processing first

achieved the required modulation speed (> 10Hz frame rate), dynamic range (> 5

levels from 0 to 2⇡), and efficiency (< 50 µJ/cm2). However, due to the lack of mul-

tidimensional sensing and encoding technologies, the interests in optical information

processing mainly limited to manipulate a single modality (amplitude or phase) of

the optical properties.[17] Then the information is retrieved with 2D sensory arrays in

terms of monochromic intensity distribution, for example, the correlation peaks gen-

erated with the optical correlator.[19] Meanwhile, the bulky spatial light modulation

devices bring limitations to the compact integration of optical information processors.

Entering the 2000s, the engineering of artificial optical materials enabled by ad-

vanced micro/nanofabrication technologies opens the possibility for manipulating op-

tical waves in multiple dimensions within a small footprint.[29] Optical metamate-

rial and metasurfaces have been developed to manipulate single-dimensional (ampli-

tude, phase, polarization, frequency, etc) and multi-dimensional (amplitude/phase,

phase/polarization, amplitude/frequency, phase/frequency) properties of the optical

wave.[30] The precisely engineered optical response paves the way for encoding in-

formation in light with more degree of freedom. It also calls the development of

multi-dimensional optical sensing, information reconstruction, and compatible device

manufacturing technologies to form the full loop of information processing.

As shown in Figure 1.1, general information sensing includes 3 major components:

1). The raw signal of multiple modalities generated either by reflecting from objects

or encoded by artificial apertures. In optics, the light can carry spatial, spectral, tem-

poral, and polarization encoded information. 2). The second part is the sensor that

can capture the raw data and convert it into electrical signals and send it to the CPU.

3). The third part includes the computational units and post-processing algorithm
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that can retrieve the multidimensional information encoded in the raw data. Aside

from optical computing, multidimensional optical sensing itself also have broad appli-

cations in 1) Multispectral imaging for remote sensing,[31] biomedical monitoring,[32]

etc. 2). Spatial-temporal sensing for volumetric imaging and motion detection.[33]

3). Holographic quantitative phase retrieving for bio-medical imaging,[34] etc. With

the increased demand for information processing with higher resolution, larger scale,

and a number of modalities, there is continuous pressure on the hardware and al-

gorithms side to support the handling of a mixed deluge of data. However, the

physical limitations on the sensor and computational units bring challenges on how

to efficiently acquire, store and process multi-dimensional information. First, the

amount of resolvable multidimensional information is fundamentally limited by the

number of pixels of the sensor array. The state-of-art spectro-polarimetric imaging

can reconstruct spatial, spectral, and polarization information (5 modalities).[35] The

required sensor resolution grows exponentially with an order of 5 as the increase of

sensing resolution along each dimension. To overcome the limitation, compressive

sensing has been applied to reduce the dimensionality of the multidimensional in-

formation reconstruction.[36] However, the photon-noise and detector-noise acquired

along the sensing process compromise the reconstruction accuracy.[37, 38] Maintain-

ing the information accuracy under the influence of noise is then the second challenge

for post-processing, especially in recurrent systems with high dimensionality, in which

the noise will accumulate repeatedly through the recurrent process.[39]

Previously, innovation is mainly driven by the improvements in the computational

back-end, which brings higher demands on the computer’s power. Less attention has

been paid to the sensing hardware side.[40] In between the raw signal and sensors,

physical interfaces perform the front-end processing of the raw signal and have great

potential to improve the efficiency of the back-end algorithms. However, conventional

sensing interfaces, such as lenses and filters, are often lack of the design for handling

multi-dimensional information. This comes from two aspects: (1) The filter design

does not consider the character of the multi-dimensional data, which brings more

requirements to the post-processing (2). The filter design does not consider the re-
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Figure 1.1: Schematic of multi-dimensional information sensing and reconstruction.

quirements it applied to the sensors, which increases the demands on sensors and

compromises their efficiency.

The motivation of my thesis works is to design front-end hardware interfaces for

efficient and accelerated multi-dimensional information processing. Specifically, we

explore new disordered photonic devices and their application for multidimensional

information processing. In this thesis, we define generic disordered optics as systems

or devices with random and heterogeneous distribution of the refractive index. It

can either be diffractive optical elements with spatially variable phase encoding or

random optical diffusers commonly used in lighting. The linear operation performed

by those random media can be modeled with the transmission equation.[41] In which

the transmission matrix T defines how the speckle pattern looks after the medium.

More generally, considering the input and output as nodes in a network, the transmis-

sion matrix defines the connectivity of the network and how information propagates

through it. Due to the complicity, a disordered optical medium can generate distor-

tion between inputs and outputs within a small form factor, which is ideal for signal

multiplexing and modes decorrelation. Further, the disordered mediums can perform

as universal linear operators,[42] which is the building block for many optical signal

processing applications. Given all these features, engineered disordered optical medi-

ums are promising candidates for multi-dimensional information processing. Here we

briefly introduce previous demonstrations of disordered medium for spatial, spectral,

polarization, and temporal information processing.
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Figure 1.2: Schematic of transmission matrix modeling of the disordered optical
medium.

1.1.1 Disordered Optics

Diffractive Optical Elements: DOEs are widely applied optics with microstructure

profiles for fulfilling functions including beam splitting, pattern generation, beam

homogenization, etc.[24] The structural profile provides the phase modulation at each

pixel location on the DOE. Based on classic diffraction theories, the engineered DOE

can control the intensity distribution of light propagate through it on the targeted

image plane. Due to the customizability of phase profiles by the DOEs, they have

been widely applied for compact “flat” optics.[18] For example, Fresnel zone plates

with phase wrapping from 0 to 2⇡ can replace the thick optical lens. Further, phase

gratings made from DOEs can also fulfill customizable wave-front shaping. Binary

phase gratings with controlled inter-cell distance can fulfill functions including angular

selective transmission and focusing.[43]

Recently, the extending of DOEs to the field of optical computing further explore

their capabilities as diffractive neural networks (DNN).[44, 45] In each layer of the

DNN, the micro-structures on the DOE act as the connection between the nodes in

the previous layer and the nodes in the next layer, which defines the coupling strength

between them. The linear operation of the network is deterministic-ally defined by

the diffraction pattern of each DOE layer, while the non-linear activation function is

achieved with the intensity readout by the camera sensor array at the read-out layer.

The DOE layers are designed by first numerically simulate the light propagation

process through it and then adjusting the height profile at each location through
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back error propagation based on the target error function. Applications including

pattern classification,[44] optical logic operation,[46] and spectral-encoded machine

vision [47] have been demonstrated with DNNs. The development of DNN based on

DOE opens many new directions for optical computing and sensing with disordered

and complex optical mediums.

Multi-scattering Medium: Turbid medium supporting multiple light scatter-

ing can generate large distortion between the input and output beam, and serve as

the physical platform for different optical operations.[47] Given the knowledge of the

transmission function of a disordered medium,[41] the same scatter can act as multi-

functional optical elements including lens,[48] beam splitter,[49] and spectrometer,[50]

through the wave-front shaping of the input signal. The highly customizable function-

ality of the scattering medium makes them a fundamental building block for optical

linear operations with a small form factor.

Due to the multiplexed design freedom of scattering medium, engineered scat-

tering medium can fulfill multiple functions simultaneously.[42] The recent develop-

ment in adjoint optimization-based inverse design have demonstrated the reconstruc-

tion of spectral, spatial and polarization information with the 3D disordered optical

element.[40] The end-to-end optimization method provides guidance to both the de-

sign of the physical hardware interface between the raw signal and the sensor array

and the reconstruction algorithms to retrieve the multi-dimensional information.

Transmission Matrix modeling: The functionality of the disordered medium

is defined by its transmission matrix.[41] In a network point of view, it defines the

coupling strength between the nodes in the previous layer and the nodes in the next

layer. In the aspect of sense, it defines how the multidimensional information is

multiplexed and recorded as the intensity distribution on the sensor array.

For a scattering medium, the transmission matrix can be modeled with the random

matrix theory.[51] It can be deduced based on Green’s function of the scatter which

defines how the radiation emitted by a given source is scattered to a receiver at

a certain location.[41] Another approach for coherent scattering is to generate the

random scattering matrix S directly which satisfies the requirement of unitary:[52]
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2
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5 (1.1)

and

t‡t+ r‡r = t0‡t0 + r0‡r0 = 1 (1.2)

tt‡ + rr‡ = t0t0‡ + r0r0‡ = 1 (1.3)

r‡t0 + t‡r0 = t0‡r+ r0‡t = 0 (1.4)

t0r‡ + r0t‡ = rt0‡ + tr0‡ = 0 (1.5)

Where the r, r0, (t, t0) are the reflection (transmission) of the input modes from

the left- and right-hand side of the scattering medium. The scattering matrix can

be parameterized with the “polar decomposition” method based on the singular value

decomposition of the transmission and reflection blocks:[41]
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Where U and V are random unitary matrices defining the input and output modes

and the ⌧ is a diagonal matrix with non-negative real diagonal elements. The total

transmission Ttotal of the scatter with an N-by-N transmission matrix is determined

by ⌧ as:

Ttotal =
Tr(t‡t)

N
=< ⌧

2
> (1.7)

The distribution of the diagonal terms in ⌧ determines the statistical distribution

of the eigenvalues of the transmission matrix. More details of constructing the trans-

mission matrix of a scattering medium given the total transmission will be described

in Chapter 4.

Knowing the transmission matrix of a scatter means we can control the “speckle”

pattern with wave-front shaping of the input beams. Experimentally, the transmission

matrix can be directly mapped with the “4-phase-shifting” [48] method requiring a
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reference beam for phase retrieve, or reference-less methods. Given the measured

transmission matrix, applications for multidimensional information processing can be

achieved, as described in the next section.

1.1.2 Multi-dimensional information processing with disordered

optics

Spatial information: Once the transmission matrix is measured or designed, the

disordered medium becomes deterministic for retrieving or controlling the spatial in-

tensity distribution of the incident beam. Applications including beam focusing,[48]

holographic imaging through a turbid medium,[53] and invariant mode transmission[54]

have been demonstrated with wave-front control techniques.

For beam shaping and imaging applications, the reconstruction of the spatial infor-

mation is straightforward by calculating the inverse matrix of the transmission matrix.

Compared with conventional optical lenses, which act as spatial frequency filters, the

disordered medium can preserve high spatial frequency components to achieve sub-

diffraction limit focusing and super-resolution imaging applications.[55, 56] Further,

utilizing the correlation in the point spreading functions (PSF) of the speckle pat-

terns, i.e. the “memory effect”, a disordered medium can be treated similarly as a

conventional imaging system with shift-invariant PSF.[57] As the result, the spatial

information can be retrieved after calibrating the transmission matrix of the turbid

medium.

Another important application for spatial intensity modulation is the enhanced

transmission by coupling into the open eigenmode of the scattering medium.[58] The

random matrix theory predicts the existence of eigenmode with the transmission

of 100% for the disordered medium. Modulated input signals coupled into the open

channel can have unitary transmission, which is preferable for efficient communication

through the random medium. On the other hand, eigenmodes without 100% transmis-

sion still preserve the spatial distribution with some attenuation factors. Scattering

invariant modes have been observed based on this, which are potentially helpful for
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imaging through a scattering medium.[54]

Embedding gain and loss materials into the disordered mediums can further help

to regulate the spatial intensity distribution of light propagating through it. The

transition from ballistic to diffusive and localization transportation has been demon-

strated in randomly coupled 1D waveguides embedded with gain and loss.[59] Further,

more complex field control in 2D systems including beam splitting steered focusing,

and collective resonance have also been proposed.[59] The extended design freedom

by modulating the energy level of individual scatters/resonators in a random system

opens more possibilities for spatial information processing.

Spectral information: The complex spectral response of DOE and disordered

medium described by the spectroscopic transmission matrix can also be measured or

designed for spectral information processing. Due to the dispersion of the heteroge-

neous material with a high disorder level, the speckle patterns for the light of different

frequencies with sufficient separation are un-correlated. It requires the frequency dif-

ference to be greater than the inverse of the Thouless time [60, 61] TThouless = L
2

ltv
,

where L is the thickness of the medium, lt is the mean free path of light propa-

gating through the medium, and v is the energy velocity of the light. Disordered

spectroscopy [50] and spectral imaging [62, 63, 64] systems have been demonstrated

utilizing the de-correlation of the wavelength-dependent PSF. However, the spectral

reconstruction principle based on this principle induces the trade-off between spec-

tral and spatial resolution.[37] A highly disordered medium is required to improve

the spectral resolution by reducing the spacing between separable frequencies, which

introduces more distortion to the spatial information and compromises the spatial

resolution. Meanwhile, spatial multiplexing with sub-super-pixel level sensing is usu-

ally required to retrieve the intensity contribution by different frequency components,

which also sacrifices the spatial sensing resolution.

Another application of optical diffusers with low disorder levels for spectral imag-

ing only utilizes its capability to spread the spectral components over the cam-

era pixels covered with different band filters.[65] The spatial-spectral information

is then recorded by the multiplexed sensor array and reconstructed with a sparsity-
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constrained inverse problem. The method provides a cost-effective solution to balance

the spatial and spectral resolution by utilizing the medium NA optics with the opti-

cal diffuser. However, the imaging setup restricts the positioning of the object and

lens, and the disorder level of the optical diffuser such that the PSF of the objects is

wavelength-independent, which brings limitations for flexible applications.

Polarization Information: Vectorized transmission matrix (VTM) of the dis-

ordered medium needs to be constructed to describe its polarization response.[66]

For example, the polarization state can be represented as the linear combination of

the orthogonal basis along the x and y directions for every propagation mode. The

transmission matrix for N input and output modes is then expanded to:
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Where t
↵�

i,j
, ↵, � = x, y describe the coupling strength between the polarization

directions of different propagation modes. Experimentally, the VTM can be measured

by separating the output field into the orthogonally polarized directions and mapping

the transmission profile by sending in individual input modes with either one of

the polarization directions.[66] After measuring the VTM, the desired magnitude of

polarization ratio at the image plane can be achieved by controlling the phase profile

of the incident light.

With the adjoint optimization method,[67] the disordered medium can be ap-

plied for polarimetry to resolve the polarization states of light emitters. Li et.al,[40]

demonstrated the design of a cascade nano-DOE to retrieve the spatial, spectral,

and polarization information of a fluorescent molecule. The designed nano-DOE can

reconstruct the multidimensional information (36 parameters defining 2 spatial coor-

dinates, 2 spectral channels,s, and 9 polarization states) by multiplexing them onto
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100 sensor pixels. It shows great potential for compact microscopy and broadband

sensing applications.

Temporal Information: Here we introduce the application of disordered medium

for temporal information processing in optical reservoir computing.[68] Reservoir com-

puters (RC) are recurrent neural networks with complex inter-connectivity, which can

be applied to memorize or predict temporally encoded information.[69] Details of the

mathematical modeling of optical reservoir computers can be found in Chapter 4.

The disordered medium can be served as the connectivity matrix for RC. For exam-

ple, DOE arrays have been applied to a couple of micro VCSEL lasers neurons [70]

and optical scatters [71] have been used to distort the spatial-temporal information

encoded by pixelated nodes on the spatial light modulator. Thanks to the paral-

lelism and scalability of the optical systems, the disordered medium is promising for

large-scale and fast physical reservoir computing.[71] Up to 50,000 optical nodes have

been demonstrated for the prediction of chaotic spatial-temporal signals with optical

scatter, which is about 4 and 100 times faster than high-end GPU and CPU.

In general, there are many remaining challenges and unexplored areas in applying

disordered optical elements for information processing. One of the main questions is

how to efficiently utilize the high dimensionality of the scattering medium, in terms

of reconstructing information under the influence of noise. The other challenge is

how to efficiently and accurately fabricate the complex optical element with a specific

design based on the multi-functional purpose. The first aspect of challenges leads

to the study of diffractive optical elements for spectral imaging and the scattering

reservoir computer of this thesis. While the second aspect of challenges dives into the

development of compatible micro/nanomanufacturing techniques, presented in this

thesis.0

1.2 Thesis Organization

In this thesis, we present the efforts in developing disordered optical elements for

multi-dimensional information processing and we explore the compatible micro/nano-
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scale manufacturing techniques for scalable and efficient fabrication of the proposed

devices.

In Chapter 2, we developed a Fourier diffractive optical element device (DOE)

for a spectral imaging application. Different from conventional snap-shot spectral

imaging methods, which rely on the sub-super-pixel sampling of spatial multiplexed

spectral information, our method does not require the sacrificing of the sensor’s spa-

tial resolution for spectral reconstruction. It is achieved by designing the DOE filter

for efficiently sampling the major spectral and spatial information in the Fourier

transformed space. We numerically and experimentally demonstrated the working

principle of spatial-spectral information reconstruction. The design can also pro-

vide guidance to another type of implementation of Fourier transform-based spectral

imaging.

In Chapter 3, we invented a grayscale version of stencil lithography to pattern

multi-layer optical elements with spatial thickness variation. Creating such kind of

structure is highly time- and material-consuming with the conventional lift-off process.

We take inspiration from “pinhole” imaging and applied that to eBeam material de-

position through a stencil shadow mask. The fine-controlled point spreading function

of materials ejected through the mask creates spatially thickness variable deposition

with optical-level surface smoothness. Applications of the proposed manufacturing

technique include spectral filter and DOE fabrication to overcome the challenges in

flexible material choices and structural customizability.

In Chapter 4, we analyzed the memory performance of linear optical scatter-

ing reservoirs. We identified the influence of loss and non-normality of a scattering

medium on the memory capacity and noise resistance for optical reservoir computing.

The scattering strength of a scattering medium determines the total transmission

and the distortion between the input and output information. A highly scattering

medium will have stronger intercoupling between the transmission modes, which are

favorable for information multiplexing. However, the strong scattering medium suf-

fers from the loss of information, especially under the influence of noise. We further

proposed a practical amplification method to overcome the intrinsic loss of a strong
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scattering medium with high non-normality, which can help to efficiently harness the

high dimensionality and high noise resistance of the scattering medium for reservoir

computing.

In Chapter 5, we demonstrated a dynamic scattering medium based on ther-

mochromic hydrogel particles. By controlling the particle size through the solution

phase manufacturing method, the scattering strength of the gel particle could be

controlled over the visible and NIR region. The material is of great potential for

applications in reconfigurable optical computing and light modulation. We applied

the material as smart windows for solar heat management and achieved high lu-

minous transmission with large solar modulation surpassing commercially available

thermochromic windows based on VO¬2 phase transition oxides.

In Chapter 6, we developed a direct projection lithography technique for pat-

terning micro-sized pixelated quantum dots (QDs) / photopolymer composite. The

method is promising for the fabrication of gain/loss engineered optical material. We

applied it to create color converters for blue µLEDs. Red and green color convert-

ers can be directly patterned on top of blue LED pixels, with a broad color gamut,

wide view angles, and improved efficiency compared with inkjet-printed QDs color

converters.
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Chapter 2

Fourier diffractive optical element for

spectral imaging

2.1 Introduction

Spectral imaging is the technique to sample both spatial and spectral information

stored in the multispectral data cube.[37] As shown in Figure 2.1, spectral imaging

can provide more spectral channels compared to conventional RGB color imaging,

which carries the intrinsic physical properties of the objects for applications in remote

sensing,[31] biochemical production,[72] and healthcare industries,[32] etc.

Spatial or temporal multiplexing methods have been applied to retrieve the spec-

tral information by projecting the monochromic record to higher dimensions and

reconstruct the multiple color channels.[37] In the temporal multiplexing method, a

scanning mechanism is usually applied to either scan over the 2D image to record

the intensities of different color channels at each scanning location or scan over the

spectral domain, e.g. a rotational filter wheeler, to record the different color chan-

nels over the whole image area. They are equivalent to scan over a single point or

a single line in the spatial-spectral data cube, as shown in Figure 2.2 (a). Both

methods sacrifice the sampling efficiency for higher spectral and spatial resolution.

On the other hand, the spatial multiplexing method can disperse the multiple color

channels over multiple sensor pixels to record the whole spatial-spectral data cubic
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Figure 2.1: (a) Schematic of multispectral channel data cube in spectral imaging. (b)
Schematic of conventional three channel RGB color imaging.

within a single snapshot, as shown in Figure 2.2 (b). In snapshot spectral imaging,

the spatial-spectral information is collected by a monochromic sensor array which

cannot distinguish between different color channels by itself. With the help of filters

or dispersive media, the spectral information at a single location can be projected

onto a sensor array which selectively records the coefficients for different color chan-

nels. Various dispersive elements or filters have been applied as the spectroscopic

components for snapshot spectral imaging, as summarized in Table 2.1. For example,

optical grating,[73] photonic crystal filter,[74] FP type bandpass filter,[75] quantum

dots filter,[76] and complex optical medium [77, 65, 62, 63] have been applied to

distinguish different color channels. In those systems, the imaging process can be

modeled with the equation here:

I = T ⇥ S (2.1)

Where I is the measured intensity data, T is the transmission matrix of the

hardware interface, while S is the spatial-spectral data cubic. The designing of T

determines the efficiency in the use of all sensor pixels and the compactness of the

whole spectral imaging system.

In a conventional spatial multiplexing system, the spatial-spectral resolutions are
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Figure 2.2: (a) Scanning spectral imaging by temporal multiplexing. (b) Snapshot
spectral imaging by spatial multiplexing.
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coupled and fixed. And the total degree of freedom to represent and reconstruct the

spatial and spectral information determines the sampling efficiency.[37] We define the

parameter ⌘ to represent the efficiency regarding utilizing the physical resolution of

the sensor array. ⌘ = 2⇢ ·
p
Nw. ⇢ is the maximum spatial frequency (cycles/pixel)

that can be reconstructed. And Nw is the number of retrievable color channels. A

system with ⌘ > 1 is more efficient in terms of using the sensor array. However,

most conventional spatial multiplexing systems have ⌘ < 1, as shown in Table 2.1.

With a finite amount of sensor pixels, the spatial-spectral resolution of the recon-

structed image is limited. The sampling efficiency and reconstruction resolution can

be improved by choosing a group of basis functions and the corresponding space, in

which the majority of the information is stored sparsely, and directly sampling the

coefficients against the basis functions instead of measuring each voxel in the data

cube.[38] However, information generally cannot be measured in the sparse space

with the conventional spatial multiplexing method due to the design of dispersive el-

ements and filters. As the result, the physical resolution of the image sensors cannot

be fully utilized, as we will discuss in the following section. Meanwhile, conventional

designs also suffer from large footprints or complex filter fabrication, which brings

more obstacles for flexible applications.

Recently, compact and small form factor spectroscopy and spectral imaging tech-

niques based on complex or disordered optical mediums have been developed.[77, 65,

62, 63] Thanks to the wavelength-dependent distortion caused by the complex media,

the diffractive / scattering pattern of light with different wavelengths on the sensor

array could be decorrelated. By sampling the spatial distribution of the “speckle” pat-

terns at the sub-super-pixel level, spectral information could be resolved. Since optical

scatters can have high total transmission efficiency compared to bandpass filter arrays

for spectral imaging, this method is favorable for low light intensity applications.[78]

However, those methods share the same principle as conventional spatial - mul-

tiplexing methods with bandpass filter arrays, while the periodically patterned band

filters are replaced by the irregular “speckle” pattern generated by DOE or scattering

medium. And the method still requires sub-super-pixel level sensing to resolve the
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Table 2.1: Comparison between dispersive media as spectroscopic components for
spectral imaging.

Type of spectroscopy Examples ⌘ = 2⇢ ·
p
Nw Footprint

Dispersive elements Grating[37] &
coded aperture[79] C »1 table-top

Band filter array FP cavity,[75]
QDs,[76] PhCs [74] C >1 On-chip

⇠ µm

Fourier transformation Fourier FP filter[80] C >1 On-chip
⇠ µm

Complex medium Scatter,[77, 62, 63]
DiffuserCam [65] C⇠1 ⇠ cm

wavelength-dependent “speckle” pattern and to retrieve spectral information stored in

each voxel of the data cube with low efficiency.[64] Meanwhile, sufficient propagation

volume is needed to ensure the decorrelation of light with different wavelengths, which

limits the compactness of the device. [64, 62] The spectral resolution in terms of sep-

arable frequencies is limited by the inverse of Thouless time Tth ⇡ L
2
/(ltv), where L

is the thickness of the complex media, lt is the mean free path of light propagating

through and v is the energy velocity of the wave.[60, 61] A larger thickness is required

to improve the spectral resolution. However, the lateral expanding of the “speckle”

pattern scales with the medium’s thickness,[81] which compromises the spatial res-

olution due to the interference between adjacent light through the propagation. As

the result, either the spectral channel number or the spatial resolution will be limited

in those designs.[64]

The motivation of this chapter is to design a compact dispersive element for spec-

tral imaging that can efficiently sample the major spatial-spectral information stored

in the Fourier transformed space. We developed a Fourier diffractive optical ele-

ment (DOE) filter and spatial modulation layer (SML) for this purpose. The DOE

layer serves as the dispersive element to distinguish the main spectral Fourier com-

ponents of spectral image data, while the SML effectively reduces spectral aliasing

in the Fourier transformed domain to facilitate the spatial-spectral information re-

construction. Compared to conventional spatial multiplexing-based snapshot imaging
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techniques and recent developments based on a disordered optical medium, no sub-

super-pixel level sensing is required in our system to distinguish between different

color channels, and the compactness of the device can be improved since our design

does not require the decorrelation between different narrow bands’ diffractive pat-

terns. We experimentally demonstrated the designed DOE and SML filter, which

can effectively reconstruct spatial and spectral information of color images printed

on transparency. After calibration, the filter can achieve a root mean square error

(RMSE) of 9% for the spectral reconstruction of 54 different broadband color bands

by retrieving the coefficient of the first 5 spectral Fourier components. Meanwhile,

the spatial resolution characterization shows that the crosstalk effect is confined to

the nearest DOE pixel neighbor, due to the close placement between the DOE and

SML at 160 µm, which also helps to improve the compactness of the whole device.

The absolution spatial resolution in terms of measured monochromic intensity and the

broadband spectral reconstruction can be achieved with patterns of spatial frequency

at 0.324 cycles per pixel.

2.2 Sampling spatial and spectral information in

Fourier space

To achieve efficient sampling of the spatial and spectral information stored in a spec-

tral cube, we take a closer look at the statistical properties of the real-world spectral

image data.[38, 82] Information stored in the spectral cube can be represented in ei-

ther the real spatial-spectral space or Fourier transformed space. However, the data

density distribution may vary depending on the different representations.[83] In real

spatial-spectral space, the multispectral information occupies the whole data cube,

making spectral sampling difficult due to the spatial overlapping between different

color channels. As the result, spatial or temporal multiplexing methods are required

to sample the different color channels with the help of the dispersive medium and

scanning mechanisms. On the other hand, if we apply Fourier transform to the mul-
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Figure 2.3: (a) Main spatial component support (> - 40 dB) of the first 10 spectral
Fourier bands obtained from spectral image data from CAVE data-set. (b) Spatial
occupancy of first 10 spectral Fourier bands in Fourier transformed space.

tispectral data cube and represent the information in terms of optical path difference

(OPD) and spatial frequencies, we can find out that the spectral information mainly

concentrates in the low spatial and spectral frequencies regions in the Fourier trans-

formed space.[83] Figure 2.3 (a) shows the support of the discrete spatial Fourier co-

efficients of spectral image data obtained from the CAVE multispectral database.[84]

The support envelop is drawn as the boundary of information with intensity larger

than 40 dB of the averaged intensity. Figure 2.3 (b) shows the occupancy of the

spectral bands in the Fourier transformed space. From the 2nd Fourier order, the oc-

cupancy is less than 0.3 by 0.3 of the total spatial sensing resolution in the frequency

domain.

This observation is coherent with the statistical analysis on the principal compo-

nents of spectral images in reference,[82] in which the authors pointed out that the

main spatial and spectral components of real-world spectral images are of the same

feature as the Fourier series, as shown in the adopted images in Figure 2.4.

From this analysis, we can conclude the sparsity of the main spatial and spectral

information represented in the Fourier transformed space. This unique distribution

can facilitate the efficient sampling of spatial-spectral information for spectral imaging

purposes since only finite sampling points are required to obtain the main spatial and

spectral components in the discretized Fourier transformed space. Here we compare
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Figure 2.4: (a) First 10 major spatial components of real-world spectral image data.
(b) First 5 major spectral components of real-world spectral image data. Figures are
adopted from Ref [82].

different sampling methods in terms of their efficiency for data acquisition in the

Fourier transformed space.

2.2.1 Sampling with narrowband filters

Narrowband filters are the most widely utilized methods for multispectral imaging

applications. Through sampling the spectral intensity at the peak wavelengths of

each narrowband filter, the whole spectrum can be approximated by interpolating

the measured intensity. Mathematically, the narrowband filter at a center wavelength

�k can be modeled as Tk = �(� � �k), where � is a delta function with center at 0.

A series of narrow bands with center peak ranging from {�1, ...,�k} form the whole

narrow band’s filter array. At sensor pixel n = (n1, n2), the sampled single intensity

of the kth narrowband is then:[83]

Ik(n) = hTk(n), S(n)i (2.2)

If we represent the spectral information against the wavenumber � = 1/�, the
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above equation transforms to:

Ik(n) = hT̃k(n), S̃(n)i (2.3)

where the ˜ represents the spectra in terms of wavenumbers. The transmission

function of the filter will be also transformed into T̃k = �(���k). The above equation

is then equivalent to:

S̃(n, �) =
KX

k=1

Ik(n) · �(� � �k) (2.4)

It is equivalent to direct sampling at each data points in the spectral cube in

real spatial-spectral space. As the result, temporal or spatial multiplexing is required

to sample different narrow bands of the same spatial location, which sacrifices the

sampling efficiency.

Narrowband filters also suffer from spectral aliasing. Sampling narrow bands in

the real spectral space are equivalent to sampling with large OPD windows in the

Fourier transformed space. We assume that the narrow bands are evenly spaced by

2✏ in terms of wavenumber. Performing the Fourier transform of the above equation

in against to wavenumber and spatial position, we will result in the Fourier coefficient

(Ŝ) for S̃, represented in terms of spatial frequency ! and OPD ⇣ as:

Ŝ(!, ⇣) =
1

✏

X

v2Z+

Ŝ(!, ⇣ +
v

2✏
) (2.5)

The sampling windows will have width inversely proportional to the bandwidth

of the narrowband filters, as shown in Figure 2.5 (a). Practically, the band filters will

have finite bandwidth, which may help to reduce the width of the sampling windows in

the Fourier transformed space. However, if the separation between sampling windows

whose centers are located at v

2✏ , v 2 Z+ have overlapped with each other, the spectral

aliasing happens. The aliasing not only compromises the sensing efficiency due to the

repeated sampling in the overlapped regions in Fourier transformed space but also

introduces error during the spectrum reconstruction. As a result, a large number of
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Figure 2.5: Schematic of spatial-spectral sampling with (a) narrow bands, (b) broad
bands, and (c) Fourier filters in Fourier transformed domain. The solid black “cone”
indicates the support of the major spatial-spectral components as shown in Figure
2.3. The color circles in (a) and (b) indicate the sampling window by narrowband and
broadband filters in the Fourier transformed space. The dash lines in (c) represents
the “slice” sampling of spectral Fourier components with Fourier transformation filters.

narrowband filters with short enough separation ✏ are usually required to reconstruct

the spectral image, which sacrifices the sensing efficiency and spatial resolution.

Previously, scattering medium or DOEs have also been applied as narrowband

filters due to the decorrelation between the wavelength-dependent speckle / diffrac-

tion patterns of light penetrating through the filter.[62, 64] Because of the high to-

tal transmission intensity, optical scatters or DOEs are of high sensing efficiency

and preferable for fast imaging/filing applications. However, the previous methods

are mathematically equivalent to sampling with narrowband filters. This is because

the decorrelation between the wavelength-dependent speckle / diffraction patterns

only happens between lights with frequency differences larger than the inverse of the

Thouless time of the medium,[60] and the transmission matrix is constructed as a dis-

cretized wavelength-dependent matrix. Therefore, the inverse problem is equivalent to

reconstructing the spectrum as the linear combination of the principal components of

the wavelength-dependent transmission matrix, which is limited to the de-correlated

wavelengths. Furthermore, to achieve sufficient dispersion and decorrelation between

different wavelengths, it requires a large separation distance between the scattering

medium / DOE and the sensor array. And sub-super pixel-level spatial sensing is re-

quired to distinguish between the different spectral / diffraction patterns.[64] As the

result, the spatial resolution will be largely compromised due to the crosstalk effects

and the sub-super pixel sampling.
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2.2.2 Sampling with broadband filters

Increasing the bandwidth of filters is an alternative way to avoid spectral aliasing since

the broadband filter can capture more color channels compared with the narrowband

filters.[83] It is equivalent to a sample with narrow OPD windows in the Fourier

transformed space, as shown in Figure 2.5 (b). Various optimized wideband filters for

3 or more channel sensing have been proposed. [85] In these cases, the optimization of

the broadband filters is usually based on a pre-defined band shape which is accessible

with color filter fabrication techniques, such as Gaussian band filters. However, for

compressive sensing purposes, the choice of the broadband filters, i.e. measurement

vectors in [38], needs to be uncorrelated to each other, which is not always achieved

by the current design [62, 85]. Furthermore, the broadband filter array still suffers

from the losses of spatial resolution.[65] Spatial and spectral demosaicking algorithms

are usually required to interpolate the missed information at each pixel. [64]

2.2.3 Sampling with Fourier transform filters

A natural choice of base functions for spectral reconstruction would be the Fourier

series, i.e. sinusoidal transmission functions since they are of the same character-

istics as the spectral principal components. This idea has been widely applied in

conventional Fourier transformed spectroscopy, e.g. FTIR, in which the sinusoidal

transmission function is obtained through varying the retardation between the OPDs

in the two optical arms in the interferometer.[83] By changing the OPDs, the FTIR

can directly sample the coefficients of the different spectral Fourier components for

reconstruction. Other types of signal transformation, e.g. Hadamard and wavelet

transformation, have also been applied for spectroscopic applications. [86, 87] In

Hadamard transformation spectroscopy and coded aperture-based spectral imagers,

a dynamic/static coded mask is used to scan over the dispersed spectrum to extract

spectral information. However, the masks do not necessarily project the spectral in-

formation into a sparse space,[88] and multiple scanning is required to reconstruct the

data cube.[89] Wavelet transformation is preferable to retrieve spectral information of
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a localized signal in time/space. It has the potential for frequency-dependent sensing

resolution.[86] While designing optics to implement the physical spectrum wavelet

transformer is a challenging topic and deserves further study.

Here we focus on the Fourier transform of the spatial-spectral information and

utilized the sparse Fourier transformed space for efficient spectra imaging. Math-

ematically, we can look at the sampling process in the Fourier transformed space

as:[83]

I
k̂
(n) = hcos(2⇡⇣

k̂
�), S̃(n, �)i (2.6)

Where ⇣k = k̂�⇣, which is the sampling intervals in terms of OPDs. The above

sampling formula is equivalent to modulate the transmission with a sinusoidal spectral

filter and we can write it in Fourier transformed space as:

I
k̂
(n) = S̃(n, ⇣

k̂
) and

I
k̂
(!) = Ŝ(!, ⇣

k̂
)

(2.7)

which represents the coefficient sampled by a slice window at ⇣
k̂

in the Fourier

transformed space. With the measured coefficient, the spectrum information can be

reconstructed as:

S(n, �) = �⇣

1X

k=0

S̃(n, ⇣
k̂
)ej2⇡�k�⇣ (2.8)

The “slice” sampling by Fourier transformed spectroscopy in Fourier transformed

space can effectively avoid spectral aliasing, as shown in Figure 2.5 (c). The result of

the spatial Fourier transformation in equation 2.5 can be seen as a special condition of

the Wolf mutual coherence function[90] when the image plane is in the scalar diffrac-

tion region from the incoherent sources and the two observation points are far away

(>> �) from each other. [91] Previously, people have discovered that the relationship
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Figure 2.6: Spectrum reconstruction target of 16 Gaussian bands with peaks ranging
from 400 to 700 nm at the separation of 20 nm and FWHM of 100 nm.

between the source and field correlation function can be described with Fourier trans-

formation. [91] From this perspective, sampling in the Fourier transformed domain

for spectral imaging can be seen as the general principle of the previous design based

the measurement of field correlation with volume interferometer.

Here we compare the theoretical spectral reconstruction accuracy between the re-

sult obtained with 5 Gaussian filters and 5 Fourier transmission filters. The Gaussian

filters have center peaks at 380 to 760 nm and FWHM of 100 nm, while the 5 Fourier

filters are correspondingly the first 5 Fourier series. We applied them as the trans-

mission function and applied principal component analysis to retrieve the coefficients

associated with the 5 principal components of the filter bands. The target spectrum

for reconstruction is 16 Gaussian bands with peaks ranging from 400 to 700 nm at

the separation of 20 nm and FWHM of 100 nm, as shown in Figure 2.6.

As shown in Figure 2.7, the reconstruction results show that the Fourier band fil-

ters can improve the peak matching accuracy of 16 Gaussian bands by 50% compared

with the Gaussian band filters. The mean peak matching error is reduced from 15

nm to 6.7 nm. This result indicates that the Fourier transmission filters are a bet-

ter choice compared with the commonly used Gaussian wideband filters. With the

above consideration, our goal is to design an optical filter that can directly sample the
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Figure 2.7: Spectral reconstruction based on principle component decomposition. (a-
c) 5 Gaussian broadband filters, the first 5 principal components associated with them
and reconstructed Gaussian bands as combination of the principal components. (d-f).
5 Fourier broadband filters, whose principal components are the identical spectrum,
and reconstructed Gaussian bands.

principal spectral component in Fourier space without the requirements on sub-super

pixel-level sensing for a balanced spatial-spectral resolution.

2.3 Working principle of the Fourier DOE filter for

spectral imaging

We proposed a Fourier DOE and spatial modulation layer as the optical filter for

spectral imaging, which can efficiently sample the principal spatial-spectral compo-

nents and improve the spatial sensing resolution. The working principle of the cascade

filters is shown in Figure 2.8.

1) The spatial-spectral information from the objective is first dispersed by the

Fourier DOE layer. In which the randomly distributed phase encoders, i.e. micropil-

lars on the DOE, distinguish the different spectral Fourier components and projects

them onto different sub-pixel locations on the spatial modulation layer (SML) with

sufficient dispersion volume in between. It needs to notice that the crosstalk effects

between neighbor DOE pixels will affect the transmission profile on the SML layer.
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2) On different sub-pixel level locations on the spatial modulation layer, we iden-

tify the local transmission spectrum which contains the main spectral Fourier compo-

nents. Then the spatial modulation layer will introduce the extra spatial frequencies

to the different spectral components and shift them in the Fourier transformed space

to avoid spectral aliasing.[92] It is needed to notice that the spatial modulation is

conducted at the sub-pixel level and the modulation is periodic globally across the

whole sensor array. Therefore, no sub-super-pixel level sensing is required to sample

each of the spectral Fourier components. As shown in Figure 2.8, the spatial modula-

tion layer will generate a periodic pattern on the originally color-uniform area, which

represents the introduced spatial frequency.

3) The modulation spatial-spectral information is then sampled by the monochro-

mic sensor array behind the spatial modulation layer. Due to the DOE and SML,

the different spectral components are shifted to different locations in the Fourier

transformed space, as shown in Figure 2.8. As the result, spectral aliasing can be

avoided. From the Fourier transformed intensity profile, we can retrieve the intensity

coefficient of the main spectral components.

4) Finally, with the retrieved coefficient, we can reconstruct the spectral infor-

mation at each pixel location through the inverse Fourier transform of the spectrum.

Detailed reconstruction algorithm will be discussed in the later sections.

Here we further describe the mathematical modeling of the imaging and recon-

struction process. The transmission function of light going through the DOE and

SML on a single sensor pixel is

T ((n),�) =
8X

i=0

KX

k=1

Ti,k(n,�) · (ck + �k · cos(2⇡n · !k)) (2.9)

Where Ti,k is the transmission function of light penetrating through the ith near

neighbor ( i=0 mean the DOE pixel directly on top of sensor pixel n) and projects onto

the area belonging to the kth modulation group. As shown in the schematic of Figure

2.8, light propagating through the DOE array will suffer from the crosstalk effect

between nearby pixels. Here we consider the effects of the nearest 8 DOE pixels on
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Figure 2.8: Schematic of working principles for the proposed Fourier DOE + SML for
spectra imaging. The DOE layer selectively projects the incident beam to sub-pixel
locations on the SML and sensory pixel, which contains the first 5 spectral Fourier
components. The SML introduces extra spatial frequencies to the transmission spec-
trum on 4 modulation groups which contains the 2nd-5th major Fourier components
(as shown in the inserted plot) and de-alias them in the Fourier transformed domain.
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the diffraction pattern. Further, we select K=5 modulation groups containing the first

5 spectral Fourier components to introduce the extra spatial frequency with the SML.

�k is the modulation coefficient and !k is the extra spatial frequency introduced by

the SML. Ideally, the spatial modulation on each group will only introduce one extra

spatial frequency to fully separate them in the Fourier transformed space. However,

due to the fabrication imperfectness, the modulation is mixed in the experimental

validation, as we will mention in the following sections. The transmission function Ti,k

can be decomposed into the form of main spectral Fourier components and represented

in terms of wavenumber and OPD:

Ti,k = �⇣ · ↵0,k +�⇣

1X

m=1

↵m,k · cos(2⇡�m�⇣) (2.10)

where ↵m,k is the sampling coefficient of the mth Fourier bands. Based on our

design, for the kth modulation group, the transmission function Ti,k will have mainly

2 spectral Fourier components. The sampling process is then equal to:

I(n) =hT (n,�), S(n,�))i�

=

Z 8X

i=0

KX

k=1

Ti,k(n,�) · (ck + �k · cos(2⇡n · !k))S(ni,�)d�

=

Z 8X

i=0

KX

k=1

T̃i,k(n, �) · (ck + �k · cos(2⇡n · !k))S̃(ni, �)d�

=
KX

k=1

(ck + �k · cos(2⇡n · !k))

·
Z 8X

i=0

[�⇣ · ↵0,k +�⇣

1X

m=1

↵m,k · cos(2⇡�m�⇣)]S̃(n, �)d�

(2.11)

We may also decompose the incident wave into the form of its spectral Fourier

components with coefficient �m. The integral of the modulated spectral components

is performed against wavenumber from � = 1/760 to 1/380 nm
�1, and we define

�max = 1/380 nm
�1 and �⇣ = 1

�max
= 380 nm, which is sufficient to reconstruct the

spectrum between 380 and 760 nm. Then the integral term of the above equation is
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equivalent to the direct sampling of all the Fourier coefficients with some constant

determined by the transmission functions Ti,k. In the following formula, we ignore the

crosstalk effects due to the spreading of diffracted light from nearby DOE pixels to

simplify the modeling and reconstruction process. We acknowledge the fact that the

crosstalk effect will introduce reconstruction error in terms of both spatial and spectral

accuracy. While our compact design minimized the crosstalk to nearest neighbor to

reduce this error. More detailed discussion will be presented in the following sections.

Therefore, the sampling process is transformed to:

I(n) =
KX

k=1

(ck + �k · cos(2⇡n · !k)) ·
1

2�max

[↵0,k · �0(n) +
1X

m=1

↵m,k�m(n)] (2.12)

The extra spatial frequency introduced by the SML will then shift the different

spectral components in the Fourier transformed space to avoid spectral aliasing, as:

Î(!) =
KX

k=1

(ck�(!) + 0.5 · �k�(! � !k) + 0.5 · �k�(! + !k))

· 1

2�max

[↵̂0,k · �̂0(!) +
1X

m=1

↵̂m,k · �̂m(!)]

(2.13)

Given the extra spatial frequency introduced into the different modulation group,

which contains various main spectral Fourier components, the different Fourier coeffi-

cients � will be relocated to regions with center at ! = !k, and ! = 0. The intensity

of the coefficients will be re-scaled based on the SML (ck and �k) and transmission

function of the DOE layer (↵̂m,k).

We relocated the modulated spectral components to regions in the Fourier trans-

formed space where they have a higher magnitude compared with other components.

This can be done by shifting the higher-order spectral Fourier bands to higher spa-

tial frequency regions while keeping the DC spectra component intact.[83] As shown

in Figure 2.3, the major components of higher Fourier bands only occupy a small
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amount of the Fourier transformed space (< 0.3 !max by 0.3 !max of total spatial

sensing resolution). Shifting them such that the major components do not overlap

with each other can allow effective spectral de-aliasing and facilitate the retrieval of

the Fourier coefficients. Based on the measurement in Fourier transformed space, we

can reconstruct the Fourier coefficients �̂m. Details of the reconstruction method can

be found in the following sections. After obtaining the retrieved Fourier coefficients,

the spectral information at each sensor pixel location can be reconstructed as:

S̄(n, �) = �⇣ · �̄0(n) +�⇣

1X

m=1

�̄m(n) · cos(2⇡�m�⇣) (2.14)

Due to the finite band limit of the spectral information, we do not need all the

Fourier components to achieve a sufficiently accurate spectral reconstruction. Pre-

vious theoretical discussions indicate that reconstruction with the first 5-6 Fourier

coefficients is sufficient for spectral imaging in the visible range.[83] Therefore, it is

promising to achieve the proposed spectral imaging with relatively small computa-

tional loads for the edge sensing system.

2.4 Design of the Fourier DOE filter

The design of the Fourier DOE and spatial modulation layer was conducted under

the consideration of fabrication capabilities of the grayscale lithography and eBeam

lithography instruments at MIT. Nano, reducing the condition number of the trans-

mission matrix for inverse reconstruction and preventing spectral aliasing between

different spectral components.

The fabrication capability determines the physical limitation of the DOE and SML

in terms of the DOE’s thickness, step height, refractive index, and the area of single

spatial modulation spots on SML. We used the MLA-150 direct laser writer to perform

grayscale lithography on AZ3312 photoresist. We calibrated the refractive index of

AZ3312 by spin-coating it on a Silicon wafer at 1500 RPM to generate 1.40 µm thin

film and measuring under a spectroscopic ellipsometer. The rough film thickness is
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Figure 2.9: Measured refractive index of AZ3312.

measured with a profilometer to fit the refractive index. The fitting result under the

Cauchy model is:

nAZ3312 = 1.59558 +
0.0097174

�2
+

0.00055783

�4
(2.15)

Where � is wavelength in µm. The plot of the fitting result in the visible range is

shown in Figure 2.9.

AZ3312 has a refractive index of around 1.64 in the visible range, which results in

a 2pi to 4pi optical path difference for light with a wavelength in the range from 380

to 760 nm when the maximum DOE pillar height is 1.40 µm. Further, the MLA-150

has a theoretical 8-bit grayscale fabrication capability with a lateral resolution at 3

µm. We calibrated the projection dose to generate 8 height steps from 0 to 1.40 µm

with a pillar size of 3 by 3 µm. The calibration result is shown in Figure 2.10. We

defined the design space for DOE pillars which are 3 by 3 µm pixels with 8 height

steps from 0 to 1.40 µm and measured refractive indexes as shown in Figure 2.9.

On the other hand, the spatial modulation layer will be fabricated with eBeam

lithography at MIT.Nano as a half-tone-based shadow mask. We pre-defined a

squared single modulation spot with the size of 1 by 1 µm. Under this limitation, the

intensity modulation is achieved by the “hollow-square” shaped half-tone photomask,

as shown in Figure 2.11, which covers 30% to 100% area of the single modulation spot.
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Figure 2.10: Calibrated grayscale value to generate 8 step heights on AZ3321 from 0
to 1.40 µm.

The extra spatial frequencies are introduced to the 4 modulation groups by varying

the transmission at each modulation spot periodically across the whole sensing array.

The fabrication restrictions further influence the optimization of the DOE and

SML layers. In the optimization, the target function to be maximized is the mini-

mum area of the 4 modulation groups, to increase the transmission efficiency to the

main spectral components and reduce the condition number for the spectral recon-

struction. A smaller condition number would improve the robustness of the inverse

problem and reduce the influence of noises,[65] which could be introduced due to

optical misalignment, etc. Further, we also take extra consideration on the separa-

tion distance between the DOE and SML/sensor array, to avoid the crosstalk effect

beyond the nearest neighbor sensor pixels and ensure the spectral uniformity across

a single spatial modulation spot.

The first factor to be considered is the separation distance between the DOE

and the SML. A smaller separation distance can help to reduce the crosstalk effects

between the nearby DOE pixels and improve the compactness of the whole device

for integration. Theoretically, to generate the first 5 Fourier spectral components,

the minimum OPD required is 4⇡, as shown in the schematic in Figure 2.12(b). We
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Figure 2.11: Schematic of an 18 by 18 µm half-tone SML pixel with multiple single
modulation spot of 1 by 1 µm (red shadow area).

Figure 2.12: Schematic of (a) the simplified diffractive model of DOE+SML layer and
(b) considerations to determine the upper and lower bound of the layers’ separation
distance.
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calculate the OPD at the center area of a pillar whose farthest neighbor pillar in the

same pixel has the maximum height difference of 1.40 µm. If the OPD across the

spectrum from 380 to 760 nm is 4⇡, i.e.:

2⇡(
nAZ3312(0.38)

0.38
� nAZ3312(0.76)

0.76
)�Lmax+

[
q

H
2
min

+ (5D)2 �Hmin] · (
2⇡

0.38
� 2⇡

0.76
) = 4⇡

(2.16)

Where nAZ3312 is the refractive index of the DOE material, �Lmax is the maximum

height difference of 1.40 µm and D is the width of the single DOE pillar. We could

obtain the theoretical upper bound of separation distance is H = 254 µm.

However, it is not practically feasible to have the SML be too close to the DOE

layer. There are mainly two reasons for that: (1) When the image plane is close to the

DOE, the spatial gradient of transmission spectrum will be large, which restricts the

area for intensity modulation, as shown in Figure 2.12(b). In such a case, it requires a

very high-resolution fabrication technique to produce the half-tone photomask as the

SML. (2). The total transmission efficiency for the high Fourier orders will be small,

which will increase the illness of the spectral transmission matrix. As the result,

we need to consider the practical lower and upper bound of the separation distance.

Practically, if we require the spatial gradient of the OPD to be within 5% over the

area of 1 µm by 1 µm, we will need:

[
p

H2 + (P/2 + a)2 � sqrtH
2 + (P/2)2] · ( 2⇡

0.38
� 2⇡

0.76
) < 2⇡ ⇥ 0.05 (2.17)

Where P=18 µm is the periodicity of the DOE pixel, a = 1 µm is the EBL

fabrication resolution of the single modulation spot on SML, and H is the separation

distance between the DOE and SML. The practical lower bound of separation distance

is then determined as 140 µm. We would like to point out that if we can improve the

fabrication resolution of the half-tone photomask fabricated by EBL, we may further

improve the compactness of the device. For example, if a = 0.5 µm, we can reduce
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Figure 2.13: Example evolution of the total area of the spatial modulation spots for
the groups of the 1st to 4th Fourier bands thorough the optimization process. The
minimum area of the 4th order is improved by 10 µm2 in this example.

the lower bound to 70 µm, and if a = 0.1 µm we can reduce the lower bound to 10

µm.

On the other hand, we would require to only have crosstalk within the first near

neighbor DOE superpixel, to use the best of the sensor array’s resolution, as shown

in Figure 2.12(b). To have the major part (90% of the total diffraction intensity) to

have a lateral spreading (L) within a single DOE superpixel area, we need to have:

L =
2�H

P
 P (2.18)

Given P = 18 µm, we will have the practical upper bound of the separation

distance of 231 µm. In summary, the range of choice for the separation distance can

be set to 140 230 µm.

A MATLAB code based on Fresnel transformation to predict the diffraction pat-

tern generated by DOEs with a superpixel size of 18 by 18 µm and single pillar size

of 3 by 3 µm. The details of the numerical method are described in section 2.8. The

optimization was initiated by generating a DOE pixel of 6 by 6 pillars with heights
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randomly picked from the 8 height steps characterized in Figure 2.10. Then the

diffraction pattern at the certain separation distance behind the DOE is simulated at

the resolution of 1 by 1 µm, following by decomposition of the spectral components

at each modulation spot and identification of the spots with only 2 major spectral

Fourier components, for example, the 0th (DC) and 1st Fourier series. The threshold

we defined to determine the major spectral components is that the Fourier coefficient

of the major components should be at least 2 times the Fourier coefficients of the

other components. Finally, the total area of modulation spots with the same major

spectral components is summed together. After random initialization, we performed

a direct binary search method to individually modify (plus or deduce a random step

height) the height at each DOE pillar following a random order. After each modifica-

tion, the diffraction pattern and transmission spectrum are recalculated to evaluate

the modified total area of modulation spots for each spectral component. If the min-

imum area is increased, the modification will be kept and the DOE design will be

updated. Otherwise, the modification will be discarded, and the height of the next

pillar will be modified to repeat the binary search process. We then performed the

optimization algorithm at H = 120, 160 and 200 µm. For each height, a total of

10,800 searches over 30 different initialization was evaluated, and the design with the

maximized minimum Fourier coefficient was the design for experimental validation.

Here we would like to point out that the optimization method is not the most efficient

way and other methods such as adjoint optimization [40] can also be applied for the

end-to-end design of DOEs. Figure 2.13 plot a typical evolution of the optimization

target as the function of searching steps. In general, the current method can improve

the minimum modulation area of the first 5 Fourier components up to 20 µm2.

We calculated the condition number of the 5 by 5 matrix whose elements are the

first 5 Fourier coefficients of the transmission functions over the 4 spatial modulation

groups and the rest area of the sensor pixel. Through the optimization process, the

condition number of the matrix is 231.2, 105.4, and 104.6 for the 3 different separation

distances at 120, 160, and 200 µm, which are of the same order of magnitude. With

the current design method, there is no necessity to pick one of the separation distances
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Figure 2.14: (a) Height profile of the designed DOE pixel with 6 by 6 pillars. (b)
Locations of the designed 4 groups of modulation spots. (c) to (f) Transmission
functions on the 4 groups of modulation spots, and their major components.

in the practical range over another. And we choose the separation distance of 160 µm

and the correspondingly optimized design for experimental verification. The details

of the DOE pillar height, modulation spot location, and transmission spectrum of the

4 different modulation areas are shown in Figure 2.14.

The second consideration is how many extra spatial frequencies the SML should

introduce to shift the spectral components in the Fourier transformed space. We

again look at the real-world spectral image data from the CAVE data set.[84] In

Figure 2.3 (b), the occupancy area decreases as the Fourier order number increases.

And starting from the 2nd band, the area is less than 0.3 by 0.3 of the total spatial

sampling frequencies in the Fourier transformed space. To avoid spectral aliasing,

the SML needs to introduce extra spatial frequencies to the spectral components

and shift them in Fourier space. And in a cubic lattice of the sensor array, the

available spatial frequencies are limited. Based on the statistic characteristic of the

real-world spectral image data,[82] we can introduce spatial modulation frequencies of

( 1p
5
,

2p
5
),( 1p

5
,
�2p
5
), ( 2p

5
,

1p
5
),and ( 2p

5
,
�1p
5
) to the 4 higher-order bands, to avoid spectral
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Figure 2.15: Proposed spectral de-aliasing of the first 5 spectral Fourier bands by
introducing the extra spatial frequencies through the SML.

aliasing between the first 5 Fourier spectral components. It is equivalent to shifting

the four components in the Fourier space as shown in Figure 2.15. As the result,

the DOE Fourier filter will have a periodicity of 5 by 5 pixels in both the x and

y-direction.

With this design, we may predict the spectrum reconstruction by the Fourier DOE

filter and the spectral image reconstruction process. Figure 2.16 (a) and (b) shows the

reconstructed 15 Gaussian bands with peak locating at 450 to 700 nm with an RMSE

of 7.5 nm. The current design only reconstructs up to the 5th Fourier components

of the spectrum, which causes the Gibbs effect [80] on the reconstruction of sharp

peaks locating near the edges of the spectrum, and compromises the reconstruction

accuracy. Figure 2.16 (c-e) shows the reconstructed “stuffed animal” spectral image in

comparison with the RGB ground truth. We will discuss the reconstruction algorithm

and spatial-spectral resolution characterization in section 2.7.
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Figure 2.16: (a) Target Gaussian spectrum for reconstruction. (b) Simulated recon-
struction results based on the Fourier DOE design. (c) RGB color plot of the spec-
tral input “stuffed animal” (d) Simulated spectral image reconstruction based on the
Fourier DOE design. (e) Ground truth (solid orange) and simulated reconstruction
result (solid blue) by the designed Fourier DOE at the 3 positions in (c).

2.5 Device fabrication and transmission characteri-

zation

The DOE was fabricated through grayscale lithography with MLA-150 at MIT.Nano.

Firstly, positive photoresist AZ3312 was spin-coated on 2” fused silica wafer under

1500 RPM for 30 S, which results in about 1.4 µm thickness. Then the wafter was soft

baked on a hot plate at 100 �C for 60 S. The grayscale exposure was done in MLA-150

under grayscale mode with 100% intensity of 800 mJ/cm2. The .bmp file exposure

pattern was obtained based on the exposure calibration in section 2.4. The targeted

DOE profile is listed in the following table. After exposure, the wafer was post-backed

on a hot plate at 110 �C for 90 S, followed by developing in AZ300MIF for 60 S and

rinsing with IPA and air-dried. Figure 2.17 shows the fabricated DOE under a white

light microscope and the height profile of a single DOE pixel measured by AFM. We

could observe that the fabricated DOE does not have a rectangular step profile as

the one used in the numerical simulation of the diffraction pattern. This deviation

will cause the difference between the generated diffraction pattern and the simulated

72



Figure 2.17: (a) Fabricated DOE array under white light microscope. (b) AFM
measured height profile of a single DOE pixel.

results. However, the prediction by the simulation results is sufficiently accurate and

the fabricated DOE can be applied for spectroscopy and spectral imaging purpose,

as we will see in the following sections.

The SML was fabricated with eBeam lithography at MIT. Nano. PMMA450 and

PMMA950 were spin-coated (3000 RPM for 45 S) on a 2” fused silica wafer to form

double layer resist for easy lift-off. Following that, the wafer was prebaked on a

hotplate at 155 �C and 185 �C for 60 S, separately. Then a thin layer of water-

based charge relief layer (H2O Charge) was spin-coated on the fused silica wafer at

1500 RPM for 60 S to reduce the charge accumulation during eBeam lithography.

The eBeam pattern was generated based on the simulation results. Figure 2.18 (a)

and (b) show the low and high magnification schematic of the SML pattern. After

exposure, the wafer was first rinsed with water for 120S to remove the charge relief

layer, developed in 3:1 IPA: MIBK for 60 S followed by rinsed with IPA and air dry.

Then, 5 nm Ti/60 nm Au/20 nm Cr layers were deposited with eBeam evaporation,

followed by lift-off in hot (50 �C) Remover PG. Figure 2.18 (c) shows the white light

microscope of the fabricated device.

The designed DOE and SML reduce the fabrication complexity compared to other

filter implementations for direct sampling spectral Fourier coefficients.[93] In our case,
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Figure 2.18: (a) and (b) Low and high magnification of the SML’s design pattern.
(c) Reflective microscopic photo of the one SML pixel. The black defect comes from
debris on the fused silica substrate.

only the grayscale lithography and the binary eBeam lithography are required. In con-

trast, FP-type cavity structures with optical stacks have been proposed to act as the

Fourier color filters, which rely on fabricating multi-layer/multi-material structures

with spatially variable thicknesses.[93] The complicated fabrication limits the extra

spatial frequency that can be introduced to the Fourier components and brings more

obstacles for large-scale and flexible applications. Meanwhile, the method cannot

avoid the loss in spatial resolution due to the sub-super-pixel-level sensing require-

ments.

The fabricated DOE and SML were assembled on a home-built optical setup to

calibrate the diffraction pattern and spectral response. The schematic and photo of

the setup are shown in Figure 2.19, which includes: (1) Super-continuum white laser

with AOTF and/or image samples of transparency as a light source. (2) Sample

holder with freedoms to adjust the relative translational position (x,y,z), tilting (✓,

�), and rotational position (�) between the DOE and SML. (3) Horizontal object lens

with zoom tube lens and monochromic CMOS camera to capture and calibrate the

transmission pattern for spectral imaging.

We first installed the DOE onto the sample holder and measured the diffraction

pattern at 160 µm behind it. It was done by first focusing on the DOE and moving

the sample by 160 µm. Narrowband input beams with peaks from 480 nm to 700 nm,

at the step of 10 nm, were captured by the monochromic camera, which is normalized
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Figure 2.19: (a) Schematic of optic setup for device calibration and spectral imaging.
DOE and SML are arranged correspondingly as the schematic in Figure 2.8, with 160
µm separation distance. M1,2: Mirror. X2, X5 BE: Beam expander. XY TS: XY
automatic translational stage for image sample scanning. X20 OB: Objective. TL:
Tube lens. CMOS: DMM 22BUC03-ML monochromic CMOS. (b) Photo of the optic
setup.

against the intensity profile captured without the DOE. Figure 2.20 (a) plots the

measured diffraction pattern with the incident beam at 500 nm, 550 nm, 600 nm, and

650 nm, in parallel comparison with the simulated diffraction profile. In the capture

profile, pixels on the CMOS were binned together to form the targeted 18 by 18 µm,

same as the designed DOE size. We can see that the capture diffraction patterns share

similar spatial features as the simulated results, emphasized by the red arrows on the

plots. Figure 2.20 (b) shows the self-correlation between the measured diffraction

patterns, indicating the wavelength sensitivity of the diffraction pattern. While with

the increase of the wavelength, it will be harder to distinguish between the diffraction

patterns, due to the less dispersion imposed by the DOE layer to the lights with larger

wavelengths. Further, there is certainly deviation between the numerical design and

the measurement results due to the fabrication and measurement imperfections. As

shown in Figure 2.20 (c), the cross-correlation between the simulated and measured

results shows that the deviation is stronger for light with lower wavelengths, since the

fabrication imperfectness will affect higher frequency lights more than lower frequency

lights.
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Figure 2.20: (a) Numerical simulation and (b) experimental measurement of the
diffraction pattern at 500, 550, 600, and 650 nm. (c) Self-correlation coefficient of
measured diffraction patterns from 500 to 650 nm. (d) Cross-correlation between
numerical and experimental results of the diffraction pattern from 500 to 650 nm.
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To further evaluate the DOE, we extracted the transmission spectrum on the

spatial modulation locations and compared them with the simulation results. As

shown in Figure 2.21, the measured spectrum on those locations matches well with

the linearly re-scaled transmission spectrum on the same locations obtained from

numerical simulation. It indicates that the fabricated DOE can effectively capture

the spatial-spectral profile of the designed DOE and can be applied for spectroscopic

and spectral imaging purposes with linearly re-scaled reconstruction parameters based

on the calibration.

Following the characterization of the DOE layer, we assemble the SML onto the

sample stage and aligned it with the DOE. The alignment was first conducted by

ensuring the parallel separation between the two filter layers at the desired distance

of 160 µm. We first focused on the SML and then move the sample stage forward

by 160 µm. Then the relative out-of-plane separation between the DOE and SML

was adjusted to make the DOE sharply focused under a microscope. Further, we

change the relative in-plane position between the DOE and the SML and adjusted

the tilting angles of the DOE to ensure that the whole DOE layer is in parallel with

the SML layer. After that, we adjusted the DOE and SML to align their relative in-

plane positions. To determine the best in-plane alignment condition, we introduced

shifting of (±1 µm, ±1 µm) in relative to the eye-balled “aligned” position. Then the

transmission profile was re-measured to determine the spatial modulation over the 5

by 5 pixels area. With the measured result, we could determine the position with the

lowest condition number of the transmission matrix, which is (-1,0) µm position in

relative to the eye-balled aligned position. Figure 2.21 shows the measured spatially

modulated transmission profiles on the 4 groups of modulation spots in the 5 by 5

pixels array.

Due to the imperfectness in fabrication and alignment, the transmission function

and spatial modulation is not the same as what we designed. Besides the designed spa-

tial frequencies, the spatial modulation layer together with the DOE also introduced

spatial frequencies of (0, ±2p
5
), (±2p

5
,
±2p
5
),(0, ±1p

5
), (±1p

5
,
±1p
5
),(±1p

5
, 0), (±2p

5
, 0), (±1p

5
,
±2p
5
). De-

spite this imperfectness, the principle of spectral imaging with the Fourier DOE is not
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Figure 2.21: Normalized transmission spectrum on the 4 groups of different spatial
modulation spots for (a) 0 and 1st Fourier band. (b) 0 and 2nd Fourier band. (c)
0 and 3rd Fourier band. (d) 0 and 4th Fourier band. Blue solid lines: Linearly re-
scaled simulation results of the transmission spectrum. Red solid lines: Experiment
measured transmission spectrum.
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Figure 2.22: Transmission functions on the 4 modulation groups over the 5-by-5 pixel
array.
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changed and we will see the filter layer can effectively fulfill the designed performance

in the following sections. We then fixed the relative position between the DOE and

SML and used the assemble filter for further calibration.

2.6 Spectral imaging with the Fourier DOE filter

We first calibrated the reconstruction parameters required to perform the spectral

imaging with the designed Fourier DOE. Broad color bands were shinned onto the as-

sembled filter layer, and both the modulated diffraction pattern and the ground truth

transmission spectrum were recorded by the monochromic camera (DMM 22BUC03-

ML, ImagingSource) and spectrometer (Ocean Optics USB2000+). With this method,

we are not limited to narrow bands with discretized center peak locations, which

are commonly applied in previously reported spectral imagers with DOE/ scattering

medium. On the other hand, the broadband spectral response of the design from

380 nm to 760 nm can be characterized. The broadband color filters were prepared

by sandwiching molecular-dye-based PET color filters (Roscolux) in between fused

silica and sealed with NOA86 optic adhesive. Figure 2.23 (a) shows the fabricated

calibration sample. Then, the capture profiles are repeated in the x and y direction

40 times to form the large scale and uniform images followed by FFT to obtain the

reconstruction parameters, as shown in Figure 2.23 (b) and (c). Due to the imperfec-

tion in fabrication, the SML introduces more than 1 extra frequency to each group of

modulation locations. In Fourier transformed space, the intensity mainly locates on

25 discretized spatial frequency spots, as shown in Figure 2.23 (c). The intensity at

each location equals to:

Î(!n) =

8
>>>>><

>>>>>:

5X

k=1

ck ·
1

2�max

⇥
↵̂0,k · �̂0 +

4X

m=1

↵̂m,k�̂m

⇤
, (!n = [0, 0]),

5X

k=1

0.5 · �n,k ·
1

2�max

⇥
↵̂0,k · �̂0 +

4X

m=1

↵̂m,k�̂m

⇤
, (!n 6= [0, 0])

(2.19)
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Figure 2.23: (a) Broadband color sample for reconstruction parameter calibration.
The 54 color bands are obtained by sandwiching PET-dye filters between fused Silica
substrates, which covers the major color regions on CIE diagram. We show exam-
ples of 25 transmission spectrum through the filters in Figure 2.23. (b) Example of
diffraction pattern of laser beam shinning though the broadband filter, and (c) Log
scale plot of the absolute value of Fourier transformation of (b).

Because of the symmetry of intensity locates at !k and �!k, we will have 13

independent intensities locates in the Fourier Space, and the pre-knowledge of the

Fourier coefficients �̂ of the 54 broadbands. We choose the intensity at !n = (0, 0),

( 1p
5
,

2p
5
),( 1p

5
,
�2p
5
), ( 2p

5
,

1p
5
),and ( 2p

5
,
�1p
5
) as the points to calibrate the total 5×5=25

reconstruction parameters in the terms of
P5

k=1 ck · ↵̂m,k and
P5

k=1 �n,k · ↵̂m,k The

redundancy in the number of transformed intensities locating in the Fourier space

allow us to reconstruct more than the first 5 Fourier coefficient for the spectral imag-

ing. However, due to the higher magnitude of low spectral frequency components in

the shifted regions, spectral aliasing may still happen when the introduced spatial

frequency, i.e. the amount of shifting in Fourier space is not sufficient. Therefore, we

only chose the 5 spots and calibrate the reconstruction parameters.

We extract the reconstruction parameters by least square regression between the

measured intensity and the ground truth of the Fourier coefficients of the broadbands.

54 different color filters were used to obtain the reconstruction parameters. Figure

2.24 shows the ground truths and reconstructed spectrum of 25 color bands based

on the parameters extracted from the 54 measurements. RMSE of the reconstructed

bands in about 9.4%, in comparison with the ground truth. The good match between

them indicates the capability of the filter layer for spectral imaging.
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Figure 2.24: Ground truth (solid lines) and reconstruction (dash lines) from the first
5 spectral Fourier components, based on the calibrated reconstruction parameters.
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Further, spectral imaging was performed with the same experimental setup. An

automatic stage with in-plane translational freedom was used to scan over the spectral

samples printed on transparencies. The samples were again sandwiched between fused

silica and sealed with NOA86 optical adhesive. The sample was moved by 0.45 mm

at each scan location, in corresponding with the 5 by 5 pixels on the DOE and SML

layer. Since the actual size of the DOE and SML is larger than 5 by 5 pixels, the

crosstalk effects at the end of the recording area are preserved. With this setup, the

monochromic images were taken on 4 different samples, which were of 200 by 200

pixels total resolution. Then the image was Fourier transformed and the previously

determined reconstruction parameter was applied to retrieve the spectral information.

Figure 2.25 (a) and (b) show an example of the fabricated spectral sample and the

measured monochromic intensity profile.

We first introduce a simple reconstruction algorithm which will loss the spatial

resolution due to the neglect of high spatial frequency information for low spectral

Fourier orders. Figure 2.25 (c) show the Fourier transformed image of the measured

intensity on the “stuffed animal” sample. We can see the shifted spectral components

locating on the 25 different locations as the “cross” shape. We then crop out 0.2 by 0.2

spatial frequencies areas with center at !n = (0, 0), ( 1p
5
,

2p
5
),( 1p

5
,
�2p
5
), ( 2p

5
,

1p
5
),and

( 2p
5
,
�1p
5
) in the Fourier space, as shown in Figure 2.25 (d).

We assume those cropped intensity profiles are corresponding with the calibrated

spectral components and the reconstruction parameters and neglected other high

spatial frequency information. This is equivalent to construct new FFT images with

only the cropped areas at the same locations. Then we performed inverse FFT to

reconstruct the intensity distribution of modulated spectral Fourier components at

each location in real space. With the 5 cropped areas in Fourier space, we can

reconstruct 5 separated images, as shown in Figure 2.25 (e). In each of the images,

the intensity distribution equals:
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Figure 2.25: (a) Fabricated color image sample on transparency. (b) Measured
monochromic intensity through the DOE & SML combination, with 200 by 200 reso-
lution. (c) Fourier transformation of the measured intensity in log scale. (d) Cropped
areas in the Fourier Domain for spectral reconstruction, in log scale. (d) Recon-
structed Fourier coefficient for the first 5 Fourier bands. (e) Reconstructed RGB
image under D65 illumination.
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Ij(n) =
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>>>>>>>>>><

>>>>>>>>>>:
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Since we already calibrated the reconstruction parameters in terms of
P5

k=1 ck·↵̂m,k

and
P5

k=1 �n,k · ↵̂m,k, we could solve �̄m(n) for m = 0 to 4 from the above 5 equations

at each pixel location. Then the whole spectrum is reconstructed as

S̄(n, �) = �⇣ · �̄0(n) +�⇣

1X

m=1

�̄m(n) · cos(2⇡�m�⇣) (2.21)

Figure 2.24 (f) shows the reconstructed spectral image in the RGB plot, assuming

D65 illumination. We can see the simple reconstruction algorithm can effectively re-

trieve the low spatial frequency components and the color information of the image.

We can clearly observe the artificial noises introduced due to the current algorithm

with cropped areas in the Fourier transformed space. In the following section, we

introduce an approach based on general alternative projection (GAP) [92, 94] to fur-

ther improve the reconstruction and reduce the artificial spatial noises. The GAP

method is widely applied for compressive sensing including hyperspectral imaging,

depth imaging, and video reconstruction. Here we applied a GAP-based total vari-

ation (GAP-TV) [94] minimization to reduce the spatial noises associated with the

previous simple reconstruction method. In the following paragraphs, we describe the

specific optimization problem solved in GAP-TV based on [94]:

min
S

||TV (S)||, subject to TS = I (2.22)

Where S is the spatial-spectral data cube, T is the transmission matrix defined

by the DOE and SML, and I is the measured monochromic intensity. In our case the
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above equation is the discretized version of:

I(n) =
KX

k=1

(ck + �k · cos(2⇡n · !k))·

Z 8X

i=0

⇥
�⇣ · ↵0,k +�⇣

1X

m=1

↵m,k · cos(2⇡�m�⇣)
⇤
S̃(n, �)d�

(2.23)

Where all the parameters to build the transmission matrix have been obtained

from the calibration process described before. Further, TV (S) is the TV norm, which

is defined as TV (S) = DS1.D is the differential operation, and it is performed on all

3 dimensions of S. We have obtained the transmission matrix based on the previous

calibration of uniform illumination. Then, the above problem could be transferred to

an equivalent form of

min
S,C

||TV (S)||  C, subject to TS = I (2.24)

Where C is the radius of the L1 sphere based on the TV of the signal. The

problem can be solved as a series of alternating projection problem:

(St, ✓t) =arg min
x,✓

1

2
||S � ✓||22 + �||TV (✓)||

subject to TS = I

(2.25)

where � is the regularization term and t denotes the iteration number. In the

algorithm, we applied the noisy reconstruction as the initial guess of S and set � =

0.01 and total iteration number = 2. The GAP-TV allows rapid denoising of the

reconstructed spectral imaging after a finite number of iterations.

Figure 2.26 shows 4 color image samples, measured monochromic intensities,

reconstructed RGB color images based on the inverse FFT method and GAP-TV

method. We could clearly see the reduction of spatial noise after applying the GAP-

TV method. Figure 2.26 (b) plots three reconstructed color bands in the “stuffed ani-
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Figure 2.26: (a) Comparison between color image sample, measured monochromic
intensity, simple spectral reconstruction, and GAP-TV reconstruction results on 4
color figures. (b) to (d) Reconstructed spectrum over spots covered marked by the
three color dots on the reconstructed “stuffed animal” image in (a). Solid lines are
ground truth measured by spectroscopy and dash lines are the reconstructed results.
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mal” sample. Compared with the printed color figures on the transparency, the spatial

resolution of the reconstructed figures drops due to both image shrinkage through the

projection lenses and the GAP-TV denoiser. Meanwhile, the color saturation and

color temperature of the reconstructed results deviate from the observation of the

color printings under white fluorescence light due to the high intensity and “greenish”

spectrum of the white laser.

2.7 Spatial-spectral resolution of the Fourier DOE

spectral imager

Crosstalk effects between nearby DOE pixels will compromise the spatial resolution.[64]

We simulated the diffraction pattern at 450, 550, and 650 nm on top of the SML, as

shown in Figure 2.27 (a). When the DOE and SML are separated at 160 µm, the span-

ning of the diffraction pattern from a single-pixel covers about 3 pixels, which confines

the crosstalk effect to the nearest neighbor. As the result, the spatial resolution can

in terms of visibility contrast be improved compared to other DOE/scattering-based

spectral imagers, whose spectral reconstruction relies on the dispersion of light over

multiple pixels. In Figure 2.27 (b), we plotted the visibility contrast at 450, 550, and

650 nm, as the function of the pattern density. Results show that the theoretical

visibility can be kept till density equal to 0.5 cycles per pixel. Meanwhile, the lateral

spreading is proportional to the light’s wavelength. And the visibility drops faster for

longer wavelengths.

We experimentally measured the relative contrast against the resolution target

(Thorlabs NBS 1963A) with pattern density from 0.18 cycles per pixel to 0.324 cycles

per pixel. We first measured the visibility without the DOE and SML layer, then

repeat the measurement with the filter installed. The absolute visibility is defined as

equation

C(v) =
Imax(v)� Imin(v)

Imax(v) + Imin(v)
(2.26)
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Figure 2.27: (a) Simulated diffraction intensity distribution on SML of light pene-
trating though single DOE pixel. (b) Simulated visibility of light at 450, 550 and 650
nm as the function of the pattern density.

where Imax(v) and Imin(v) are the measured maximum and minimum intensity

on the sample with pattern density of v. The relative visibility is defined as the

ratio between absolute visibility of DOE + optics and the optics itself, Crelative(v) =

CDOE(v)/Coptic(v). The threshold of pattern density with non-zero relative visibility

defines the monochromic spatial resolution.

Results show that the relative visibility keeps till 0.324 cycles per pixel, as shown in

Figure 2.28. Compared with previous work relying on the de-correlation of diffraction

patterns to use DOE for spectral imaging, our method does not require a larger DOE

to sensor distance to achieve sufficient wavelength de-correlation. As the result, the

monochromic spatial resolution can be improved from about 0.054 cycles per pixel to

larger than 0.324 cycles per pixel.

We further evaluated the spatial-spectral resolution by characterizing the spectral

image reconstruction of broadband colors shining through the same resolution target.

The crosstalk effect determines the absolute spatial resolution in terms of measured

monochromic intensity. However, the spatial resolution is meaningless if the spec-

tral reconstruction is totally wrong. For example, in conventional CTIS (computed

tomography imaging spectrometer),[95] the minimum and maximum spectral resolu-

tion can be achieved when imaging uniform and point-source objects, respectively.
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Figure 2.28: Measured relative contrast under 500, 600, and 700 nm illumination, as
the function of pattern density.

The object-dependent usefulness limits the application of CTIS for general applica-

tions. Therefore, we considered both spatial and spectral reconstruction accuracy

when evaluating the performance of spectral imagers. We performed the calibration

over 3 color bands with pattern density from 0.18 to 0.32 cycles per pixel. Figure

2.29 (a) and (b) plot the reconstructed intensity, relative contrast, and RGB images

for 3 different color bands. The relative contrast decreases with the increase of pat-

tern density. While the visibility is maintained until 0.28 cycles/pixel. However, the

spectral reconstruction accuracy also decreases when the image contains high spatial

resolution features, as shown in the inserted plots in Figure 2.29 (b), which is par-

tially caused by the crosstalk effects. Evaluation of the spectral RMSE shows that

the error grows about 4 times compared with the reconstruction results on uniform

samples without any pattern, as shown in Figure 2.29 (c) and (d).

In conventional spatial multiplexed snapshot spectral imaging methods, the spatial-

spectral resolutions are coupled and fixed after designing the spectrum of the fil-

ters. The channel number of the spectrum’s principal component bases and the
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Figure 2.29: (a) Spectral integrated intensities of reconstructed color patterns with
0.18 cycles/pixel density. (b) Relative contrast of reconstructed color patterns as the
function of pattern density. Inserted figures are plots of the reconstructed RGB colors
of the patterns at 0.18, 0.25 and 0.32 cycles/pixel. (c) Reconstructed spectrum of the
color patterns at 0.18 cycles/pixel. (d) RMSE of the reconstructed spectrum of the
color patterns, as the function of pattern density.(a) Spectral integrated intensities
of reconstructed color patterns with 0.18 cycles/pixel density. (b) Relative contrast
of reconstructed color patterns as the function of pattern density. Inserted figures
are plots of the reconstructed RGB colors of the patterns at 0.18, 0.25 and 0.32
cycles/pixel. (c) Reconstructed spectrum of the color patterns at 0.18 cycles/pixel.
(d) RMSE of the reconstructed spectrum of the color patterns, as the function of
pattern density.
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de-correlation between the spectrum determine the spectral resolution. In a low-NA

system, it means that if the principal basis includes 9 bands, the absolute spatial

resolution will be at maximum 3 times smaller than the physical resolution, which

is 0.16 cycles per pixel. While in our design, both the reconstructed spectral image

maintains the spatial visibility until 0.28 cycles per pixel, while the reconstructed

spectrum maintains the spectral features such as peaks and valleys. Our method

helps to balance the spatial-spectral resolution for spectral imaging, which does not

rely on sub-super pixel lever sensing. Since most of the spatial information locates in

the low spectral frequency region, the spatial resolution can be maintained without

sacrificing the accuracy in reconstructing the major spectral components. While in

conventional spatial - multiplexing - based snapshot spectral imaging methods, the

spatial distribution of the low spectral frequency components cannot be resolved at

a sub - super - pixel scale due to the different color filters applied on top of each

sub-pixel. On the other hand, averaging and interpolation across the super-pixel are

applied to reconstruct the sub-pixel level information, which compromises the spatial

resolution. Meanwhile, different from the DiffuserCam,[65] the spatial resolution of

the Fourier DOE method does not depend on the total area of the sensor array and

the number of objects to be recovered. This is because spectral de-aliasing is per-

formed in the Fourier transformed space. When the total image area and the number

of objects increase, only the total intensity of the recorded information in the Fourier

domain increases, but their relative distribution keeps the same.

In Figure 2.30, we compare our results with previously demonstrated DOE/scatter-

based spectral imager and conventional spatial multiplexed spectral imagers. The

comparison mainly considers the spatial-spectral resolution in terms of retrievable

color channels Nw, spatial resolution ⇢ (cycles/pixel), and compactness in terms of

dispersion volume + filter thickness. The solid line in the plot indicates the condition

when the efficiency parameter ⌘ = 2⇢ ·
p
Nw = 1. Systems locating above the solid

black line are more efficient in terms of utilizing the physical resolutions of the sensor

array. Our design can achieve efficient information sampling of the major spectral

and spatial components in the Fourier transformed space with a small form factor.
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Figure 2.30: Comparison of filter compactness and spatial-spectral resolution between
the Fourier DOE design and previous works based on diffractive, scattering, and dis-
ordered medium. The shape of the scatter markers indicates the total filter thickness.
Solid dash line show the condition when efficiency parameter ⌘ = 2⇢ ·

p
Nw = 1 .

2.8 numerical methods

2.8.1 Simulation of light diffraction by DOE layer

The numerical simulation of the diffraction pattern generated by the DOE layer is

based on the Fresnel transformation method.[18] The DOEs are modeled as square

pillar arrays with a size of 3 µm by 3 µm and periodicity of 18 µm in x and y-direction.

The simulation has a grid size of � = 1 µm. The height profile of the DOE array at

position [x, y] can be described as a series of rectangular functions

h(x, y) =
X

m

X

n

hm,n · rect
�x�m�

�

�
· rect

�y � n�

�

�
(2.27)

where hm,n is the height of the pillar at (m, n) position, within the range from 0

µm to 1.4 µm at 10 steps, based on the experimental calibration results.

The transmission function of light going through the photoresist layers at position
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[x, y] is then modeled as

T (x, y) = exp(ih(x, y) · (npr � 1) · k) (2.28)

Where npr is the refractive index of the photoresist material, k is the wavenumber

of the light. We ignore the reflections at the DOE/air, DOE/fused Silica, and Fused

Silica/air interfaces. Experimental results show that this approximation is acceptable

without loss of the spectrum features in the diffraction pattern. The diffracted light

field U at position [x’, y’] on the image plane with a separation distance of d from

the DOE pillar is then modeled with the Fresnel transformation formula

U(x0
, y

0
, d) =

exp(ikd)

i�d

Z Z
gillum(x, y,�) · T (x, y)·

exp(i
k

2d
[(x� x

0)2 + (y � y
0)2])dxdy

(2.29)

Where gillum(x, y,�) is the on-axis illumination of light with wavelength � at [x,

y] position. Given the height profile, photoresist’s refractive index, and illumination

distribution, we can simulate the diffraction pattern at the visible range. Based on

the analysis, the crosstalk effect is limited to the nearest neighbor of DOE pillars.

Therefore, the convolution region cropped to the 3 by 3 DOE pixels in simulation to

construct the transmission function.

2.8.2 Binary searching algorithm to improve the diffraction

efficiency of Fourier bands

We applied a binary searching algorithm to optimize the transmission efficiency of

different Fourier bands onto the spatial modulation spots on the image plane. The

DOE design is initialized with randomly generated height profiles ranging from 0 to

1.4 µm at 10 height steps. Then the diffraction pattern on the image plane is evaluated

based on the previously described method. From it, we could identify spots where

the transmission spectrum mainly contains 2 Fourier band components. It is done by
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calculating the Fourier coefficient of the transformed transmission spectrum. If only 1

higher-order Fourier components, e.g kth order, and the 1 order (DC) components have

an intensity that is at least 2 times larger than the other Fourier components, the spot

is identified as a spatial modulation spot for the kth Fourier order. After evaluation

across the whole diffraction pattern, the transmission efficiency of all modulation

spots for the kth Fourier order are added up to determine the minimum transmission

efficiency to the Fourier orders. Because higher Fourier order requires larger OPD, less

area on the image plane will support them, which causes the transmission efficiency

to drop as the increase of Fourier order number.

After the initialization, we conducted the binary search starting from the DOE

pillar at position [1, 1] to position [6, 6]. In each step, either a positive or negative step

height is added to an individual pillar, then the diffraction pattern and transmission

efficiency are re-evaluated. If the minimum efficiency is improved, then the design

of the DOE will be updated. Otherwise, the searching moves to the next pillar

and repeats the process. We conducted the searching over 20 different initialization

and searching for 20,000 cycles over the 36 pillars in each initialization to find the

optimized design for the highest transmission efficiency.

2.9 Summary

In summary, we designed a Fourier DOE and SML filter for a spectral imaging applica-

tion. It can efficiently sample the main spatial and spectral information in the Fourier

transformed space, thanks to the dispersion of spectral Fourier components by the

DOE layer the spectral de-aliasing by the SML. Compared with conventional snapshot

spectral imaging techniques, this design does not rely on the spatial-resolved spectral

sampling on a sub-super pixel level, which largely compromised the spatial resolu-

tion and efficiency of using sensor pixels. We experimentally demonstrated the filter

design with DOE fabricated by grayscale lithography and SML fabricated by eBeam

lithography. A simple inverse Fourier transform algorithm and a general alternative

projection (GAP) algorithm are applied to reconstruct the spectral image. Results
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indicate the proposed design can effectively reconstruct the first 5 spectral Fourier

bands. Reconstruction results on 54 different broadband color spectra can achieve

RMSE of ⇠9% after calibration. Meanwhile, the filer is capable to distinguish the

peak locations of Gaussian bands with 20 nm �� of the central peak. Spectral imag-

ing was conducted with color images printed on transparency. The GAP algorithm

effectively reduced the spatial noise generated due to the artificial spatial frequen-

cies introduced in the simple inverse Fourier transform algorithm. Further, visibility

measurement confirms the simulated nearest-neighbor crosstalk between DOE pix-

els, which helps to improve the absolute spatial resolution of measured monochromic

intensity. Spatial-spectral resolution characterization indicates that due to the ef-

ficient de-aliasing of main spectral components in the Fourier domain by the DOE

filter, we could harness most of the sensor arrays with a balanced spatial and spectral

resolution. The device can maintain spatial resolution when imaging with samples

of spatial features at up to 0.3 cycles per pixel. Meanwhile, the spectral accuracy

in terms of peak preservation and color matching can also be maintained, without

dependence on the total number of objects and sensing area. Compared with other

designs utilizing DOE or complex optical medium, which relies on the decorrelation of

diffraction/scattering patterns at different wavelengths, our design largely improves

the spatial-spectral resolution, efficiency of sensor utilization and device compactness.

The principle of Fourier spectral imaging with DOE has great potential to be applied

with monochromic sensors, with scaled DOE design based on the sensor pixel size,

working wavelength and fabrication capabilities.
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Chapter 3

Grayscale lithography for flat optics

with spatial thickness variation

3.1 Introduction

The push to miniaturize bulky optical elements to go from 3D forms into 2D forms has

driven the development of flat optics and metasurfaces [29] for applications in optical

filtering and wavefront manipulation [96, 97]. Optical multilayer structures have been

applied widely as spectral filters [98, 99, 100, 101] and diffractive elements [102, 103]

with a small form factor, in which the thickness variation within the layer structure

offers the key customizability. For example, in the 1st Chapter, we demonstrated the

Fourier DOEs for spectral imaging, in which the phase modulation is achieved with

photoresist micro-pillars arrays with spatially variable thicknesses. Besides, in Fabry-

Perot type spectral filters, structures of various layer thicknesses support tunable

optical modes, which results in the customizable transmission or reflection. As shown

in Figure 3.1(a), pairing arrays of color filters with photo-detectors increasingly draws

attention as a promising solution to acquire spatially resolved hyperspectral informa-

tion in a single snapshot [104]. Metal–dielectric–metal-type optical cavities have been

applied widely as reflective or transmissive color filters [105], with high customizability

by adjusting the dielectric layer thickness. In both the DOE and multilayer spectral

filter, the minimized differences regarding the required physical stack configuration
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along with a highly variable spectral function make them a promising candidate for

multispectral color filter arrays. However, the major challenge for the application lies

in the manufacturing complexity of multilayer structures with different materials and

2D patterning of arrays with spatially variable layer thicknesses responsible for the

high spectral customizability.

The conventional method to create thin film patterns with spatial thickness vari-

ation usually utilizes patterned photoresists as the shadow mask to define open areas

for each material deposition or etching step[106, 107], as shown in Figure 3.1(b).

The material thickness generated by each iteration is fixed among all the open ar-

eas. By repeated deposition through multiple photoresist hard masks, the pattern of

thin films with spatial thickness variation can be created. Notwithstanding the low

manufacturing efficiency and hurdles involved with the pattern alignment, lithogra-

phy, and lift-off, the final number of achievable wavelength bands for color filtering

applications is also limited by the number of iteration cycles used [108]. Recently,

the grayscale photolithography technique has been applied to overcome the afore-

mentioned obstacles [109, 110, 105]. The development rate of photoresists used for

grayscale lithography is sensitive to the exposure dose. As a result, the spatial con-

trol of photoresist thickness after development could be achieved by adjusting the

dose over the patterning area. Grayscale lithography has been applied to generate

Fabry–Perot-type optical stacks by using the resist either directly as the dielectric

layer or as the etching mask to transfer the thickness profile onto the underneath

dielectric substrate. In the first scenario, despite the improved patterning efficiency

and resolution of grayscale lithography, the choice of low-index photoresists limits the

design space of optical properties for the dielectric layer, as we discussed in the 1st

Chapter. Alternatively, using the grayscale patterned photoresist as etching masks

enables a wider choice of materials. However, the need for etching will further in-

crease the manufacturing complexity and cost. While using the photoresist as the

optical material itself, as demonstrated in the 1st Chapter, brings limitations to the

choice of material and optical index. Therefore, a manufacturing technology that can

efficiently generate customizable spatial thickness variation without limited material
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Figure 3.1: (a) Example of optical multilayer structures as customizable filter arrays
by spatially varying the middle layer thickness, which can be applied for multispectral
or hyperspectral sensing. (b) Schematic of conventional lithography method to gen-
erate spatially varying deposition thickness by iterative patterning through multiple
photoresist masks. (c) Schematic of the proposed grayscale stencil lithography that
can generate patterns of spatially varying deposition thickness with single shadow
mask.
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choices is needed, which can allow us to find the structural and material design for

multispectral color filters with fewer manufacturing requirements and better filtering

performance.

In this chapter, we propose grayscale stencil lithography for customizable spa-

tially thickness-variable eBeam material deposition without the iterative patterning

process, as shown in Figure3.1(c). Stencil lithography utilizes steady or movable

shadow masks, usually made of semiconductors or metals, with apertures defining the

open areas for material deposition [111, 112, 113]. The features of resistless-ness and

reusability of the stencil shadow mask make it favorable for fabricating micro/nano

electro-mechanical systems. In conventional stencil lithography, the transferred depo-

sition pattern has a fixed thickness over the patterns defined directly by the apertures

on the shadow mask [111]. We develop a grayscale version of stencil lithography by

utilizing the filling ratio of aperture arrays on the customized stencil to define the

total amount of deposited materials over certain areas on the substrate. Meanwhile,

we design strategies to optimize the point spread function (PSF) of the deposition.

Therefore, the materials passing through the shadow mask can be evenly deposited

onto the areas defined by the aperture arrays and results in a prescribed spatial

thickness profile with a single and reusable shadow mask. This technique allows us to

efficiently customize the material stacks for color filtering applications. Even though

the current lateral patterning resolution is limited by the commercial stencil used in

this work, the size and periodicity of the apertures can approach micro- to nano-meter

scale with advanced machining or milling technologies [114, 115], and we foresee great

application potentials of the proposed method for micro/nano-scale fabrication.

Further, we demonstrate a proof-of-concept reflective multispectral color filter ar-

ray with two thickness-variable layers fabricated with grayscale stencil lithography.

This offers a broader design space to achieve a wide reflection spectrum on the CIE

color space since we are no longer limited to the use of a photoresist as one of the

optical layers as in grayscale lithography [109, 110, 105]. This is done by extending

conventional stencil lithography from a binary version [111, 112] into a grayscale ver-

sion so that optically favorable high-index materials can be deposited with arbitrary
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thickness across a wafer scale. We also introduce improvements on the material design

side, by showing how to extend conventional metal-dielectric-metal stacks [116, 117]

into a double cavity or a more advanced stack (as shown later with a Si-containing

stack) to capture a large 2D region of the CIE plot with a 2D or even just 1D variation

in the stack thickness. We further investigate the dependence of optical performance

and reproducibility on the quality control of deposition and materials. The stack

designed with a single thickness-variable layer of Si achieves a wide reflective color

span with a thinner total thickness and less dependency on the material’s deposition

quality.

3.2 Grayscale stencil lithography

The grayscale stencil lithography process can be seen as an analogue to optical imag-

ing through arrays of pinhole cameras with finite apertures. The ejection of materials

in the eBeam pockets is analogous to the “light” coming from the “source,” which

passes through the holes on the shadow masks to finally cast the “image” onto the

deposition substrate with spatially variable thickness “intensity.” We define the thick-

ness distribution of the deposition through an infinitely small hole on the shadow

mask as the PSF, which is determined by the depositing strategy described below.

The convolution between arrays of apertures with finite size on the shadow mask

with the PSF determines the image of customizable 2D patterns of spatial thickness

variation. We designed shadow mask patterns using circular apertures on hexagonal

arrays and sent them to OSH Stencils for commercial laser cutting onto a 3 mil (76

µm) thick metal stencil. The periodicity and size of the holes determine the spatially

customizable filling ratio, which controls the local amount of materials that can be

deposited onto the substrate. During deposition, the stencil is mounted onto holders

with spacers to create a specific distance between the shadow mask and substrate. To

reduce the surface roughness of material deposited through the discrete stencil aper-

tures, we chose a PSF with a Gaussian-shaped distribution and a lateral dimension

larger than the periodicity of the apertures on the shadow mask. This is because the
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overlap between depositions through adjacent similarly sized apertures will help to

homogenize the deposition rate behind this group of apertures. Theoretically, how

the materials spread through an infinitely small hole on the shadow mask can be

controlled by the shape factor of the source, so that the Gaussian-shaped PSF and

the deposition with spatial thickness variation can be achieved within a single step.

This can be done by customizing the angular profile of material ejected from the

eBeam pockets. Williams and others demonstrated an attempt of this manner to

fabricate layered structures with linear thickness variation along only a single spa-

tial direction [118] using rather a complex deposition instrumentation, which is not

feasible for most common eBeam evaporators. Due to the limitation on continuously

adjusting the material ejection profile, we need to divide the deposition into multiple

steps with the substrate tilted at specific angles while rotating the substrate along

with the deposition. The combination of circular PSFs defined by each step results

in the digitized Gaussian-shaped PSF, in which the PSFs of individual steps is just

adjoining. Finally, by performing a convolution between the PSF and the shadow

mask, we can predict the 2D spatial variation of the resultant patterned deposition.

The numerical simulation of deposition results was performed as follows:

3.2.1 A. Constructing point spread function of deposition

The point spread function (PSF) of each deposition step is the function of deposition

time T , substrate tilting angle ✓, deposition rate R = 1, mask-substrate distance

Dms, source-substrate distance Dss=52 cm and material source diameter dm=15 mm.

Deposition at tilted angle will result in annular-shape PSF. The inner and outer radius

of the PSF are:

rin = Dmstan(✓)�
1

2
dm

Dms

Dss

cos(✓) (3.1)

rout = Dmstan(✓) +
1

2
dm

Dms

Dss

cos(✓) (3.2)

The total amount of materials deposited inside the annular area is: T×R=T,

102



which results in the thickness surface density ⇢ of:

⇢ =
T

⇡(r2
our

� r
2
in
)

(3.3)

For deposition at normal incident without tilting, the PSF is circular shape with

radius of r = 1
2dm

Dms
Dss

and thickness surface density of ⇢ = T/(⇡r2),The PSF of the

single step is then defined by the annular shape with area density PSF (rin, rout, ⇢).

The total PSF is obtained by combining the PSF of each step.PSFcombined =
P

PSF .

3.2.2 Convolution between PSF and shadow mask

The shadow masks are defined as 2D binary matrix M , in which 1 represents the open

areas that allow material passing through while 0 represents the masked areas. The

deposition result H, i.e. spatial distribution of deposition thickness, is then calculated

by a convolution between the PSFcombined with M .

H = PSFcombined ⌦M (3.4)

Following the model, Figure 3.2(a) shows one specific strategy of a four-step de-

position with substrates tilted at ✓= 0�, 1.7�, 3.3�, and 5.0�, and deposition times T

of 2.7, 14.8, 15.6, and 8.9 (arbitrary unit) at some constant deposition rate. The PSF

of an individual step and combined PSF were simulated based on our eBeam evapo-

rator equipment, where the simulation parameters include material source diameter

(15 mm), source–substrate distance (52 cm), and mask–substrate distance (10 mm),

which results in the Gaussian-shaped PSF with lateral dimension D of 1.01 mm. The

convolution between the combined PSF and a shadow mask with apertures of various

filling ratios arranged in a 3×3 block array results in the deposition of block patterns

with spatial thickness variation. As shown in Figure 3.2(b), simulations with filling

ratios ranging from 0% to 50% show that the deposition thickness is linearly propor-

tional to the filling ratio, while the arithmetic average surface roughness (Ra) at each

filling ratio is small. In the simulated range, the maximum Ra of the strategy is 0.22

(A.U.) at a filling ratio of 36.4% with a targeted deposition thickness of 16.1 (A.U.).

103



Figure 3.2: (a) The deposition process used combines four substrate tilting angles
and deposition time, each of which gives a different PSF of the deposited material.
Examples of how the PSF arises is shown for one point in the dot-raster shadow
mask. The combined PSF results in the digitized Gaussian-shaped PSF designed to
have a span D larger than the periodicity of apertures on the stencil shadow mask.
The convolution between the combined PSF and the shadow mask is the predicted
deposition thickness. (b) Simulated deposition thickness and surface roughness (Ra)
as functions of stencil’s filling ratio, following the procedures shown in (a). (c) Simu-
lated Ra at fixed deposition dose of 42 (arbitrary unit) and various filling ratios and
mask–substrate distances. The numbers denote the minimum required deposition
steps to achieve a combined PSF with lateral dimension larger than 0.75 mm.
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We can foresee that a sub-2 nm Ra can be achieved in deposition thicknesses ranging

from 0 to 150 nm for color filter applications described in the following sections.

A sufficiently wide combined PSF is required to reduce the deposition surface

roughness caused by the unevenly overlapped material flux through adjacent aper-

tures on the shadow mask. Since we cannot continuously customize the material

ejection profile from the eBeam pocket in our equipment, we must discretize the ana-

log PSF into multiple deposition steps to achieve the digitized Gaussian PSF shown

in Figure 3.2(a). The trade-off between the fabrication complexity, i.e., a number of

deposition steps, and the surface roughness is discussed in Figure 3.2(c). The number

of required deposition steps is defined as the minimum steps needed to have the lat-

eral dimension D of the combined PSF larger than the periodicity of the apertures on

the shadow mask (0.75 mm). Since the source–substrate distance is practically fixed

in a deposition chamber, the required number of deposition steps is the function of

the only mask–substrate distance. In Figure 3.2(c), we plot the Ra of deposition with

various filling ratios and mask–substrate distances, with a fixed total amount of de-

position dose of 42 (A.U.). The numbers on the plot indicate the required deposition

steps. With increasing mask–substrate distance, the number of required deposition

steps decreases since the contributing width of the circular PSF from each deposition

step expands. For mask–substrate distance ranging from 5 to 17 mm, the surface

roughness is small, as shown in the bottom panel of Figure 3.2(c). However, when

increasing the mask–substrate distance to beyond 17 mm, the surface roughness in-

creases dramatically because the two-level digitized PSF then deviates a lot from the

perfect Gaussian-like profile required to homogenize the deposition profile beyond the

shadow mask. The maximum Ra can be as large as 20 nm for a targeted deposition

thickness of 150 nm. For actual depositions demonstrated in the following sections,

the mask–substrate distance is chosen to be 10 mm to balance the fabrication com-

plexity, control accuracy of tilting angles (about 0.1�), and surface roughness. A more

precisely controlled deposition, e.g., PSF with a hexagonal lateral shape, can help to

further minimize the surface roughness. However, it requires computer-numerical

control of the substrate rotation motor and the deposition tilting angle, which are
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beyond the customizability of the eBeam evaporator we used. Besides, other treat-

ments including substrate temperature control can further reduce surface roughness

caused by island effects or surface diffusion, which are neglected in our modeling.

Further, we would like to mention that this strategy can be applied to material

deposition methods other than eBeam evaporation, e.g. physical vapor deposition,

as long as the material’s flux travels in straight lines. However, the effects of the

target source shape factor in different deposition methods need to be considered when

modeling the PSF. The sharp emission point in the eBeam evaporator simplifies our

modeling.

3.3 Patterning multi-spectral color filter array

3.3.1 Two-variable-layer multi-spectral color filter arrays

The grayscale stencil lithography method allows material deposition of customiz-

able 2D patterns with spatial thickness variation. In the following section, we apply

the method to fabricate multispectral reflective color filter arrays with two layers

of variable thicknesses to achieve a broad span of the color spectrum. The config-

uration of the multilayer stack structure is shown in Figure 3.3(a), which contains

TiO2/Pt/TiO2/Ag on Si substrate. The thickness of Pt and Ag layers are fixed at 15

nm and 40 nm, separately, whereas the thicknesses of the top and bottom TiO2 layers

vary from 0 to 150 nm. The stack structure acts as a lossy double optical cavity. The

Ag bottom reflection layer is thick enough to prevent light penetration into the Si

substrate. Light is absorbed mainly by the middle Pt layer.

Different configurations of the top and bottom TiO2 layer thicknesses result in the

variation of the spectral absorption profile by the Pt layer across the visible range to

give rise to multispectral reflective colors. As shown in Figure2.3(b), the achievable

colors are simulated by solving the reflection spectrum of the stack structure with

variable top and bottom TiO2 layers at a step of 2 nm. The cross marks on the plot

denote the layer configurations of the closest color matching with the representative
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Figure 3.3: (a) Schematic of the multilayer stack structure of TiO2/Pt/TiO2/Ag on
Si substrate. The top and bottom TiO2 layers have variable thicknesses from 0 to
150 nm. (b) Simulated reflective colors of the stack structure by varying the top and
bottom TiO2 layer thicknesses, under illuminant D65. The cross marks denote the
closest matching with representative colors of red, green, blue, cyan, magenta, yellow,
black, and white. (c) Simulated spectral absorption profiles in the stack structures
with configurations matching with red, green, and blue colors. The thicknesses of
bottom and top TiO2 layers (tb, tt) are (138 nm, 36 nm), (78 nm, 70 nm), and (98
nm, 128 nm), separately. (d) Experimental deposition results of stacks with block
patterns of variable reflective colors. The scale bar is 2 cm. (e) Comparison between
experimental and simulated reflection spectra of stacks with targeted bottom and
top TiO2 layer thicknesses of (133 nm, 33 nm), (100 nm, 133 nm), and (83 nm, 66
nm), corresponding to red, green, and blue curves, separately. (f) Reflective color
span on the CIE plot. The closed black dashed line shows the simulated envelope
of achievable color span by the stack structure. The open circular dots show the
measured reflective colors on the 10×10 blocks in (d). The inserted plot shows the
zoom-in color trajectories of stacks with 33 nm and 100 nm top TiO2 layers, while
the spline curves with arrows show the direction of bottom TiO2 layer increment.
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Figure 3.4: Design of stencil shadow masks used for 10-by-10 block deposition. (a)
Mask for bottom TiO2 layer. (b) Mask for top TiO2 layer. (c) Additional masks are
placed on the substrate to define deposition areas. The size of all shadow masks is
87cm by 110 cm. (d) Zoom-in plot of a circular aperture array to define the filling
ratio.

colors of red, green, blue, cyan, magenta, yellow, black, and white. In Figure2.3(c),

the spatial distribution of absorbed spectral energy inside the stack structure, i.e.,

spectral absorption profile, of configurations matching with the red, green, and blue

colors is plotted. The thickness axis denotes the position inside the stack, from bottom

to top. The high absorption region locates in the middle Pt layer. By varying the

top and bottom TiO2 layer thicknesses, the electric field distribution in the stack is

altered, resulting in the variation of the spectral absorption profile. Different from

conventional lossless Fabry–Perot cavities in which destructive interference causes

color filtering, the reflected color here is determined by the spectrum of the least

absorbed wavelengths by the middle thin metal layer.

The designed multispectral reflective filter array is fabricated with the grayscale
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stencil lithography method. The deposition follows the same steps and angles as in

Section 2 and Figure 3.2. Stencil shadow masks for depositing the top and bottom

TiO2 layers are designed with 10 by 10 blocks of varying aperture filling ratios linearly

spanning from 0% to 50%. A bottom mask with block holes is placed on top of the

substrate through the process to confine the deposition in the areas defined by the

blocks. The design of shadow masks n is shown in Figure 3.3. The open apertures are

shown as red areas on the figure. The circular and rectangular large openings near the

edge of each mask were used as cutting guidance and mounting holes to fix the mask

onto the deposition stage. There are totally 3 shadow masks used in the deposition,

including (a) Mask for bottom TiO2 layer (b) Mask for top TiO2 layer, and (c) An

additional mask placed directly on top of the substrate the define the block deposition

areas. The filling ratio of open areas on the top and bottom masks are designed to

vary from 0 to 50% in 10 steps along with x and y directions, as shown in Figure

3.3. Figure 3.3(d) shows an example of the circular arrays in one of the block areas

to define the filling ratio of 50%. The periodicity of the hexagonal circular array is

0.75 mm. The design of shadow masks was manufactured with stainless-steel PCB

stencils by OSH Stencils, with 0.001” fabrication tolerance. The fabricated stencils

are shown in Figure 3.4.

The stencil shadow mask is fixed together with the deposition substrate on a

custom deposition stage, as shown in Figure 3.6. The top and bottom TiO2 shadow

masks were clamped by steel frames to prevent warping during deposition. Aluminum

spacers from McMaster Inc. were used to control the mask-substrate distance to 10

mm. When doing eBeam deposition, the substrate stage is attached to the rotation

head in the eBeam chamber with magnetic contact, while the substrate and masks

face the material source. The depositions were conducted with AJA ATC-E eBeam

evaporator with Glancing Angle Deposition Substrate Holder at MIT.Nano. The

accuracy of manually controlled stage tilting angle is 0.1�. Ag, Pt, TiO2, Au, Ti, Si,

and Al material target from AJA Inc. were used for deposition. The deposition rate

for all materials is fixed at 2 Å/s. The stage rotation speed is fixed at 50 rounds per

minute for all depositions. Depositions were conducted with the chamber under a
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Figure 3.5: Manufactured stainless-steel stencils. The colors on the stencils are re-
sulting from deposition.

high vacuum level above 1⇥ 10�6 torr. When depositing TiO2, the substrate is back

sputtered with O2 to improve the oxygen content. Before and after the deposition

of layers with spatially variable thickness, the stencil shadow mask was added and

removed from the deposition stage. For deposition of other layers, no shadow mask

was used.

During the deposition, we only need to use each of the two stencil shadow masks

once for each of the two TiO2 layers. Compared with the conventional lithography-

and-lift-off process [119, 107, 106], which needs N times of iterative lithography and

deposition with different photoresist patterns to generate N different thicknesses, our

grayscale stencil lithography method significantly reduces the fabrication complexity.

The deposition result is shown in Figure 3.3(d), with arrows indicating the directions

of linearly increasing top and bottom TiO2 layer thicknesses. A white LED light

source is illuminated onto the sample and generates vivid colors properly reproduc-

ing the simulation predictions in Figure 3.3(b). Currently, the spatial resolution of
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Figure 3.6: (a) Mounting substrate mask and metal spacer on top of Si substrate on
the custom deposition stage. (b) Mounting top/bottom TiO2layer mask with metal
frames on to the custom deposition stage.

the color patches deposited by this method is limited by the stencil resolution since

the material flux must be deliberately expanded and overlapped to uniformly cover

the block region behind apertures. The resolution limit of deposited features is de-

termined by the size of these regions, which is in turn determined by the aperture

spacing on the stencil. Further advancements in stencil manufacturing and deposition

control will improve the fabrication resolution.

Due to the limitation on the manual substrate angle controlling the eBeam evapo-

rator we used, the angle accuracy is about 0.1�. Given the pre-determined deposition

steps and angles, the accuracy of substrate angle control will affect the outcome, es-

pecially the surface roughness. To investigate the effects of angle control error on the

deposition thickness and reflective color, we conducted the following simulation anal-

ysis. Following the steps and angles for depositions with the mask-substrate distance

of 10 mm as described in Section 2 and Figure 3.2, we simulate deposition of 150 nm

and 30 nm thicknesses through the stencils shadow mask with 50% and 10% filling

ratio. We introduce random error to the actual angle of each step. The real deposition

angle ✓real = ✓target + rand · w, where ✓target is the target angle of the step, rand is a

random number in (-1�,1�), w is the error weight representing the significance of the

error. We calculated the mean deposition thickness and surface roughness (Ra) as the

function of the error weight. The averaged values of 100 different realizations for each

error weight are shown in Figure 3.7. Since the filling ratio of stencil determines the
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Figure 3.7: (a-d) Mean deposition thickness and surface roughness Ra for targeted
thickness of 150 nm (a, b) and 30 nm (c, d), as the function of error weight w. For
each error weight, the averaged values are taken over 100 different realizations of
deposition angles.

actual amount of materials depositing onto the substrate, the error in angle control

does not affect the mean deposition thickness significantly, as shown in Figure 3.7(a)

and (c). However, the surface roughness increases as the angle error weight increases,

which will affect the color uniformity of the actual deposition. As shown in Figure

3.7 (b) and (d), the maximum Ra under certain angle realization can be higher than

10 nm, which can significantly affect the thin-film interference.

Correspondingly, we simulated the actual colors of depositions with angle errors,

through the stencils originally designed for the best-matched red, green, and blue

colors. The results with certain angle errors are shown in Figure 3.8. As expected,

as the error weight increases, the color uniformity decreases. Interestingly, due to the

sensitivities of different colors to the variation in the double TiO2layer thickness are

different, the color uniformity among the red, green, and blue blocks are different.

For example, the green color block shows less sensitivity to the surface roughness, due

to the relatively large span of green on the pallet in Figure 3(b). On the other hand,

the red and blue blocks show larger sensitivity to the surface roughness. Meanwhile,
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Figure 3.8: (a-d) Simulated the actual colors of depositions with certain angle errors,
through the stencils designs for the best-matched red, green, and blue colors on the
pallet in Figure 3.3(b). Each of the color blocks is 10 mm by 10 mm. The angular
errors used in this simulation are exaggerated with respect to the 0.1� precision of our
stage tilt control. The w=0.4 case models a situation where the angle of deposition
can only be set with a 0.4� precision

due to the hexagonal periodic pattern of the stencil, the color non-uniformity also

shows a hexagonal periodicity. These results imply the importance of angle control

in grayscale stencil lithography.

Simulated and measured reflection spectra of configurations matching with red,

green, and blue reflective colors in real depositions are shown in Figure 3.3(e). Differ-

ent from the conventional metal-dielectric-metal structure with single and sharp light

absorption peaks [99, 120], the double cavity with two variable high-index dielectric

layers generates multiple spectral absorption peaks with relatively wide bandwidth

in the visible range [121], which expands the span of the reflective color spectrum.

The simulated envelope of reflective colors achieved with the current stack config-

uration is shown as the dashed line in Figure 3.3(f). We can see that the current

design has better color coverage for red and blue compared to green, which is due

mainly to the wide bandwidth of reflection peaks located in the green region. The

thickness of the middle metal layer plays a crucial role in determining the color span

[99], which will be discussed in later sections. The measured colors on the fabricated

sample are shown as the circular dots located inside the envelope in Figure 3.3(f).

Due to the finite number of top and bottom TiO2 layer thickness combinations, the
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measured colors are a discrete sampling within the area inside the envelopes. The

inserted zoom-in plot shows the color trace on the CIE chart of stacks with 33 and

100 nm top TiO2 layers. The spine curves and arrows show the evolution of reflective

colors with increasing the bottom TiO2 layer from 0 to 150 nm. Even though the

color trajectories are similar, the stack with the 100 nm top TiO2 layer has a wider

reflection bandwidth, which causes the trajectory to be closer to the white center.

Meanwhile, we would like to point out that the design of this stack is not optimized

regarding color space coverage due to our limited searching in materials and structural

parameters. Another design with improved CIE coverage but more complex material

combinations will be shown in the following section.

3.3.2 Arbitrary 2D patterning

Furthermore, we demonstrate that the grayscale stencil lithography method can be

applied to deposit arbitrary 2D patterns. As shown in Figure 3.9, an “MIT Dome”

pattern on silicon substrate was deposited following the same aforementioned stack

configuration. The stencil shadow masks to deposit the top and bottom TiO2 layers

are shown in Figure 3.9 (a) and (b). The simulated deposition thickness is shown

in Figure. .8 (c) and (d). The final deposition result is shown in Figure 3.9 (e).

It is obvious that there is an irregular non-uniform color mismatch on the pattern,

which may be caused by issues related to the degradation of TiO2’s refractive index

due to oxygen deficiency [122, 123] and non-uniform deposition thickness across the

wafer substrate. More details will be discussed in the following sections. Besides

the material imperfection, the flux spreading at the boundaries between different

color regions can also cause thickness and color variations at the boundaries between

different color regions. Therefore, the color variation observed in Figure 3.9(e) near

the edge of the two large color “blocks” can originate from two other sources. (1) The

algorithm to create the stencil pattern. In this algorithm, due to the finite resolution

of the stencil, discretized feature sampling is conducted at the boundary between

different “blocks”, which caused the fine features of distinct apertures sizes near the

boundary, as shown in Figure 4(a) and (b). The deposition thickness at these locations
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Figure 3.9: (a), (b) Schematic of masks used for top and bottom TiO2 layer deposi-
tions of the “MIT Dome” pattern. (c), (d) Simulated deposition thickness with spatial
thickness variation following the strategy in Figure 3.2(a). (e) Deposition results on
Si substrate cut from 152.4 mm wafer. All scale bars are 2 cm.

will cause color variation. (2) Due to the deposition strategy, we introduced in Section

2 and Figure 3.2, the finite lateral size of the PSF and the material flux spreading at

the boundary of a “block” will cause the thickness variation and an “outline” around

the “block” as shown in Figure 3.9 (c) and(d).

3.3.3 Analysis of color mismatch

The first source of the edge color variation can be compensated by further developing

the color matching and stencil pattern converting algorithm. While the second source

can be compensated by improving the stencil resolution and edge aperture design.

Here we show how the flux spreading at the boundary affects the deposition thickness

to illustrate this origin of edge color variation. For example, we follow the same

deposition steps described in Section 2 and Figure 3.2, with a mask-substrate distance

of 10 mm, to deposit two adjoined regions with tar-get deposition thickness of 150

nm and 30 nm through stencils with a filling ratio of 50% and 10%, separately. We

calculate the thickness profile at the boundary between the two regions, as shown

in Figure 3.10. Due to the flux spreading at the boundary, the thickness at the
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Figure 3.10: (a). Stencil pattern with two blocks of aperture filling ratio of 0.1 and
0.5. (b). Simulated deposition through the stencil mask in (a), following the same
steps and angles in Section2 of the main text. The target thickness for the two regions
is 30 nm and 50 nm separately. (c). Simulated thickness profile along the red dash
line in (b) across the block boundary.

boundary deviates from the targeted deposition thickness at the central area of the

blocks, which results in color variation. The boundary spread size is on the level of

1.5 mm in this case. The larger the pinhole size, the larger the flux spreading size.

Therefore, regions with larger target thickness may have a thicker “outline” around

the blocks, as shown near the boundary of the bottom region in Figure 3.4(c) and

(e). Even though this variation exists in the current version of stencil design, it could

be compensated by improving the stencil resolution and properly designing the filling

ratios and aperture patterns near the boundary, which calls for further optimization.

To investigate the relationship between the reflective color span and the thickness

of the middle Pt layer, we compared the numerical simulation of the reflection spec-

trum and color palettes of stacks with middle Pt layers of 5, 15, and 30 nm, as shown

in Figure 3.11 (a). When reducing the Pt layer thickness to 5 nm, the absorption by

the metal layer decreases, which causes the shrinkage of the color span as noted by

the dashed envelope on the CIE chart. Meanwhile, with the 5 nm Pt layer, the stack

structure approaches the configuration with only TiO2 and Ag layers. As a result,

the inserted palette plot shows less dependence on the individual top and bottom

TiO2 layer thicknesses, but stronger dependence on the summation of two TiO2 layer

thicknesses. On the other hand, increasing the Pt layer thickness increases the reflec-
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Figure 3.11: (a) Color span and tunability of stacks with middle Pt layers of 5 nm,
15 nm, and 30 nm. The dashed lines in the CIE chart denote the simulated envelope
of achievable reflective colors by the stack. The inserted plots show the simulated
palettes of stacks with various Pt layer thicknesses, which follow the same coordinates
in Figure 3.3(b). (b) Simulated reflection spectra of stacks with various Pt thicknesses.
The bottom and top TiO2 layer thicknesses are (138 nm, 36 nm), (98 nm, 128 nm),
and (78 nm, 70 nm), separately, corresponding to the best matching with red, green,
and blue colors with 15 nm Pt layer. (c) The required total thickness of TiO2 layers
for matching the six representative colors, as the function of index degradation in
TiO2. (d) Evaluation of color matching scores for the six representative colors, as the
function of index degradation in TiO2.
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tion by the Pt layer, and reduces the amount of light that can be coupled into the

bottom TiO2 layer. Therefore, the achievable color spectrum shrinks significantly to

the white center on the CIE chart; meanwhile, the palette shows less sensitivity to the

bottom TiO2 layer thickness. Figure 3.11(b) shows the simulated reflection spectrum

of stack configurations with 5, 15, and 30 nm Pt layers. When the middle Pt layer

is 15 nm, the three configurations correspond to the closest matches with red, green,

and blue colors. Similar to a simple metal-dielectric-metal structure, increasing the

Pt layer thickness enhances the light confinement in the Pt/bottom TiO2/Ag layers

and sharpens the spectral absorption profile. Along with the effects of complex round-

trip phase shifting in the Pt and TiO2 layers, increasing the Pt layer thickness causes

the shifting and broadening of the reflection spectrum. In summary, the middle Pt

layer thickness determines the trade-off between the light that can be coupled into

the Pt/bottom TiO2/Ag layers and the amount of light that can be absorbed by the

Pt layer. It further determines the achievable reflective color span and the sensitivity

against adjusting the top and bottom TiO2 layers. Based on the consideration, we

chose 15 nm as the Pt layer thickness for the previous sample deposition.

Another crucial parameter that affects the reflective color is the complex refractive

index of the materials in the multilayer structure. Ag and Pt are relatively stable

through the eBeam deposition process. However, the refractive index of TiO2 is very

sensitive to the oxygen content and deposition condition. Oxygen deficiency can cause

a lower n of TiO2.

We measured the materials’ refractive index with XLS-100 spectroscopic ellip-

someter from J.A.Woollam Inc at Institute for Soldier Technologies, MIT. The re-

flection spectrum of deposited samples was measured with a USB-2000 UV-Vis spec-

trometer from Ocean Optics, coupled with a Microscope from AmScope. The100%

reflection was calibrated with protected silver mirrors from Thorlabs, Inc. The con-

versions between reflection spectrum to sRGB and XYZ colors are based on the

formulations of CIE color-matching functions under illuminant D65. The reflection

spectrum, electric field distribution, and spectral absorption profiles in the stack

structures were solved with Lumerical FDTD solutions, [124]. Optical properties of
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Ag [125], Pt [126], Al [126], Si [127], Au [125] and Ti [128] used in the simulation were

obtained from the literature. The simulated reflective color was again converted with

the CIE color matching function under illuminant D65. The evaluation of matching

between simulated-color and reference colors was done based on the Delta 1994 color

difference standards.

Figure 3.12 shows the measured n of TiO2depositedunder different conditions.

Back sputtering O2during eBeam evaporation can help to improve the oxygen content

in the deposited layer and increase the refractive index. However, the measured n is

still about 0.6 lower than the ordinary TiO2crystals in literature [129].

To investigate the effects of the refractive index differences on the reflective color,

we simulated the color palettes of the same stacks with varying top and bottom TiO2

layers from 0 to 150 nm at a step of 5 nm. The n of TiO2 is modeled by the fitting

equation of DeVore [129], with an additional term � to quantify the degradation of it:

n
2 = 5.913 +

0.2441

(�/µm)2 � 0.0803
� � (3.5)

Where � s the wavelength. The imaginary part of the refractive index is assumed

to be negligible in the visible range. Due to the decrease in n the optical path length in

the TiO2 layers is reduced. To achieve the same round-trip phase shifting, the TiO2

layer thickness needs to be increased. Figure 3.11 (c) plots the summation of top

and bottom TiO2 layer thicknesses of the configurations matching best with the six

representative colors with refractive degradation � ranging from 0 to 0.8. Due to the

decrease in n the required total TiO2 thickness to generate the same field distribution

and spectral absorption profile increases for all six colors. It is needed to mention

that the drop of the required thickness for magenta between index degradation of 0.4

and 0.5 is because the best layer configuration that generates magenta has shifted to

outside of the simulation range (0 to 150 nm TiO2 layers) with the degradation of

the TiO2 index, and the remaining colors do not match magenta well. Besides the

increased cost of depositing more materials, index degradation will also compromise

the reflective color quality. We evaluate the closest matching of the size representative
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Figure 3.12: Comparison between measured n of TiO2 deposited with and without
O2 back sputtering and literature data of ordinary TiO2 crystals.

colors with a self-defined color score:

s = 1� �E94

100
(3.6)

where the �E94 is the CIE (1994) color difference [130] between the reference

representative color and the best matching on the palette. A better matching will

result in a higher score. Figure 2.10(d) plots the influence of index degradation on

the defined color scores, which generally decreases with a decrease in n The drop of

the color score for magenta between �= 0.4 and 0.5 is again due to the shifting of

the best matching configuration to outside of the simulation range. The differences

in TiO2’s optical index cause not only reduced reproducibility between run-to-run

depositions, but also a mismatch between the simulated deposition results and real

measurements. Furthermore, other possible reasons for the deviation between color

pattern prediction and actual deposition include the thickness mismatch caused by

non-uniform material ejection due to the not evenly melted material source in the

eBeam chamber and the manufacturing error of the apertures on the stencil shadow
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mask.

3.4 Summary

In conclusion, we developed a new type of grayscale stencil lithography method to

deposit 2D patterns with spatial thickness variation, which improves manufactur-

ing efficiency and removes material limitation compared to conventional iterative

lithography-and-lift-off approaches and grayscale lithography methods. We demon-

strated the deposition strategy to generate spatial thickness variation with a single

stencil shadow mask; meanwhile, the surface roughness can be reduced to less than

2 nm for a deposition thickness of 150 nm. Then, this approach was utilized for a

proof-of-concept application to create multispectral reflective color filter arrays with

two thickness-varying TiO2 layers, which produced a wide range of structural color in

the visible range. The mechanism of reflective filtering in the lossy Fabry–Perot-type

stack structure was studied by investigating the effects of the metal absorbing layer

thickness and the degradation of TiO2 layers’ refractive index on the achievable color

range and quality. We showed that by tuning the Pt layer thickness, the trade-off

between the color span and customizability could be balanced.

The grayscale stencil lithography method demonstrated shows great potential for

micro/nano fabrications due to its features of customizable 2D patterning with spatial

thickness variation and the freedom of applicable materials for deposition. Manufac-

turing and processing technologies developed for nano stencil lithography [114, 115]

can be applied directly to further improve the patterning resolution of the grayscale

stencil lithography technique. As the aperture size becomes smaller, the effects of

material clogging and mask thickening during the deposition need to be considered,

which is neglected in the current work due to the larger size of apertures compared

to the deposition thickness. Meanwhile, methods to prevent aperture clogging with

self-assembled molecules on the shadow mask are also appealing [114]. Despite those

challenges, the customizability brought by grayscale stencil lithography is beneficial

for applications beyond color filtering. It can potentially replace the current design
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principles of flat optics, which are limited by the conventional spatially fixed deposi-

tions. By using this technique, it would be possible to fabricate flat Fresnel/Kino-like

lens [131] or microlens arrays [132]. We also foresee a broad application of it for active

and tunable filter arrays [133], and flat diffractive optical elements [64]. Meanwhile,

the gentler technological curve of this method is favorable for labs without access to

heavily booked eBeam lithography machines in exploring the field of flat optics.
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Chapter 4

Optical scattering reservoir computer

4.1 Introduction

A reservoir computer is a high-dimensional dynamic system working as a recurrent

network with fixed and random internal connections.[134, 69] It transforms temporal

signal series into multiplexed reservoir states, which can be used to memorize or pre-

dict complex / chaotic temporal series. As shown in Figure 4.1, a reservoir computer

can be decomposed into an input layer, a reservoir, and an output layer. The input

temporal signal S is sent into the reservoir with input weight V . The status of each

node in the reservoir is updated with the connection matrix W at each step n, such

that the information from the input layer is propagating through the network and

reflected on the multiplexed reservoir states X. At each time step, certain nodes in

the reservoir can be chosen as the output nodes and a trained output weight u is

applied to read out the status as y.

In a traditional artificial neural network (ANN), the connections between the

nodes are adjusted through the training process by backward error propagation.[135]

This process is time and energy-intensive,[136] especially for larger-scale networks.

As the result, hardware acceleration will also depend on the structure of the network

and be limited to the scale.[137] On the other hand, the reservoir is usually treated

as a fixed box, while only the output weight is trained.[69] Due to the complicity

of the reservoir, the RC can handle complex operations with relatively simplified
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Figure 4.1: Schematic of linear reservoir computer, adapted from Ref [144]

training demands. The way that the reservoir computer performs makes it preferable

for general time-series signal processing [138] and ideal for hardware acceleration

with fast and large-scale physical reservoirs.[71] There are 3 basic requirements for

a physical system to act as an RC [69]: 1). High Dimensionality 2) Fading Memory

and 3). Resistance to noise for signal separation. Many physical systems can satisfy

those basic requirements, such as optical [139, 140, 141, 71], electronic [142, 143, 144],

spintronic [145], etc. Physical RC is continuously drawing attention to combine the

advantages of simple implementation, low training cost with the accelerated and

parallel capabilities of physical systems.

The optical system shows promising potential for large-scale optical RC thanks to

its intrinsic properties of parallelism and scalability.[68] Spatial [70, 71] or temporal

[146, 147] multiplexing methods have been applied to form the network of random

connections. For example, single microlaser cavities with multiple randomly located

probes [140] or multiple microlasers coupled through waveguides or free space [139, 70]

have been demonstrated to fulfill functionalities including temporal information re-

construction, chaotic prediction, and pattern classification. Thanks to their intrin-

sic high dimensionality, large-scale optical scattering reservoir computer for chaotic
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Figure 4.2: Comparison between traditional artificial neural network (ANN) and
reservoir computer.

spatial-temporal signal prediction have been developed.[71] The system can achieve

high dimensionality with 105 embedded nodes and high-speed processing which is

about 100 times faster than a conventional CPU. Further, a passive optical system

has also been proved to be able to serve as a high-efficiency reservoir computer, in

which the non-linear intensity readout provides the non-linearity of the network.[147]

Finally, due to the inherent parallel ability of a photonic system, frequency or spatial

multiplexed parallel RC has been proposed to improve the total bandwidth. [148]

One of the key metrics to evaluate the performance of RC is the memory capacity,

which represents how much past information can be stored in the reservoir and be

correctly recovered.[149] The function of memory lay the ground for RC to fulfill

other more complex and high-level functions, such as signal pattern classification and

prediction. Many attempts have been made to optimize the performance of specific

optical reservoir computers. For example, factors including the shape and size of the

micro-laser-cavity, and the positioning of the probes, [140] and the interconnection

of the laser array have been optimized to improve the MC.[139] However, it still

lacks a more general principle for a complex optical medium to be a good physical

reservoir. Here we are going to explore the following 3 questions to select a good

linear optical reservoir based on random scattering medium: 1). How to design the

connectivity matrix to efficiently utilize the high dimensionality for larger MC? 2).
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How to maintain the memory performance under the influence of noise? 3). How to

choose the optical scattering medium and encode the temporal signals based on the

precious considerations?

In this chapter, we investigated the effects of loss and non-normality of a scattering

medium on the MC and noise resistance. We modeled the optical scattering reservoir

as a linear dynamical system governed by the transmission matrix. Based on that,

we studied the linear memory capacity and noise resistance of the scattering reservoir

with experimentally measured transmission matrices of ZnO thin films, and virtual

scattering reservoirs modeled by the random matrix theory. Through the numerical

evaluation, we investigated how information propagates through the reservoir network

and its effects on memory performance. The embedded network architecture and

the decaying of the information, which is determined by the transmission matrix

of the scattering reservoir, defines the linear memory capacity of the system under

the influence of noise. We further purposed an amplification method to encode the

information to fully harness the high-dimensionality and high noise resistance of the

optical scattering reservoir. Future works include the experimental validation of the

proposed scattering RC and information encoding method.

4.2 Scattering medium for reservoir computing

In practice, a scattering optical reservoir computer can be built as the schematic

shown in Figure 4.3.[71] The input layer consists of a spatial light modulator (SLM)

or digital micromirror device (DMD) to encode the spatial-temporal information in

terms of the amplitude and phase coupled into the nodes of the reservoir. The signal

can be coupled into the scattering medium through lenses for free-space configuration

or waveguides for on-chip integration. Finally, the information propagated through

the scatter can be recorded with a CCD camera at the readout layer. In each time step,

the sensor pixels on the CCD camera probes the status of the 100 nodes embedded in

the scattering network, which will then be updated by the modulated inputs through

the SLM or DMD.
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Figure 4.3: Proposed experiment setup for linear optical reservoir computing with
scattering medium.

The scattering RC in Figure 4.3 can be modeled with the complex transmission

matrix of the medium.[41] In free space, the transmission matrix describes the inter-

coupling between different modes, i.e. plane-waves of different wave-vectors, as shown

below:

E
out

n
=

X

m

tmnE
in

m
(4.1)

Where E
in

m
is the complex input field of the m

th mode and E
out

n
is the complex

output filed of the n
th mode. The elements tmn in the transmission matrix t describes

the coupling strength between E
in

m
and E

out

n
. The information embedded in each mode

through the SLM/DMD and detected by the CCD camera represents the status of

the nodes in the scattering reservoir. As demonstrated in the setup in Figure 4.3,

the status of the nodes is encoded at time step n as the amplitude and phase on the

Fourier plane in front of the 60X object, and retrieved by the CCD on the back Fourier

plane at time step n+1. Therefore, the transmission matrix defines the connectivity

of the RC.

The transmission matrix of a scattering medium can be modeled with the random

matrix theory.[41] Following the “Mexico approach”,[150] a random unitary matrix M

can be applied to describe the scattering medium,[52] in which:
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M =

2

4r t0

t r0

3

5 (4.2)

Where r/r0 and t/t0 are the reflection and transmission matrices, either for the

forward or backward direction. In our case, as demonstrated in Figure 4.2, the scat-

tering reservoir will be modeled with the transmission matrix t in the random matrix

theory. For modeling purposes, the random complex and unitary matrix M can be

drawn from Dyson’s circular ensemble[151] to preserve the statistical properties of a

scattering medium. Practically, we can generate the transmission matrices following

[52]:

Where ⌧ is a diagonal matrix with real and non-negative diagonal elements. U

and V are arbitrary random unitary matrices. The total transmission of the scatter

is determined by the matrix ⌧ as:

Ttotal = h⌧ 2i (4.3)

where hi is the average operator over the diagonal terms in the matrix ⌧ 2. We

further define matrix � as:

⌧ 2 = sech
2(�) (4.4)

The real diagonal terms in � can be drawn randomly between 0 and �max, which

is determined by:

Ttotal =

R
ymax

0 sech
2(�/2) d�

�max

(4.5)

Random matrices drawn from the above method have been shown to preserve the

statistical properties in terms of the distribution of eigenmodes and eigenvalues of the

measured and numerical simulated scattering mediums.[52] Further, the real values

on the diagonal matrix ⌧ determines the eigenvalues of the matrix tddaggert, which

are correspondingly the decaying rate of the information stored in the eigenchannels

through the information propagation. In a passive system, the eigenvalues of tddaggert
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Figure 4.4: Example of measured speckle pattern of a single input modes going
through the scattering medium.

 1. The eigenchannel with an eigenvalue of 1 is the “open channel” of a scattering

medium,[58, 54] through which the wave / information propagates without any losses.

We further experimentally measured scattering samples made of ZnO powders

embedded in transparent photopolymer. ZnO powders (Sigma Aldrich, 99.99%) were

first mixed with NOA86 photopolymer at different concentrations (50, 25, and 10

wt%). And 5 µL of the mixture were coated and sandwiched between two 1 cm by 1

cm glass microscope cover slides. Then the samples are photo-polymerized under 365

nm UV light (UVP CL1000) for 5 min (or 120,000 µJ). The measurement setup shares

the same architecture as shown in Figure 4.4. A super-pixel-based DMD modulation

method is applied to modulate the input modes as the amplitude and phases locating

on the Fourier plane in front of the 60X object, and a standard “four-phase method”

[48] is applied to retrieve the complex transmission matrix. In the measurement, a

known wave-front Sn from the reference beam is used to generate interference with

the complex field on the output plane. By shifting the relative phase of the input

filed at each mode by a value of ↵, the intensity a the n
th output mode will change

by:
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Figure 4.5: Absolute value of the measured transmission matrix of the 3 scatter
samples.

I
↵

n
= |Sn +

X

m

e
i↵
tmnE

in

m
|2
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m
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tmnE

in

m
|2 + 2Re(ei↵S̄n

X

m

e
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tmnE

in

m
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(4.6)

Where Sn is the complex reference filed in the nth output mode. With the super-

pixel modulation method,[152] we can encode the phase and amplitude at each input

free space propagation mode. If we only input one single-mode with normalized

amplitude at each time, i.e. flipping on one super-pixel of the DMD, and measure

the complex fields at every output mode when ↵ = 0, ⇡/2, ⇡, and 3⇡/2, we can map

the complex transmission matrix as:

tmn =
(I0

n
� I

⇡

n
) + i(I3⇡/2n � I

⇡/2
n )

4S̄n

(4.7)

Figure 4.4 plots the example of measured input filed and “speckle” output filed

by the setup. From it, we deduced the transmission matrix of 3 samples of differ-

ent scattering strengths. Figure 4.5 plots the retrieved transmission matrix. The

measurement characterized the combined transmission matrix of both the scattering

medium and the optical setup. And Figure 4.6 (a) plots the distribution eigenval-

ues of the measured matrix. The total transmission calculated as the average of the
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Figure 4.6: The distribution of eigenvalue (T) of t‡t sorted in descending order for
(a) Measured samples with the total transmission of 0.22, 0.11, and 0.07, and (b)
Calculated value based on random matrix theory.

eigenvalues for the 3 samples is 0.22, 0.11, and 0.07, respectively.

Figure 4.6 (b) plots the eigenvalue distribution of random matrices obtained fol-

lowing the random matrix theory. For each curve, 100 random matrices are generated

and the average eigenvalue at each eigenmode index is calculated. The simplified

theoretical model can effectively capture the general statistical properties of the mea-

sured scattering matrix. However, the eigenvalue of the measured transmission matrix

seems to have wider distribution compared with the model. This might be caused by

the measurement setup which has extra restrictions on the different modes and the

measured transmission matrix.

We evaluated the memory performance of scattering reservoirs based on the mea-

sured transmission matrix. The memory capacity is defined as the correlation between

the read-out and reconstruction target. In our case, we define the reconstruction tar-

get as the input signals in K time steps ago. And the memory function m(k) is then

defined as [153]:

m(k) = hs(n� k)yk(n)in (4.8)
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Where s(n� k) is the input signal in k time steps ago and yk(n) is the readout at

time step n. In a linear reservoir computer, the readout is obtained with the trained

readout weight vector uk:

yk(n) = u†
kX(n) (4.9)

We assume that the input signal are random values between 0 and 1, with Gaussian

white noise of covariance ✏. Then the trained readout weight vector can be deduced

as:

uk = C�1Pk (4.10)

Where Pk = W kV ,C =
P

k PkP
†
k+✏Cn, and Cn =

P
k W

kW k†. Further, the

memory function can be expressed as:

m(k) = P †
kC

�1Pk (4.11)

The memory capacity of the linear reservoir is then defined as:

MC =
X

k

m(k) (4.12)

The total memory capacity of the linear reservoir describes the capability of the

system to reconstruct the past information based on its current memory it. Theo-

retically, the memory capacity cannot be larger than its dimensionality,[149] which

is equal to the number of eigenchannels of the transmission matrix. In our case, the

dimensionality (N) of the system is 100.

In Figure 4.7, we plot the memory function of the 3 measured scattering matrices
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Figure 4.7: Memory function m(k) of the 3 samples calculated with signal to noise
ratio (SNR) of 140 dB

Figure 4.8: (a) to (c) Memory functions of the 3 samples calculated with SNR of 140,
100, and 60 dB. (d) Drop of kc of the 3 samples as the function of SNR.
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as the function of past time step k, when the SNR is 140 dB. For the 3 system, the

memory function drops dramatically from 1 to 0 when the k is larger than 29,19, and

15. While the total memory capacity of them is 20,16, and 12, respectively. Further,

in Figure 4.8, we plot the memory function of the 3 systems when reducing the SNR

from 140 dB to 100 dB and 60 dB. The memory function degrades with the increase

of noise intensity. We further define a metric as the temporal capacity kc:[153]

kc = min{k|m(k) < 0.5} (4.13)

The larger the kc, the better the memory performance of the system. Due to the

finite dimensionality of a linear reservoir, kc cannot be larger than the dimension in

a passive system. In Figure 4.8 (d), we plot the dropping of kc as the function of

the SNR and we could observe that the dropping rate of the 3 systems is different,

indicating different resistance to the noise. These observations raise the question of

what factors determine the memory capacity and noise resistance of a linear system.

In the following sections, we are going to answer these questions for choosing an

optical scattering reservoir.

4.3 Effects of loss on the memory capacity

The fading memory is crucial for RC since a system with finite dimensionality, but

long-term memory cannot reconstruct the past correctly. We calculated the memory

function of scattering reservoirs with 100 nodes and total transmission from 0.1 to 0.99

based on the random matrix model. In Figure 4.9(a), the memory function at SNR

= 140 dB is plot. We could clearly observe the effects of loss on memory capacity.

It is straightforward to understand that if all the past information is mixed, the

finite system cannot distinguish between short- and long-term memory and retrieve

them correctly. Reflected in the memory capacity m(k), we can see that as the

total transmission increases, the memory function drops for short-term memory but
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Figure 4.9: (a) Memory function m(k) of 100 nodes scattering RC at various total
transmission from 0.99 to 0.20. The SNR is 140 dB, (b). Memory intensity ||W k

V ||2
in the 7 scattering RC as the function of time step k.

increases for long-term memory with K/N > 1, where N is the dimension of the linear

system. Therefore, sufficient loss is required to forget the long-term information. In

our case, for the 100 nodes scattering reservoir, to reduce the memory intensity of

the stored information at 101 time steps ago to be less than 1% of the memory

intensity of the stored information at 1-time steps ago, the required transmission is

Ttotal <
100
p
0.01 = 0.95.

It is also obvious that if there is no noise, the system should be able to retrieve

all information correctly up to k = N when the loss is large.[153] However, under

the influence of noise, the memory function of the high loss system drops when the

memory intensity drops to the level comparable with the noise intensity. As shown in

Figure 4.9 (b), when the memory intensity ||W k
V ||2 drops to the comparable value of

the noise intensity, which is marked as the red dot line for SNR = 140 dB, the system

cannot retrieve the past information correct. Correspondingly, the memory function

starts to drop at the same k in Figure 4.9 (a). Therefore, we could conclude that in

a high loss system, the short-term memory will be compromised when the noise has

comparable intensity compared with the signal. We need to choose a system with

sufficient loss but also high noise resistance.

In Figure 4.10 (a), we plot the kc as the function of SNR and total transmission.
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Figure 4.10: (a) kc as the function of SNR and total transmission Ttotal. (b-d) Evolu-
tion of memory function m(k) for scattering RC with total transmission of 0.90, 0.76,
and 0.20.
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With the increase of noise intensity, we could observe that the degradation of the kc

for systems with the different transmission is not the same. A closer look for systems

with the total transmission of 0.76 and 0.90 are shown in Figure 4.9 (b) and (c). The

low loss system (Ttotal = 0.90) preserves the memory function curve till SNR drops to

90 dB. While the memory function of the relatively high loss system (Ttotal = 0.76, and

0.20) cannot be maintained when SNR drops to 110 dB. In the following sections, we

will analyze the effects of the non-normality of the transmission matrix on the noise

resistance of the system.

4.4 Effects of non-normality on the noise resistance

The connectivity matrix of the RC can be equivalently transformed into either a diag-

onal matrix (normal matrix) or matrices with off-diagonal components (non-normal

matrix).[153] The former transformation means that the network is equivalent to iso-

lated nodes, which are corresponding to the eigenmode of the matrix. Input signal

coupled into this system will go through independent decay at each isolated node

without interference. On the other hand, inter-coupling happens between the nodes

in the non-normal matrix, which is equivalent to a feed-forward network. Previous

theoretical studies have proved that a non-normal network is preferable for efficient

information propagation by amplifying selective input modes to overcome the effects

of noise.[153, 154] We will see that the non-normality also helps to improve the noise

resistance of a scattering reservoir in terms of preserving the memory function.

The noise resistance of a linear dynamic system can be evaluated with the metric

of the Fisher Memory Curve.[153] It is defined as the diagonal terms of the Fisher

Memory Matrix J:

Jk,l = h� @
2

@Sk@Sl

logP (X(n)|S)iP (X(n)|S) (4.14)

Where P is the conditional probability distribution of the current network states
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induced by the past signal and noise inputs S. The Fisher Memory Curve measures

the ability of the past information to change the present states. Given the transmis-

sion matrix and the statistical properties of the noise, we could deduce the Fisher

Memory Cure as:

J(k) = Jk,k = V †W k†C�1
n W kV

1

✏
(4.15)

The total area under the Fisher Memory Curve (FMC) then describes the noise

resistance of the system:

Jtotal = ✏

X

k

J(k)

= V †

"
X

k

W k†C�1
n W k

#
V

(4.16)

For the non-normal matrix, the total FMC equals 1, indicating that the noise

resistance of the normal network does not depend on the input spatial distribution.

While for the non-normal network, the total FMC depends on the input weight vec-

tor V. While choosing the V as the eigenvector of the largest eigenvalue of matrix

V † ⇥P
k W

k†C�1
n W k

⇤
V can help to improve the total FMC and the noise resis-

tance of the network. The previous study shows that the optimized input spatial

distribution can increase the total FMC by 4 5 times compared with random input

distribution.[153] In the following section, we will always use the optimized input

weight vector when calculating the memory functions of the non-normal scattering

reservoir.

The non-normality and total FMC of the scattering reservoir network are affected

by the total transmission of the scattering medium. In Figure 4.9 (a), we plot two

metrics [154] for evaluating the non-normality of a transmission matrix, as the func-

tion of the total transmission, which is the distance from commutativity:
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M1 = ||t†t � tt†||F (4.17)

and Henrici’s departure from normality (DFN):[]

M2 =

2

4||t||2
F
�

X

z2�(t)

|z|2
3

5
0.5

(4.18)

Where ||||F is the Frobenius norm and �(t are the eigenvalues of the transmis-

sion matrix t. The larger the two metrics, the higher the non-normality level of

the matrix. Figure 4.11 plots the calculated and measured metrics of non-normality

and total area under FMC as the function of the total transmission. The theoretical

modeling predicts that the scattering medium with total transmission around 0.4 0.5

has the highest non-normal level. With the increase of the total transmission, the

non-normality decreases. When the medium has 100 total transmissions, i.e. a trans-

parent medium without scattering, the incident eigenmodes will not go through any

inter-coupling, and the ballistic propagation of the eigenmodes is equivalent to the

information stored in the isolated nodes in a normal network.

On the other hand, in an extremely scattering medium, the high scattering loss

will also compromise the inter-coupling of information through the eigenmodes. Most

of the energy coupling into the network will be lost after few time steps, make the

network equivalent to a feed-forward architecture with a large loss in the input node

and weak coupling between it and other intermediate nodes. The non-normality of

the measured transmission matrices on the 3 samples shows a similar trend as the

theoretical prediction. Further, in Figure 4.11 (b), we plot the calculated total FMC

of the scattering reservoirs under an optimized input coupling vector. Compared with

Figure 4.11 (a), we could see that the value total FMC calculated based on the random

matrix theory is highly correlated with the value of non-normality of the matrices,

making the non-normality a good metric to characterize the architecture-based noise-
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Figure 4.11: (a) Metrics for non-normality of scattering RC as the function of total
transmission. Solid (hollow) round, square and diamond markers: Distance to com-
mutativity (Henrici’s DFN) of sample 1, 2 and 3. (b) Calculated total area under
FMC as the function of total transmission. Solid round, square and diamond markers:
Total areal under FMC for sample 1, 2 and 3.

resistance. This is because the embedded feed-forward architecture of the non-normal

network ensures the coupling between different modes. Input from the source node

can propagate through the feed-forward network, such that the accumulation of the

source noise among different time steps can be reduced. However, the experimental

measured total area under FMC of the 2nd sample with Ttotal of 0.11 has the highest

value of the three, which deviates from the theoretical prediction based on the non-

normality metrics. It indicates that there may be more structural factors affecting

the noise resistance, or the current two metrics of non-normality cannot characterize

the embedded network architecture accurately enough. More experimental works

are required to further verify the theoretical prediction for scatters of larger total

transmission.

In Figure 4.12 (a), we plot the drop of kc as the function of the SNR, for scattering

mediums with the total transmission of 0.38 to 0.99. Based on the previous analysis,

scatters with the total transmission of 0.38, 0.69, and 0.76 should have higher noise

resistance compared with other low-loss systems. In Figure 4.12 (a), the dropping

rate of kc of these three scatters is indeed smaller compared with the other 3 scatters.
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Figure 4.12: (a). Drop of kc in log scale as the function of SNR for scattering RC
with different total transmission. (b) Shifted plot of (a) against the SNR threshold.
(c). �SNR as the function of total area under FMC. The color map indicates the
total transmission of the scattering RCs.
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However, due to the high loss, the actual memory performances of them are worse,

which are reflected in the lower kc. To fairly compare the architecture-based noise

resistance of different scattering mediums, we could define the threshold SNR as the

starting point when the kc starts to drop and re-draw Figure 4.12(a). In Figure 4.12

(b), we plot the normalized kc as the function of SNR shifted against threshold SNR

for the same size system. It is obvious that the high loss scattering mediums have

higher architecture-based noise resistance compared to the other three. In Figure 4.12

(c), we further plot the �SNR ⌘ abs(SNRkc=0.1N � SNRthreshold) as the function

of total FMC. Scatters with higher total FMC show better noise resistance as it can

preserve the kc at higher noise intensity.

We could conclude that the optical scattering reservoir with total transmission

around 0.5 will have higher non-normality and better noise resistance. However, the

intrinsic loss of the systems will compromise the actual memory function under the

influence of noise. In the next section, we will introduce an artificial amplification

method to overcome the trade-off between the loss and non-normality of the scat-

tering reservoir, to fully harness the high dimensionality and embedded feed-forward

network.

4.5 Artificial amplification for balanced memory ca-

pacity and noise resistance

To overcome the issue of losses in a non-normal scattering reservoir and fully utilize the

noise resistance, here we propose a practical method to apply artificial amplification

to the signals between each time step. It is equivalent to multiply the transmission

matrix with a certain amplification factor ↵ while keeping the whole system stable.

It can be done in the optical setup in Figure 4.3 with the amplitude modulated by

the DMD or SLM in the input layer. Introducing artificial amplification to a high-

FMC scattering medium can help to avoid noise resistance drop due to memory loss.

Meanwhile, the amplification equally amplifies both signal and noise such that the
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Figure 4.13: (a) kc as the function of SNR for scattering RC with original Ttotal=0.76
and amplified with different ratios. (b) kc as the function of SNR for scattering RC
without amplification and with different original Ttotal, which are the same as the
amplified values in (a). (c) Improvement of kc at SNR = 20 dB through the artificial
amplification method.

good memory function quality can be maintained.

In Figure 4.13 (a), we plot the kc as the function of SNR for a scattering medium

with the original total transmission of 0.76 and amplification factor ranging from 1.0

to 1.29. We could see that with the increase of the amplification factor, the value

of kc increases for higher noise conditions, indicating the improvement of the actual

noise resistance. In Figure 4.13 (b) and (c), we plot the kc as the function of SNR for

scattering reservoirs without ratification amplification and the comparison between

them with the amplified system in Figure 4.11 (a) at the same total transmission.

For high noise conditions, e.g. SNR = 20 dB, the system with artificial amplification

has higher kc compared to those low loss systems.

The reason behind the improvement is the artificial transient amplification and the

embedded feed-forward architecture of the non-normal system.[153, 154] As shown in

Figure 4.14 (a), the amplification shifts the eigenvalues of the system t†t with the

original total transmission of 0.76 towards the direction of values greater than 1. Since

we keep the system stable, there are still certain eigenvectors with eigenvalue < 1.

Due to the coupling between different modes in a non-normal network, the amplified

signal will eventually be coupled into the decaying modes and finally fade away. The

transient amplification preserves the signal intensity for short-term memory and keeps

the SNR, such that the system can have higher noise resistance. As shown in Figure
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Figure 4.14: (a). Eigenvalue distribution of t†t with different amplification ratios. (b)
Transient amplification of the normalized memory intensity ||W kV ||2 for scattering
RC with different amplification ratios. The inserted plot is a zoom-in of the curves
near k/N = 0.

4.14 (b), we can clearly see the transient amplification of signal intensity when k < N .

While in the normal matrix the transient amplification is forbidden in a stable system

since there is no coupling between different modes. Similar transient amplification by

engineering the coupling strength for non-normal networks has been theoretically pro-

posed to improve the read-out noise resistance.[154] In our case, this principle can help

to improve the memory performance of a scattering reservoir with some simple modifi-

cation of the optical setup. Further, it reveals the possibility to engineer the scattering

medium with embedded gain/loss regions to achieve an integrated scattering reservoir

with non-normality architecture and transient amplification.[155] In Chapter 6, we

also proposed a QDs/Photopolymer composite with projection lithography technique,

which has the potential to be applied for fabricating gain/loss engineered scattering

medium.

4.6 Summary

In this chapter, we identified the two main factors determining the memory perfor-

mance of a scattering medium as a linear optical reservoir. The first is the loss of
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the scatter, determined by the total transmission of the system. We found that suf-

ficient loss is required to efficiently recover the short-term memory while forgetting

the long-term memory. However, scatters with large losses will suffer from the in-

fluence of noise. The second factor is the non-normality of the scattering medium,

which is reflected by the total FMC of the scatter’s transmission matrix. We found

that the scattering medium with total transmission around 0.5 will have the largest

total FMC based on the random matrix theory model, which indicates a higher noise

resistance due to the embedded feed-forward network. To overcome the influence of

losses on the actual noise resistance, we further proposed an artificial amplification

method to fully utilize the dimensionality and noise resistance of a non-normal scat-

tering medium. It is equivalent to transiently amplify the input signals up to N time

step while keeping the whole system stable. Therefore, the signal intensity can be

preserved while the noise accumulation through the propagation process can be re-

duced when the information propagates through the embedded feed-forward networks

to the decaying nodes. The above findings could be the selection guidance for optical

scattering medium or other type of linear physical reservoirs. Future works will focus

on numerically and experimentally validating the findings and proposed information

encoding methods.
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Chapter 5

Micro-sized thermochromic hydrogel

particles as tunable scattering

medium for light modulation

5.1 Introduction

In the 3rd chapter, we studied the application of an optical scattering medium as a

physical reservoir computer. The memory capacity and its resistance to noise of a

scattering reservoir are determined by the scattering matrix of the medium, which

is reflected in the scattering strength. In this chapter, we developed a dynamic

scattering medium based on thermochromic hydrogel particles, which can achieve the

controllable transition from a low scattering state to a high scattering state. This

dynamic scattering medium is of great potential for applications in light. Here we

demonstrated its application as smart windows for solar transmission modulation.

Considerable endeavors have been devoted to light management for energy-efficient

buildings to reduce energy use in heating, ventilation, and air conditioning systems,

which account for 13% in 2006 and 10% in 2020 (projected) of the total energy

consumption in the United States.[10] Light management using advanced smart win-

dow technologies is promising as it can theoretically lead to annual energy savings
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of more than 1.055 ⇥ 1015 kJ in the United States (i.e., 1% of annual total en-

ergy consumption).[156] Previous transmittance modulation processes mainly rely

on the change of extinction in thermochromic metal oxides or electrochromic active

materials.[157] However, this reliance leads to challenges for concurrently achieving

a large tuning contrast of refractive index, a broad modulation spectrum, and a

near-room-temperature transition. In practical terms, we also need to address sev-

eral critical claims for large-scale adoption in building technologies, such as luminous

transparency, transmittance modulation efficiency, the economics of manufacturing

and operation, stability, and scalability.[157, 158]

Electrochromic devices achieve the dynamic modulation of transmittance over

visible and infrared (IR) regions based on an electrochemical-cell structure. An op-

eration power is usually required for electrochromic devices, such as in the majority

of commercial electrochromic smart windows employing transition metal oxides (e.g.,

WO3) as the active material, which switches between oxidized/reduced states during

faradic charge injection/extraction,[158] and some emerging electrochromic technolo-

gies based on reversible metal electrodeposition and plasmonic nanocrystals.[159, 160]

In general, the fabrication of these functional thin films relies on costly physical vapor

deposition and a high-temperature process.[158] Up to now, concerns about the cost of

production and durability limit the scalability of electrochromic devices.[157, 158, 159]

Alternatively, thermochromic devices are considered as autonomous systems with no

net energy input because the facade change can be triggered by the temperature

change of the environment.[156] The simplicity of the single-component structure

holds promise for industrial production and ease of implementation.

Conventional thermochromic devices are generally based on the extinction of IR

light by the phase-change medium that can be characterized by a change to the imag-

inary part of the refractive index. For example, vanadium dioxide (VO2) varies from

an IR transparent state to an IR reflective metallic state at the critical temperature

(Tc) of about 68�.[156] However, such a mechanism of transmittance modulation

has two intrinsic limitations. (1) A transparent heating unit is needed for VO2 to

be functionalized as a smart window coating, and the resulting elevated tempera-
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Figure 5.1: Solar transmittance modulation (�Tsolar after phase transition) and
luminous transmittance (Tlum before phase transition) of different thermochromic
films: single-layered VO2 films [1, 2, 3], multi-layered VO2 films [1, 2, 4], doped VO2

films[5, 6, 7, 8], nanoporous VO2 films [9], VO2 composite films [10, 11], VO2/ionic
liquid-nickel-chlorine (IL-Ni-Cl) composite films[3], hydrogel films[12], hydrogel/VO2

composite films[13], ionogel films [14], and the pNIPAm–AEMA films. Hollow sym-
bols indicate the �Tsolar data of VO2-based thermochromic films at the phase transi-
tion temperature from 80�to 100�. Solid symbols indicate the thermochromic films
with the low phase transition temperature. In particular, the �Tsolar data of hydro-
gels and ionogels are acquired at the phase transition temperature of 40�, while, the
�Tsolar data of the pNIPAm–AEMA films are obtained at 34�in our work.
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ture of the window surface would diminish the heat-shielding ability. Some of the

best-performing VO2 devices in literature work at 90�,[10, 9, 161] showing a solar

transmittance modulation (�Tsolar) of 22.3% with a luminous transmittance (Tlum) of

45.6% before phase transition.[9] Although dopants such as tungsten,[5] niobium,[162]

and magnesium,[6] have been used to reduce Tc, the introduction of foreign ions will

induce degradation in �Tsolar and Tlum.[163, 164, 7] (2) the strong inner-band and

inter-band absorption of VO2 lies in the visible region, leading to the reduced Tlum.

Strategies such as elemental doping,[7, 165] anTIReflection coating,[166, 167] poros-

ity tuning,[168, 169] and multilayered structure could improve the Tlum of VO2 thin

films to maximal 67.5% while the �Tsolar was limited to 5.4%.13 Furthermore, dop-

ing and microscopic structure fabrications noticeably increase the complexity and

cost of manufacturing. Current techniques to conquer the obstacles in conventional

thermochromic windows are still far from optimal.

In this chapter, we focus our study on a new group of thermochromic materials

that achieve light modulation via tunable scattering behaviors. The light-blocking

mechanism is elucidated with Mie scattering theory, which predicts efficient scatter-

ing in a broad solar spectrum with the aid of co-polymerized hydrogel microparticles

of prescribed diameters. In particular, our aim is to achieve efficient transmittance

modulation in the IR region (780–2,500 nm) where thermal radiation contributes 53%

of the total solar energy (UV 3%; visible 44%).[170] As an example, we fabricated

poly(N-isopropylacrylamide) (pNIPAm) and 2-aminoethylmethacrylate hydrochloride

(AEMA) co-polymerized pNIPAm-AEMA hydrogel microparticles, whose crosslink

uniformity and particle size are manipulated experimentally to attain ultra-high per-

formance in both �Tsolar and Tlum as compared with other thermochromic counter-

parts (Figure 5.1).[161, 6, 1, 2, 3, 1, 8, 12, 13, 171, 14, 172, 173, 174, 175] Besides,

pNIPAm-AEMA hydrogel microparticles can undergo phase transition under solar ir-

radiance due to the low critical solution temperature (LCST) of ⇠32� making them

preferable for smart windows.[12] In contrast, an outdoor temperature higher than

50�is required for the phase transition of VO[]2 under natural convection, which

is practically infeasible. Notably, heating-cooling cycles demonstrate the excellent
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Figure 5.2: (A) Image of a 12” ×12” pNIPAm–AEMA device at an ambient temper-
ature of 5�. (B) Image of the device after phase transition. (C) and (D) The phase
transition of a “hand-shape” area in the pNIPAm–AEMA device was triggered by the
hand.
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stability of the device. Furthermore, the solution-phase synthesis described herein

permits an industrial-scale and cost-effective production, whereby a 12 × 12-inch

window device is fabricated to display its scalability and the prospect of practical

applications, as shown in Figure 5.2.

5.2 Size and scattering control of PNIPAm-AEMA

hydrogel particles

The uniqueness of temperature-responsive pNIPAm hydrogel particles for light man-

agement is that their scattering behaviors can be tuned profoundly regarding the

particle size, internal structure, and volume fraction of water. A homogeneously low

mismatch of refractive index between pNIPAm hydrogel particles and water at the

“OFF” state is responsible for high Tlum (Figure 5.3 (a)), while the strong optical con-

trast between pNIPAm hydrogel particles and water is established when the polymer

collapses above LCST.[176] The light is scattered at the interface between the dense

polymer and surrounding water, regarding the “ON” state. Effective light manage-

ment for solar heat-shielding purposes requires that the light scattering covers the

full solar spectrum, especially the IR region (53% of total solar energy). Problem-

atically, the heterogeneous internal structure of pNIPAm particles made by classical

one-pot synthesis results in high turbidity of the hydrogel at the “OFF” state (Figure

3B1).[177] Meanwhile, pNIPAm particles synthesized by radical emulsion polymer-

ization reach the size limit so that the size parameter (2⇡r
�

) is comparable with 1 only

in the visible region,[177, 178, 179] leading to inefficient scattering in the IR region at

the “ON” state (Figure 5.3 (b)). To extend the transmittance modulation spectrum

and guarantee the high Tlum, the synthesis strategy is to enlarge the hydrogel particle

size and maintain a homogeneous crosslink density.

The requirements on the scattering behaviors of hydrogel particles were achieved

by co-polymerizing pNIPAm and AEMA via a continuous feeding solution-phase syn-

thesis (Figure 5.3 (b)3). Details of the fabrication process are described in the Method
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Figure 5.3: Temperature-responsive pNIPAm-AEMA microparticles. (A) Schematic
of transmittance modulation based on the tunable scattering behaviors of hydrogel
particles. Light manipulating with the aid of the phase transition of (B1) pNIPAm
particles produced by one-pot synthesis; (B2) pNIPAm particles synthesized by con-
tinuous feeding method; (B3) pNIPAm-AEMA co-polymerized microparticles. Visible
light and IR light are presented by blue and red arrows, respectively. (C) Hydrody-
namic diameters of pNIPAm-AEMA microparticles (red solid) and pNIPAm particles
(green dashed) at different temperatures. (D1 and D2) Real (n) and imaginary (k)
refractive index of the pNIPAm-AEMA microparticles at 25� and 35� respectively.
The dashed line in D1 shows the n of water. (D3 and D4) corresponding scattering
and absorbing cross-sections of the pNIPAm-AEMA microparticles at 25� and 35�,
respectively. Estimated scattering cross-sections of pNIPAm-AEMA with a diameter
of 400nm, 800nm and 1000nm at the de-swollen state are illustrated as solid curves.
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Figure 5.4: Characterization of the LCST of pNIPAm-AEMA microparticles. (A)
DSC measurement of normalized heat flow in the endothermic (Endo) and exother-
mic (Exo) process. (B) Temperature dependence of the hydrodynamic diameter of
pNIPAm-AEMA microparticles in heating and cooling operations measured by DLS.

section. The AEMA co-polymer modified the surface charge of particles with the pos-

itive terminal primary amine groups.[180] The electrostatic repulsion of the hydrogel

particles was diminished, which can be corroborated by the change of the zeta poten-

tial from -23.9 mV to -9.0 mV. Thus, the oligomers precipitated on primary particles

and consequently increased the particle size. The hydrodynamic diameter (Dh) en-

larges to 1,388 nm at 25�and 546 nm at 35� (Figure 5.3(c)), contributing to a size

parameter (frac2⇡r�) comparable with 1 in the IR region. Meanwhile, the continuous

feeding method kept a constant monomer concentration and a reaction rate through-

out the enTIRe synthesis. The hydrogel particles were formed with a homogeneous

internal structure, contributing to a very low scattering contrast to surrounding water

at the swollen state. The temperature response of the pNIPAm-AEMA microparticles

was evaluated by differential scanning calorimetry (DSC), revealing an endothermic

peak temperature of 31.6� and an exothermic peak temperature of 30.9� (see Figure

5.4).

Additionally, the strong phase transition from swollen to deswollen state was ob-

served by optical microscopy (Figures 5.5 (a) and (b)). In contrast, the average Dh

of pure pNIPAm particles is 548 nm at 25�and shrinks to 282 nm at 35�(Figure

5.3 (c)), which reaches its size limitation despite carrying out the polymerization in
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Figure 5.5: Micro-sized pNIPAm-AEMA particles. (A and B) Optical microscope
images of the pNIPAm-AEMA microparticles synthesized by continuous feeding for
75min. (A) Before phase transition, Dh is 1388nm at 25�(̇B) After phase transi-
tion, Dh reduces to 546nm at 35�(̇C) Hydrodynamic diameter of the co-polymerized
pNIPAm-AEMA particles at 25�Ṫo keep a constant co-monomer concentration for
injection, the pNIPAm-AEMA particles grow linearly in dimension with the increas-
ing of feeding time.

a longer period of time and with a larger amount of monomer (see Figure 5.6). Our

synthesis achieves the homogeneous crosslink density of particles and the controlled

particle size from 200 to 2,000 nm (Figure 5.5 (c)), which simultaneously fulfills

the high Tlum and the extending transmittance modulation in the IR region for the

first time. In addition, compared with the thin-film manufacture of thermochromic

VO[]2, such a solution-phase synthesis of hydrogel particles suggests great potential

for industrial-scale and cost-effective production.

Tunable scattering behaviors of pNIPAm-AEMA microparticles herein are elabo-

rated in terms of the change of particle size parameter and optical density. Particu-

larly, the scattering cross-section and refractive index were investigated based on Mie

theory and Beer-Lambert law,[181, 182] which show that the effective modulation of

IR light by scattering could be delivered in response to the size parameter around 1

in the IR wavelength region and a strong enhancement of real part of the refractive

index above the LCST. Figures 5.3(d)1 and 5.3(d)2 show the complex refractive index

of pNIPAm-AEMA microparticles, which was deduced from the attenuation coeffi-

cient (µt) of the diluted suspension, as shown in Figure 5.7. And more details of the

characterization process are described in the Method section. The n of particles closes
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to the n of water at the swollen state, which is attributed to the large volume fraction

of water and a homogeneous crosslinked structure. The small scattering cross-section

(�s) before phase transition is beneficial for a high Tlum (Figure 5.3(d)3). Meanwhile,

the small absorbing cross-section (�a) indicates a low absorption loss in the pNIPAm-

AEMA (Figure 5.3(d)4), where two peaks near 1,450 nm and 1,930 nm are associated

with the absorption of water molecules. After the phase transition, the internal struc-

ture of pNIPAm-AEMA microparticles changes from a homogeneous water-rich state

to a collapsed state. The n approaches that of the bulk polymer with the reduction

in the volume fraction of water. The n of pNIPAm-AEMA at the deswollen state

increases to approximately 1.45 in the visible region and to 1.40 in the IR region,

which is in good accordance with the n of hydrogel particles with similar chemical

structures estimated by the effective medium approximation.[181, 182] Figure 5.3(d)3

shows that the �s of pNIPAm-AEMA appreciably increases in both the visible and

IR regions after the phase transition.

In contrast, the �s of pure pNIPAm particles in the IR region is two orders lower

due to the size limitation as shown in Figure 5.8 and 5.9, which narrows the trans-

mittance modulation region. The dependence of �s on different particle sizes was

also investigated (Figure 5.3(d)3), indicating that the enlargement of particle size is

responsible for delivering a stronger scattering in the broad solar spectrum. On the

other hand, the �a of pNIPAm-AEMA microparticles keeps a similar value (Figure

5.3(d)4), indicating that the transmittance is modulated via the enhancement of scat-

tering, with respect to the increases in the real part of the refractive index, instead

of absorbing.

5.3 Transmission Modulation by pNIPAm-AEMA hy-

drogel devices

To fulfill efficient light management for energy-saving purposes, the ideal thermochromic

smart window requires a near-room-temperature transition and a sharp gradient of
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Figure 5.6: Size limitation of pNIPAm particles synthesized by continuous feeding
method. Hydrodynamic diameters of pNIPAm particles synthesized by continuous
feeding for 143min (dash box) and 286min (solid box) as a function of temperature.
To carry out the polymerization for a longer time and a larger amount of monomers
(100% increment). There is only 26% increase of Dh at 25� and 1.3% increase at
35�.

Figure 5.7: Attenuation coefficient of hydrogel particle suspension. (A) The atten-
uation coefficient of the pNIPAm-AEMA microparticle suspension, obtained from
suspension with thicknesses of 130µm, 320µm, 470µm and 620µm. (B) The attenu-
ation coefficient of the pNIPAm particle suspension, obtained from suspension with
thicknesses of 130µm, 300µm, 460µm and 670µm. Error bars represent the 95% confi-
dence intervals of fitted attenuation coefficients. Two peaks near 1450nm and 1930nm
are associated with the strong absorption of water molecules.[15]

157



Figure 5.8: Optical properties of pNIPAm hydrogel particles. (A, B) Real (n) and
imaginary (k) part of refractive index of the pNIPAm hydrogel particles at 25� and
35� obtained through the inverse method. The dashed line in (A) shows the n of
water. (C, D) Corresponding scattering and absorbing cross-sections of the hydrogel
particles at 25� and 35�.

Figure 5.9: Comparison of scattering cross-sections between pNIPAm particles and
pNIPAm-AEMA microparticles at 35�.

158



transmittance.[183] The transmittance spectra of a pNIPAm-AEMA hydrogel de-

vice (250–2500 nm) at the layer thickness of 240 µm are reported in Figure 4A. At

temperatures below LCST (22� or 25�), the Tlum, TIR, and Tsolar are as high as

87.2%, 81.6%, and 85.1%, respectively (Figure 5.10). Figure 5.10(b) shows lumi-

nous (�Tlum), IR (�TIR), and solar (�Tsolar) transmittance modulations at different

temperatures. The phase transition started at 31� along with a �Tsolar of 26.2%, im-

plying the strong temperature-responsive nature of pNIPAm-AEMA microparticles.

Notably, at 34�, the TIR was significantly reduced from 81.6% to 6.0%, indicating

an unprecedentedly high �TIR of 75.6%. As a result, the �Tsolar was boosted to

81.3%. Such a dramatic transition is desired for promptly blocking a large amount

of solar irradiance.[183] In contrast, pure pNIPAm particles with small size (Dh =

548 nm at 25�and 282 nm at 35�) barely afforded transmittance modulation in

the IR region (see Figure 5.11). The pNIPAm hydrogel layer with the same thick-

ness (240 µm) only showed a low �TIR of 32.1%, leading to a limited �Tsolar of

59.1%. Although a hybrid of hydrogel with VO2 or antimony-tin oxide nanopar-

ticles has been attempted to improve �TIR, [13, 174] the operating temperature

of metal oxide nanoparticle/hydrogel composite is as high as 80�Ȧlso, the compli-

cated fabrication procedures for both nanoparticle doping and composite prepara-

tion cause difficulties for practical application. Furthermore, the performance of the

pNIPAm-AEMA hydrogel device regarding transmittance modulations is superior to

all known VO2-based thermochromic materials and thermochromic films made by hy-

drogels, hydrogel/VO2 composites, ionogels, and ligand exchange of thermochromic

films.[161, 6, 1, 2, 3, 8, 12, 13, 171, 14, 172, 173, 174, 175]

The excellent light blocking by the pNIPAm-AEMA hydrogel device in the IR

spectrum results from microparticles whose dimensionless size parameter (2⇡r/�)

reaches unity in the IR region. The IR light is effectively scattered by microparticles

in the device with the layer thickness from thin (40 µm) to thick (380 µm) (Figure

5.12). By contrast, the transmittance modulation of pNIPAm particles is confined

in the visible spectrum and is hardly improved by increasing the layer thickness (see

Figure 5.12(b)).
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Figure 5.10: Characterization of the pNIPAm-AEMA hydrogel film. (A) Transmit-
tance spectra of pNIPAm-AEMA hydrogel with a layer thickness of 240 µm at different
temperatures. The inset is the solar irradiance spectrum (grey area). (B) The lumi-
nous (Tlum), IR (TIR) and solar (Tsolar) transmittances (solid line) and corresponding
transmittance modulations (�Tlum, �TIR, and �Tsolar) (dash line) in response to the
temperature.

Figure 5.11: Transmittance spectra of the pNIPAm particles with a layer thickness
of 240 µm before (25�) and after phase transition (35�).
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A Monte Carlo simulation of the multiple scattering process based on Mie theory

was applied to investigate the dependence of �Tsolar on the layer thickness.[184]

More details of the simulation algorithm are described in the Method section. The

experimental results of transmittance modulation at different layer thicknesses were

well reproduced (Figure 5.12 (c) and (d)), in which the estimated n and k of hydrogel

particles were adopted. Owing to the broadband transmittance modulation, �Tsolar

of pNIPAm-AEMA hydrogel is higher than �Tsolar of pNIPAm hydrogel for any given

layer thickness (see Figure 5.13(a)). Meanwhile, the simulation shows the potential of

pNIPAm-AEMA hydrogel of achieving a high Tlum and maintaining a decent �Tsolar

after phase transition by further reducing the layer thickness (see Figure 5.13(b)).

5.4 Solar energy shielding and device stability

Practical applications of smart windows raise the claims of reducing the solar gain

and maintaining stability. A direct solar energy modulation was introduced to charac-

terize the reduction of the heat flux from solar irradiance due to the phase transition

of the window device (see Method section). The irradiance from a solar simula-

tor was slashed by 69.5% after passing through a pNIPAm-AEMA device, which is

significantly higher than all existing smart window products on the market (Figure

5.14).[185]

The pNIPAm-AEMA device was installed on a chamber, and the temperature

change inside the chamber was recorded under 1 sun, air mass 1.5 illuminations

(Figure 5.15(a)). The window made by double-glass slides was used as a control ex-

periment, wherein the initial temperature of 25.0� rapidly increased to 39.1�after

20 min and reached a plateau at 30 min (15.1� increments); whereas the phase tran-

sition of the pNIPAm-AEMA device was spontaneously triggered and completed after

5 min of illumination and the inner temperature only increased by 9.2� at 30 min.

Notably, the inner chamber temperature rose merely 1.3�once the phase transition

of the pNIPAm-AEMA hydrogel was completed. A slight decline in temperature after

the phase transition indicates a net negative heat gain inside the chamber induced by
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Figure 5.12: Transmittance modulation by pNIPAm-AEMA and pNIPAm hydrogel
with different layer thicknesses. Experimental (A and B) and the Monte-Carlo sim-
ulation (C and D) results of transmittance modulation (T25�C � T35�C) by pNIPAm-
AEMA microparticles with the layer thickness from 40 to 380 µm, and pNIPAm
particles with the layer thickness from 40 to 390 µm. Large absorption of UV light
by the double glass slides at the wavelength range below 360 nm causes the deviation
between experiments and simulations, which is excluded in the figure. This deviation
is negligible for the estimation of the solar modulation due to the small portion of
solar irradiance in the UV region.
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Figure 5.13: Thickness-dependent thermochromic properties of pNIPAm-AEMA and
pNIPAm hydrogel. (A) Dependence of �Tsolar on the layer thickness of the pNIPAm-
AEMA and the pNIPAm hydrogel, obtained from the experiment and the Monte-
Carlo simulation. (B) �Tsolar and Tlum at 35� (after phase transition) of the
pNIPAm-AEMA hydrogel and the pNIPAm hydrogel with the layer thickness from
10 to 50 µm, obtained from the Monte-Carlo simulation.

a sudden opacity change whereby the heat dissipation was more significant than the

heat input from illumination. After 10 min of illumination, the outside temperature

reached 40.9� and the inside temperature increased gradually due to heat conduc-

tion and convection. A smaller temperature rising rate of 0.10�/min was delivered,

compared with the rising rate of 0.26�/min in the control experiment.

Figure 5.15(b)1 demonstrates visible transparency of the pNIPAm-AEMA device

before and after phase transition, and Figure 5.15(b)2 shows the corresponding ther-

mal IR images. The pNIPAm-AEMA device became opaque when the temperature

rose to 35�. In particular, the outstanding IR modulation of the pNIPAm-AEMA

device was proved by the IR images (Figure 5.15(b)3). At 25�, the near-IR (NIR)

light (850–2,200 nm) passed through an “MIT” logo and was captured by the IR cam-

era, whose intensity was significantly slashed once the phase transition was triggered,

indicating an excellent �TTR, which is barely obtained by VO2 thin films and other

kinds of thermochromic thin films.1, 9, 27, 30

A heating-cooling test of 1,000 cycles was conducted on the pNIPAm-AEMA de-
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Figure 5.14: Comparison of direct solar-energy modulation (DSEM) and luminous
transmittance (Tlum) between the pNIPAm-AEMA device with available smart dy-
namic windows on the market.2 Solid symbols represent thermochromic windows,
while hollow symbols represent electrochromic windows.
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Figure 5.15: Solar-energy shielding performance of the pNIPAm-AEMA device. (A)
Temperature profiles of a thermometer inside the model chamber affixed with double
glass slides (red) or a pNIPAm-AEMA device as the window. (B1 – B2) Visible
images and corresponding thermal infrared images of a 2” × 2” pNIPAm-AEMA
device before and after phase transition. (B3) IR images of a pNIPAm-AEMA device
under illumination of a NIR source (850 – 2000nm) captured by an IR camera. (C)
The solar transmittance (Tsolar) and (D) transmittance modulations (�Tlum, �TIR,
and �Tsolar) of the pNIPAm – AEMA device (380µm layer thickness) measured after
every 10 heating-cooling cycles.
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Figure 5.16: Visible Images of a 6” × 6” pNIPAm-AEMA device before and after
phase transition captioned during 1st, 50th and 100th heating-cooling cycle.

vice to test its stability for long-term operation, which shows less than a 4% decrease

in �TIR (Figures 5.15(c) and (d)). Besides, no shrinkage of the hydrogel film was

observed during heating-cooling cycles (see Figure 5.16). Such high stability regard-

ing the number of testing cycles has not yet been reported, as most smart windows

made by hydrogels suffer severe and non-reversible deformation after cycling tests.27,

30 Additionally, the pNIPAm-AEMA device maintained its transparency at -2.1�,

and the phase transition was reserved when the sample was heated to 32.1� (Figure

5.17).
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Figure 5.17: Optical images of a pNIPAm-AEMA device at temperature of (A) 21.8�,
(B) -2.1� (freezing at -4� for 5 min), (C) 32.1�, and (D) 20.4�.

5.5 Experiment and simulation methods

5.5.1 Materials

The N-isopropylacrylamide monomer (NIPAm, 98%), N,N’-methylenebis(acrylamide)

(BIS, 99%) crosslinker, ammonium persulfate (APS, �98%) initiator, and SDS (�

98.5%) surfactant were purchased from Sigma-Aldrich. 2-Aminoethylmethacrylate

hydrochloride monomer (AEMA, 95%) was purchased from Polysciences.

5.5.2 Synthesis of pNIPAm-AEMA microparticles

The pNIPAm-AEMA particles were synthesized by the continuous feeding of NIPAm

and AEMA co-monomers into the reaction vessel. NIPAm (6.00 g), BIS (0.15 g),

and AEMA (25.8 mg) were dissolved in 150 mL of deionized (DI) water and purged

with N2 for 20 min. The one-fifth as-prepared solution was mixed with 60 mL of

DI water and heated to 80�, and 6 mL of 22.8 mM APS was added to initiate the

polymerization. The remaining solution was continuously fed into the reaction vessel
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at a rate of 1 mL/min, and the solution was sTIRred intensively during the enTIRe

polymerization. The reaction was stopped after 75 min, and the colloidal suspension

was quenched rapidly in a freezer. To improve the stability of colloid suspensions,

we dissolved 0.87 mM SDS surfactant in the colloid suspension by ultrasonication

after synthesis, keeping the temperature of the suspension below 30�. The size of

co-polymerized pNIPAm-AEMA particles was controlled by continuously feeding a

constant concentration of co-monomers and predictably stopping the reaction at dif-

ferent feeding times (Figure 5.5).

5.5.3 Synthesis of pNIPAm particles

213ml DI water was heated to 80� and purged with N2 during the enTIRe reac-

tion. Before the polymerization, two monomer solutions were prepared separately

and degassed by vacuum at room temperature. The first batch of monomer solution

consisted of 0.33g NIPAm and 6.69mg BIS in 13.7ml DI water and injected into the

reaction vessel directly; while the second batch of the monomer solution was pre-

pared in 21.75ml DI water with 3.36g NIPAm and 168mg BIS, which was transferred

into a syringe. 0.76ml of 0.19M SDS was also injected into the reaction vessel and

sTIRred at 1000rpm. Whereafter, the polymerization was initiated by adding 0.76ml

of 0.36M APS solution. After one minute, the second batch of the monomer solution

was fed into the reaction vessel by a syringe pump at the rate of 200µl/min. The

reaction was stopped after all monomers were fed and the suspension was quenched in

the same way as for pNIPAm-AEMA microparticles. The effects of applying AEMA

co-monomer and SDS surfactant in synthesis were elaborated in Figure 5.18.

5.5.4 Direct Solar-Energy Modulation (DSEM)

The direct solar-energy modulation (DSEM) was introduced to identify the solar-

energy shielding ability in this work, which is the magnitude change of the to-

tal solar irradiance (mW/cm2) passing through the window device before and after

phase transition. Experimentally, the intensity of a solar simulator was calibrated
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Figure 5.18: Effects of AEMA and SDS on the synthesis of microparticles. Hy-
drodynamic diameters of pNIPAm-AEMA (black; 1388nm at 25�; 546nm at 35�),
pNIPAm-AEMA with SDS (blue; 298 nm at 25 �; 193 nm at 35 �, SDS was added
during the continuous feeding polymerization), and pNIPAm (red; 555 nm at 25 �;
287 nm at 35 �) hydrogel particles. The three different batches were synthesized
using the same method as mentioned in the experimental section. Adding AEMA co-
monomer is responsible for the increase of particle size while adding SDS surfactant
during polymerization reduces particle size and avoids aggregation.[16]
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to 100mW/cm2 (one sun) on a crystalline silicon standard solar cell, upon which the

pNIPAm-AEMA hydrogel device was installed afterward. A total acquisition of solar

irradiance passing through the window device was guaranteed by this configuration.

5.5.5 Device fabrication

The hydrogel particles suspension was centrifuged at 13,000 rpm for 1.5 hr (Min-

iSpin plus, Eppendorf, Germany). The hydrogel thin-film devices were fabricated

by injecting close-packed pNIPAm-AEMA or pNIPAm hydrogel particles in between

double-glass slides, where the thickness of the layer was controlled by using thermo-

plastic sealing films (Meltonix 1170, DuPont Surlyn).

5.5.6 Characterization

Dynamic light scattering measurements were performed on a Dynamic Nanostar (Wy-

att Technology, USA) with a laser at the wavelength of 658 nm. The hydrogel

suspensions were diluted to 50 ppm and injected into UV-vis cuvettes (Eppendorf

International). The diffusion coefficient (D) was obtained from the measured auto-

correlation function, by which the hydrodynamic diameter (Dh) of a diffusion sphere

was determined via the Stokes-Einstein Equation:[186]

Dh =
kt

3⇡⌘D
(5.1)

where k is Boltzmann’s constant, t is the absolute temperature, and ⌘ is the

viscosity of the solvent. The temperature was controlled by a thermostat with an

accuracy of ±0.1�.

DSC analysis was conducted on Discovery DSC (TA Instruments) over the temper-

ature between 20� and 45� with a heating/cooling rate of 2�/min under nitrogen

flow. The closely packed hydrogel particles after centrifugation were applied to the

DSC measurement without further treatment.

The transmittance spectra were collected using a Lambda 1050 UV-Vis-NIR spec-

trophotometer (PerkinElmer, USA) at normal incidence. The calculations of integral
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luminous transmittance Tlum (380–780 nm), IR transmittance TIR (780–2,500 nm),

solar transmittance Tsolar (280–2,500 nm), and corresponding transmittance modula-

tions can be found in Equations 5.2 and 5.3, respectively:13

Tlum/IR/solar =

R
�lum/IR/solar(�)T (�) d�R

�lum/IR/solar(�) d�
(5.2)

�Tlum/IR/solar = Tlum/IR/solar(@LT )� Tlum/IR/solar(@HT ) (5.3)

where T (�) denotes the recorded transmittance at a particular wavelength, �lum is

the standard luminous efficiency function for the photopic vision of human eyes,[187]

and �IR/solar is the IR/solar irradiance spectrum for air mass 1.5.21

The solar energy shielding test was conducted on a model chamber with a di-

mension of 0.15 × 0.10 × 0.08 m3, which was covered by rigid melamine insulation

sheets. The 0.04 × 0.05 m2 window devices made by bare double-glass slides or the

hydrogel device with a layer thickness of 380 µm were assembled upon the model

chamber. The illumination intensity of a standard solar simulator (Peccell PEC-L01,

Japan) was calibrated to air mass 1.5 illuminations (100 mW/cm2) on the top side

of the window. The temperatures inside and outside of the chamber were measured

simultaneously by a thermometer. The IR thermal images were recorded via a ther-

mal imaging camera (FLIR Systems, USA). The IR images were captured by an IR

camera (IR camera 85400, FJW Optical Systems, USA) with sensitivity from 400 to

1,800 nm. A NIR bulb incorporated with a long-pass filter (850–2,200 nm, Throlab

FEL0850) was utilized as the irradiation light source for the demonstration of IR

modulation

5.5.7 Evaluation of optical properties of hydrogel particles

The scattering cross-sections of the hydrogel particles were evaluated with an inverse

method based on Mie theory.[181] On the basis of Beer-Lambert law,[182] the attenu-

ation coefficient (µt) of a low-concentration particle suspension could be obtained by

determining the linear dependence of ln(T ) on the thickness of suspension (d), [182]
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µt(�) = ��ln(T (�))

�d
(5.4)

The attenuation coefficient is determined by scattering and absorbing, [182]

µt(�) = µs(�) + µa(�) (5.5)

µs = c�s (5.6)

µa = c�a +
4⇡kw
�

(5.7)

where µs and µa are the scattering and absorbing coefficient, respectively, and

�s and �a denote the scattering and absorbing cross-section, respectively. c is the

concentration of particles and kw is the imaginary refractive index of water.[188]

The transmittance of 10 wt% as-synthesized suspensions with thickness from 130

to 670 µm was measured to determine the attenuation coefficient. We made the

assumption that the particles at swollen state are incompressible. The concentration

of the hydrogel particles was estimated by measuring the volume of particles after

removing the surrounding water by centrifuging and dividing by 1/6(⇡D3
h
). The

scattering and absorption cross-sections of hydrogel particles were calculated based

on a modified Mie scattering code.[181] Here the fitted refractive index was chosen to

keep the continuity of the real part (n) through both the visible and IR regions and to

achieve a relative error of less than 1% between the fitted and measured attenuation

coefficients. Step sizes of 10�4 in n and 10�6 in the imaginary refractive index (k) for

the visible region and 10�5 for the IR region were used in the fitting.
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Figure 5.19: Logic flow of the Monte-Carlo simulation.

5.5.8 Simulation of multiple scattering in the thin hydrogel

layer

The thickness-dependent �Tsolar of the hydrogel smart window devices was inves-

tigated by experiments and a modified Monte-Carlo simulation.[184] �Tsolar of the

devices with the layer thickness ranging from 40 to 390 µm were measured. In the

simulation, the effect of randomly distributed hydrogel particles on the propagation

of light is modeled as multiple scattering and absorbing events. The logic flow of the

modified Monte-Carlo simulation is provided in Figure 5.19.

A single photon was launched at the upper boundary of the hydrogel layer in each

run, with a normal propagation direction to the surface. Then the photon moves until

it is reflected by or transmits through the hydrogel layer. For each moving step, the
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photon travels a random distance of �S, whose mean value is the same as the mean

free path of the photon in this medium:[184]

�S = � ln(⇣)

µs + µa

(5.8)

where ⇣ is a pseudo-random number locates in (0,1]. 1/(µs + µa) is the mean free

path of photons in the hydrogel layer. The concentration of the close-packed hydrogel

particles after centrifuging was estimated as 6/(⇡D3
h
). The scattering and absorbing

cross-sections of pNIPAm-AEMA microparticles and pNIPAm particles estimated

through the inverse method were applied to determine the µs and µa.

The photon changes the propagation direction after each moving step as the scat-

tering occurs. The new propagation direction is determined by a rejection method

following the phase function P (✓) of Mie theory, where ✓ denotes the scattering

angle.[184] Basically, two pseudo-random numbers are generated, which are the ran-

dom scattering phase function (Prand) and the random scattering angle (✓rand). The

random scattering angle is accepted as the propagation direction for the next moving

step if Prand  P (✓rand). Otherwise, new Prand and ✓rand will be generated until the

new propagation direction is determined. The light absorption by water inside and

outside the hydrogel particles is modeled with a weight function W applied on the

photon,[184] where the original weight W0 before launching is 1. To avoid the inac-

curacy near the wavelength of 1450nm and 1930nm, the weight attenuation after nth

moving step is accounted as,

Wn = Wn�1exp(�
4⇡kw
�

�Sn) (5.9)

where �Sn is the nth moving distance. The moving steps repeat until the photon

travels out of the upper or lower boundary of the hydrogel layer with a specific

weight. Reflectivity (R) of normal incidence at the boundary of two materials with

the reflective index of n1 and n2 is

R = [
n2 � n1

n2 + n1
]2 (5.10)
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nglass = 1.5,nwater = 1.33 and nair = 1.0 were used to estimate the reflectivity

at the boundaries between glass and air (Rga) and the boundaries between the glass

and the hydrogel layer (Rgh). A total transmittance of 92% was obtained, where the

multiple reflections between boundaries are negligible.

T = (1�Rga)
2(1�Rgh)

2 ⇡ 92% (5.11)

5 ⇥ 103 photons were simulated for each wavelength to obtain the �Tsolar with

fluctuations less than 0.5%.

The dependence of �Tsolar on the layer thickness for pNIPA-mAEMA and pNI-

PAm hydrogel was shown in Figure 5.13. The �Tsolar of the pNIPAm-AEMA hydrogel

raised with the increasing of the layer thickness, which is apparently higher than that

of the pNIPAm due to the extending of scattering into the IR region. The maxi-

mum �Tsolar of 81.3% was attained at 240 µm for the pNIPAm–AEMA, while the

pNIPAm achieved the maximum �Tsolar of 65.8% at 390µm. Further increase of

thickness caused a reduction in �Tsolar Since the transmittance in the visible region

is decreased, and the water absorption in the IR range is saturated before the phase

transition. A high Tlum of the thermochromic layer after phase transition is required

in some situations.[12] The thickness of the hydrogel layer needs to be reduced to im-

prove the Tlum at high temperatures. Figure 5.13 b shows the Monte-Carlo simulation

results of the �Tsolar and Tlum at 35� for devices with the layer thickness from 10 to

50µm. At the same Tlum, the �Tsolar of the pNIPAm-AEMA hydrogel is higher than

that of the pNIPAm hydrogel due to the full solar spectrum modulation. Besides,

the layer thickness of the pNIPAm-AEMA hydrogel to achieve a specific �Tsolar is

smaller than that for the pNIPAm hydrogel. This simulation shows the potential of

the pNIPAm pNIPAm-AEMA hydrogel to achieve a high Tlum of 50% after phase

transition and a decent �Tsolar of 30% by decreasing the layer thickness to 20 µm,

which requires precise packaging method and is beyond the scope of this work.
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5.6 Summary

In summary, a new type of light-management device based on thermochromic pNIPAm-

AEMA microparticles has been demonstrated. The large and broadband transmit-

tance modulation makes the device ideal for energy-saving applications. Especially

by tailoring the particle size and internal structure, the pNIPAm-AEMA hydrogel

effectively extends light rejection into the IR region, contributing to a significantly

enhanced �TIR of 75.6% and an ultra-high �Tsolar of 81.3%. Meanwhile, the supe-

riority of hydrogel over conventional VO2-based thermochromic materials are main-

tained, exhibiting a high Tlum of 87.2% and a low phase-transition temperature of

⇠32�. A decline of the indoor temperature of ⇠5� can be expected by using the

pNIPAm-AEMA thermochromic windows, whose excellent stability and scalability

also display its prospect of practical applications. Building upon the advancement

of light management in the use of pNIPAm-AEMA microparticles over counterpart

thermochromic materials, future progress in dynamic transmittance modulation is

enabled by pursuing the optimal mechanism that leads to the change in the refractive

index. The tunable scattering behaviors of hydrogel particles not only pave a way to

revamp energy-saving smart windows but will also be broadly applicable to optical

modulators, displays, and invisibility cloaking.[189, 190].
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Chapter 6

Projection lithography patterning of

pixelated quantum dots /

photopolymer

6.1 Introduction

Artificial neural networks with linear connectivity and nonlinear activation functions

can model any relations between the input and targeted output [191]. In Chapter 3,

we proposed a linear optical recurrent network in the form of a scattering reservoir.

However, the nonlinear activation function is missed in the model. In general, optical

nonlinearity can be achieved with saturable absorbers [192], electro-optical modu-

lator [193], Fano resonator [194], etc. Integrated photonic circuits with embedded

activation units have been developed based on these physical nonlinear effects [195].

On the other hand, free-space optical neural networks still call the development of

2D/3D patterning techniques to embed the non-linear activation layer [196, 197]. For

example, a diffractive neural network faces challenges in extending its functionali-

ties with customizable activation functions [44]. In this chapter, we demonstrated a

projection lithography method for 2D patterning of QDs/Photopolymer composite.

The method can achieve high resolution patterning down to < 10 um scale with the
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potential for large-scale manufacturing. We further applied this method to directly

patterning QDs color converters on top of blue micro-LEDs for the application of

high-resolution displays.

Downconversion of blue/UV micro-LEDs with sub-100 µm pixel size to emit

longer-wavelength colors draws increasing attention, for the broad applications in-

cluding high-resolution wide-gamut display, [198, 199, 200] automotive adaptive front-

lighting, [201, 202] high bandwidth visible light communication, [203, 204, 205] and

spectral / spatial-sensitive optogenetic stimulation.[206, 207, 208] Quantum dots

(QDs) outperform other down-conversion materials due to their high efficiency, tun-

able narrow-band emission, broad absorption spectra, and fast photoluminescence

(PL) decay times. [209, 210, 211] Patterning QDs color converters on blue/UV

micro-LEDs can also simplify the manufacturing procedure and reduce product defect

rate compared to integrating red, green, and blue-emitting micro-LEDs on a single

chip. [147, 212, 213] Ink jet, [214, 215] aerosol jet [212, 216] and photo-lithography

[213, 217, 218] methods have been applied to pattern QDs converters on blue/UV

micro-LEDs with sub-100 µm pixel size. However, challenges still remain to gener-

ate high-resolution color-selective patterns compatible with the advanced III-Nitride

blue/UV micro-LEDs with pitch and pixel size approaching ⇠10 µm, [219, 220, 200]

meanwhile to mitigate the drop of photoluminescence (PL) due to aggregation at high

QDs loads and host material effects. [221]

Inkjet and aerosol jet printing rely on solvent-based drop-casting with nozzles

followed by solvent removal. These methods have only been able to pattern QDs

pixels with la limited size of ⇠50 µm. [212, 216] Meanwhile, the aggregation of QDs

and coffee-ring effects after solvent evaporation lowers the light conversion efficiency

and emission uniformity. [216, 221] Due to the fluidity of the solution-phase QDs

ink, the patterned pixels are usually limited to circular shapes, [215, 214] and color

crosstalk may happen during the patterning process. [212] Furthermore, ink jet and

aerosol jet printing are not efficient, for the low patterning speed (up to 200 µm/s)

of these serial methods. [214]

Conventional photo-lithography patterning requires multiple steps of thermal treat-
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ments and developer washing to pattern QDs/photoresists composites with high-

resolution of ⇠20 µm pixel size. [213, 217, 218] High QD loading in thin films is

required to achieve full conversion of blue/UV light. [222, 223] However, the aggre-

gation of highly concentrated QDs during polymerization of the polar photoresists

can increase scattering and non-radiative decay mechanisms, which reduces the PL

efficiency. [213, 222] Besides, the incompatibility between QDs and photoresists, also

known as host material effects, can cause the degradation of QDs’ surface passivation,

[224] which further reduces the PL efficiency and lowers the re-usability of QDs sus-

pended in uncured photoresists. Furthermore, the omnidirectional emission of QDs

raises the issue of color crosstalk due to unintentional excitation from light leakage

and coupling through the sides of nearby pixels. [225]

The aforementioned issues call the careful choice for patterning techniques along

with host materials for QDs color converters. In this paper, we demonstrated direct

projection lithography of pixelated red and green QDs/thiol-ene photo-polymer com-

posite with a UV digital light processing (DLP) printer for color down-conversion of

blue LEDs. The DLP projection lithography provides a scalable and air-processing

patterning procedure with high resolution. We were able to achieve sub 25 µm square

pixels array with 30 µm pitch and sub 10 µm thickness. The smallest pixel size can

go down to 6 µm with the DLP printing setup. Meanwhile, a wide view angle ap-

proaching the Lambertian emission profile and 95% color gamut coverage of DCI-P3

standard is achievable. The choice of thiol-ene photo-polymer as the host material

and quantum dots capped with amine surface groups facilitates the uniform disper-

sion of QDs in the cured polymer matrix, reduces aggregation, and partially mitigates

the drop of PL efficiency. Compared with the drop-casting method, the QDs/NOA86

composite improves PL quantum yield (PLQY) by 0.5-1 times at high QDs loads (25

to 100 mg/mL). Furthermore, we also demonstrated color crosstalk reduction through

projection lithography patterning of light-absorbing walls between nearby pixels.
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6.2 Projection lithography method & choice of QDs

/ supporting matrix

6.2.1 Synthesis of QDs/photopolymer composite

NOA86 from Norland Optics was used as the photo-polymer matrix in this study.

Green (QSP-520) and red (QSP-620) emission CdSe/ZnS core-shell QDs powder

capped with octadecylamine surface group were purchased from Ocean Nanotech.

QDs powder was firstly dispersed in chloroform (� 99%, Sigma Aldrich) to 5 mg/mL.

Then NOA86 were added to form QDs/NOA86 composite with final concentrations

of 25, 50, 75, and 100 mg/mL after chloroform removal under reduced pressure.

6.2.2 Direct patterning with projection lithography

The components schematic of the projection lithography printing system are shown

in Figure 6.1(a). It contains an inverted optical microscope (IX71, Olympus) with a

2-axis motorized stage system (ProScan III, Prior Scientific) of sub 0.1 µm positioning

resolution, a DLP projector (PRO4500, Wintech) with 405 nm UV LED, and a high-

resolution digital micro-mirror device (DMD) as the light source and dynamic mask.

Patterns reflected by the DMD were guided by the optics and focused through the

20X/0.25 objective lens (Olympus) onto the 2-axis printing stage. The optics were

aligned so that the optical path between the DMD and the objective lens is the same

as the optical path between the observing CCD and the objective lens. Therefore the

system could fulfill pattern alignment and UV projection simultaneously.

Figure 6.1(b) shows the schematic of patterning procedures of red and green QDs

color converters on the blue micro-LEDs array. QDs/NOA86 composite (5 µL in the

experiment) is drop-cast onto the substrate, followed by chloroform removal under re-

duced ambient pressure. The QDs/NOA86 composite forms a thin layer of liquid film

over the printing area, as in subplots II and IV. UV exposure of the pixel pattern cures

the thin layer of the QDs/NOA86 composite under the projected area. The uncured

composite is rinsed away with IPA and the substrate is blow-dried with air, resulting
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Figure 6.1: (a) Schematic of the UV DLP projection lithography printing system.
(b) Schematic of patterning procedure of red (I-III) and green (IV-V) color convert-
ers on blue micro-LED array with black matrix (VI-VII) for RGB full color display
(VIII). UV pattern projections are shown as the purple square beams. (c) Schematic
microstructure of QDs/NOA86 composite films, consisting of cross-linked thiol-ene
polymer matrix and amine capped QDs. (d)Schematic of thiol-ene reaction under
UV initiation to form the polymer matrix.

in the pixelated color converters, as shown in subplots III and V. Figure 6.1(c) shows

the microstructure of cured NOA86 thin films with high QDs load. The thiol-ene

reaction process is shown in Figure 6.1(d). NOA86 contains tetrafunctional thiol,

acrylic monomers with at least 2 -ene functional groups, and UV/visible sensitive

photoinitiator (proprietary formula/ingredients). The thiol-ene reaction is initiated

with the 405 nm UV projection. Then it propagates with bonds formation between

thiyl radical and ene functional groups and eventually forms the cross-linked polymer

matrix. Due to the amine surface group, the QDs are not likely to be involved in the

thiol-ene polymerization, which prevents the phase separation and QDs aggregation.

[222] Here we further demonstrate the patterning of light-blocking walls between pix-

els as ”black matrix” for color crosstalk reduction, as shown in Fig. 1(b) subplots

VI-VIII. The details of exposure time and intensity are listed in the following result

sections.
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6.2.3 Instrumentation and characterization

Fluorescence and white light photos of the printed pattern were taken under a mi-

croscope (OMFL600, OMANO) with a 100W mercury arc lamp as the UV source.

The dimensions of the patterned pixel array were measured with a profilometer (Dek-

takXT, Bruker). Fluorescent emission spectra, peaks, and full width at half maximum

(FWHM) was measured by spectrofluorometer (Fluorolog-3, Horiba) with integra-

tion sphere (Quanta-phi, Horiba) at 400 nm excitation (FWHM of 4 nm). PLQY

was calculated following the method developed by de Mello and others. [226] Ab-

sorption spectra of the QDs/NOA86 composite were measured with a UV-VIS-NIR

spectrophotometer (Lambda 1050, Perkin Elmer).

The angular emission intensity was measured with a homemade setup. An optical

fiber adapter (SM1SMA, Thorlabs) on a rotation stage was placed 5 cm away from

the samples of blue LEDs covered with pixelated color converters, which was centered

at the rotation stage. Fluorescent emission collected by the small aperture on the

adapter was guided through an optical fiber (QP600-1-VIS-NIR, Ocean Optics) into

a spectrometer (USB2000+, Ocean Optics). The angular emission was measured at

a step of 5� from -90� to 90� relative to the normal of the sample plane.

The evaluation of color crosstalk reduction was done by comparing the intensity

of fluorescence signals (red or green channel values) before and after patterning the

light-blocking walls between pixelated color converters. The signals were collected by

a digital camera (EOS60D, Canon) with fixed shutter speed, aperture, and ISO.

6.3 Full-color conversion layer patterning on blue micro-

LEDs

Figure 6.2 shows the pixelated QDs/NOA86 color converters patterned by the pro-

jection lithography method. The concentration of red and green quantum dots is

100 mg/mL. The exposure time is 1.0 s, and the exposure intensity is 63 mW/cm2.

The white light and UV fluorescent microscope pictures show the high patterning
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resolution with a pitch size of 30 µm and pixel size of 21 µm for red pixels as shown

in Figs. 2(a)–2(b), and 22 µm for green pixels as shown in Figs. 2(c)–2(d). The size

and shape of the pixels could be tuned by adjusting the projected pattern. As shown

in Fig. 2(e), square pixels with a size of about 40 µm to 6 µm could be achieved.

The patterning resolution of the presented mask-less projection lithography system

is limited by the pixel size of the DMD chip and the de-magnification factor of the

scaling lens system, i.e. the ratio between the equivalent focal lengths of the collima-

tor tube lens and the objective lens. [227] On the other hand, the imaging quality

is affected by multiple factors including optical aberration, [227] non-uniformity of

the light source illumination on the DMD, [228] exposure dose control over the pro-

jected pattern, [229] etc. Applying the same printing procedure with a scaling lens

system of smaller de-magnification factor and DMD with smaller pixel size can im-

prove the patterning resolution. Meanwhile, aberration-correction, [227] illumination

uniformity improvement [228] and gray-scale DMD exposure dose modulation [229]

could help to compensate for the loss of image quality at a lower de-magnification fac-

tor. Figure 2(f) shows the capability of patterning pixels with a wide range of shape

choices, including star, hexagon, circle, triangle, and square. All pixels shown in Figs.

2(a)–2(f) were patterned on top glass slides. Figures 2(g)–2(h) demonstrate the capa-

bility of multi-material printing for full-color conversion with red and green QDs on a

blue LED substrate. Figure 2(h) was taken with a 500 nm long-pass filter (FEL0500,

Thorlabs), under the back illumination of the blue LEDs. Size and color conversion

efficiency variance across the patterned pixels could be observed in Figs. 2(g)–2(h).

The limitation on uniformity may be caused by the aforementioned factors affecting

the image quality. Challenges remain for mass production with the full-color conver-

sion of such systems despite being demonstrations of blue micro-LED pixels down to

1-2 µm. [230] Further, pixel-level calibration and correction of electrical driving cur-

rent and optical leakage are required to reduce the overall color conversion variance.

[200]
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Figure 6.2: Microscope photos of QDs/NOA86 pixels patterned by projection lithog-
raphy. (a-d)White light and UV fluorescent images of red as and green square pixels.
(e, f) Patterned pixels with various sizes and shapes. The representative feature di-
mensions are marked by the white dash lines in Figs. 2(e)-2(f). In (e), the dimensions
are: 43 µm, 30 µm, 22 µm, 15 µm and 6 µm, from large to small. In (f), the dimen-
sions are: Star: 26µm; Hexagon: 27 µm; Circle: 30 µm; Triangle: 28 µm and Square:
30µm. (g, h) Direct patterning of multi-color pixels on blue LED substrate. All scale
bars are 100 µm.
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6.4 Integration of QDs onto blue LED for color down

conversion

We patterned pixelated red and green QDs/NOA86 (QDs concentration of 50 mg/mL)

color converters directly on 0.5 mm by 0.5 mm blue LED chips, as shown in Figure

6.3(a)–(b). The fluorescence photos of the red and green pixels excited by the blue

LED were taken with a 500 nm long-pass filter (FEL0500, Thorlabs). The aforemen-

tioned patterning procedure resulted in a low-profile shape with thickness below 10

µm for both the red and green pixels. The different thickness of the two types of

pixels may come from the miss focusing of the object lens. Along with the omnidi-

rectional emission properties of QDs, the low-profile pixel shape and the high pixel

density benefit the wide angular emission distribution.

As shown in Figure 6.3(c), the normalized angular emission of both the red and

green pixels excited by the blue LED chips approaches the Lambertian emission profile

of an ideally diffusive radiator. [231] Figure 6.3(d) shows that the fluorescent emission

intensity of the red and green pixels can be adjusted by tuning supply voltage to the

blue LED chip. The PL intensity was measured with the angular emission measure-

ment setup at 0� emission angle, without long-pass filtering. Due to the overlap at the

range from 475 nm to 500 nm between the emission spectrum of the blue LEDs and

green QDs/NOA86 pixels, the PL spectrum of the green QDs/NOA86 composite was

fitted with Lorentzian function. On the other hand, the emission spectrum of the blue

LED was measured without patterning color converters on it. Figure 6.3(d) indicates

that QDs/photo-polymer color converters could be utilized for full-color conversion

on the blue micro-LEDs array by controlling the supply voltage of the nearby micro-

LEDs. The wide range of choices for QDs further offers tunability of color gamut

for blue LED color down conversion. Figure 6.3(e) shows the CIE chart of the QDs

color converters with the current choice of QDs and photo-polymer matrix, under

the assumption of full light conversion from the blue LED. [232] 95% color gamut

coverage of the DCI-P3 color space is achievable. [233]
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Figure 6.3: Direct patterning of QDs/NOA86 pixels on blue LEDs for color down
conversion.(a, b) White light and PL images and pixelated array profiles of red and
green pixels. (c)Angular emission profiles of red and green color converters from blue
LED excitation. (d)Blue LED emission spectra (Blue solid line) and PL intensities
of green (green solid lines)and red (red solid lines) QDs/NOA86 pixels as increasing
the supply voltage on the blue LED chip. (e) Color gamut coverage of the blue LED
with red and green QDs color converters.Numbers along the boundary of the chart
indicate spectral wavelength of the local colors
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6.5 Comparison between QDs/photo-polymer, drop-

cast, and solution-phase QDs for color down con-

version

The phase separation of QDs/photopolymer composites at high QDs concentration

causes the aggregation of QDs, which increases the non-radiative decay, scattering

and re-absorbing of emitted light. [213, 224] Those mechanisms result in reduced

PL efficiency, shifted emission peak, and expanded emission bandwidth. The rapid

thiol-ene photo-polymerization reaction can provide a fast cross-linking process during

exposure. [234] It has been shown that QDs/thiol-ene photo-polymer could achieve

uniformly dispersed QDs in the polymer matrix at high QDs loads, without phase

separation and QDs aggregation. [222] The NOA optical photo-polymer is also robust

for long-term operation. [222] In the following section, we compare the photolumi-

nescence of QDs color converters fabricated by conventional solvent drop-casting and

projection lithography. The drop-cast QDs were initially dispersed in chloroform of

the same QDs concentrations as the QDs/NOA86 composite. Meanwhile, solution-

phase QDs/chloroform suspensions were also measured as references.

Figures 6.4(a)–6.4(b) show the absorption of QDs / chloroform suspensions with

QDs concentration of 25 mg / mL, as well as the PL emission spectrum of solution-

phase QDs, QDs / NOA86 composite and drop-cast QDs at concentration of 25

mg/mL. The PL peaks of drop-cast QDs and QDs / NOA86 composites show redshifts

compared to the solution-phase QDs. In Figure 6.4(c)– (d), we further compare the

PL emission peaks and FWHM between the three groups of samples at high red or

green QDs loads from 25 mg / mL to 100 mg / mL. The PL peaks of solution-phase

red and green QDs locate at ⇠630 nm and ⇠525 nm separately. The drop-cast QDs

show the largest redshifts of the PL peaks (red: ⇠640 nm and green: ⇠535 nm), and

the widest FWHM (red: ⇠37 nm and green: ⇠45 nm), due to the large aggregation

after solvent evaporation. [221] On the other hand, the PL peaks of red and green

QDs/NOA86 shifted less, at ⇠632 nm and ⇠527 nm, with FWHM of ⇠35 nm and
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⇠40 nm separately, due to the uniform dispersion of QDs in the polymer matrix.

The QDs aggregation and host material effects also result in the degradation of

PL efficiency. As shown in Figure. 6.4(e)–(f), the drop-cast QDs have the low-

est PLQY (red: ⇠11% and green: ⇠20%) compared to solution-phase (red: ⇠20%

and green: ⇠40%) and QDs/NOA86 composite (red: ⇠15% and green: ⇠35%).

We could conclude from this comparison that the photo-lithography patterning of

QDs/photo-polymer method outperforms the conventional inkjet or aerosol jet pat-

terning methods by forming a more uniformly dispersed QDs in a polymeric matrix.

The PLQY of QDs/NOA86 is improved by 0.5-1 times compared to drop-cast QDs.

The higher PL efficiency of solution-phase QDs indicates liquid solvents may exceed

photo-polymers as the host material, which is partly due to the inhibited degradation

of QDs passivation. [224, 221] Other possible reasons include the light scattering from

the non-uniform refractive index of the polymer matrix and the high index mismatch

between NOA86 (n=1.55) and air. It is suggested that strategies like ”Stokes-shift-

engineered” giant QDs and silica-coated QDs could combat the host material effects

for QDs/photopolymer composites. [235, 224] On the other hand, liquid phase color

conversion pixels are not practical for high-resolution display applications, due to chal-

lenges in both manufacturing and maintenance for long-lifetime operation. On the

other hand, as shown in Figs. 4(e)–4(f), the absorbance coefficient µa of QDs/NOA86

composites (⇠0.1/µm) are comparable with solution-phase QDs at a high QDs con-

centration, which is preferable for full blue light conversion within a thin conversion

layer. Furthermore, applying optical bandpass filters to reflect un-converted blue light

back to the luminescence layer can further reduce blue light leakage and increase the

color gamut for full-color conversion. [212]
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Figure 6.4: Comparison between QDs / chloroform, QDs / NOA86 composite and
drop-cast QDs. (a, b) Absorption and PL emission spectra, with red and green QDs
concentration of 25 mg / mL. (c, d) PL peaks and FWHM of the 3 sample groups as
increasing the red and green QDs concentration from 25 mg / mL to 100 mg/mL. (e,
f) PLQY and absorbance coefficient µa of the 3 sample groups as increasing the red
and green QDs concentration from 25 mg / mL to 100 mg / mL
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6.6 Color crosstalk reduction with projection lithog-

raphy patterned black matrix

Color crosstalk may happen due to the blue light leakage between nearby pixels or

the unintentional excitation of red QDs by the nearby green QDs. Both of these

two mechanisms originate from the coupling of light emitted from pixels into the

other nearby pixels. One widely applied technique to reduce color crosstalk due

to unintentional excitation is inserting light-blocking walls or ”black matrix” between

pixels. [216, 236] Here we further demonstrate that the projection lithography method

could be applied to directly pattern red and green QDs color converters with ”black

matrix” to reduce color crosstalk.

A black photopolymer (PR - 57 Black, Autodesk) containing light-absorbing

molecules was used as the black matrix material. First, we followed the previously

described procedures to pattern straight lines of red and green color converters (with

QDs concentration of 50 mg / mL) on transparent glass substrates. Then the black

photo-polymer was applied and exposed with a parallel lines pattern to fill the gap

between the nearby pixels. The exposure time is 1.0 s and the intensity is 52 mW/cm2.

We compared the color crosstalk of the patterned pixels with and without the

black matrix. Figures 6.5(a)–(b) show the white light microscope photos in reflection

mode of the patterned lines of red and green color converters. The patterned “black

matrix” is shown as the white dash rectangular areas in Figure 6.5(b). This process

can also pattern black matrix walls around square pixels by projecting a grid pattern

at the gaps between red and green pixels. It requires a finer alignment between

multiple exposure steps, which is limited by the lack of rotational accuracy of the

current setup. Figures 6.5(c)–(d) show the fluorescence images of the patterned color

converters under 405 nm excitation from the UV DMD digital light projector over

the whole area. While in Figure. 6.5(e)–(f), the excitation only covers the green color

converters. The four fluorescence photos were recorded with the same digital camera

(EOS60D, Canon) with fixed shutter speed, aperture, and ISO. Figure 6.5(g)-(h) show

the extracted red and green channel intensities from the fluorescence photos, along the
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Figure 6.5: Color crosstalk reduction by projection lithography of "black matrix" in
between red and green QDs color converters. (a, b) White light microscope photos of
color converters with and without the black matrix. The patterned light absorbing
photo-polymer composite is shown as the white dash rectangular areas in (b). (c-f)
Fluorescence images of color converters excited by 405 nm light from the UV DLP
projector. Figures 5(c) and 5(e)show pixels without black matrix. Figures 5(d) and
5(f) show pixels with black matrix. The UV projection covers the whole area in Figs.
5(c)-5(d), while only covers the green color converters in (e)-(f). (g) Red and green
channel intensities along the white dash lines in (c)-(d). (h) Red and green color
channel intensities along the white dash lines in (e)-(f). All scale bars are 25µm.
(i) Normalized PL intensity and fitted PL spectrum of areas with and without black
matrix.
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white dash lines shown in Figure 6.5(c)–(f). Before and after patterning the black

matrix, the green fluorescence emission intensity profiles in both Figure 6.5(g)–(h)

keep a similar value, which indicates no direct coverage of the color converters by the

black matrix. Furthermore, applying the black matrix in between the red and green

color converters effectively reduces the un-intentional excitation of red pixels due to

the mitigated coupling of green light emission from a nearby green pixel into the red

pixel. As shown in Figure 6.5(h), the red channel intensity caused by color crosstalk

is reduced by 40% with the black matrix. Further, PL spectrum measurements over

larger areas with and without black matrices were conducted by projecting 405 nm

excitation light only onto the green color converters. Normalized PL intensity and

fitted spectrum with PL centers at 525 nm and 630 nm in Figure 6.5(i) confirm that

the drop of red PL intensity after adding the black matrix walls, which indicates the

color crosstalk reduction. The Projection lithography of the black matrix can be a

promising solution to prevent color crosstalk between high-resolution QDs converters.

However, the continuous decreasing of LED pixels size and pitch distance call the

development of new material composites to diminish light coupling between pixels.

6.7 Summary

In summary, we demonstrated the direct patterning of QDs/thiol-ene photo-polymer

composite as high-resolution pixelated color converters with DLP projection lithog-

raphy method. Square pixels array of 21 µm size, 30 µm pitch, and sub 10 µm

thickness was demonstrated. The smallest pixel size of 6 µm printed by this method

has not been achieved by ink-jet or aerosol jet methods. The fast thiol-ene photo-

polymerization reaction facilitates the uniform dispersion of highly concentrated amine

capped QDs in the polymer matrix, which improves PLQY by 0.5-1 times compared

to solvent drop-cast QDs. Meanwhile, the advantages of QDs as color converters for

wide viewing angles and wide gamut are maintained. A nearly ideal diffusive angu-

lar emission with 95% gamut coverage of DCI-P3 standard is achievable. The DLP

projection lithography method also offers promising solutions to resolve the color
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crosstalk due to the leakage of omnidirectional emission from QDs. The combination

of QDs/photo-polymer with projection lithography patterning method presents great

potential for high-resolution and efficient color conversion in applications like high-end

lighting and display, visible light communication and optogenetic neural controls.
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Chapter 7

Summary and Outlook

7.1 Summary

We explored the application of disordered optical elements for multidimensional infor-

mation processing and developed micro/nanofabrication methods that are compatible

with patterning engineered disordered optics.

A Fourier DOE with SML has been designed and demonstrated for a spectral

imaging application. The compact filter design could efficiently sample the major

spectral Fourier components in the Fourier transformed space. The DOE layer serves

as the dispersive element to selectively project the major spectral Fourier components

to the sub-pixel level locations. The SML layer then introduces the extra spatial fre-

quency to the different spectral components to avoid spectral aliasing in the Fourier

transformed space. As the result, the design can achieve balanced spatial-spectral res-

olution compared with the previous spatial multiplexing-based method. We fabricated

the designed DOE and SML with grayscale photolithography and beam lithography.

Experiment results show 9% RMSE for the spectral reconstruction of 54 different

broadband color bands in the visible range, and 0.324 cycles per pixel spatial res-

olution, thanks to the efficient sampling of the major spectral components in the

Fourier transformed space without the requirement of sub-super-pixel level sensing.

This design principle could be scaled with the sensor pixel size and manufacturing

capability while the Fourier spectral imaging method can also be applied to other
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implementations such as QDs spectroscopy.

One of the limitations on the manufacturing of optical DOE is the efficiently

patterning of micro/nanostructures with spatial thickness variation. Grayscale pho-

tolithography improves the patterning efficiency compared to conventional lithog-

raphy and a lift-off method. However, the material choices are limited to the low

index photoresists. For example, in our Fourier DOE design, this restriction limits

the achievable OPD retardation within a compact dispersion volume and reduces the

amount of separable spectral Fourier orders. To overcome this issue, we developed

a grayscale version of stencil lithography for efficient patterning of materials with

spatial thickness variation. By controlling the PSF of materials ejected through the

stencil mask by varying the deposition dose and tilting angle, we could control the

local deposition thickness with stencils of different filling ratios and improve the de-

position surface roughness to 7 nm. We demonstrated the fabrication method with

a 10 by 10 multi-layer spectral filter array. The proposed method can be adapted to

micro/nano stencil lithography to further improve the patterning spatial resolution.

In the second part of the thesis, we focused on the application of scattering medium

for linear optical reservoir computing, which relies on the memory of spatial-temporal

information for temporal signal processing. We identified the effects of loss and non-

normality of a scattering medium on its memory capacity and noise resistance when

serving as the optical reservoir. We found that sufficient loss (Ttotal <
p
N0.01) is re-

quired to efficiently memorize the short-term information up to the N time steps back,

where N is the dimensionality of the system. And scatters with a total transmission

of around 0.5 have the highest architecture-based noise resistance due to their non-

normality. However, the high losses in that system compromise the actual memory

performance and noise resistance. By introducing an artificial amplification method,

we proposed a practical input encoding method to overcome the loss issue and fully

harness the high dimensionality and high noise resistance of the scattering medium

for linear reservoir computing.

A dynamic scattering medium based on thermochromic pNIPAM hydrogel parti-

cles has been developed for the application of solar modulation, which also has the
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potential for a controllable scattering reservoir. Through fine-tuning of the gel parti-

cle’s size before and after phase transition, we could control the scattering strength

over the visible to NIR region. When working as the smart window, the material

can achieve > 80% solar modulation at the “on” state with high luminous trans-

mission >85% at the “off” state. The large contrast of scattering strength makes it

an ideal candidate to validate the dependence of memory performance on the total

transmission in the scattering optical reservoir. Meanwhile, the material also shows

great stability for long-term usage and the solution-phase manufacturing method is

of potential for large-scale production.

Finally, we developed a projection lithography technique to pattern pixelated

high-resolution micro-sized QDs/photopolymer composites. We applied this method

to package blue µLEDs with QDs color converters for full RGB display. Meanwhile,

the same fabrication technique could be applied to introduce gain/loss materials to a

passive disordered medium, which can bring non-linear functionalities to the proposed

disordered optical network.

7.2 Outlook

The great potential in the engineered disordered optical elements may lead to many

future research directions.

Inverse design of disordered optical elements: The complex optical medium

can project aliased information to higher dimensions for multi-dimensional informa-

tion processing. As we demonstrated in the Fourier DOE for spectral imaging and

scattering optical reservoir, the designing of the transmission matrix determines the

functionality and efficiency of the disordered optical element. Given the material

information and targeted functions, inverse design can facilitate the optimization of

the transmission matrix and open more design freedom for multi-dimensional infor-

mation processing. For example, recently an end-to-end adjoint optimization method

[40] has been proposed to design 3D printed optical elements for spatial, spectral, and

polarization information reconstruction in some special application cases. Following
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this direction, designs for more general imaging applications [237, 238] without pre-

knowledge of the objects can be developed, which may further extend the application

of disordered optical mediums.

Gain/loss engineering in complex optical medium: In the Fourier DOE

and scattering optical reservoir, the disordered optical medium only serves as a linear

operator modeled by the transmission matrix. Embedding gain/loss materials into the

complex medium can achieve unprecedented functions for applications in an optical

neural network. [196, 197] Transient signal amplification has been observed in the

gain/loss embedded waveguide. [155] Transforming the z-dimension of the waveguide

into the temporal dimension can make it equivalent to the transient amplification

of signals in an optical reservoir. Further, engineering the gain/loss distribution

can facilitate and control the information transportation in complex medium with

high scattering strength. [59, 239, 240] This development requires the techniques of

temporal modulation of the gain/loss medium with feedback functionality. On the

other side, the development of an optical neural network also calls the discovery of

optical materials to serve as the non-linear element, such as the activation function

at the readout layer. Currently, the most of diffractive neural network and scattering

based optical reservoir relies on the non-linearity of the intensity sensors to fulfill

the non-linear function. [71, 141] Engineering gain/loss materials with non-linearity,

for example, saturable absorbers and Kerr optical materials, can further extend the

capability of the disordered optical medium in handling non-linear tasks.

Event-based information processing with disordered optical medium:

The capability of disordered optical reservoir for temporal signal processing opens the

direction of event-based information encoding and processing. Spiking-based neurons

and networks could be a potential candidate for this application. [241, 242, 243] A

spiking neuron contains coupled gain and loss elements that define the threshold for

stimulated amplification of the input signal, in other words, the “spike” output.[244]

Semiconductor lasers with saturable absorbers have been demonstrated as the optical

implementation of the biological spike neuron, with great potential for event-based

information processing. [245] Integrating multiple spike neurons with randomness
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into a network may fulfill more complicated network functionalities. [70] The analy-

sis of the linear optical reservoir computer in this thesis could be further developed

to model the spike optical reservoir. Another possible direction is to combine the

disordered optical reservoir with event-band neuromorphic CCD, [246] which records

the “event” happening as dramatic intensity differences measured by the sensor pixels.

The development in the “event” camera opens the direction for fast temporal infor-

mation processing with lights. [247] While coupling it with the disordered optical

medium can further engineering the connectivity between the individual nodes in the

network formed by the camera pixels.

3D micro/nanomanufacturing techniques: The development of disordered

optical designs requires compatible manufacturing techniques to transform them from

blueprints to real working devices. For example, micro-stereolithography-based 3D

printing technologies are a promising candidate to further miniaturize the diffractive

optical elements, overcome the limitations in step height control, and even fabricate

multi-layer cascade DOE with high efficiency and large scale. [248, 249, 250] Chal-

lenges remain in improving the patterning resolution and field-of-view by projection

lithography and embedding of multi-material. Experiment works based on micro-lens

array for large-scale and high-resolution micro-stereolithography have been developed

in our lab and paved the way for applications in fabricating engineered disordered op-

tical elements. [251]
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