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Abstract

Modern AI algorithms are rapidly becoming ubiquitous in everyday life and have
even been touted as the new “Software 2.0” stack by prominent researchers in the
field. Indeed, these algorithms are fundamentally changing the way we interact with,
potentially even how we will program computers to achieve desired outcomes. In this
thesis, we advocate that wielding control over these increasingly powerful models is
important for progression in the field, and more importantly, for ensuring that mod-
els deployed in the real world behave in the ways we would like and preventing cases
where they may do unintended harm. First, we present an empirical study in which
we train a large-scale Generative Adversarial Network (GAN) on the MIT Places365
dataset, achieving state-of-the-art Inception scores and Fréchet Inception distance,
metrics that are used to evaluate image synthesis quality. We then introduce a GAN
framework, GANalyze, that allows one to make targeted manipulations to various
cognitive attributes of GAN generated imagery, such as memorability and emotional
valence, and use this framework to surface “visual definitions” of these properties.
Through behavioral experiments, we verify that our method discovers image ma-
nipulations that causally affect human memory performance. Finally, we build on
this framework by incorporating a powerful new pretrained text-image semantic sim-
ilarity model to create a novel image editing application that allows users to “paint
by word.” All together, this progression of work underscores the advantages of the
emerging “Software 3.0” stack, whereby programmers are tasked with orchestrating
and finetuning the interactions between large-scale foundation models to carry out
higher-order tasks.

Thesis Supervisor: Aude Oliva
Title: Senior Research Scientist, Computer Science Artificial Intelligence Laboratory

3



4



Acknowledgments

Thank you to my advisor Aude Oliva, for all of her support, guidance, energy and

trust over the course of a this work, especially during the unprecedented year of 2020.

Thank you to every member of the entire Oliva Lab, for you have all influenced and

enhanced my life in ways too numerous to list here.

Finally, thank you to my family - my Mom, Dad and Sammy - who have always been

my greatest source of support and inspiration.

5



6



Contents

1 Introduction 17

1.1 A new type of software . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.2 Software 3.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.3 A case study: Controllable Neural Image Synthesis . . . . . . . . . . 22

2 Generative Modeling 25

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.1 GAN Framework . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.2 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . 29

2.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3.1 Network Architectures . . . . . . . . . . . . . . . . . . . . . . 30

2.3.2 Optimization and Inference . . . . . . . . . . . . . . . . . . . 30

2.3.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.5 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3 GANalyze 41

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.1.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

7



3.2.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.3.1 Model validation . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.3.2 Emerging factors . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.3.3 Realness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3.4 Do our changes causally affect memory? . . . . . . . . . . . . 51

3.4 Other image properties . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4 Paint By Word 61

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.3 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.3.1 Semantic consistency in a region . . . . . . . . . . . . . . . . . 67

4.3.2 Generative modeling in a region . . . . . . . . . . . . . . . . . 70

4.3.3 Avoiding adversarial attack using CMA . . . . . . . . . . . . . 72

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.4.1 Testing full image generation . . . . . . . . . . . . . . . . . . 74

4.4.2 A large scale user study of bedroom image edits . . . . . . . . 77

4.4.3 Demonstrating paint-by-word on a broader

diversity of image domains . . . . . . . . . . . . . . . . . . . . 78

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5 Conclusion 81

5.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.2 Future directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

8



List of Figures

1-1 Comparing the I/O structure of software 1.0 vs software 2.0. In soft-

ware 1.0, programmers provide inputs and the explicit instructions to

be performed on those inputs to produce outputs. In contrast, soft-

ware 2.0 consumes examples of inputs and outputs and must produce

models that have learned the rules of the desired program. . . . . . . 19

1-2 Software 3.0 is concerned with harnessing the emergent capabilities

of existing pretrained AI foundation models and orchestrating their

interactions to carry out higher-order tasks. . . . . . . . . . . . . . . 21

2-1 Preliminary samples from a 256x256 pixel resolution BigGAN-deep

model trained on the Places365-Challenge dataset containing over 8

million annotated scene-centric images. A truncation threshold of 0.5

was used for sampling the random noise vector z. This model was only

trained for 100k iterations. . . . . . . . . . . . . . . . . . . . . . . . . 26

2-2 Typical plots of various metrics monitored during the training phase . 34

2-3 A collage of samples from the fully trained 256x256 pixel resolution

model highlights the diversity and quality of generated samples. . . . 35

2-4 The effects of varying the amount of truncation during sampling from

the 128 pixel BigGAN model for the “Skyscraper” scene category. From

left to right, the threshold is set to 2, 1, 0.5, 0.04. . . . . . . . . . . . 36

2-5 FID vs. IS at 128 pixel resolutions. . . . . . . . . . . . . . . . . . . . 36

9



2-6 Linear interpolations between two randomly sampled coordinates in Z

for a given class y shows that the latent space has developed smooth

transitions, with each sample appearing as a visually plausible inter-

mediate version of its right and left neighbors. . . . . . . . . . . . . . 37

2-7 Interpolations between classes c with z held constant. Scene semantics

and spatial layouts are frequently maintained between endpoints. . . 38

3-1 Schematic of the model. The model learns how to transform a z vec-

tor such that when fed to a Generator, the resulting image’s property of

interest changes. The transformation is achieved by the Transformer,

who moves the z vector along a learned direction, ✓, in the Genera-

tor’s latent space. An Assessor module (e.g., MemNet) predicts the

property of interest (e.g., memorability). Finally, ↵ acts as a knob to

set the desired degree of change in the Assessor value (e.g., MemNet

score), telling the Transformer how far to move along ✓. . . . . . . . 41

3-2 Model results. A) Graph shows the mean MemNet score across the

images in every ↵ condition. Our model successfully learned how to

modify a GAN image to decrease (negative ↵) or increase (positive ↵)

its MemNet score. B) List of emerging factors potentially underlying

the effect observed in (A), and graph of how they change in function of

↵. The factors emerged from visualizations generated by the GANalyze

framework (examples shown in Figures 3-3 and in the Supplementary

Materials). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3-3 Examples of generated images along the memorability dimension.

The middle column represents G(z,y), the generated image serving as

the original seed to create a series of clone images more or less memorable. 48

10



3-4 Realness measures as a function of ↵. A) Two popular automatic

measures for evaluating the realness of a set of GAN images. Note

that lower FID values indicate higher realness. B) Human fakeness

discriminability, measured as the mean proportion correct in a 2AFC-

task in which AMT workers had to discriminate GAN-images (fake)

from real photographs. . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3-5 Schematic of the visual memory game. Each image is shown

for 600 ms, with a blank interstimulus interval of 800 ms. Workers

are asked to respond whenever they recognize a repeat of a previously

shown image. For a correct response, the frame around the image

briefly turns green. A red frame, on the other hand, indicates a mistake. 50

3-6 Human memory performance for images modified according to

different Assessors: A) MemNet, B) Object size and C) AestheticsNet.

Performance is measured as the hit rate across all images and workers

in the memory game for each property. . . . . . . . . . . . . . . . . . 53

3-7 Model results for additional Assessors. Graphs show the mean

Assessor (A: Object size, B: AestheticsNet, C: EmoNet) score across

images in every ↵ condition. . . . . . . . . . . . . . . . . . . . . . . . 54

3-8 Examples of generated images along the aesthetics (top) and emo-

tional valence (bottom) dimension. The middle column represents

G(z,y), the generated image serving as the original seed. An im-

ages’ Assessor score is shown in its top left corner. More examples are

included in the Supplementary Materials. . . . . . . . . . . . . . . . . 57

3-9 Comparison of examples generated according to different As-

sessors. The top row represents G(z,y), the generated image serving

as the original seed to create a series of images with a higher or lower

Assessor value. The respective Assessor values are indicated in the

top left corner. Note that for object size, we used a different ↵ range:

{-0.8,0.8}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

11



4-1 An overview of our method. (a) we begin with an image x0 that is

decoded from a latent z0 by a pretranied generative model of realistic

images x0 = G(z0). (b) To edit the image, the user selects a region m

and gives an arbitrary run of descriptive text t. The image generator

G(z) = h(f(z)) is decomposed to expose a image representation w

that can be split spatially between the painted and unpainted region.

Then a text-image semantic similarity model C(x, t) is used to define

a semantic consistency loss that is used together with an image loss

(minimizing changes outside the mask) to optimize w inside the region

to make the synthesized region match the given text. . . . . . . . . . 62

4-2 Comparing the effect of optimizing with and without a spatially split

generator. The masked loss Ct,m(x) is used to generate modifications

of a generated image (a) that matches the description “A photo of

a purple bed.” where the loss is masked to the user-painted region

m as shown in (b). The modification is done in two ways. In (c),

the original unmodified StyleGAN2 [57] model (trained on LSUN [117]

bedrooms) is used and an optimizer finds a G(z) that minimizes the

masked loss. In (d), the optimization is done over a spatially-split

generator Gz,m(w). Although in both cases, the semantic loss examines

only the region of the bed, only the split generator allows changes to

be made in the user-specified region without altering the rest of the

scene. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

12



4-3 Avoiding adversarial examples when optimizing an image to match

the description “A photo of a yellow bird flying through the air.” The

gradient descent method (Adam) obtains good scores while yielding an

unrealistic image that looks neither like it is flying, nor like a real bird.

In practice, we obtain better results by using the non-gradient sampling

method (CMA-ES). Although samples do not achieve scores that are

as good, the generated samples avoid becoming adversarial, and user

studies (Section 4.4.1) show that results are both more realistic and

accurate in practice. . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4-4 Qualitative comparison of a handful of birds from the user study con-

ducted in Section 4.4.1. Our method (third row) is applied to synthe-

sizing full images based on description of birds. It is compared to an

ablation where the Adam optimizer is used alone instead of CMA-ES;

and we also compare our method to DALL-E [88]. Note that images

from our method tend to be more realistic more often when compared

to the other implementations. . . . . . . . . . . . . . . . . . . . . . . 69

4-5 User study comparing the semantic accuracy and realism of our basic

method (Equation 4.1). We ask users to compare images generated

by our method to two baselines; three workers examined each pair of

images to make each assessment. We compared our method as imple-

mented using CMA [34] versus to our method using the Adam opti-

mizer [61]. Our CMA method outperforms our Adam method in both

accuracy and realism. To compare to a state-of-the-art baseline, we

also compare our method to DALL-E [88], which is text-to-image sys-

tem that was trained on a much broader and more difficult domain.

Our method outperforms DALL-E in this setting, possibly because here

our generator is trained to specialize on the narrow domain of birds.

In this test, our method pairs a 256-pixel StyleGAN2 [55, 57] trained

on CUB birds [111] with the CLIP [84] ViT/32B text-image semantic

similarity network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

13



4-6 Representative successes and failures in a large-scale user study of im-

age edits. 3000 edits were made on 300 randomly sampled StyleGAN2

bedroom outputs, and the edited image was compared to the original

by crowdsourced workers. In cases a-e, 2/2 workers rated the modified

image as a better match to the word than the original, and in case (f),

both workers rated the modified image as a worse match to the word.

In case (a) 2/2 workers rated the edited image as more realistic than

the original, in cases (b) and (f) the two workers split on realism, and

in cases c-e, both workers rated the edited image as less realistic than

the original. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4-7 A detailed breakdown of user edits that were considered accurate by

2/2 workers, according to individual word. The most accurate edits

among those we tested are for the color orange; and the least accu-

rate are for the word "Scandinavian". Edits that were considered less

realistic than the original are shown in orange. . . . . . . . . . . . . . 75

4-8 Exploring edits using our method with BigGAN. Because BigGAN

models have been pretrained on very broad distributions, they provide

an opportunity to experiment with a broad range of types of edits. . . 76

14



List of Tables

2.1 Computational configurations employed in this study. The 128x128

models trained on Google Cloud and Core Scientific used a single

multi-GPU machine, which allows for low-latency GPU-to-GPU syn-

chronization. The 256x256 model was trained for 100k iterations using

42 2xGPU nodes on IBM Cloud. Despite having an order of magnitude

more GPUs and fewer gradient accumulations, the rate of training in

this configuration is significantly lower than its single node counter-

parts, suggesting that the distributed nature of this setup introduces

a heavy synchronization time penalty. In contrast, the infiniband net-

work connections in the MIT-Satori cluster mitigated these synchro-

nization penalties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.2 Evaluation of models for different datasets, resolutions and training

iterations via Fréchet Inception Distance (FID, lower is better) and

Inception Score (IS, higher is better). . . . . . . . . . . . . . . . . . . 33

3.1 Relation between emerging factors and human memory perfor-

mance. We show the output of logistic mixed-effects regressions. From left

to right: the regression weight, the confidence interval (CI) for that weight,

the p-value for statistical significance, and Tjur’s coefficient of discrimina-

tion (D), being the regression model’s goodness of fit [108]. The emerging

factor values were normalized before running the regression models. . . . 55

15



4.1 User study of edits, by semantic category. Percentages shown include

only cases where both evaluations agree. “Accurate” counts cases where

the edited image is a better match for the text. “Realistic” counts cases

where the edited image is more realistic than the original. In both cases

the opposite counts are also shown. . . . . . . . . . . . . . . . . . . . 77

16



Chapter 1

Introduction

Since the resurgence of deep neural networks at the beginning of the last decade,

modern deep learning continues to triumph in domains such as computer vision and

natural language processing. As a result, these algorithms are rapidly infiltrating

many aspects of modern day life in ways that we can and cannot see [95]. For example,

these algorithms may influence what content and media we consume, which purchases

we make, potentially even how decisions will be made about our health [20]. Modern

computer vision systems are now deployed in sensitive contexts such as autonomous

vehicles where the consequences can be life or death [45]. Furthermore, researchers

are only beginning to understand more subtle downstream consequences and dangers

of deploying biased classifiers in production machine learning systems, which has

already been identified as potentially reinforcing inequality [64]. Within this context,

it becomes clear that effectively deploying these algorithms requires an understanding

of how and why they work, their strengths and weaknesses, and when and where

they can operate safely. As the size, capabilities and responsibilities of these

models continue to grow, so should our ability to interact with and control

them to achieve a desired outcome. Crucially, this ability should be used to exert

fine-grained control over the behavior of the models to ensure that they operate in a

manner we deem most beneficial and safe for all.

The ability to specify and shape the output behaviors of these models - bend these

models to our will - is not just important from a safety perspective, it represents

17



fundamental progress in the field and opens up avenues for advancements in other

domains of science and business as well [4, 19, 63, 73, 97, 113]. Deep learning models

have even bridged the gap to creative domains where artists and musicians are already

finding new ways of creative expression using these models as their instruments and

tools [94]. Most broadly, it is changing the way we interface with, potentially even

program computers. For that reason, understanding and controlling the emergent

capabilities of generative models serve the primary focuses of this work.

1.1 A new type of software

The notion of deep neural networks as “Software 2.0” was first characterized by Karpa-

thy [52] as model of software development that is model and data driven as opposed

to code-driven. To summarize, Karpathy contrasts two types of software:

• Software 1.0: The software we are all familiar with, written in a language

such as C++ or Python, whereby a programmer provides explicit, step-by-step

instructions to be carried out by the machine to achieve some desired behavior.

• Software 2.0: Exemplified by the modern deep learning training workflow.

Instead of providing the inputs to a program and the exact rules for how to

operate on that input, programmers provide input data and output data, in

essence specifying a goal on the desired behaviour or outcomes by example,

not instruction. It is now the task of the machine to learn and execute the

rules and behaviors of the program. In practice, software 2.0 programs are

written by roughly framing a task as optimization procedure specified by some

evaluation criterion and providing a neural network with the right inductive

biases to effectively solve the optimization problem. The challenge is curating

the right data, designing the right loss objective, and structuring the deep

network correctly.

Indeed, this new way of thinking about solving problems with software has brought

about significant advancements. This continued success supports the notion that deep

18



Figure 1-1: Comparing the I/O structure of software 1.0 vs software 2.0. In software
1.0, programmers provide inputs and the explicit instructions to be performed on
those inputs to produce outputs. In contrast, software 2.0 consumes examples of
inputs and outputs and must produce models that have learned the rules of the
desired program.

learning thrives at scale, and this progress has come with a “voracious” appetite for

computing power [107]. Currently, bigger really is better in the world of deep learn-

ing. However, training these large scale models is quickly becoming economically,

technically and environmentally unsustainable [107]. Already, the most impressive

recent feats of AI are obtained through massive investments from a select few compa-

nies to train models on supercomputer-scale hardware, and not all models are shared

with the rest of the research community. Given these circumstances, how should AI

research proceed?

1.2 Software 3.0

The outcomes of these massive investments to train models larger than ever before

suggest that we may already be on the precipice of yet another type of software.

Indeed, the rise of such models, ones that are trained on broad data at scale making

them adaptable to a wide array of downstream tasks, has been so central to recent
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progress in AI that these models have earned the contentious name of foundation

models in a recent comprehensive report [11]. Foundation models continue to demon-

strate that interesting and sophisticated behavior can emerge even when these models

are trained on relatively straightforward software 2.0 objectives. Most notably, GPT-

3 [15] is a 175 billion parameter autoregressive language model that is trained with

the very simple objective of correctly predicting the next word in a sequence given the

preceding words yet develops a fairly impressive set of emergent capabilities in the

pursuit of doing this prediction problem over massive internet scale text corpora. For

example, by providing the right input prompt, it demonstrates an impressive ability

to author entire news articles, essays, and other types of literary works with enough

fluency to fool the causal reader into thinking it was written by a human. Similarly

large models such as DALL-E [87] were trained to align images with their captions

on a dataset of over 400 million image-text pairs, and by doing so is able to imagine

unusual novel objects such as an “avocado armchair” despite never encountering one

during training. Most recently, derivatives of GPT-3 such as the open source effort

GPT-Neo [10], have shown the ability to correctly complete basic coding interview

questions [41], suggesting that models like it may be writing code on our behalf in

the future.

Harnessing emergent capabilities

In light of these recent advancements, we argue that a version of software 3.0 builds

directly on the fruits of software 2.0. Software 3.0 is concerned with identifying

and harnessing the emergent capabilities of these pretrained foundation

models. The software 3.0 programmer will spend very little time training models

purely from scratch - this task is left to a select few organizations with the financial

and computational resources to do so. For example, the single training run to train

GPT-3 reportedly cost a staggering 12 million dollars [98]. Instead, she has access to

vast catalog of pretrained foundation models at her disposal - her task is to discover

and employ effective ways of interacting with and manipulating these models such

that they are “primed” and ready to carry out the desired task at hand. A wealth of

initial work on “prompt engineering” is quickly emerging as access to these large scale
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Figure 1-2: Software 3.0 is concerned with harnessing the emergent capabilities of
existing pretrained AI foundation models and orchestrating their interactions to carry
out higher-order tasks.

models spreads to more researchers [26, 65,67,96,101].

Software 3.0 will likely extend beyond the study of a single model in isolation. Due

to their computationally homogeneous nature, these modules compose and cooperate

together gracefully with the ability to “prompt” and provide feedback to one another

in an interacting system. In this way, an can be effectively “glued/melded” together

to form a cohesive whole in the same way that the human brain combines a jumble

of specialized substructures in a way that works.
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1.3 A case study: Controllable Neural Image Syn-

thesis

In this work, we broadly forward the notion of “Software 3.0” as both an effective

emerging approach to forwarding AI research and a design principle for constructing

more sophisticated AI systems. While it will not replace software 2.0 entirely - in fact

it depends on it - we hypothesize that it will become a rich and prominent approach to

A.I. research in the near-future, particularly for the vast majority of researchers with-

out access to near infinite amounts of compute. We support this hypothesis with a

line of research at the intersection of computer vision/graphics, cognitive science and

natural language understanding that documents a successful transition from software

2.0 to 3.0 in detail. In particular, we demonstrate the advantages of transitioning to

software 3.0 research in the context of learning to control a class of successful gener-

ative models for image synthesis called Generative Adversarial Networks (GANs).

In Chapter 2, we report an empirical study on training a large-scale, class con-

ditional image GAN on the Places365 dataset and demonstrate basic techniques for

obtaining control over the generated output images. Importantly, we detail the com-

pute resources needed to train among the earliest and smallest foundation models to

highlight the growing inaccessibility of software 2.0 research.

In Chapter 3, we introduce an additional pretrained network module which works

in cooperation with the GAN to manipulate a particular attribute of the generated

output image. Moreover, because this additional network was trained on data col-

lected in a human memory experiment, the combined system allows us to create

“visual definitions” of measured cognitive attributes, which can be difficult to explic-

itly articulate in words (i.e., what does it look like when an image is made to be

more memorable to a human? A follow-up user study confirmed that the emergent

modification patterns do, in fact, have the desired downstream effects during human

memory experiments, thus demonstrating how the strengths of these models can be

used to surface scientific insights such emergent properties of human visual memory.

Lastly, in Chapter 4, we demonstrate how the release of a single next-generation
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foundation model immediately paves the way for a new class of powerful image-editing

applications further enhanced with a user-friendly natural language interface.

Finally, we conclude with some remarks about the current rate of progress in AI

and some ways in which research may rapidly evolve beyond software 3.0.
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Chapter 2

Generative Modeling

Despite recent progress in generative image modeling, successfully generating high-

resolution, diverse samples from complex scene-centric datasets such as the Places365

dataset remains an open challenge. To this end, we train Generative Adversarial

Networks at large scale. Similar to previously published work, we find that our

trained generator is amenable to a simple “truncation trick,” allowing fine control

over the trade-off between sample fidelity and variety by reducing the variance of

the Generator’s input. Our experiments lead to models that set the new state of

the art in class-conditional image synthesis on the Places365 dataset. When trained

at 128×128 resolution, our models (BigGANs) achieve an Inception Score (IS) of

46.220 and Frechet Inception Distance (FID) of 2.88, establishing strong baseline

performance on scene-centric image synthesis.

2.1 Introduction

Generative Adversarial Networks (GANs) have garnered tremendous interest from the

computer vision and machine learning research communities, driving rapid progress

in generative image modeling [29], captured the eyes and ears of graphic artists and

musicians alike presenting new avenues for artistic expression [25,94], and have even

have acquired the concern of policy makers and governments for their potential for

misuse [58]. Prominent work such BigGAN [13] has shown that applying recent em-
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pirical and theoretical insights at scale can drastically improve performance on the

difficult task of generating diverse, high-resolution samples from complex datasets. In

addition to maintaining state-of-art performance on ImageNet generation, a growing

body of evidence suggests that BigGAN can reliably factor complex visual structure

into interpretable low-dimensional representations, a necessary prerequisite to devel-

oping methods that reason about these representations. BigGAN’s latent space re-

veals simple factorizations such as color, luminance, rotations [49], as well as complex,

cognitive dimensions such as memorability, aesthetics and emotional valance [28].

Figure 2-1: Preliminary samples from a 256x256 pixel resolution BigGAN-deep model
trained on the Places365-Challenge dataset containing over 8 million annotated scene-
centric images. A truncation threshold of 0.5 was used for sampling the random noise
vector z. This model was only trained for 100k iterations.

While unconditional GANs have previously been deployed in a wide variety of vi-

sual domains, the progress of high-resolution, class-conditional GANs has been mea-

sured almost exclusively with respect to object-related, ImageNet-based metrics. The

primary objective of this work is to establish state-of-the-art GAN base-

lines for scene-centric image synthesis and release the pretrained models

to the vision community. Towards this aim, we train variants of the BigGAN and

BigGAN-Deep architectures on the full Places365-Challenge dataset (⇠8M images),

which is approximately 8x as large as ImageNet. A secondary objective is to test and
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optimize our open source BigGAN implementation in the distributed setting, which

makes achieving the larger resolution variants feasible.

2.2 Related Work

2.2.1 GAN Framework

GANs are a framework for teaching a deep neural network model to capture the train-

ing data’s distribution so we can generate new data from that same distribution. The

training strategy is to define a game between two competing networks: a generator

a function G that spawns “fake” images by mapping a source of noise to the input

space and a discriminator a function D that must distinguish between a generated

sample and a true data sample. In a zero-sum, non-cooperative game, the generator

is trained to fool the discriminator with the following minimax objective:

min
G

max
D

Ex⇠pdata(x)

⇥
logD(x)

⇤

+ E
z⇠pz(z)

h
log(1�D(G(z)))

i (2.1)

where pdata is the data distribution and Pz is some simple noise distribution,

such as a normal distribution. To address a problem of vanishing gradients in G, a

non-saturating GAN variant was proposed in the original GAN paper and empirically

shown to outperform the original minimax formulation where the discriminator maxi-

mizes Ex⇠pdata(x)

⇥
logD(x)

⇤
+Ez⇠pz(z)

⇥
log(1�D(G(z))

⇤
and the generator maximizes

Generator maximizes: Ex⇠pz(z)

⇥
log(D(G(z)))

⇤
.The intuition for the non-saturating

variant is that, in practice, it’s easier to optimize the discriminator than the genera-

tor, especially early on in training. If the generator is not doing a good job yet, the

gradients for the generator diminishes and the generator does not learn.

Convolutional GANs Deep Convolutional GANS (DCGANs) [85] represented a

major step forward in the success of GAN image synthesis by modeling G and D with

covolutional neural network, and it stands as one of the most popular and successful

baseline GAN architectures. DCGAN proposes a fully convolutional network that
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does away with max pooling and fully connected layers, and introduces several im-

portant architectural elements such as strided convolutions and batch normalization.

Conditional GANs are an important extension to the GAN framework, allowing

for greater control over the final output of the generator. Here, both the generator

and discriminator are conditioned on some data y (class label or data from some other

modality).

Researchers have tried various approaches to incorporating conditional informa-

tion into the discriminator, including concatenating class embeddings at various stages

of the network such as the input and hidden layers.

Methods for conditioning the generator have typically mirrored their discriminator

counterpart. However, more recently, [21, 24] have conditioned the generator by way

of Class Conditional Batchnorm. Here, it behaves much like traditional batchnorm

except that it learns per-class gain weights � and bias � to be applied to the out-

put. The running input statistics (mean/var) are not class dependent in conditional

batchnorm.

Spectral Normalization (SNGANs) Training GANs is notoriously difficult.

Adversarial training is a highly dynamic characterized by instability, particularly in

the discriminator network. Models may never converge and mode collapses are com-

mon. A growing body of research has focused of improvements to the GAN training

procedure to impart stability. Very broadly speaking, this work falls into two camps:

modifications to the objective function to encourage convergence and constraints on

the discriminator through gradient penalties or normalization to counteract the use

of unbounded loss functions. For example, one popular alternative called Wasserstein

GAN (WGAN) [3] leverages Wasserstein distance to produce an objective function

with better theoretical and empirical properties. In particular, the WGAN objec-

tive function results in a discriminator whose gradients with respect to to its inputs

are better behaved (smoother) than the original GAN counterparts, which makes

optimization of the generator easier. The Wasserstein loss function requires the dis-

criminator to be 1-Lipschitz, which relates to how quickly a function can change.

Initial techniques for ensuring the Lipschitzness of D involved constraining the norms
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of its gradients through simple gradient clipping and more computationally expen-

sive gradient penalties. While empirically effective at stabilizing training, computing

gradient norms implies non-trivial running time overhead.

Miyato et al. proposed an exciting and normalization technique called Spectral

Normalization for Generative Adversarial Networks (SNGANs) [74] that approximates

the Wasserstein loss as a discriminator function. which enforces Lipschitz continuity

on the weights of the discriminator and stabilizes training. Spectral normed layers

enforce Lipschitz continuity by normalizing its parameters with running estimates

of their first singular values. These estimates can be computed efficiently using the

power iteration method.

2.2.2 Evaluation Metrics

In early GAN research, samples were compared visually, which introduces several

issues (ratings could be highly subjective and biases, and evaluating at scale is dif-

ficult). On the other hand, objectively evaluating implicit generative models still

remains difficult and an active area of investigation. Despite their notable flaws, re-

searchers have recently settled on two popular metrics, which aim to capture image

quality and diversity:

Inception Score (IS) measures how confidently an ImageNet-pretrained Incep-

tionV3 network can classify generated samples and the diversity of its predictions

over large collection of samples. If a model produces samples that InceptionV3 can

confidently classify, this contributes to a higher IS. A high diversity of classifications

also contributes to a higher IS. Concretely, the inception score can be computed with

IS = exp
�
Ex⇠Pg [DKL(p(y|x)kp(y)]

�
.

Fréchet Distance (FID) measures the distance between two distributions. Here,

an Inception Network is used to generate feature representations for both the real

images from the dataset of interest and generated samples from the model. These

feature distributions are modeled by multivariate Guassian distributions. The shorter

the Fréchet Distance between these two distributions, the more closely the fake images

resemble the real ones. The FID formula is FID = kµx�µyk22+Tr(⌃x+⌃y�2(⌃x⌃y)
1
2 ),

29



where (µx,⌃x), and (µy,⌃y) are the mean and covariance of the embedded sampled

from Pdata and Pmodel, respectively.

2.3 Methods

In this work, we jointly investigate (i) the feasibility of training large-scale GANs using

open-source/publicly released software and comparatively resource constrained hard-

ware, and (ii) how methods driving recent advances in large-scale, high-fidelity image

synthesis transfer from object-based (ImageNet) datasets to scene-centric datasets

such as Places365.

2.3.1 Network Architectures

We employ the BigGAN and BigGANDeep architectures of Brock et al. [13], which

uses the hinge loss [68, 109] GAN objective. We provide class information to G with

class-conditional BatchNorm [21,24] and to D with projection [74]. The optimization

settings follow Brock et al. (2019) (notably employing Spectral Norm in G) with the

modification that we consider 1 and 2 D steps per G step. For evaluation, we employ

moving averages of G’s weights following [53]; Mescheder et al. (2018); Yazc et al.

(2018), with a decay of 0.9999. We use Orthogonal Initialization (Saxe et al., 2014),

whereas previous works used N (0, 0.02I) [85] or Xavier initialization [27].

2.3.2 Optimization and Inference

To optimize our networks, we use the optimizer settings from the original SA-GAN

implementation of Zhang et al. [118], by employing higher learning rates for G (1·10�4),

and D (4 ·10�4), as well a single D optimization step per G step. While Brock et al. [13]

were able to achieve superior IS/FID metrics using a learning rate of 5 · 10�5 for G,

2 · 10�4 for D, and two D optimization steps per G, these modifications emerged as a

natural first step towards saving on training time and compute, and found it produced

negligible side-effects in most but all cases (discussed more below).
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Contrary to Brock et al., we were not able to use Cross-Replica BatchNorm [46]

in G, also known as synchronized BatchNorm, where batch statistics are aggregated

across all devices, rather than a single device as in standard implementations. We

experimented with three separate implementations including the official PyTorch re-

lease in version 1.1.0. Despite identical forward passes, slight differences from the

standard, built-in BatchNorm appeared to be sufficient to cripple training.

Accumulate to Optimize: Brock et al. [13] showed that simply increasing the

batch size by a factor of 8 improved the state-of-the-art IS by 46%. The authors

conjecture that this is a result of each batch covering more modes, providing better

gradients for both networks. Unfortunately, BigGAN is very expensive in term of

memory requirements, hence large batch sizes are difficult to attain. To overcome

this problem, our training strategy is centred on accumulating gradients until the

neural network has processed the desired number of examples, 2048 in the case of

BigGAN. Known as Gradient accumulation, this technique allows us to simulate

larger batch sizes not attainable due to hardware (typically memory) constraints.

Here, each batch is further split into minibatches, which are processed sequentially.

Gradients from each minibatch are “accumulated” and the optimization step is only

performed after all minibatches have processed. The pseudocode for one iteration

involving this process is provided in Algorithm 1. The standard training process

is modified such that gradients for both G and D are accumulated separately for a

specified number of accumulations. As a result, the approach achieves an effective

batch size equal to No. accumulation steps ⇥ mini batch size.

2.3.3 Implementation

Models are trained using PyTorch on a variety of computational platforms ranging

from single, resource-constrained 4-8 GPU machines to large scale distributed exper-

iments totaling 92 NVIDIA Tesla V100 GPUs. Our code extends the officially unoffi-

cial BigGAN implementation, which can be found at https://github.com/alexandonian/BigGAN-

PyTorch.
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Algorithm 1 Single iteration of Generative Adversarial Training with Gradient Ac-
cumulation.
1: for step  1 to nDs do
2: gD  0
3: for accumulation  1 to nDa do
4: Sample z and y
5: Dreal  D(x, y) # Evaluate real
6: Dfake  D(G(z, y)) # Evaluate fake
7: LDreal , LDfake  hinge_loss(Dreal, Dfake)
8: LD  (LDreal + LDfake)/nDa # Sum losses.
9: gD  gD +r✓LD # Accumulate gradients

10: ✓  ✓ � ⌘ · gD # Step optimizer
11: gG  0
12: for accumulation  1 to nGa do
13: Sample z and y
14: Dfake  D(G(z, y)) # Evaluate fake examples
15: LG  hinge_loss(Dfake)/nDs

16: gG  gG +r(a)
✓ LG

17: ✓  ✓ � ⌘ · gG
where:

• hinge_loss(): Compute hinge loss function.

• nDs: Number of Discriminator Steps.

• nDa: Number of Discriminator Accumulations.

• nGa: Number of Generator Accumulations.

Provider Model Dataset No. GPUs G.A.S BS min/1k Itr.
Google Cloud BigGAN (128) ImageNet 8 x 16Gb V100s 8 256 ⇠ 145
Core Scientific BigGAN (128) Places365 6 x 32Gb V100s 6 360 ⇠ 145

IBM Cloud BigGAN (256) Places365 92 x 16Gb V100s 2 11 200+

MIT-Satori BigGAN (128) Places365 16 x 32Gb V100s 2 32 30
BigGAN (256) Places365 32 x 32Gb V100s 2 32 100

Table 2.1: Computational configurations employed in this study. The 128x128 models
trained on Google Cloud and Core Scientific used a single multi-GPU machine, which
allows for low-latency GPU-to-GPU synchronization. The 256x256 model was trained
for 100k iterations using 42 2xGPU nodes on IBM Cloud. Despite having an order of
magnitude more GPUs and fewer gradient accumulations, the rate of training in this
configuration is significantly lower than its single node counterparts, suggesting that
the distributed nature of this setup introduces a heavy synchronization time penalty.
In contrast, the infiniband network connections in the MIT-Satori cluster mitigated
these synchronization penalties.
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Model Res. Itr. (min FID)/IS FID/IS FID/(max IS)
BigGAN 128 100k 2.86 / 45.85 ± 0.53 2.95 / 46.29 ± 0.74 12.69 / 79.78 ± 1.05

BigGAN-Deep 128 62k 5.06 / 46.60 ± 1.00 5.06 / 42.99 ± 0.66 15.06 / 86.76 ± 0.97
BigGAN 256 150k 2.51 / 94.74 ± 0.83 2.51 / 94.74 ± 0.83 13.82 / 129.09 ± 1.35

BigGAN-Deep 256 100k 4.97 / 78.12 ± 0.92 4.99 / 77.92 ± 0.59 22.25 / 144.54 ± 0.86

Table 2.2: Evaluation of models for different datasets, resolutions and training itera-
tions via Fréchet Inception Distance (FID, lower is better) and Inception Score (IS,
higher is better).

2.4 Experiments

Training: Due to the high computational cost of training large scale GANs, we con-

tinuously monitor a suite of standard metrics and values to ensure forward progress

during training. Examples of these metrics, which include the generator and discrim-

inator loss, the first singular values of layer weights, and current IS and FID scores

are depicted in figure 2-2 for the Places365 BigGAN trained at a resolution of 128 x

128. Combined with manual inspection of examples of generated samples, this moni-

toring process ensures that compute cycles are not being wasted on a model that has

experienced mode collapse.

Evaluation: We evaluate our implementation BigGAN and BigGAN-deep on

Places365 at 128x128 resolution and BigGAN-deep on the full Places365-Challenge

(8M+ images) dataset at 256x256 resolution, employing the configurations from Table

2.1. The samples generated by our model are presented in Figure 2-3.

In Table 2.2, we report IS and FID metrics produced with an Places365 trained

InceptionV3 classifier. As with [13], our models are able to trade sample variety for

quality via the Truncation Trick ; therefore, the best way to compare against prior

work remains unclear. First we report the FID/IS values obtained with a trunca-

tion setting that obtains the best (min) FID. Next, we report the FID/IS scores

obtained without any truncation. Finally, we list the FID/IS scores at the maximum

IS achieved by each model. All Places365 models achieve state of the art performance.

These results will serve as an important benchmark for future researchers

to measure their progress.
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(a) Losses

(b) Plot of the first singular value �0 in the layers of G(left) and D right before Spectral
Normalization. Most layers in G have well-behaved spectra, but a small subset grow through
training without constraints. After 150k iterations, the spectra of G shows no evidence
collapse. D’s spectra are slight noisier but otherwise well-behaved. These observations are
consistent with published results.

(c) A snapshot of IS/FID training trajectories for several runs.

Figure 2-2: Typical plots of various metrics monitored during the training phase
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Figure 2-3: A collage of samples from the fully trained 256x256 pixel resolution model
highlights the diversity and quality of generated samples.

2.5 Analysis

Truncation Trick: Brock et al. found that using a latent distribution for sampling

that differs from that used in training can have beneficial effects on the final per-

formance of the model. Known as the Truncation Trick, this technique allows for

post-hoc control over the trade-off between sample fidelity and variety.

In Figure 2-4, we vary the amount of truncation during sampling and visualize

the corresponding output samples. These qualitative results are consistent with the

truncation trick and highlight pathologies that emerge at extreme truncation values.

At particularly high truncation values (2+), we observe a breakdown in image quality.

On the other side of the spectrum, very small truncation values virtually eliminate

all sample diversity, frequently resulting in near identical outputs.

In Figure 2-5, we quantify this observation by showing a plot of how FID changes

with respect to IS as the noise variance (variance in z) ranges from 0 to 1 with step

size 0.05. Interestingly the 128 pixel BigGAN trained on Places achieves its minimum

FID score and IS score simultaneously, suggesting a strong trade-off between the two

metrics.
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Figure 2-4: The effects of varying the amount of truncation during sampling from the
128 pixel BigGAN model for the “Skyscraper” scene category. From left to right, the
threshold is set to 2, 1, 0.5, 0.04.

Figure 2-5: FID vs. IS at 128 pixel resolutions.
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Figure 2-6: Linear interpolations between two randomly sampled coordinates in Z
for a given class y shows that the latent space has developed smooth transitions, with
each sample appearing as a visually plausible intermediate version of its right and left
neighbors.

Walking in the Latent Space A common technique for investigating the struc-

ture of a GAN’s latent space is to traverse a path along its learned manifold and

observe how output samples change. Such a walk is useful for identifying the hier-

archical structure of the latent space and hints at memorization, indicated by sharp

visual transitions. In Figure 2-6, we show linear interpolations between two randomly

samples coordinates in z for several choices of y.

Class-wise interpolation To efficiently facilitate its class-conditional nature,

our model uses a single class embedding layer which linearly maps a one-hot encoded

class vector c to a shared representation space. By interpolating between two class

embeddings in this shared space, we can produce samples that contain a mixture of

the components from the classes. Figure 2-7 demonstrates this effect nicely. This
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Figure 2-7: Interpolations between classes c with z held constant. Scene semantics
and spatial layouts are frequently maintained between endpoints.

technique forms the basis for some artistic GAN applications such as the popular

GANBreeder visualization app.

2.6 Conclusion

In this project, we have made significant progress towards establishing scene-centric

GAN baselines. We anticipate that this initial work will continue to generate down-

stream value. Providing the community with tested open-source implementations

allow researchers to reproduce and improve these results. Public release of the pre-

trained model weights provides a new avenue for GAN analysis and GAN driven

applications. For example, the following lines of research would directly benefit from

incorporating a modern, high-fidelity, scene-centric GAN:

Intepretable Learning: Bau et al. [8] proposed a powerful framework Gan

Dissection for visualizing and understanding the structure learned by a generative

network. A pretrained Places BigGAN is a particularly natural dissection candidate

(even compared to an ImageNet-trained BigGAN), as it would allow researchers to

understand what the units of a high-fidelity class-conditional GAN have learned.
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Graphics & Art: In collaboration with the MIT-IBM Watson AI Lab, Bau et al.

released the GANpaint app, which works by directly activating and deactivating

sets of neurons in a deep network trained to generate images. The app demonstrates

that, by learning to draw, the network also learns about objects such as trees and

doors and rooftops. Replacing the underlying GAN with a high-fidelity, class condi-

tional generator would significantly increase the quality, applicability and appeal of

the GANpaint application.

Human Visual Cognition: In the next chapter, we will present GANalyze,

framework that uses Generative Adversarial Networks (GANs) to study cognitive

properties like memorability, aesthetics, and emotional valence. GANs allow us to

generate a manifold of natural-looking images with fine-grained differences in their

visual attributes. By navigating this manifold in directions that increase memorabil-

ity, it is possible visualize what it looks like for a particular generated image to become

more or less memorable. The resulting “visual definitions" surface image properties

(like “object size”) that may underlie memorability. By introducing additional GANs

capable of generating more visually diverse images allows us to elucidate emerging

factors that otherwise wouldn’t be able to be visualized due to the limited visual

domains captured by an ImageNet BigGAN.
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Chapter 3

GANalyze

In this chapter, we introduce a framework that uses Generative Adversarial Networks

(GANs) to study cognitive properties like memorability. These attributes are of in-

terest because we do not have a concrete visual definition of what they entail. What

does it look like for a dog to be more memorable? GANs allow us to generate a

manifold of natural-looking images with fine-grained differences in their visual at-

tributes. By navigating this manifold in directions that increase memorability, we

can visualize what it looks like for a particular generated image to become more

memorable. The resulting “visual definitions" surface image properties (like “object

size") that may underlie memorability. Through behavioral experiments, we verify

that our method indeed discovers image manipulations that causally affect human

memory performance. We further demonstrate that the same framework can be used

to analyze image aesthetics and emotional valence. ganalyze.csail.mit.edu.

A(G(Tθ(z,α),y))
Tθ(z,α)

…

Generator

e.g., BigGAN

Assessor

e.g., MemNet

Transformer
… …+ αz θ … …

z
…

α
+- G(Tθ(z,α),y)

Figure 3-1: Schematic of the model. The model learns how to transform a z vector
such that when fed to a Generator, the resulting image’s property of interest changes.
The transformation is achieved by the Transformer, who moves the z vector along
a learned direction, ✓, in the Generator’s latent space. An Assessor module (e.g.,
MemNet) predicts the property of interest (e.g., memorability). Finally, ↵ acts as a
knob to set the desired degree of change in the Assessor value (e.g., MemNet score),
telling the Transformer how far to move along ✓.
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3.1 Introduction

Why do we remember the things we do? Decades of work have provided numerous

explanations: we remember things that are out of context [17,104], that are emotion-

ally salient [16], that involve people [47], etc. But a picture is, as they say, worth a

thousand words. What does it look like to make an image more memorable? The

same questions can be asked for many cognitive visual properties: what visual changes

can take a bland foggy seascape and add just the right colors and tones to make it

serenely beautiful.

Attributes like memorability, aesthetics, and emotional valence are of special in-

terest because we do not have concrete definitions of what they entail. This contrasts

with attributes like “object size" and “smile". We know exactly what it means to

zoom in on a photo, and it’s easy to imagine what a face looks like as it forms a

smile. It’s an open question, on the other hand, what exactly do changes in “mem-

orability" look like? Previous work has built powerful predictive models of image

memorability [47, 60] but these have fallen short of providing a fine-grained visual

explanation of what underlies the predictions.

In this paper, we propose a new framework, GANalyze, based on Generative

Adversarial Networks (GAN) [30], to study the visual features and properties that

underlie high-level cognitive attributes. We focus on image memorability as a case

study, but also show that the same methods can be applied to study image aesthetics

and emotional valence.

Our approach leverages the ability of GANs to generate a continuum of images

with fine-grained differences in their visual attributes. We can learn how to navigate

the GAN’s latent space to produce images that have increasing or decreasing mem-

orability, according to an off-the-shelf memorability predictor [60]. Starting with a

seed image, this produces a sequence of images of increasing and decreasing predicted

memorability (see Figure 1). By showing this visualization for a diverse range of seed

images, we come up with a catalog of different image sequences showcasing a variety

of visual effects related to memorability. We call this catalog a visual definition of
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image memorability. GANalyze thereby offers an alternative to the non-parametric

approach in which real images are simply sorted on their memorability score to visu-

alize what makes them memorable (example shown in the Supplementary Materials).

The parametric, fine-grained visualizations generated by GANalyze provide much

clearer visual definitions.

These visualizations surface several correlates of memorability that have been

overlooked by prior work, including “object size", “circularity", and “colorfulness".

Most past work on modeling image memorability focused on semantic attributes, such

as object category (e.g., “people" are more memorable than “trees") [47]. By applying

our approach to a class-conditional GAN, BigGAN [14], we can restrict it to only make

changes that are orthogonal to object class. This reveals more fine-grained changes

that nonetheless have large effects on predicted memorability. For example, consider

the cheeseburgers in Figure 3-3. Our model visualizes more memorable cheeseburgers

as we move to the right. The apparent changes go well beyond semantic category

– the right-most burger is brighter, rounder, more canonical, and, we think, looks

tastier.

Since our visualizations are learned based on a model of memorability, a critical

step is to verify that what we are seeing really has a causal effect on human behavior.

We test this by running a behavioral experiment that measures the memorability

of images generated by our GAN, and indeed we find that our manipulations have

a causal effect: navigating the GAN manifold toward images that are predicted to

be more memorable actually results in generating images that are measurably more

memorable in the behavioral experiment.

Our contributions include the following:

• Introducing GANalyze, a framework that uses GANs to provide a visual defini-

tion of image properties, like memorability, aesthetics, and emotional valence,

that we can measure but are not easy, in words, to define.

• Showing that this framework surfaces previously overlooked attributes that cor-

relate with memorability.
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• Demonstrating that the discovered transformations have a causal effect on mem-

orability.

• Showing that GANalyze can be applied to provide visual definitions for aesthet-

ics and emotional valence.

3.1.1 Related work

Generative Adverserial Networks (GANs). GANs [30] introduced a framework

to synthesize natural-looking images [14, 14, 54, 56, 119]. Among the many applica-

tions for GANs are style transfer [129], visual prediction [72], and “sim2real" domain

adaptation [12]. Concurrent work explores the ability to manipulate images via sim-

ple transformations in latent space [49, 99]. Here, we show how they can also be

applied to the problem of understanding high-level, cognitive image properties, such

as memorability.

Understanding CNN representations. The internal representations of CNNs

can be unveiled using methods like network dissection [7, 124, 125] including for a

CNN trained on memorability [60]. For instance, Khosla et al. [60] showed that units

with strong positive correlations with memorable images specialized for people, faces,

body parts, etc., while those with strong negative correlations were more sensitive to

large regions in landscapes scenes. Here, GANalyze introduces a new way of defining

what memorability, aesthetic, and emotional valence variability look like.

Modifying Memorability. The memorability of an image, like faces, can be

manipulated using warping techniques [59]. Concurrent work has also explored using

a GAN for this purpose [103]. Another approach is a deep style transfer [102] which

taps into more artistic qualities. Now that GANs have reached a quality that is often

almost indistinguishable from real images, they offer a powerful tool to synthesize

images with different cognitive qualities. As shown here, our GANalyze framework

successfully modified GAN-generated images across a wide range of image categories

to produce a second generation of GAN realistic photos with different mnemonic

qualities.
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3.2 Model

3.2.1 Formulation

We start with a pretrained Generator G, who takes a noise vector z and a one-hot

class vector y as input and generates a photo-realistic image G(z,y). Assumed is

also an Assessor function A that assesses an image property of interest, in this case

memorability. Our goal was to learn to transform any given noise vector z of any class

y such that the memorability of its resulting, generated image increases (or decreases)

with a certain amount ↵. The transformation is achieved by a Transformer function,

who moves the input z along a certain direction ✓ in the latent space. We express the

objective as:

L(✓) = Ez,y,↵[(A(G(T✓(z,↵),y))

�(A(G(z,y)) + ↵))2]
(3.1)

Note that this is simply the MSE loss between the target memorability score, i.e.

the seed image’s score A(G(z,y)) increased by ↵, and the memorability score of the

transformed clone image A(G(T✓(z,↵),y)). The scalar ↵ acts as a metaphorical knob

which one can use to turn up or turn down memorability. The optimizing problem is

✓⇤ = argmin✓ L(✓). The Transformer T is defined as:

T (z,↵) = z+ ↵✓ (3.2)

Figure 3-1 presents a schematic of the model. Finally, note that when ↵ = 0, T

becomes a null operation and G(T✓(z,↵),y) then equals G(z,y).

3.2.2 Implementation

For the results presented here, we used the Generator of BigGAN [14], which generates

state-of-the art GAN images and is pretrained on ImageNet [92]. The Assessor was

implemented as MemNet [60], a CNN predicting image memorability. Note, however,
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that training our model with different Generators or different Assessors can easily

be achieved by substituting the respective modules. We discuss other Assessors in

Section 3.4.

To train our model and find ✓⇤, we built a training set by randomly sampling

400K z vectors from a standard normal distribution truncated to the range [�2, 2].

Each z was accompanied by an ↵ value, randomly drawn from a uniform distribution

between -0.5 and 0.5, and a randomly chosen y. We used a batch size of 4 and an

Adam optimizer.

In view of the behavioral experiments (see Section 3.3), we restricted the test

set to 750 randomly chosen Imagenet classes and two z vectors per class. Each z

vector was then paired with five different ↵ values: [�0.2,�0.1, 0, 0.1, 0.2]. Note that

this includes an ↵ of 0, representing the original image G(z,y). Finally, the test set

consisted of 1.5K sets of five images, or 7.5K test images in total.

3.3 Experiments

3.3.1 Model validation

Did our model learn to navigate the latent space such that it can increase (or decrease)

the Assessor score of the generated image with positive (or negative) ↵ values?

Figure 3-2.A suggests that it did. The mean MemNet score of test set images

increases with every increment of ↵. To test this formally, we fitted a linear mixed-

effects regression model to the data and found a (unstandardized) slope (�) of 0.68

(95%CI = [0.66, 0.70], p < 0.001), confirming that the Memnet score increases signif-

icantly with ↵.

3.3.2 Emerging factors

We observe that the model can successfully change the memorability of an image,

given its z vector. Next, we ask which image factors it altered to achieve this. The

answer to this question can provide further insight into what the Assessor has learned
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Figure 3-2: Model results. A) Graph shows the mean MemNet score across the
images in every ↵ condition. Our model successfully learned how to modify a GAN
image to decrease (negative ↵) or increase (positive ↵) its MemNet score. B) List of
emerging factors potentially underlying the effect observed in (A), and graph of how
they change in function of ↵. The factors emerged from visualizations generated by
the GANalyze framework (examples shown in Figures 3-3 and in the Supplementary
Materials).

about the to-be-assessed image property, in this case what MemNet has learned about

memorability. From a qualitative analysis of the test set (examples shown in Figure

3-3), a number of candidate factors stand out.

First, MemNet assigns higher memorability scores when the size of the object

(or animal) in the image is larger, as our model is in many cases zooming in further

on the object with every increase of ↵.

Second it is centering the subject in the image frame.

Third, it seems to strive for square or circular shapes in classes where it is

realistic to do so (e.g., snake, cheeseburger, necklace, and espresso in Figure 3-3).

Fourth, it is often simplifying the image from low to high ↵, by reducing the

clutter and/or number of objects, such as in the cheeseburger or flamingo, or by

making the background more homogeneous, as in the snake example.

A fifth observation is that the subject’s eyes sometimes become more pronounced

and expressive, in particular in the dog classes (see Figure 2-1).
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Figure 3-3: Examples of generated images along the memorability dimension.
The middle column represents G(z,y), the generated image serving as the original
seed to create a series of clone images more or less memorable.
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Sixth, one can also detect color changes between the different ↵ conditions. Pos-

itive ↵0s often produce brighter and more colorful images, and negative ↵0s often

produce darker images with dull colors. Finally, for those classes where multiple

object hues can be considered realistic (e.g., the bell pepper and the necklace in

Figure 2-1 and Figure 3-3), the model seems to prefer a red hue.

To verify our observations, we quantified the factors listed above for the images

in the test set (except for “expressive eyes", which is more subjective and harder to

quantify). Brightness was measured as the average pixel value after transforming the

image to grayscale. For colorfulness, we used the metric proposed by [38], and for

redness we computed the normalized number of red pixels. Finally, the entropy of

the pixel intensity histogram was taken as proxy for simplicity. For the other three

factors, a pretrained Mask R-CNN [39, 71] was used to generate an instance-level

segmentation mask of the subject. To capture object size, we calculated the mask’s

area (normalized number of pixels). To measure centeredness, we computed the

deviation of the mask’s centroid from the center of the frame. Finally, we calculated

the length of minor and major axes of an ellipse that has the same normalized second

central moments as the mask, and used their ratio as a metric of squareness. Figure

3-2.B shows that the emerging factor scores increase with ↵.

3.3.3 Realness

While BigGAN achieves state-of-the-art to generate highly realistic images, there

remains some variability in the “realness" of the output. How best to evaluate the

realness of a set of GAN-images is still an open question. Below, we discuss two

automatically computed realness measures and a human measure in relation to our

data.

Automatic measures

In Figure 3-4.A, we plot two popular automatic measures in function of ↵: the Frechet

Inception Distance (FID) [42] and the Inception Score (IS) [93]. A first observation

49



Figure 3-4: Realness measures as a function of ↵. A) Two popular automatic
measures for evaluating the realness of a set of GAN images. Note that lower FID
values indicate higher realness. B) Human fakeness discriminability, measured as the
mean proportion correct in a 2AFC-task in which AMT workers had to discriminate
GAN-images (fake) from real photographs.

Figure 3-5: Schematic of the visual memory game. Each image is shown for
600 ms, with a blank interstimulus interval of 800 ms. Workers are asked to respond
whenever they recognize a repeat of a previously shown image. For a correct response,
the frame around the image briefly turns green. A red frame, on the other hand,
indicates a mistake.

is that the FID is below 40 in all ↵ conditions. An FID as low as 40 already corre-

sponds to reasonably realistic images. Thus the effects of our model’s modifications

on memorability are not explained by making the images unrealistic. But we do ob-

serve interesting differences in FID- and IS-differences related to ↵, suggesting that

more memorable images have more interpretable semantics.

Human measure

In addition to the two automatic measures, we conducted an experiment to collect

human realness scores. The experiment consisted of a two-alternative forced choice

(2AFC) task, hosted on Amazon Mechanical Turk (AMT), in which workers had

to discriminate GAN-images from real ones. Workers were shown a series of pairs,
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consisting of one GAN-image and one real image. They were presented side by side for

a duration of 1.6 s. Once a pair had disappeared off the screen, workers pressed the j-

key when they thought the GAN-image was shown on the right, or the f-key when they

thought it was shown on the left. The position of the GAN-image was randomized

across trials. The set of real images used in this experiment was constructed by

randomly sampling 10 real ImageNet exemplars per GAN-image class. The set of

GAN-images was the same as the one quantified on memorability in Section 3.3.4.

A GAN-image was randomly paired with one of the 10 real images belonging to the

same class. Each series consisted of 100 trials, of which 20 were vigilance trials. For

the vigilance trials, we generated GAN-images from z vectors that were sampled from

the tails of a normal distribution (to make them look less real). For a worker’s first

series, we prepended 20 trials with feedback as practice (not included in the analyses).

Workers could complete up to 17 series, but were blocked if they scored less than 65%

correct on the vigilance trials. Series that failed this criterion were also excluded from

the analyses. The pay rate equaled $0.50 per completed series. On average, each of

our test images was seen by 2.76 workers, meaning 4137 data points per ↵ condition.

We did not observe differences in task performance between different ↵ (see Fig-

ure 3-4.B). Indeed, a logistic mixed-effects regression fitted to the raw, binary data

(correct/incorrect) did not reveal a statistically significant regression weight for ↵

(� = �0.08, 95%CI = [�0.33, 0.18], p = 0.55). In other words, the model’s image

modifications did not affect workers’ ability to correctly identify the fake image, indi-

cating that perceptually, the image clones of a seed image did not differ in realness.

3.3.4 Do our changes causally affect memory?

In addition to the MemNet scores, is our model also successful at changing the proba-

bility of an image being recognized by participants in an actual memory experiment?

We tested people’s memory for the images of a test set (see Section 3.2.2) using a

repeat-detection visual memory game hosted on AMT (see Figure 3-5) [47,60]. AMT

workers watched a series of one image at a time and had to press a key whenever they

saw a repeat of a previously shown image. Each series comprised 215 images, shown
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each for 600 ms with a blank interval of 800 ms in-between. Sixty images were tar-

gets, sampled from our test set, and repeated after 34–139 intervening images. The

remaining images were either filler or vigilance images and were sampled from a sep-

arate set. This set was created with 10 z vectors per class and the same five ↵ values

as the test set: [�0.2,�0.1, 0, 0.1, 0.2], making a total of 37.5K images. Filler images

were only presented once and ensured spacing between a target and its repeat. Vig-

ilance images were presented twice, with 0–3 intervening images in-between the two

presentations. The vigilance repeats constituted easy trials to keep workers attentive.

Care was taken to ensure that a worker never saw more than one G(T✓(z,↵),y) for a

given z. They could complete up to 25 series, but were blocked if they missed more

than 55% of the vigilance repeats in a series or made more than 30% false alarms.

Series that failed this were not analyzed. The pay rate was $0.50 per completed se-

ries. On average, a test image was seen by 3.16 workers, with 4740 data points per ↵

condition.

Workers could either recognize a repeated test image (hit, 1), or miss it (miss, 0).

Figure 3-6.A shows the hit rate across all images and workers. The hit rate increases

with every step of ↵. Fitting a logistic mixed-effects regression model to the raw,

binary data (hit/miss), we found that the predicted log odds of image being recognized

increase with 0.19 for an increase in ↵ of 0.01 (� = 1.92, 95%CI = [1.71� 2.12], p <

0.001). This shows that our model can successfully navigate the BigGAN latent space

in order to make an image more (or less) memorable to humans.

Emerging factors

Given human memory data for images modified for memorability, we evaluate how

the images’ emerging factor scores relate to their likelihood of being recognized. We

fitted mixed-effects logistic regression models, each with a different emerging factor

as the predictor, see Table 3.1. Except for entropy, all the emerging factors show a

significant, positive relation to the likelihood of a hit in the memory game, but none

fit the data as well as the model’s ↵. This indicates that a single emerging factor

is not enough to fully explain the effect observed in Figure 3-6.A. Note that the
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Figure 3-6: Human memory performance for images modified according to dif-
ferent Assessors: A) MemNet, B) Object size and C) AestheticsNet. Performance is
measured as the hit rate across all images and workers in the memory game for each
property.

emerging factor results are correlational and the factors are intercorrelated, hamper-

ing conclusions about which individual factors truly causally affect human memory

performance. As an example of how this can be addressed within the GANalyze

framework, we conducted an experiment focusing on the effect of one salient emerg-

ing factor: object size. As seen in Figure 3-3, more memorable images tend to center

and enlarge the object class.

We trained a version of our model with an Object size Assessor, instead of the

MemNet Assessor. This is the same Object size Assessor used to quantify the object

size in the images modified according to MemNet (e.g., for the results in Figure

3-2.B), now teaching the Transformer to perform “enlarging" modifications. After

training with 161,750 z vectors, we generated a test set as described in Section 3.2.2,

except with a different set of ↵’s: [�0.8,�0.4, 0, 0.4, 0.8]. We chose these values

to qualitatively match the degree of object size changes achieved by the MemNet

version of the model. Figure 3-7.A visualizes the results achieved on the test set.

The model successfully enlarges the object with increasing alpha’s, as confirmed by

a linear mixed-effects regression analysis (� = 0.07, 95%CI = [0.06, 0.07], p < 0.001).

Figure 3-9 shows example images generated by that model. A comparison with images
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Figure 3-7: Model results for additional Assessors. Graphs show the mean
Assessor (A: Object size, B: AestheticsNet, C: EmoNet) score across images in every
↵ condition.

modified according to MemNet suggests that the latter model was doing more than

just enlarging the object.

To study how the new size modifications affect memorability, we generated a

new set of images (7.5K targets, 37.5K fillers) with ↵’s [�0.8,�0.4, 0, 0.4, 0.8]. We

chose these values to qualitatively match the degree of object size changes achieved

by the MemNet version of the model. The new images were then quantified using

the visual memory game (on average 2.36 data points per image and 3540 per ↵

condition). Figure 3-6.B shows the results. Memory performance increases with ↵,

as confirmed by a logistic mixed-effects analysis (� = 0.11, 95%CI = [0.06, 0.18], p <

0.001, although mostly for positive ↵ values.

3.4 Other image properties

As mentioned in Section 3.2.2, the proposed method can be applied to other im-

age properties, simply by substituting the Assessor module. To show our framework

can generalize, we trained a model for aesthetics and emotional valence. Emotional

valence refers to how positive (or negative) the emotions evoked by an image are

experienced. The respective Assessors were AestheticsNet [62] and our own EmoNet
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Factor Log
Odds

CI p Tjur’s
D

Brightness 0.28 [ 0.24, 0.32] <0.001 0.066
Centeredness 0.24 [ 0.19, 0.29] <0.001 0.059
Colorfulness 0.17 [ 0.14, 0.21] <0.001 0.054
Entropy 0.03 [�0.04, 0.10] 0.441 0.062
Redness 0.06 [ 0.00, 0.12] 0.042 0.055
Shape 0.19 [ 0.14, 0.24] <0.001 0.060
Object size 0.32 [ 0.27, 0.37] <0.001 0.050

↵ 1.92 [ 1.71, 2.12] <0.001 0.074

Table 3.1: Relation between emerging factors and human memory performance.
We show the output of logistic mixed-effects regressions. From left to right: the regression
weight, the confidence interval (CI) for that weight, the p-value for statistical significance,
and Tjur’s coefficient of discrimination (D), being the regression model’s goodness of fit [108].
The emerging factor values were normalized before running the regression models.

(a ResNet50 model [40], pretrained on Moments [75], fine-tuned to Cornell Emo-

tion6 [82]). Figure 3-7.B shows the average AestheticsNet scores per ↵ condition of

a test set. The scores significantly increase with ↵, as evidenced by the results of a

linear mixed-effects regression (� = 0.72, 95%CI = [0.70, 0.74], p < 0.001). Similarly,

the EmoNet scores significantly increase with ↵ in a test set (� = 0.44, 95%CI =

[0.43, 0.45], p < 0.001, see Figure 3-7.C). Example visualizations are presented in

Figure 3-8 and in the Supplementary Materials.

Based on a qualitative inspection of such visualizations, we observed that the

aesthetics model is modifying factors like depth of field, color palette, and lighting,

suggesting that the AestheticsNet is sensitive to those factors. Indeed, the architec-

ture of the AestheticsNet includes attribute-adaptive layers to predict these factors,

now highlighted by our visualizations. The emotional valence model often averts the

subject’s gaze away from the “camera" when decreasing valence. To increase valence,

it often makes images more colorful, introduces bokeh, and makes the skies more blue

in landscape images. Finally, the teddy bear in Figure 2-1 (right) seems to smile

more. Interestingly, the model makes different modifications for every property (see

Figure 3-9), suggesting that what makes an image memorable is different from what

makes it aesthetically pleasing or more positive in its emotional valence.
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A final question we asked is whether an image modified to become more (less)

aesthetic also becomes more (less) memorable? To test this, we quantified the images

of the aesthetic test set on memorability by presenting them to workers in the visual

memory game (we collected 1.54 data points per image and 2306 data points per ↵

condition). Figure 3-6.C shows the human memory performance in function of an ↵

that is tuning aesthetics. A logistic mixed-effects regression revealed that with an

0.1 increase in the aesthetics ↵, the predicted log odds of an image being recognized

increase with 0.07 (� = 0.72, 95%CI = [0.44, 1.00], p < 0.001). While modifying an

image to make it more aesthetic does increase its memorability, the effect is rather

small, suggesting that memorability is more than only aesthetics and that our model

was right to modify memorability and aesthetics in different ways.

3.5 Conclusion

We introduce GANalyze, a framework that shows how a GAN-based model can be

used to visualize what another model (i.e. CNN as an Assessor) has learned about its

target image property. Here we applied it to memorability, yielding a kind of “visual

definition" of this high-level cognitive property, where we visualize what it looks like

for an image to become more or less memorable. These visualizations surface multiple

candidate features that may help explain why we remember what we do. Importantly,

our framework can also be generalized to other image properties, such as aesthetics

or emotional valence: by replacing the Assessor module, the framework allows us to

explore the visual definition for any property we can model as a differentiable function

of the image. We validated that our model successfully modified GAN images to

become more (or less) memorable via a behavioral human memory experiment on

manipulated images.

GANalyze’s intended use is to contribute to the scientific understanding of oth-

erwise hard to define cognitive properties. Note that this was achieved by modifying

images for which the encoding into the latent space of the GAN was given. In other

words, it is currently only possible to modify seed images that are GAN-images them-
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Figure 3-8: Examples of generated images along the aesthetics (top) and emo-
tional valence (bottom) dimension. The middle column represents G(z,y), the gen-
erated image serving as the original seed. An images’ Assessor score is shown in its
top left corner. More examples are included in the Supplementary Materials.
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Figure 3-9: Comparison of examples generated according to different As-
sessors. The top row represents G(z,y), the generated image serving as the original
seed to create a series of images with a higher or lower Assessor value. The respective
Assessor values are indicated in the top left corner. Note that for object size, we used
a different ↵ range: {-0.8,0.8}.
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selves, not user-supplied, real images. However, should advances in the field lead to

an encoder network, this would become possible and it would open applications in

graphics and education, for example, where selected images can be made more mem-

orable. One should also be wary, though, of potential misuse, especially when applied

to images of people or faces. Note that the BigGAN [14] generator used here was

trained on ImageNet categories [92] which only occasionally include people, and that

it does not allow to render realistically looking people. Nevertheless, with generative

models yielding ever more realistic output, an increasingly important challenge in

the field is to develop powerful detection methods to allow us to reliably distinguish

generated, fake images from real ones [36] [35] [37].
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Chapter 4

Paint By Word

In this chapter, we investigate the problem of zero-shot semantic image painting.

Instead of painting modifications into an image using only concrete colors or a finite

set of semantic concepts, we ask how to create semantic paint based on open full-text

descriptions: our goal is to be able to point to a location in a synthesized image and

apply an arbitrary new concept such as “rustic” or “opulent” or “happy dog.” To do

this, our method combines a state-of-the art generative model of realistic images with

a state-of-the-art text-image semantic similarity network. We find that, to make large

changes, it is important to use non-gradient methods to explore latent space, and it

is important to relax the computations of the GAN to target changes to a specific

region. We conduct user studies to compare our methods to several baselines.

4.1 Introduction

A writer can create vivid verbal imagery using just a few carefully-chosen words, but

written scenes are abstract, without any specific physical form. In this paper, we ask

how to enable an artist to use words to build an image concretely, painting textually

described visual concepts at specific locations in a scene. Our work is inspired and

enabled by recent dramatic progress in text-to-image generation [84, 88]. However,

rather than having the AI compose the whole image, we ask how large models can be

used collaboratively to let a person apply words as a paintbrush. We wish to enable
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Figure 4-1: An overview of our method. (a) we begin with an image x0 that is
decoded from a latent z0 by a pretranied generative model of realistic images x0 =
G(z0). (b) To edit the image, the user selects a region m and gives an arbitrary
run of descriptive text t. The image generator G(z) = h(f(z)) is decomposed to
expose a image representation w that can be split spatially between the painted
and unpainted region. Then a text-image semantic similarity model C(x, t) is used to
define a semantic consistency loss that is used together with an image loss (minimizing
changes outside the mask) to optimize w inside the region to make the synthesized
region match the given text.

a user to paint brushstrokes on specific objects and regions within a generated image,

then restyle, alter, or insert new objects by describing the desired visual concept with

words.

The current work introduces the problem of zero-shot semantic image manipula-

tion, in which the words and painting gestures available to the user are unconstrained

and unknown ahead of time during model training. Our goal is to enable a user

to point at an image and apply an arbitrary new concept that may include visual

concepts as wide-ranging as “rustic” or “opulent” or “happy dog.”

To paint with words, we pair large-scale generative adversarial networks (GANs [31])

that are trained unconditionally or with simple class conditioning [13, 57], together

with a full-text image retrieval network trained to measure the semantic similarity

between text and an image [84]. We ask whether such a semantic similarity model can

provide enough information to drive the image synthesis process to match a specific

description within or beyond the domain on which the GAN is trained. Then we ask

how the structure of a GAN can be exploited to generate realistic images where a

specific part of the image is modified to match a textual description. We propose a

simple architecture to enable painting with words, and we apply it using CLIP [88]
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paired with StyleGAN2 [57] and BigGAN [13].

We conduct user studies to quantify the realism and accuracy of the changes made

when using our method to edit a part of a generated image; we compare our method

to several baselines, and we ask which types of visual concepts are easier or harder to

paint by word. Finally we investigate several new semantic image manipulations that

are enabled using our method. Code and data will be available upon publication.

4.2 Related Work

Our application is inspired by recent progress in the text-to-image synthesis prob-

lem [84,87] as well as paint-based semantic image manipulation methods [6, 80].

Text-to-image synthesis. Synthesizing an image based on a text description is an

ambitious problem that has attracted a variety of proposed solutions: initial RNN-

based generators [32, 70] have been followed a series of by GAN-based [31] methods

that have produced increasingly plausible images. The GAN methods have adopted

two distinct approaches to generating realistic images from text. One is to gener-

ate images corresponding to text by sampling GAN latents that match semantics

according to a separately trained image-text matching model [89]; this idea can be

refined by viewing the sampling as an energy-based modeling procedure [79]. The

second approach is to train a conditional generator that explicitly takes a language

embedding as input [89]; the image quality of this approach can be improved us-

ing multi-stage generators [120, 121, 123], and semantic consistency can be improved

through careful design of architectures and training losses [66, 83, 106, 115, 116, 130].

As an alternative approach, generating images from scene graphs instead of sen-

tences [51] can allow a generator to exploit logical structure explicitly. Recent work

stands apart by eschewing the use of GANs: the DALL-E [87] model generates images

from text autoregressively using a transformer [110] based on GPT-3 [15] to jointly

generate natural text and image tokens using a VQ-VAE encoding [88]; outputs are

sampled to maximize semantic consistency via a state-of-the-art image-text matching

model CLIP [84]. Artist Murdock has observed that CLIP can be used as a source
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of gradients to guide a generator [76–78]. The current paper is different from prior

text-to-image work, because our goal is not to generate an image from text, but to

define a paintbrush using text that enables a user to manipulate a semantics of a

generated image at a specific painted location.

Semantic image painting. Our work is also inspired by a series of methods that

have enabled users to construct realistic images by painting a finite selection of chosen

concepts at user-specified locations; these can be thought of as “paint by number.” In

this setting, there have again been two approaches enabled by GANs. One approach

is to find GAN latents to generate images that match a user’s painted intention: this

can be done to match color [128] or a finite vocabulary of visual concepts [6, 8] at a

given location. The second approach is to train an image-conditional Pix2Pix [48,112]

model on the task of generating a realistic image with a semantic segmentation that

matches a given painted input; the SPADE method [80] refines this approach to

improve image quality given the limited information available in flat segmentation

inputs. While these methods all enable a user to paint images using a finite vocabulary

of semantic concepts, the goal of the current work is to enable a user to paint an

unlimited vocabulary of visual concepts, specified by free text.

GAN latent space methods. Semantic manipulations in GAN latent spaces have

been explored from several other perspectives. Early work on GANs observed the

presence of some latent vector directions corresponding to semantic concepts [86],

and further explorations have developed methods to identify interesting vector direc-

tions that steer latent space by using reconstruction losses [49, 100] or by learning

from classification losses [23, 28]. One disadvantage of this approach is that a se-

mantic direction can only be found if we train a model to look for it in advance.

On the other hand, it has been observed that interior latents in GANs are partially

disentangled [8]. So recent work has developed unsupervised methods for identifying

disentangled interpretable directions in these interior latents [44,114]. Our approach

differs from the above because our method for identifying latent manipulations is su-

pervised neither by a set of finite classes nor does it rely on disentanglement; rather it

identifies semantic latent changes in a zero-shot manner using full-text image semantic
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similarity.

GAN inversion methods. We note that the leading state-of-the-art generative

models are not trained with an encoder. Therefore, in order to apply GAN manip-

ulation methods on real user-provided images, one must solve GAN inversion. That

is, we must be able to encode a given image in the latent space of the GAN. Because

several powerful editing methods are enabled by GAN latent manipulation, the prob-

lem of inverting a GAN is of widespread interest and is the subject of an active line

of ongoing research [1, 2, 9, 33, 43, 69, 90, 127, 128, 131]. The GAN inversion problem

is complementary to our work. In this paper, we shall assume that the image to be

edited is represented in the latent space of the generator.

4.3 Method

There are two challenging problems that must be simultaneously solved in order

to implement paint-by-word: first, we must achieve semantic consistency, altering

the painted part of the image to match the text description given by the user; and

second, we must achieve realism: the altered part of the image should have a plausible

appearance. In particular, the newly painted content should be consistent with the

context of the rest of the image in terms of pose, color, lighting, and style.

We adopt a framework that addresses these two concerns using two separately

trained networks: the first is a semantic similarity network C(x, t) that scores the

semantic consistency between an image x and a text description t. This network need

not be concerned with the overall realism of the image. The second is a convolutional

generative network G(z) that is trained to synthesize realistic images given a random

z; this network enforces realism. Given G and C, we can formulate the following

optimization to generate a realistic image G(z⇤) that matches descriptive text t:

z⇤ = argmax
z

C(G(z), t) (4.1)

This simple approach factors the problem into two models that can be trained at large
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(a) (b)

(c) (d)

“A photo of a purple bed”

Figure 4-2: Comparing the effect of optimizing with and without a spatially split
generator. The masked loss Ct,m(x) is used to generate modifications of a generated
image (a) that matches the description “A photo of a purple bed.” where the loss is
masked to the user-painted region m as shown in (b). The modification is done in two
ways. In (c), the original unmodified StyleGAN2 [57] model (trained on LSUN [117]
bedrooms) is used and an optimizer finds a G(z) that minimizes the masked loss.
In (d), the optimization is done over a spatially-split generator Gz,m(w). Although
in both cases, the semantic loss examines only the region of the bed, only the split
generator allows changes to be made in the user-specified region without altering the
rest of the scene.
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scale without any awareness of each other, and we shall use it as a starting point.

It allows us to take advantage of recent progress in state-of-the-art models that can

be used for G and C (Such as StyleGAN [55, 57], BigGAN [13], CLIP [84], and

ALIGN [50]). Because our method allows the direct use of such large-scale models,

this simple architecture is a promising approach for generating images from a text

description even without any spatial conditions. We study this approach empirically

in Section 4.4.1.

4.3.1 Semantic consistency in a region

When providing semantic paint, the method of Equation 4.1 is not sufficient, because

it does not direct changes specifically towards a user’s chosen painted area. To focus

effects on to one area, we direct the matching network C to attend only to the

region of the user’s brushstroke instead of the whole image. This can be done in a

straightforward way: given a user-supplied mask m, we define a masked semantic

similarity model

Ct,m(x) = C(x�m, t) (4.2)

Here x�m is a projection that zeroes the components of x outside the region of the

mask m.

By hiding the regions outside the mask from the semantic similarity model, the

masked model Ct,m(x) focuses the optimization on the selected region. However, in

practice we find that this is not enough to direct changes to only a single object.

Figure 4-2(c) shows the effect of optimizing argmaxz Ct,m(G(z)) to match a text

description in a StyleGAN2 [57] model. Although no gradients pass from C to G

outside the masked region, G has a computational structure that links the appearance

of objects outside the mask to objects within the mask.

In order to allow a user to edit a single object, we must obtain a generative model

that allows the region inside of the mask to be unlinked. Interestingly, this can be

done without training a new large-scale model from scratch.
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“A photo of a yellow bird flying through the air”

(b) Adam

(c) CMA-ES

(a)

Figure 4-3: Avoiding adversarial examples when optimizing an image to match the
description “A photo of a yellow bird flying through the air.” The gradient descent
method (Adam) obtains good scores while yielding an unrealistic image that looks
neither like it is flying, nor like a real bird. In practice, we obtain better results
by using the non-gradient sampling method (CMA-ES). Although samples do not
achieve scores that are as good, the generated samples avoid becoming adversarial,
and user studies (Section 4.4.1) show that results are both more realistic and accurate
in practice.
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this is a speckle black 
white and yellow bird 
with a yellow patch on 
its head

a white bird with black 
spots all over its wings 
and flanks and red brow 
and malar stripe

this little bird has a 
white belly and breast 
with a brown 
superciliary and brown 
striped crown

a tiny bird with a tiny 
head and bill brown 
coverts white 
secondaries a black back 
grey outer retices and a 
white breast

small biege colored bird 
with brown and white 
stripes on his wings and 
tail beak is orange and 
pointy black eyes

a bird with a gray body 
gray wings with yellow 
coverts yellow crown 
black cheek patch and 
throat

this bird is a deep yellow 
almost orange color from 
the crown to the nape of 
the neck as well as its 
breast and belly leaving 
only its wings and tail 
black with the addition 
of white wingbars
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Figure 4-4: Qualitative comparison of a handful of birds from the user study con-
ducted in Section 4.4.1. Our method (third row) is applied to synthesizing full images
based on description of birds. It is compared to an ablation where the Adam optimizer
is used alone instead of CMA-ES; and we also compare our method to DALL-E [88].
Note that images from our method tend to be more realistic more often when com-
pared to the other implementations.
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4.3.2 Generative modeling in a region

To create a generative model that decouples the region inside and outside the mask,

we exploit the convolutional structure of G. We work with an intermediate latent

representation of the image w that has a spatial structure over the field of the image.

To access this structure, we express G as two steps:

x = G(z) = h(f(z)) (4.3)

w = f(z) (4.4)

Given a mask m provided by the user’s brushstrokes, we then decompose w into a

portion outside the mask w0 and a portion inside the mask w1, as follows:

w = w0 + w1 (4.5)

w1 = w �m (4.6)

Here w�m is a projection that zeroes the components of w outside the region of the

mask m. In practice, we downsample m to the relevant feature map resolution(s) of

w, and use the Hadamard product to zero the outside components.

For a given original image G(z) we can fix the original w0 = w � w � m while

allowing w1 to vary. This split gives us a new generative model, where the represen-

tation outside the mask m is fixed as w0, while the representation inside the mask is

parameterized by w:

Gz,m(w) = h(w0 + w �m) (4.7)

Splitting w0 and w in this way relaxes the problem, and allows Gz,m(w) to generate

images that the original model G(z) could not generate.

In BigGAN, we use as w the featuremap output of a layer of the network. This fea-

turemap has a direct natural spatial structure, and w�m simply zeros the featuremap

locations outside the mask. In our BigGAN experiments we split the featuremap out-
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put of the first convolutional block of the generative network.

In StyleGAN, the natural interior latent, the w vector, modulates featuremaps by

changing channel normalizations uniformly across the spatial extent of the featuremap

at all layers. In our formulation, we split the w style latent vector spatially by applying

a one style modulation outside the user-specified mask, fixed as w0, and another style

modulation w inside the mask. In StyleGAN, the style modulation is applied across

all layers, so we apply this split at the appropriate resolution at every layer of the

model: the effect is to have a model that has two style vectors w0 and w, instead of

one.

This additional flexibility is instrumental for allowing the generator to create user-

specified attributes in the region of interest without changing attributes of unrelated

parts of the image. Figure 4-2(d) shows the effect of splitting the model: the appear-

ance of one object can be changed without changing the appearance of other objects

in the scene. Combining (4.2) with (4.7) allows us to define the following masked

semantic consistency loss in the region

Lsem(w) = �Ct,m(Gz,m(w)) (4.8)

In order to explicitly limit changes in the synthesized image outside the painited

region, we apply the following image consistency loss:

Limg(w) = d(x� (1�m), Gz,m(w)� (1�m)) (4.9)

Here d denotes an image similarity metric: in our experiments, for d we use a sum of

an L2 pixel difference and the LPIPS [122] perceptual similarity. In Limg, the inverse

of the user’s masked region is applied, so this loss term does not limit changes inside

the painted region.
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The full loss adds the two loss terms:

L(w) = Lsem(w) + �imgLimg(w) (4.10)

w⇤ = argmin
w

L(w) (4.11)

4.3.3 Avoiding adversarial attack using CMA

When using gradients to optimize a single image to a deep network objective, it

is well-understood that it is easy to obtain an adversarial example [105] that fools

the network, achieving a strong score without being a typical representative of the

distribution modeled by the network. For example, it is easy to obtain an image that

is classified as one class while having the appearance of an unrelated class.

The problem of adversarial attack also arises in our application. Figure 4-3(a)

plots the loss when optimizing Equation 4.1 using the Adam [61] optimizer, where

G is a StyleGAN2 [57] trained on LSUN birds [117], and where C is the pretrained

CLIP ViT-B/32 network [84]. The convergence plot shows a rapid and stable-looking

improvement as the image is modified to better match the phrase “A photo of a yellow

bird flying through the air,” but the longer the optimization runs, the less like a flying

bird the image becomes in practice. Figure 4-3(b) shows the image that results after

several minutes of optimization: it achieves a strong score and yet has many artifacts

that look obviously synthetic. It does not resemble a photo of a bird.

One way to think about the problem is that our networks C and G were trained

for optimal expected behavior over a distribution, not worst-case behavior for every

individual. So when optimizing a single instance it is not hard to find an individual

point at which both models misbehave.

We solve this problem by switching optimization strategies. Instead of seeking out

a single optimal image, we use the Covariance Matrix Adaptation evolution strategy

(CMA-ES) [34], which is a non-gradient method that aims to optimize a Gaussian

distribution to have minimal loss when random samples are drawn from the distri-

bution. Although CMA-ES may not achieve individual point losses that are as low

72



(a) Our method (CMA) vs our method (Adam) (b) Our method (CMA) vs DALL-E

Figure 4-5: User study comparing the semantic accuracy and realism of our basic
method (Equation 4.1). We ask users to compare images generated by our method to
two baselines; three workers examined each pair of images to make each assessment.
We compared our method as implemented using CMA [34] versus to our method using
the Adam optimizer [61]. Our CMA method outperforms our Adam method in both
accuracy and realism. To compare to a state-of-the-art baseline, we also compare our
method to DALL-E [88], which is text-to-image system that was trained on a much
broader and more difficult domain. Our method outperforms DALL-E in this setting,
possibly because here our generator is trained to specialize on the narrow domain of
birds. In this test, our method pairs a 256-pixel StyleGAN2 [55,57] trained on CUB
birds [111] with the CLIP [84] ViT/32B text-image semantic similarity network.
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original “rattan” “ugly”

“purple”“gold”original

original

original

(b)

(d)

(c)

(e)

original “ornate”(a)

“deep”original (f)

ratings: accurate 2/2, realistic 2/2 ratings: accurate 2/2, realistic 1/2 ratings: accurate 2/2, realistic 0/2

ratings: accurate 2/2, realistic 0/2 ratings: accurate 2/2, realistic 0/2 ratings: accurate 0/2, realistic 1/2

Figure 4-6: Representative successes and failures in a large-scale user study of image
edits. 3000 edits were made on 300 randomly sampled StyleGAN2 bedroom outputs,
and the edited image was compared to the original by crowdsourced workers. In cases
a-e, 2/2 workers rated the modified image as a better match to the word than the
original, and in case (f), both workers rated the modified image as a worse match to
the word. In case (a) 2/2 workers rated the edited image as more realistic than the
original, in cases (b) and (f) the two workers split on realism, and in cases c-e, both
workers rated the edited image as less realistic than the original.

as a gradient method like Adam, we find that in practice, the images that it obtains

match modeled semantics very well, while remaining more realistic than the images

produced by gradient descent: Figure 4-3(c) shows a typical image from the distribu-

tion after running CMA optimization for an equivalent amount of time as Adam. In

Section 4.4.1 we compare CMA-ES to Adam in a human evaluation.

4.4 Results

To understand the strengths and weaknesses of our method, we conduct user studies

in two problem settings. Then we explore the types of new image manipulations that

are enabled by paint-by-word.

4.4.1 Testing full image generation

Without a user-provided mask, our method is a simple factorization of the text-

conditional image generation problem (Equation 4.1). We wish to understand if this
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Figure 4-7: A detailed breakdown of user edits that were considered accurate by
2/2 workers, according to individual word. The most accurate edits among those we
tested are for the color orange; and the least accurate are for the word "Scandinavian".
Edits that were considered less realistic than the original are shown in orange.

straightforward split of the problem has disadvantages compared to other approaches

that explicitly condition image generation, so we begin by evaluating this architecture

in comparison to a state-of-the-art model.

For G we train a 256-pixel StyleGAN2 [57] with Adaptive Data Augmentation [55]

on the CUB birds data set [111]. Standard training settings are used: the generator is

unconditional, so no bird class labels nor text descriptions are revealed to the network

during training. For C we use an off-the-shelf CLIP [84] model, using the pretrained

ViT-B/32 weights; this model was trained on an extensive proprietary data set of 400

million image/caption pairs. We generate images using two different techniques to

maximize C(G(z), t). As a simple baseline we optimize z using first-order gradient

descent (Adam [61]). Then we also optimize z using CMA [34] followed by Adam.

To evaluate our method, we generate images from 500 descriptions of birds from

a test dataset also used for evaluation of DALL-E in [88]. To compare the images

generated by our method to images generated by DALL-E, we conduct a user study

on Amazon Mechanical Turk [5] in which workers are asked to choose which of a pair
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“A photo of a sad dog” “A photo of a happy dog”

“A photo of a bouquet of flowers” “A photo of a blue firetruck”

+

+

+

+

(e) (f)

“A photo of a camping tent”

++

(a) (b)

(c) (d)

“A photo of a magnificent dome”

Figure 4-8: Exploring edits using our method with BigGAN. Because BigGAN models
have been pretrained on very broad distributions, they provide an opportunity to
experiment with a broad range of types of edits.
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color texture state style shape
accurate (2/2) 72.8 46.5 40.6 37.2 31.7
not accurate (0/2) 3.9 13.2 20.0 20.4 22.8
realistic (2/2) 13.1 18.2 21.7 26.1 25.4
not realistic (0/2) 48.8 34.1 30.0 27.8 27.2

Table 4.1: User study of edits, by semantic category. Percentages shown include only
cases where both evaluations agree. “Accurate” counts cases where the edited image
is a better match for the text. “Realistic” counts cases where the edited image is more
realistic than the original. In both cases the opposite counts are also shown.

of images are more realistic, and in a separately asked question, which of a pair more

closely resemble a given text description.

The results are shown in Figure 4-5. We find that, for this test setting, our

method gives competitive results. The CMA optimization process is able to steer

G to generate an image that is found to be a better fit for the description than the

DALL-E method 65.4% of the time, and more realistic 89% of the time. The CMA

method is also better than Adam alone, more accurate in 66.2%; more realistic in

75.2%.

This experiment is not intended to show that our simple method is superior to

DALL-E: it is not. Our network is trained only on birds; it utterly fails to draw

any other type of subject. Because of this narrow focus, it is unsurprising that it

might be better at drawing realistic bird images than the DALL-E model, which is

trained on a far broader variety of unconstrained images. Nevertheless, this experi-

ment demonstrates that it is possible to obtain state-of-the-art semantic consistency,

at least within a narrow image domain, without explicitly training the generator to

take information about the textual concept as input.

4.4.2 A large scale user study of bedroom image edits

Next, we conduct a large-scale user study on localized editing of objects in bedroom

scenes. For this study, we sample 300 images generated by StyleGAN2 [57] trained

on LSUN bedrooms [117] and manually paint a single bed in each image. Then for

each image we perform 10 paint-by-word tests by applying one of a set of 50 text
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descriptions of colors, textures, styles, states, and shapes. Humans compare each of

the 3000 edited images to the corresponding original image: they evaluate whether

one image is better described by the text description than the other, and separately

whether one image is more realistic than the other. Each comparison is done without

revealing which image is the original. Each comparison is evaluated by two people.

Results are tabulated by category in Table 4.1, and charted by word in Figure 4-7.

Our method can decisively edit a range of colors and textures, but it is also effective

for a range of other visual classes to a lesser degree. In all tested categories, most

visual words can have some positive effect discerned by raters, however our method is

weakest at being able to alter the shapes of objects. Examples of success and failure

cases from the test are shown in Figure 4-6.

In Table 4.1, we note that ratings of realism of edited images are worst in the same

categories where the strength of the semantic consistency is best. Some of the loss

of realism is due to visible artifacts such as the blurred colors seen in Figure 4-6(e).

However, other cases without noticeable visual artifacts are rated as less realistic

by raters as in Figure 4-6(c,d), including many of the most interesting edits in the

study. In these cases, the new painted styles are noticeable and stand out as less

realistic than the original because the painted object now has an atypical style for

the context - such as a gold bed in a cream-colored room, or an ugly bed in a hotel

room. The portion of effective edits that are rated as unrealistic is shown as orange

bars in Figure 4-6.

4.4.3 Demonstrating paint-by-word on a broader

diversity of image domains

To demonstrate the usefulness of our method beyond the narrow domains of birds

and bedrooms, we apply our method on BigGAN models [13]. We apply two BigGAN

models. First, we apply a BigGAN model trained on MIT Places [126]; and then we

apply a BigGAN model trained on Imagenet [22].

Because the BigGAN models are trained on broad distributions of images, these
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generative models allow us to experiment with a wide variety of different editing

operations. In Figure 4-8, We demonstrate our method’s ability to alter the style of

buildings outdoors (a); we also demonstrate the ability to add new objects that did

not previously exist in the scene (b). Both (a) and (b) demonstrate the potential

of of BigGAN trained on Places to be used to manipulate general scene images. On

BigGAN Imagenet, we discover the ability to change whether a dog is happy or sad

(c-d). We can also add new objects to an appropriate context (e). A challenging task

is to force the model to synthesize objects outside its training domain. Although the

Imagenet training data contains no blue firetrucks, we can use language to specify

that we wish for the model to render a firetruck as blue (f). Using our method, it can

create blue parts of a vehicle, but the out-of-domain task of creating a whole blue

firetruck remains difficult and introduces distortions.

4.5 Discussion

We have introduced the problem of paint-by-word, a human-AI collaborative task

which enables a user to edit a generated image by painting a semantic modification

specified by any text description, to any location of the image. Our work is enabled

by the recent development of large-scale high-performance networks for realistic im-

age generation and accurate text-image similarity matching. We have shown that a

natural combination of these powerful components can work well enough to enable

paint-by-word. Our user studies and demonstrations of effective edits have taken a

first step in characterizing the opportunities, challenges and potential utility in this

new application.
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Chapter 5

Conclusion

5.1 Contributions

The overarching goal of this work is to promote the proposed “software 3.0” as both

an effective emerging approach for forwarding AI research and a design principle for

constructing more sophisticated AI systems. We support these claims with a concrete

case study on controllable neural image synthesis with Generative Adversarial Net-

works (GANs). We further demonstrate how insights in other scientific domains can

be made using this approach to AI research as well as downstream user applications.

5.2 Future directions

The rate of progress in the field currently is staggering. Foundation models demon-

strate raw potential and are rapidly gaining interest in the community due to their

leading performance and surprising emergent capabilities. However, the name was

specifically chosen in part to capture their incomplete nature and need for further

adaptation and study. While foundation models present immediate opportunities for

significant advances in AI, the most important reason for studying how they work and

how they can be controlled is that these models are just as quickly being deployed

into the real world with far-reaching consequences.

For example’s GitHub’s Copilot based on OpenAI’s Codex model [18] is in the
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technical preview phase where it is already assisting developers in write code in mean-

ingful ways. Yet, many questions remain about whether the model can be safely

deployed, who will be able to claim ownership of the code generated by the model

as it continues to improve, whether or not proper licensing protocols will be followed

and enforced by the model, among many others. A recent cybersecurity evaluation

of Copilot’s code contributions suggest that its current suggestions may introduce

bugs and security vulnerabilities about 40% of the time [81]. The Free Software

Foundation has gone as far as to say that Copilot is “unacceptable and unjust,” [91]

further reinforcing the need to study these models from different persepctives. In

general, powerful but partially opaque machine learning models are being deployed

at a rate that likely exceeds our growth in understanding, hence warranting increased

investigation in this area.

Beyond Software 3.0. Language models that learn to produce source code from

natural language prompting are of particular interest to developers whose primary

concrete output is source code to produce apps, websites, etc,. In a similar fashion,

AI researchers and practitioners spend a significant amount of time reading, writing

and debugging the source code to run machine learning experiments. Exciting early

evidence shows that these models not only have knowledge of generic programmatic

concepts and tasks, but even of machine learning model and training code, which

potentially includes knowledge of code that resembles the code used to produce the

model itself. Moreover, these models demonstrate elementary abilities to produce

terminal commands and shell scripts that would required to navigate a command

line and execute generated code. In other words, models that are quite literally self-

replicating and self-improving with respect to their own source code appear to be on

the imminent horizon. These observations are particularly motivating and hint at

yet the next version of software, whereby AI models are responsible for producing

(or assist in producing) the source code to train new machine learning models. A

major breakthrough would be to instill these models with agency so that they can

write and carry out machine learning experiments on their own with simple natural

language instructions from the programmer, perhaps even with the explicit intent to
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train better performing versions of itself. Once models reach this level of proficiency,

the bottleneck on experimental throughput and the ability to investigate new ideas

will no longer be the rate at which a human programmer can implement it, but on

our far more scalable ability to increase computational throughput.
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