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Abstract

The ignition, oxidation, and pyrolysis chemistry of methyl propyl ether (MPE)

was probed experimentally at several different conditions, and a comprehensive chem-

ical kinetic model was constructed to help understand the observations, with many of

the key parameters computed using quantum chemistry and transition state theory.

Experiments were carried out in a shock tube measuring time variation of CO concen-

trations, in a flow tube measuring product concentrations, and in a rapid compression

machine (RCM) measuring ignition delay times. The detailed reaction mechanism was

constructed using the Reaction Mechanism Generator software. Sensitivity and flux

analyses were used to identify key rate and thermochemical parameters, which were
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then computed using quantum chemistry to improve the mechanism. Validation of

the final model against the 1–20 bar 600–1500 K experimental data is presented with

a discussion of the kinetics. The model is in excellent agreement with most of the

shock tube and RCM data. Strong non-monotonic variation in conversion and product

distribution is observed in the flow-tube experiments as the temperature is increased,

and unusually strong pressure-dependence and significant heat release during the com-

pression stroke is observed in the RCM experiments. These observations are largely

explained by a close competition between radical decomposition and addition to O2

at different sites in MPE, this causes small shifts in conditions to lead to big shifts

in the dominant reaction pathways. The validated mechanism was used to study the

chemistry occurring during ignition in a diesel engine, simulated using Ignition Quality

Test (IQT) conditions. At the IQT conditions, where the MPE concentration is higher,

bimolecular reactions of peroxy radicals are much more important than in the RCM.

1 Introduction

When mixed with diesel fuels oxygenated species tend to reduce soot formation in engines

[1–3]. Ethers in particular accomplish this goal while also enhancing cetane numbers and

allowing the use of less expensive diesel [4]. Ether cetane numbers, however, can fall within a

wide range of values from 55 to 110 [4]. Unfortunately, our understanding of ether combustion

mechanisms is incomplete making it difficult to predict the impact particular ethers might

have on the cetane number of diesel.

Dimethyl ether has been fairly well studied across a wide temperature range [5–10].

However the chemistry of larger ethers is much less understood. Several studies have looked

specifically at ethyl methyl ether, methyl tertiary butyl ether, ethyl tertiary butyl ether

and diethyl ether [11–14]. However, these studies focused primarily on high temperature

ranges. A number of other studies have focused on how these compounds might act as

octane enhancers [15–17].
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In this study we investigate the detailed chemistry of methyl propyl ether over a wide

range of temperatures. Methyl propyl ether has a long enough alkyl chain to undergo the

radical feedback loops typical of low temperature alkane combustion. It is also small enough

to allow construction of a highly detailed mechanism.

2 Methods

2.1 Shock Tube

2.1.1 Experimental Setup

Experiments were performed at the University of Central Florida’s shock tube facility with

two different MPE mixtures, one for oxidation and the other for pyrolysis experiments.

Only a brief description of the shock tube is presented, as more details of the procedure and

instrumentation for this shock tube can be found in earlier studies [18, 19]. The oxidation

mixture consisted of 0.1% MPE at an equivalence ratio of 1, and the pyrolysis mixture

consisted of 0.5% MPE; both mixtures were balanced in argon. Carbon monoxide (CO)

time-histories were measured for both mixtures with reflected shock conditions of 1205–1511

K and 8.41–9.69 atm.

2.1.2 Shock Tube Facility

The shock tube facility at the University of Central Florida (UCF) has an inner diameter

of 14.17 cm and can accommodate polycarbonate or metal diaphragms in either a single or

stacked arrangement. A scored, single polycarbonate diaphragm that separated the driver

and driven sections was ruptured at a known pressure to initiate the incident normal shock-

wave. For measuring the incident shock velocity, there were five time-of-arrival PCB 113B26

pressure transducers connected to four Agilent 53220A timer-counters. This velocity was

then extrapolated to the end wall for use in 1D ideal shock relations to calculate the tem-

perature (T5) and pressure (p5) behind the reflected shock. Before each experiment, the

3



A
u
th
or

M
an
u
sc
ri
p
t

This article is protected by copyright. All rights reserved.

entire shock tube was vacuumed down to a rough level with Agilent DS 102 rotary vane

pumps. This was followed by further vacuuming the driven section with an Agilent V301

turbo-molecular pump to achieve a vacuum of 10–5 Torr or better in less than 1 h. Oxida-

tion and pyrolysis mixtures were prepared manometrically in a 33 L stainless steel mixing

tank that was fitted with a magnetically driven stirrer. To ensure mixture homogeneity,

a 1 h minimum mixing time was allotted. Ultra high purity (99.999%) argon and oxygen

were supplied by nexAir, and MPE was supplied by Sigma Aldrich with a purity of 97%.

Industrial grade (99.998%) helium or nitrogen, or some composition of the two were used as

the driver gas for these experiments.

2.1.3 Shock Tube Diagnostics

Diagnostics used for these experiments included a pressure transducer and a fixed-wavelength

direct absorption laser setup at the test location 2 cm from the end wall. Reflected shock

pressure was measured with a side wall mounted Kistler 603B1 pressure transducer with an

applied RTV coating, while time resolved concentration measurements of CO were made us-

ing a continuous wave distributed feedback quantum cascade laser (CW-DFBQCL) supplied

by Alpes Lasers. This laser was centered at 2046.30 cm−1 targeting the P(23) transition of

CO, which provided a strong absorption feature and enabled interference-free measurements.

A schematic of this optical setup is shown in Fig. 1. The wavelength was verified before each

experiment with a Bristol 771 wavemeter. Two detectors supplied by Vigo (PIV-4TE-5-2 x

2) were used to measure the intensity of focused laser light for calculations in determining

the absorbance of the laser beam during experiments. The absorbance is related to mole

fraction and measured laser intensities by the Beer-Lambert Law, given in Eq. 1, where

Itrans and Iref are laser intensities passing through the shock tube during the experiment

and under vacuum, respectively. σ is the absorption cross section, p5 is the reflected shock

pressure, R is the universal gas constant, XCO is the CO mole fraction, and L is the optical
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path length.

α = − ln
Itrans
Iref

= σCO(ν, T, P )
p5
RT5

XCOL (1)

Figure 1: Schematic of shock tube and laser setup used to perform CO time-history mea-
surements.

2.2 Flow Tube

Flow reactor experiments were carried out in a straight quartz flow tube that is 1” in diameter

and 30” in length at the National Renewable Energy Laboratory facility in Golden, Colorado

[20, 21]. The flow tube is heated in a ceramic furnace with a 28” heated zone. Helium

dilution gas, fuel, and air are introduced at the inlet of the reactor and the effluent is directly

sampled at the outlet via an inert gas sampling line directly to two gas chromatography (GC)

systems. The inert gas sampling line is positioned in the middle of the flow tube exit at

a depth of 0.5” and is maintained at 75oC in order to avoid condensation of components

inside the transfer line. Liquid fuel was introduced at 0.5 mol% and an excess of oxygen was

used at 9.5 mol%. Helium was used as the dilution gas and the flow rate was adjusted to
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maintain a constant residence time of two and five seconds throughout the temperature range

investigated (700 K–900 K). The first GC contains two 60m x 0.32 mm x 1 m DB-1 (Agilent

Technologies) columns. One is connected to a mass spectrometer for the identification of

compounds in the four carbon or greater range, the second is connected to a flame ionization

detector for quantitation. The second GC is equipped with three columns and detectors

for analysis of the light molecular weight compounds. A Rt Alumina bond (Restek) 30m x

0.32 mm x 5 m column is connected to a flame ionization detector and is used to quantitate

four carbon or fewer hydrocarbon compounds. A CP PoraBondQ (Varian) 50m x 0.32

mm x 5 m and a Rt Msieve 5A (Restek) 30 m x 0.53 mm x 50 m are connected to two

separate thermal conductivity detectors and are used to quantitate carbon monoxide and

dioxide respectively. Where available, pure components were used as standards purchased

as custom mixtures (Matheson Specialty Gases) to calibrate the GCs for direct quantitation

of combustion products, otherwise the method of effective carbon number was used where

standards were not available [22]. The reactor is modeled as an isobaric isothermal ideal

plug flow reactor, at p=0.81 atm (the ambient pressure at Golden, Colorado).

2.3 Quantum Chemistry and Rate Calculations

The G4 composite quantum chemistry method [23] was used to calculate energies of selected

reactants, products and transition states in this study. This method uses geometries and

vibrational frequencies calculated using DFT with B3LYP/6-31G(2df,p) and a series of single

point calculations at different levels of theory with the highest being CCSD(T)/6-31G(d).

The reported accuracy of the G4 technique was estimated by a comparison of calculated

energies to experimental energies for the 454 species in the G3/05 test set, which showed

that the average absolute deviation was 0.83 kcal
mol

. Transition states were confirmed to connect

the reactants and products using the atomic motion of the single imaginary frequency and

IRC calculations at the DFT level. The thermochemical and rate parameters were computed

using the Rigid Rotor Harmonic Oscillator (RRHO) method with 1D hindered rotors and
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tunneling corrections.

2.4 Rapid Compression Machine

Argonne National Laboratory’s twin-piston rapid compression machine (tpRCM) was used

to acquire autoignition data for MPE at elevated temperatures and pressures. A detailed

overview of the configuration and recent modifications to the tpRCM, as well as uncer-

tainties associated with experimental measurements can be found in, and are briefly de-

scribed here [24]. The tpRCM, which can be operated as single-, or two-piston actuation,

is pneumatically-driven and hydraulically controlled. A ring-groove arrangement in the hy-

draulic chambers at the end of the stroke facilitates deceleration, while the hydraulic cham-

bers are pressurized during the test period to minimize piston rebound at ignition. The

reaction chamber has a 50.8 mm bore with a clearance height at maximum compression of

∼25.5 mm; the volumetric compression ratio is near 12.1:1 for two-piston operation, and

near 6.4:1 when only one piston is actuated. The reaction chamber pistons incorporate

crevices machined around their circumference to suppress vorticular motion during, and

post-compression [25]. The robustness of the configuration for the current study was verified

as suggested by Bourgeois et al. 2018 [26]. The exterior of the reaction chamber is heated

using a combination of band, tape and cartridge heaters, with high density insulation fit-

ted between the flanges of the cylinders and the hydraulic chamber. Thermal uniformity of

0.2% is achieved in the axial and azimuthal directions across the interior and exterior sur-

faces. The dynamic pressure is measured using a Kistler 6045A-U20 transducer, regularly

calibrated to 250 bar, and coupled to a Kistler 5064 charge amplifier. The 6045A-U20 is

designed for thermal shock resistance (< ±1%), and incorporates a reinforced diaphragm for

knock protection. The signal is recorded with a NI 9239 (24-bit/50kHz) data acquisition

card. A Savitzky-Golay algorithm with 2nd-order fit is applied to condition the recorded

signals with a window of 0.25 ms. A 5.6 L stainless steel tank, heated to ∼ 70o C, is used to

prepare the fuel, diluent (Ar and N2), and O2 mixtures. Liquid fuel at room temperature is
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first injected into the evacuated tank through a septum, and then the high purity gases are

supplied in the sequence of Ar (99.9997%, Airgas), N2 (99.9998%, Airgas) and O2 (99.9997%,

Airgas). After introduction, the mixture is allowed to diffusively mix for a minimum of 45

minutes before beginning the tests. The evaporation efficiency of each test fuel is calcu-

lated from ideal gas relationships, with ∼100% typically achieved, while the mass of fuel

and partial pressure of gaseous components are used to determine the molar composition

of the mixture. The compressed temperatures, ignition delay times and heat release rates

are determined by post-processing recorded pressure traces. To accurately extract these,

equivalent non-reacting tests are conducted at each condition where the O2 is replaced by

N2 since these have very similar thermophysical properties; the non-reactive and reactive

traces are aligned at 40% of the pressure rise. This is necessary since many test conditions

with these mixtures yield preliminary exothermicity (e.g., low-temperature/first-stage heat

release) before the end of piston compression. Figure 2a illustrates representative pressure-

time histories where the end of compression time (t0), first-stage (τ1) and main ignition

times (τ) are identified. Note there are two pressure records for each test point, where ex-

cellent shot-to-shot repeatability is demonstrated. Estimates of uncertainty and statistical

(i.e., month-to-month) variations in the measurements are about ±10% for ignition time.

The non-reactive tests are also used to derive effective volume-time histories for chemical

kinetic modeling where the rates of compression heating and pressure/temperature decay

due to heat loss during the induction period can be reasonably taken into account [27]. The

compressed temperatures (TC ’s) are calculated using the adiabatic core hypothesis:

∫ Tc

Ti

γ

γ − 1

dT

T
= ln

pc
pi

(2)

where the subscripts i and c indicate the initial and compressed conditions, respectively,

while γ is the ratio of specific heats of the gas mixture. Non-reactive mixtures are used to

estimate the TC ’s. An uncertainty analysis associated with ANL’s tpRCM is documented in
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Figure 2: Representative (a) pressure and (b) normalized heat release profiles measured in
the RCM for MPE/O2/diluent mixtures at TC = 650 K, pC = 10, 15, 20 bar. Grey lines in (a)
are corresponding non-reactive pressures used to identify the end of compression, facilitate
heat release rate calculations and derive volume histories for chemical kinetic modeling.

Fridlyand et al. 2019, leading to 1.0% in conservative estimate to TC [24]. Heat release rates

(HRRs) and integrated, or accumulated heat release (aHR) are calculated as described in

Goldsborough et al. 2019, where again, the non-reactive measurements are used to estimate

conductive and enthalpic losses to the reaction chamber walls and piston crevices, respec-

tively [28]. Figure 1b illustrates representative heat release behavior where the normalized

HRRs are plotted as functions of aHR. These parameters are normalized by the lower heating

values of the mixtures. The inset highlights the first-stage, or low-temperature heat release

process (LTHR), where the inflections in the curves near aHR = 0.10 are taken to indicate

the end of LTHR, as highlighted for the pC = 20 bar condition. As with Fig. 1a, excellent

shot-to-shot consistency is evident in the calculated rates of heat release. Goldsborough, et

al. 2019 discussed limitations of the current approach towards mis-accounting for preliminary

exothermicity, and challenges in comparing against model results [28]. The methodology is

able to extract and account for (within uncertainties) heat release that occurs toward the

end of the compression stroke, as observed in the current dataset.

We modeled these experiments two different ways. First we used the conventional zero-

order approach, modeling the system as an adiabatic constant volume reactor having the
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initial mixture composition and temperature TC computed using Eq. 2 starting at the

compression time, t0. Secondly, we used a more sophisticated parameterized reactor model,

starting at t = 0 to include chemistry occurring during the compression stroke, and using the

actual V (t) of the apparatus and the time-dependent enthalpy and conductive heat losses

inferred from the matching non-reactive traces using the method of Goldsborough. In this

case we are modeling the ‘adiabatic core’ of the gas, since that zone usually ignites before

the cooler gas near the cylinder walls. As shown later in Figure 13, these two different

approaches to modeling the RCM experiments give quite different predictions for ignition

times.

2.5 Model Construction

A detailed chemical reaction mechanism for methyl propyl ether oxidation was constructed

using the Reaction Mechanism Generator (RMG) software for flux-based automatic mecha-

nism generation [29]. RMG has been used to successfully generate models in many similar

contexts [30–34]. Within RMG reactions are divided between the core and edge. Core re-

actions are reactions involving (core) species that RMG has decided are important enough

to include in the mechanism. Edge reactions are reactions that RMG has generated from

reacting core species together to produce new (edge) species that may be important to in-

clude. Each iteration reaction fluxes to edge species are calculated over the course of a set of

simulations and if the flux to a species becomes sufficiently high relative to a characteristic

flux that species is moved from the edge to the core.

The RMG mechanism was seeded with the reactions and thermochemistry from Burke

et al. 2012 and Hashemi et al. 2016 [35, 36]. Additional thermochemical data was

drawn from the RMG libraries: primaryThermoLibrary, thermo DFT CCSDTF12 BAC,

CBS QB3 1dHR and DFT QCI thermo that are mostly experimental or from high level

calculations. All thermochemical parameters not included in those libraries or calculated in

this study were drawn from RMG’s Benson style thermochemical group additivity method
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[29, 37]. All rates not included in those libraries or calculated in this study were drawn from

RMG’s rate rules and training reaction database [29].

The model refinement process is illustrated in Figure 3. Each iteration an RMG model

was generated for the conditions of interest using the chemical knowledge in RMG’s database

and calculations from this study. This model was compared against experimental data and

then sensitivities to all rate coefficients and Gibbs energies of formation were calculated for

key and observable species concentrations to determine what species thermochemistry and

rate coefficients were sensitive. Sensitive thermochemistries and rate coefficients were then

calculated quantum mechanically or estimated using literature for use in the next iteration.

During refinement the model was generated for stoichiometric combustion of methyl propyl

ether with air at 400–1650 K and 0.3–100 bar. RMG automatically identifies chemically-

activated reaction pathways, and estimates the pressure-dependence of rate coefficients [38].

In the case of barrierless reactions which can’t be computed using conventional transition

state theory, literature values and analogies were used [39–42]. The final RMG model gen-

eration run for this study was run out to 443 species on the MPether do not delete branch

of RMG-Py and the MPether do not delete branch of RMG-database available from the

ReactionMechanismGenerator Github organization.

The reactions of the resulting mechanism were analyzed for collision limit violations

greater than a factor of 2.5 in the 600–1500 K and 1–100 bar range. Violators from literature

reactions included in the seed mechanisms are listed in Table 1.

Table 1: Collision limit violating reactions from the seed mechanisms.

Of these Reactions 1 and 2 were derived from fits to data far out of the temperature range

11



A
u
th
or

M
an
u
sc
ri
p
t

This article is protected by copyright. All rights reserved.

of interest in this study and were removed from the mechanism. Reaction 3 only violates

the collision limit near 100 bar, outside the range of the experiments in this study. Since

this is likely just a consequence of being fitted (in the reverse direction) to a third body

form that assumes a low pressure limit it was left in the mechanism. Reactions 4 and 5

were refit reducing the reverse rate coefficient values to prevent collision limit violations in

the forward direction at each temperature. The simulations were not noticeably affected by

the refitting and were not sensitive to any of the violators. Additionally a number of rate

coefficients were improved after generation. Reactions relevant to this discussion are listed

in Table 2. The rate for Reaction 6 from Hashemi et al. 2016 is referenced to Lu et al. 2010,

Table 2: Reactions related to modifications after mechanism generation.

but differs slightly from that reference and so was replaced with the exact value from Lu et

al. 2010. The rate for Reaction 7 was replaced with an analogy to the rate calculated in this

study for Reaction 8 [43]. The rates for Reaction 9 and the sequence formed by Reactions

10 and 11 were replaced with our quantum chemistry calculations: A=7.87e4 s−1, n=1.72,

Ea=59.4 kJ/mol and A=114 s−1, n=2.69, Ea=28.2 kJ/mol respectively. Reaction 12 from

Hashemi et al. 2016 is an analogy to an experimental measurement of the rate at which

the reactants react with an assumed product [44]. However, this channel has been recently

shown to primarily proceed to a different set of products shown in Reaction 13 [45]. We have
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therefore changed the products of Reaction 12 to those of Reaction 13 in the mechanism. The

four hydrogen abstraction reactions between CH3CH2OO and MPE were reversed and re-

estimated using RMG’s rate rules in the direction with CH3CH2OO and MPE as the reactants

to improve branching accuracy. The pressure dependent network containing Reactions 14–16

as path reactions was regenerated using Arkane’s pressure dependent network explorer tool

integrating quantum chemistry calculations for Reactions 14–16: A=1.70e8 s−1, n=1.51,

Ea=31.6 kJ/mol, A=3.37e11 s−1, n=0.569, Ea=20.0 kJ/mol and A=1.33e12 s−1, n=0.406,

Ea=79.4 kJ/mol respectively.

Figure 3: RMG model construction workflow

2.6 Rate Constant Comparisons

As a part of this study 91 rate coefficients were calculated and 138 sets of thermochemical

parameters were computed using quantum chemistry. The results of these calculations are

presented in the supplementary information. Most of the 91 computed reactions were qual-

itatively unsurprising. However, we did discover one unexpected reaction that turns out to

be quite important:
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While we had expected the reactant to undergo a normal beta-scission reaction forming

CH2O and C3H5O2, calculations indicated a concerted H-shift as the C–O bond breaks. Our

computed high-pressure-limit rate parameters for this reaction are A = 7.44e11 s−1, n =

0.444, Ea = 9.64 kcal
mol

.

Literature reviews were done on the most important rate coefficients; a few are shown

here in Figure 4. Figure 4a examines hydrogen abstraction by OH from the central carbon

of MPE. This reaction goes through a floppy transition state which prevents it from being

calculated using traditional transition state theory. The rate parameters for the reaction

from Zhao 2010 are used in this paper because it is most similar to the reaction of interest.

It agrees quite well with the predictions in Dames 2016 and Sivarmakrishnan 2010 for similar

reactions.

Figure 4b shows a comparison of rates similar to hydrogen abstraction by HO2 from the

carbonyl hydrogen of propanal. The rate coefficients for the two carbon analogue to this

reaction are noticeably smaller than the values calculated for the actual reaction in this

study [46, 47]. However, the latest study Farina 2013 only differs by about a factor of four at

T=1000 K and the differences between the Farina 2013 and Altarawneh 2011 rate coefficients

over the range of interest is roughly as large as the difference between Farina 2013 and the

calculation for the actual reaction.

Figure 4c shows a comparison of rates similar to the 1,2-ROR elimination of MPE. The

rate calculated in this study agrees very well with the rate from Yasunaga 2008 for ethyl

tert-butyl ether [48]. Agreement with the more analogous reaction from Sumathi 2003, is

not quite as good, but still within a factor of four at high temperatures.

Figure 4d shows a comparison of rates for beta-scission of the CH3OCHCH2CH3 radical.

The dimethyl ether analogues to this reaction are about a factor of three faster at high

temperatures than the values calculated in this study.

14



A
u
th
or

M
an
u
sc
ri
p
t

This article is protected by copyright. All rights reserved.

(a) We use Zhou et al.’s value for this reaction.
(b) We computed this rate using the G4
method.

(c) Figure shows high pressure limit coeffi-
cients. The kinetic model includes RMG-
estimates of the corrections for fall-off and
chemical-activation.

(d) Figure shows high pressure limit coeffi-
cients. The kinetic model includes RMG-
estimates of the corrections for fall-off and
chemical-activation.

Figure 4: Comparisons with literature for key rate coefficients. The estimated reaction is listed in
the title of each plot.
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3 Results and Discussion

3.1 Shock Tube

Figure 5: Shock tube oxidation of MPE

The experimental shock tube measurements under oxidative conditions, and the corre-

sponding model predictions are shown in Figure 5. The measurements and predictions agree

reasonably well. CO peak times agree within a factor of 1.5 for all experiments. Predicted

peak heights are within about 34% of experiment.

A similar comparison for data measured at pyrolysis conditions is presented in Figure 6.

The model very closely emulates the experimental data, generally within the uncertainties

of the experiment and the model. Because the model agreed so well with these experimental

data even for the first version of the model tested, we did not make any refinements to the

model to improve agreement with this data.

At these high temperatures, particularly in the pyrolysis case, the various competing uni-

molecular reactions of MPE are very important, and strongly affect the formation of CO and

other products. These reactions are listed in Table 3 and their rate coefficients are plotted
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Figure 6: Shock tube pyrolysis of MPE

in Figure 7. At lower temperatures Reaction 18 dominates, while above 1300 K Reaction

Table 3: Dominant MPE unimolecular reactions.

17 dominates. Except for Reaction 18, which was computed using quantum chemistry in

this study (see Figure 4c), all of these reactions are barrierless in the bimolecular direction,

making them difficult to compute accurately and thus were estimated using RMG. While the

rate coefficients for radical recombination reactions only span about an order of magnitude

making them easy to estimate within about a factor of 2 or 3 there is additional inherent

uncertainty due to approximations made in RMG’s pressure dependent rate coefficient calcu-

lations of about a factor of 2 or 3 [38]. Together with uncertainties in the thermochemistry,

this gives about a factor of 5 uncertainty in the absolute MPE decay rate, and also significant

uncertainties in the branching ratio between these different decomposition channels. These
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Figure 7: Dominant MPE unimolecular reactions at 10 bar.

uncertainties are more than enough to explain the observed deviations between model and

experiment in Fig. 5, indeed it seems that the level of agreement between the model and the

shock tube data is better than we are entitled to expect considering all the uncertainties.

3.2 Flow Tube

Comparisons between the flow tube experiments and simulations for 2 s residence times are

available in Figures 8 and 9. Broadly the model predicts an earlier transition from the low

to high conversion regime at 2 s than is observed experimentally. Focusing on temperatures

where model and experiment agree better on conversion, methane, propene, ethene and

propanal agree with the experiments and the comparison with CO and CO2 makes sense.

The yields of acrolein and ethane are predicted satisfactorily at 825–850 K, but these minor

products are underpredicted by more than an order of magnitude at T < 750 K and at 900 K.

Both the data and the model show strong and somewhat peculiar temperature dependence

in this temperature range.

A comparison with 5 s residence time data is shown in Figures 10 and 11. At 5 s the

measured MPE conversions and the model predictions agree better, both showing significant
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Figure 8: Predicted and measured mole fraction of MPE exiting the flow reactor at the high
flow rate (2 sec residence time).

Figure 9: Flow tube product comparison at a 2 second residence time.
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Figure 10: Predicted and measured mole fraction of MPE exiting the flow reactor at the low
flow rate (5 s residence time).

Figure 11: Flow tube product comparison at a 5 s residence time.
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changes in conversion at about the same temperatures (within 25 K). Methane, ethene,

acrolein and propene yields agree quite well except at lower temperatures, where the model

slightly overpredicts the reactivity. The model predicts the CO yields quite well. Propanal

matches very well at low temperatures, but the model shows the drop-off in propanal yield

about 50 K lower than where it is found in the experiments. Ethane yield is under-predicted

at most temperatures, and CO2 yield is overpredicted at high temperatures.

Figure 12: Predicted MPE exit mole fraction as a function of residence time in the flow
reactor, with measured data for 2 sec and 5 sec.

Much of the disagreement between model and experiment derives from differences in

MPE conversion. So it’s worth having a detailed discussion of the chemistry driving MPE

conversion. At higher temperatures (e.g. in the shock tube experiments) MPE can simply

pyrolyze to stable products through Reaction 18. However, at the lower temperatures of

the flow tube experiments MPE is primarily consumed by hydrogen abstractions to form

MPE radicals. For the dominant MPE radical there is competition between Reaction 21 and

Reaction 22, pyrolysis and addition to O2 respectively. Reaction 22 is significantly reversible

at high T and low O2 partial pressure, but Reactions 23-25, 10, and 28 carry the oxidation

chemistry forward.
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Table 4: Key flow tube reactions.
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However, at the partial pressure of O2 used in the flowtube, Reaction 21 only becomes

fully competitive with Reaction 22 at 900 K. After the first addition to O2 and Reaction 23

there is competition between a second addition to O2 (Reaction 24) leading to formation of

additional radicals through Reactions 24-27, beta-scission of the radical through Reactions

10 and 11 and cyclization through Reaction 28. According to the model, Reactions 24-27

and 28 dominate below 600 K and Reactions 10 and 11 tend to dominate above 600 K. It’s

worth noting that Reaction 27 involves a concerted H shift that was unexpected by us, and

so would not have been discovered by RMG. This emphasizes the importance of quantum

chemical insight in the refinement of chemical mechanisms in general.

The second most dominant radical has two primary pathways, pyrolysis shown in Reac-

tion 8 and addition to O2 followed by pyrolysis shown in Reactions 30 and 31 the first path

(Reaction 8) starts to dominate around 800 K.

Notice in Figures 8 and 10 the amount of MPE surviving through the reactor is a non-

monotonic function of the temperature. At the lowest temperatures studied, the sequential

addition of two O2’s (reactions 22-23-24) is the key to making the radicals that consume

MPE. However, each of these reactions is reversible, and as a consequence as the temperature

increases above 700 K it becomes less and less effective at generating radicals – and so more of

the MPE passes through the reactor unscathed. However, at higher temperatures a different

method of creating radicals, H2O2 → 2 OH takes over. The H2O2 sequence has a more

normal T-dependence, increasing MPE consumption as T increases.

Figure 12 compares simulated MPE mole fractions with the 825 K experiments. At

these temperatures we expect MPE to be primarily consumed by hydrogen abstraction. In

a simplistic analysis the half-life of MPE in the experiment is roughly 4.5 seconds while the

model half-life is about 2.5 seconds which suggests the MPE consumption rate in the model

is off by about a factor of 2 at 825 K.

Near these conditions, apart from the small molecule chemistry, MPE is by far most

sensitive to Reaction 32, which has a very high sensitivity. At five seconds dLn(wMPE)
dLn(k)

≈ −5.5.

23



A
u
th
or

M
an
u
sc
ri
p
t

This article is protected by copyright. All rights reserved.

This extreme sensitivity occurs because this reaction controls branching between the two

MPE radicals. At this temperature the dominant radical CO[CH]CC is still able to add O2

and produce OH and other radicals, while the second most dominant radical cannot (it just

decomposes). This makes the system uniquely sensitive to the OH abstraction rate forming

this key radical (which is competing with all other pathways consuming OH).

For this sensitive reaction we have used analogy to the variational transition state theory

(VTST) rate coefficients for the same sites on methyl-ethyl ether computed by Zhou et al.

2010 [39]. While this should be a good estimate, even assuming only 50% error in the rate

coefficient a linear extrapolation of the sensitivity gives a resulting error of about a factor of

10 in the MPE mass fraction. Assuming a more realistic factor of 2 uncertainty in the rate

coefficient gives a factor of about 45 uncertainty. Achieving better than the present factor-

of-two accuracy predictions of the MPE consumption rate at these conditions would require

knowing k30 at 825 K to an accuracy of 20%; this might be possible with a well-designed

experiment but is certainly not easy and is beyond the scope of this present work. However,

this made it impractical to achieve the accuracy necessary to improve the MPE conversion

predictions in this study.

3.3 Rapid Compression Machine

Table 5: molar composition, compressed temperature range and compression ratio employed
for each fuel/O2/diluent mixture used in the RCM tests.

Mix MPE O2 N2 Ar Tc [K] CR

1 0.0189 0.1138 0.7368 0.1305 605–695 6.4

2 0.0189 0.1137 0.8674 0.0 705–818 12.1

3 0.0188 0.1131 0.4308 0.4373 820–942 12.1

A wide range of temperatures is covered in the RCM tests with TC = 600—-945 K, at

compressed pressures of pC = 10, 15, 20 bar using diluted, stoichiometric mixtures. Al-

terations to the compression ratio, diluent composition and initial temperature are used to
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sweep from low to high temperature, as indicated by Table 5. The lowest temperatures facil-

itate evaluation of trends in τ1 and LTHR, as these occur before the end of compression when

TC > 700K. The fuel is very reactive with short ignition delays; low pressure and low temper-

ature are required to observe first-stage ignition. Figures 13 and 14 present summaries of τ1,

τ , and LTHR, plotted as functions of inverse temperature. Excellent shot-to-shot consistency

was observed across the entire span of experimental conditions. In Fig. 13 it can be seen

that at the experimental conditions, the MPE/O2/diluent mixtures exhibit low-, negative

temperature coefficient (NTC), and intermediate-temperature behavior, where the measure-

ment results are noticeably influenced by the test compression ratio and diluent composition.

There appears to be little influence of pressure on τ1, while τ is significantly influenced by

pressure at intermediate temperatures. In Fig. 14 it can be seen that the LTHR changes

fairly monotonically across the temperature range, with trends found that are similar to

those measured with gasoline-type fuels, i.e., higher pressures lead to greater LTHR while

higher temperatures lead to decreased LTHR. The LTHR for PRF90/O2/diluent mixtures

measured in the ANL tpRCM at similar conditions are documented to be significantly less

than MPE.

Figure 13: Measured vs. model-predicted ignition delays τ and end-of-first stage times τ1.
Parameterized models account for heat losses and so changes in the adiabatic core volume
using the measured P (t) for non-reactive mixtures.
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Figure 14: first-stage heat release presented as functions of inverse temperature for MPE pC
= 10, 15 and 20 bar. Color is used to indicate changes to compression ratio and/or diluent
composition; green = Mix 1, blue = Mix 2, red = Mix 3.

Sometimes RCM experiments can be accurately predicted simply by simulating the con-

tents of the reactor from the end of compression to ignition adiabatically at constant volume.

However, as can be seen in Figure 15 for MPE the difference in compressed pressure between

the unreactive and the reactive and simulated pressure traces at this condition is quite sig-

nificant implying that there is significant reactive heat release during compression. For this

reason we focus on parameterized volume simulations that use the RCM volume histories

and account for heat losses. A comparison between RCM experiments and simulations is

available in Figure 13. Both the parameterized and constant volume results are provided

for comparison. The agreement with the parameterized runs is quite good within about a

factor of 2, well within the uncertainties of the model parameters. The large difference in

ignition delay between the 10 bar data and the 15 and 20 bar data is atypical of similar sized

molecules so it’s worth investigating differences in the simulations. We have identified two

primary differences in the chemical pathways. The first lies in the two dominant low tem-

perature feedback loops represented by the first ten reactions in Table 6 these OH feedback

loops control radical production in the low temperature regime. While the rate coefficients

k for the reactions in Table 6 are only weakly pressure-dependent at the important RCM

26



A
u
th
or

M
an
u
sc
ri
p
t

This article is protected by copyright. All rights reserved.

Figure 15: Comparison between experimental reactive and nonreactive pressure traces and
simulated pressure using the RCM volume history.

Table 6: Key low temperature RCM reactions.
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conditions, the overall process is pressure-dependent, since there are bimolecular reactions

(e.g. additions to O2) competing with unimolecular reactions. Since the addition to O2

path generates more radicals, radical production will be greater at higher pressures. This

difference in branching between the 10 bar and 15 bar cases can be seen at 600 K in Figures

16 and 17.

Figure 16: Computed reaction production/loss contributions for [CH2]OC(OO)CC when T
reaches 600 K in the 10 bar / 873 K compressed temperature RCM experiment.

The second difference occurs later around 810 K in the simulation and can be seen clearly

in Figures 18 and 19. The huge difference in the x-axis scales reflects the difference in total

radical production rate at the two conditions. The dominant source of radicals at this point,

Reaction 39, in the 15 bar simulation doesn’t even show up on the plot for the 10 bar

simulation. This reaction occurs as part of the sequence represented by Reactions 40-43, 39

and then 44-49. In net terms of radicals this pathway converts two HO2 radicals into two

much more reactive OH radicals. There’s also an important side reaction represented by

Reaction 50 that can leak flux from the pathway. It’s easy to argue that Reaction 40 should

run faster in the higher pressure simulations since it is bimolecular and we already expect

the radical concentration to be higher due to the lower temperature chemistry. However, it

turns out that additionally the loss pathways for CH3CH2OO are completely different at the

28



A
u
th
or

M
an
u
sc
ri
p
t

This article is protected by copyright. All rights reserved.

Figure 17: Computed reaction production/loss contributions for [CH2]OC(OO)CC when T
reaches 600 K during compression in the 15 bar / 880 K compressed temperature RCM
experiment.

Table 7: Reactions affecting radical generation from propanal decomposition.

29



A
u
th
or

M
an
u
sc
ri
p
t

This article is protected by copyright. All rights reserved.

Figure 18: Computed reaction production/loss contributions for all radicals when T reaches
810 K during compression during the 10 bar / 873 K compressed temperature RCM experi-
ment.

Figure 19: Computed reaction production/loss contributions for all radicals when T reaches
810 K during compression in the 15 bar/ 880 K compressed temperature RCM experiment.
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two conditions. In Figures 20 and 21 it can be seen clearly that in the 10 bar simulation the

pyrolysis reaction that leaks from the pathway dominates while in the 15 bar simulation the

hydrogen abstraction pathway dominates. This is due to the fact that the HO2 concentration

is much higher in the 15 bar simulation.

Figure 20: Computed reaction production/loss contributions for CH3CH2OO at 810 K during
compression in the 873 K and 10 bar compressed temperature simulation.

3.4 Compression Ignition Analysis

As discussed earlier, interest in ether fuels focuses on their use as diesel additives in a

compression ignition engine. This makes it valuable to understand how MPE will behave

under compression ignition conditions. This behavior is usually analyzed within an Ignition

Quality Tester (IQT) or a Constant Volume Combustion Chamber (CVCC) run.

We modeled these conditions based heavily on prior work on the Two Stage Lagrangian

model in literature [49–51]. In an IQT/CVCC a liquid jet of fuel is injected into a cylinder of

heated air. As hot air is entrained by the jet the fuel vaporizes and ignites forming a flame at

the edge of the jet. The Two Stage Lagrangian model models this process using two reactors:

a core jet reactor and a steady state flame reactor where hot air flows in representing the
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Figure 21: Computed reaction production/loss contributions for CH3CH2OO at 810 K during
compression in the 880 K and 15 bar compressed temperature simulation.

interface between the cold core jet and the hot air. Please see Alfazazi et al. 2016 for a

more detailed description of this model [49]. If one is not interested in the behavior of the

post-ignition flame the flame reactor can be removed. This was done in Alfazazi et al. 2016

by fixing the flame reactor temperature to 350 K in order to turn off chemistry in the flame

reactor.

In this study the IQT was modeled using a constant pressure semi-batch reactor in the

ReactionMechanismSimulator software [52]. This approach differs from the approach in

Alfazazi et al. 2016 only by removing the flame reactor and having air flow directly to the

core reactor rather than fixing the temperature for the flame reactor to a low value. The

same as prior studies the initial liquid nature of the fuel was handled by adjusting the initial

temperature to preserve adiabatic flame temperature and by adjusting the inlet diameter to

preserve mass flow rate [49–51]. For the model run we used a set of real IQT parameters

and conditions from Alfazazi et al. 2016. The air in the reactor was held at 720.0 K and

21.3 bar, the injected liquid fuel temperature was set to 326 K and the injector was given a

diameter of 0.722 mm, an injection pressure of 179.26 bar and an injection time of 2 ms.

Plots of O2 mole fraction, temperature and MPE mole fraction are available in Figures
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22, 23 and 24. We are able to see ignition occurs at about 0.115 ms, 762 K and an equivalence

ratio of about 70. After ignition when the flame forms in the jet this simulation stops being

an accurate representation of the real system.

Figure 22: O2 mole fraction in the IQT simulation.

Because the temperature is so low and the equivalence ratio is so high early in the

simulation most chemistry doesn’t start up until about 0.07 ms. A flux diagram and radical

rate of production plot at this time point are available in Figures 25 and 26. The temperature

at this time point is about 672 K. At this condition in the IQT, the MPE concentration is so

high that the majority of the CCC(O[O])OC bimolecularly abstracts a hydrogen from MPE

to make a hydroperoxide CCC(OO)OC. At these conditions, the direct reaction of O2 with

MPE and the decomposition of CCC(OO)OC both form more radicals than the conventional

ketohydroperoxide feedback loop which dominates in more fuel-dilute conditions.

The same plots for 0.1 ms are available in Figures 27 and 28. At this time point the

temperature is about 729 K. While the ketohydroperoxide feedback loop starting from

CC[CH]OC is running at this condition, beta-scission of the [CH2]OC(OO)CC radical

dominates severely reducing its effectiveness. At this condition, decomposition of the ROOH

formed at earlier times dominates radical production.
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Figure 23: MPE mole fraction in the IQT simulation

Figure 24: Temperature in the IQT simulation
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Figure 25: Flux diagram for the IQT simulation at 0.00007 sec.

Figure 26: Computed reaction production/loss contributions for all radicals for the IQT
simulation at 0.00007 sec.
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Figure 27: Flux diagram for the IQT simulation at 0.0001 sec.
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Figure 28: Computed reaction production/loss contributions for all radicals for the IQT
simulation at 0.0001 sec.

Figures 29 and 30 show the same plots for the conditions 20 microseconds later, at 0.12 ms,

which is the O2 mole fraction peak, T = 762 K. CCC(OO)OC and CCCOCOO decomposition

are still the dominant radical sources. However, at this temperature the ketohydroperoxide

feedback loops have turned off as they have become less favorable thermodynamically. The

most interesting difference though is the greatly increased concentrations of hydroperoxide

species and their radicals approaching ignition.

The chemistry in the IQT at these conditions mostly takes place in a 100 K temperature

range and involves similar chemistry to the RCM simulations. However, in the IQT there is

a much higher MPE concentration. This causes bimolecular hydrogen abstraction reactions

from MPE by larger radicals to become important.

4 Conclusions

This study presents a chemical kinetic mechanism for oxidation and pyrolysis of methyl

propyl ether. This kinetic mechanism was constructed iteratively using RMG to generate the

model, flux and sensitivity analyses to identify important parameters, improving parameters
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Figure 29: Flux diagram for the IQT simulation at 0.00012 sec.

Figure 30: Computed reaction production/loss contributions for all radicals for the IQT
simulation at 0.00012 sec.
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with quantum chemistry calculations and literature values and then repeating the cycle.

RMG was able to discover almost all of the chemistry on its own, however one important

reaction involved an unexpected concerted H shift that would not have been discovered by

RMG. We have validated this mechanism against shock tube data at about 10 bar and

1205–1511 K, RCM data at 10–20 bar and 600–900 K and flow tube data at 1 bar and

700–900 K. An analysis of the sensitivities, a list of stationary point geometries, tables of

rate and thermochemistry parameters calculated in this study, the associated RMG input file

and the full mechanism of 443 species and 26,108 reactions are available in the supporting

information.

Methyl propyl ether chemistry is characterized strongly by the reactions branching off

and competition between the two main radical addition to O2 pathways. The two radical

pathways transition between addition to O2/pyrolysis pathways at significantly different

temperatures. This leads to a very high sensitivity to the branching between the two radicals

in the flow tube experiments. Low temperature reactivity at higher pressures made it key

to simulate the compression stroke when modeling RCM experiments. Competition between

the 2nd addition to O2 and pyrolysis resulted in an abnormally large difference between

ignition delay times in the 10 bar and 15 bar simulations at higher temperatures. Under

IQT conditions, more representative of diesel engines, the chemistry is similar to that in the

RCM except that bimolecular hydrogen abstractions from MPE by peroxy radicals are more

important and the ignition timescale is shorter due to the higher MPE concentrations.

This study provides a basis for improving our understanding of detailed ether chemistry

across a wide range of temperatures and pressures. It suggests that the branching between

pyrolysis and additions to O2 in key pathways is very important for understanding how easily

an ether will ignite.
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