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ABSTRACT 

Understanding of pore structure and microscopic flow mechanism at pore-scale is significant 

for enhancing oil recovery by CO2 flooding. This paper analyzes and compares the pore structure 

characterization and the microscopic flow mechanism of CO2 flooding. The pore structure can be 

captured using experimental analysis, image analysis, and digital core technique. Digital core 

approach shows broad application for pore structure characterization since it is reusable and visible. 

Pore-scale flow can be directly observed using visual models, however the pressure and 

temperature that visual models can withstand need to be improved. X-ray CT and NMR are 

preferred to be used to monitor the fluid transport and distribution during CO2 displacement in 

actual cores. The flow in porous media can be also modeled by Molecular Dynamics (MD) and 

Lattice Boltzmann Method (LBM). LBM is efficient in simulating multi-phase fluid flow in porous 

media, and exhibits promising application in CO2 flooding in tight oil reservoirs since it achieves 

the parallel computing and can deal with complex boundaries. This paper presents detailed analysis 

for pore structure characterization and microscopic flow mechanism of CO2 flooding in porous 

media, which can further help to design and optimize CO2 flooding schemes to improve oil 

recovery. 
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1. Introduction 

Rapidly rising emissions of greenhouse gases into the atmosphere lead to the greenhouse effect 

and accelerate the exacerbation of global climate.
[1]

 Greenhouse gases include carbon dioxide 

(CO₂), ozone (O3), nitric oxide (N₂O), methane (CH4), hydrogen fluoride, chlorine carbide class 

(CFCs, HFCs, HCFCs), perfluorinated carbide (PFCs) and sulfur hexafluoride (SF6), etc. The 

concentration of CO₂ is the highest in the atmosphere among greenhouse gases, and it significantly 

dominates global warming than any other greenhouse gases.
[2]

 The process of the greenhouse effect 

and the impact of greenhouse gases on global warming are shown in Figure 1. 

 

Figure 1. The schematic of greenhouse effect. 

Carbon is one of the most important elements of earth's structure and living things. It widely 

exists in the biosphere, lithosphere, hydrosphere and atmosphere, and circulates continuously with 

the movement of the Earth. CO2 plays an important role in the cycle. Green plants absorb CO2 from 

the atmosphere, and CO2 is converted into organic matter and oxygen is also released through 

photosynthesis with the participation of water, shown in Figure 2.
[3],[4]

 Before the industrial 

revolution, the carbon cycle has been kept in balance for millions of years. After the industrial 

revolution, human beings began to utilize fossil fuels to obtain energy. The balance of nature is thus 

destroyed, leading to climate anomalies (e.g., global warming) due to the increased concentration of 

CO2 caused by the burning of fossil fuels and other industrial activities. Therefore, reducing 

emissions of CO2 and other greenhouse gases is essential for protecting the natural 

environment.
[5],[6]
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Figure 2. The schematic of global carbon cycle. 

At present, carbon emissions can be reduced by decreasing energy consumption, improving 

energy utilization efficiency, replacing fossil fuels with clean energy (e.g., solar energy, wind energy, 

geothermal energy, hydrogen energy), carbon capture and storage (CCS). However, most of the 

clean energy are still hard to completely replace fossil fuels in the near future due to the safety, 

technology availability and economical efficiency.
[7]

 CCS is an important technological means to 

reduce carbon emission.
[8],[9]

 However, CCS requires high costs and may cause leakage of carbon 

since the captured carbon is usually sequestrated in saline aquifer, coal seams, depleted reservoirs, 

etc.
[10]-[12]

 Therefore, Carbon Capture, Utilization and Storage (CCUS) has been acknowledged as a 

promising technology to achieve efficient reduction of carbon and also generate economic benefits, 

which is more practical and economical.
[13]

 

CO2 is an important materials for industry and has been applied in many fields as shown in 

Figure 3.
[14],[15]

 In the food industry, CO2 is used in the production of carbonized beverages, food 

preservation, and industrial processing as refrigerant and protective gas. It can be also applied to 

synthesize chemicals, drugs, polymers, etc., such as degradable plastics. High purity CO2 is mainly 

used in medical research and clinical diagnosis, such as carbon dioxide laser, calibration gas of 

detection instrument and preparation of other special mixture. Supercritical CO2 (scCO2) can be 

considered as a solvent to dissolve nonpolar, nonionic and low molecular weight compounds. 

scCO2 can be also used to exploit geothermal energy since it is effective in heat transfer and 
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flow.
[16]-[18]

 CO2 also attracts broad interests in the oil industry to enhance hydrocarbon recovery 

and also achieve the geological storage of CO2, including CO2 flooding, CO2 huff-n-puff, scCO2 

fracturing, and replacement exploitation of gas hydrate
[20]-[29]

 etc. 

 

Figure 3. CO2 utilization in various industries (modified from Gulzar et al. [30]). 

However, the mechanism of CO2 enhanced hydrocarbon recovery at pore-scale is still unclear. 

The impact of pore structure on displacement efficiency and displacement process during CO2 

flooding at pore-scale are significant and need to be discussed in detail. More attention needs to be 

paid to pore structure characterization and flow mechanism during CO2 flooding in porous media. 

2. Pore structure characterization 

The pore structure in rocks refers to the type, size, distribution and interconnection of pores 

and throat in stone. The pore structure in rocks is composed of pore and throat. The pore is the 

enlarged part of the system, and the small part connecting the pore is called the throat. Pore is the 

basic storage space of fluid in rocks, and throat is the important channel of fluid.
[31]-[33]

 The pores 

reflect the storage capacity of rocks, and the size, shape and connectivity of the throat determine the 

rock permeability.
[34]

 

Various techniques and methods have been developed to describe the pores and throat in rock, 

including experimental analysis, image analysis and digital core technique. 

2.1. Experimental analysis 

The experimental methods are mainly composed of mercury intrusion porosimetry (MIP) (i.e., 

constant rate MIP and high-pressure MIP), nuclear magnetic resonance (NMR), and gas adsorption. 
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Generally, experimental methods can quantitatively characterize pore and throat by the 

measurement of fluids parameters in the porous media. Table 1 illustrates the difference among 

experimental methods.  

Table 1. Details on the various experiments of pore structure characterization 

Techniques Measurement range Method of measurement Parameters References 

Constant rate MIP ≥ 0.12 μm 

Mercury injection pressure and volume 

are used to characterize pore structure 

Capillary pressure, pore radius, pore 

volume, porosity, specific surface 
[35],[36] 

High pressure MIP 1.8 nm - 180 μm 

NMR 0.1 nm – 10 mm 
The pore structure is inverted based on 

relaxation time of fluids in pore 

T2 relaxation time of pore fluid, pore 

size distribution, fluid distribution, 

porosity 

[37] 

Gas adsorption 0.3 nm - 200 μm 
The pore structure is characterized by 

the conversion of adsorbed gas volume 

Pore size distribution, specific surface, 

porosity, pore volume 
[38] 

 

2.1.1. Mercury intrusion porosimetry 

Typically, mercury is a non-wetting liquid and has a high surface tension when in contact with 

other materials. The structures of pore and throat is considered as a series of irregular capillary 

network for MIP, and mercury is injected into the network by an external force. The capillary 

pressure that forces mercury into the pores is directly related to the size of pore and throat, 

generally lower pressure required for macro-pores and higher pressure needed for micro-pores. The 

relationship between capillary pressure and pore radius can be described by Equation (1). 

 2 co s

c
P

r

 


 (1) 

where Pc is the capillary pressure, and r means the pore radius. σ is the surface tension, and θ 

represents the contact angle.
[39],[40]

 

In MIP test, the injected medium is mercury, and the displaced medium is air. The surface 

tension between mercury and air is 485 mN/m, and the wetting angle is 140°.
[41]

 Therefore, the pore 

radius distribution can be actually obtained by measuring capillary pressure in MIP test. Typical 
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capillary pressure curves of tight sandstone during MIP test are shown in Figure 4. Mercury 

injection curve (Curve I) displays the process of mercury injecting into the porous media. With the 

increase of pressure, mercury begins to enter the pore and throat of the porous media. The pressure 

rises rapidly due to the few macropores and throats. Capillary pressure increases with the increase 

of mercury injection volume in Curve I. When the maximum injection pressure is reached, the 

injection pressure is reduced gradually and mercury flows out of the porous media (Curve II). 

Several parameters related to the pore structure can be observed from the curves. Pd is the capillary 

pressure at which mercury begins to enter the porous media, corresponding to the maximum pore 

throat radius. P50 represents the capillary pressure at mercury saturation of 50%, which increases 

with the decrease of permeability of the porous media. Smax means the volume factor of mercury in 

the porous media at the highest injection pressure, which will become smaller for more 

immeasurable micropores. 

 

  

Figure 4. Typical capillary curve of the tight sandstone. 

Two types of MIP are usually used to quantitatively characterize pore structure, including high 
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pressure MIP and constant rate MIP. 

It achieves wider measurement range of pore and throat structure (e.g., radius, distribution, 

volumes) through High pressure MIP due to higher mercury injection pressure. However, high 

pressure may generate artificial cracks in the core, and cause information loss in the measurement 

of macropores. The highest injection pressure is about 400 MPa, corresponding to a pore radius of 

about 1.8 nm. 

Mercury is injected into the porous media at a very low rate, which ensures the pseudo-steady 

injection of mercury during constant rate MIP. Differences of pore structure directly affect the 

two-phase interface between mercury and air., resulting in changes of the capillary pressure. Hence, 

the pore structure characteristics of the rock can be inferred from the mercury injection pressure 

curve. Figure 5 shows the process of constant rate MIP.
[42]

 Firstly, mercury enters the Throat I due 

to pressure difference. Then, mercury breaks through Throat I and enters Pore 1 with the increase of 

pressure, while the pressure decreases at the same time. Thirdly, mercury fills up pore 1 and enters 

Throat II gradually, leading to the increase of pressure. Until the breakthrough pressure is reached, 

mercury enters Pore 3 and the pressure decreases further. After both the pores no smaller than 

Throat I and pores connected to Throat I are filled up, mercury begins to enter the pore controlled 

by smaller throats. The process is repeated until the pressure reaches the upper limit of the constant 

rate MIP. The throat radius is determined by the mercury breakthrough pressure, and the pore 

volume is measured by the injected mercury volume. Constant rate MIP can identify the throat so 

that the radius of throat and pore can be measured respectively, while conventional MIP are unable 

to distinguish throat from pore and throat.
[43]

 The parameters of pore and throat can be accurately 

obtained by constant rate MIP, however the minimum pore radius that can be tested is only 0.12 μm 

due to the limit of injection pressure.
[44]

 Furthermore, it usually takes a long time since the injection 

rate is quite low and kept constant. 
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(a) (b) 

Figure 5. Introduction of constant rate MIP. (a) The route of mercury in the core; (b) Pressure change during injection process.[42] 

MIP can determine the pore structure characteristics according to the capillary pressure curve 

of mercury injected into the porous media. MIP is one of the commonly used methods for 

quantitative evaluation of pore structure attributed to its simple testing process and low cost. 

However, it is hard to determine microscopic structures of nano-scale pore and throat by MIP due to 

the limitation of mercury injection pressure. 

2.1.2. Nuclear Magnetic Resonance 

The pore structure characteristic and fluid distribution can be determined using NMR by 

testing the nuclear magnetic signal of hydrogen-containing fluids in a porous media.
[45] 

The process 

of NMR can be found in Figure 6. The spinning motion of a charged nucleus creates a magnetic 

moment. In general, the nuclear magnetic moment of nucleus system is disordered and shows no 

magnetism at macro level (Figure 6 a). The nuclear magnetic moment in a static magnetic field will 

gradually change into the same direction as the static magnetic field (Figure 6 b, c). At this point, 

most of the nucleus are in a low energy state and a few are in a high energy state. If a strong pulsed 

magnetic field at Larmor frequency is applied at the perpendicular direction of the static magnetic 

field after the nuclear magnetic moment reaching equilibrium, the lower state nucleus will absorb 

the energy of the pulsed magnetic field and gradually transit to the higher energy state.
[46]

 And the 

nuclear magnetic moment will rotate in the direction of pulsed magnetic field (Figure 6 d). After 

the pulsed magnetic field is removed, the nuclear magnetic moment precesses in the direction of 

static magnetic field (Figure 6 e). Finally, the nuclear magnetic moment returns to the equilibrium 
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state (Figure 6 f). 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 6. Schematic diagram of the NMR process. (a) Spin nucleus in disordered state; (b) The magnetic moments of nucleus under a 

static magnetic field; (c) The macroscopic magnetic moment of nucleus is in the same direction as the static magnetic field; (d) The 

nuclear magnetic moment rotates under transverse pulsed magnetic field; (e) The nuclear magnetic moment precesses after the pulsed 

magnetic field is removed; (f) The nuclear magnetic moment returns to equilibrium state. 

The longitudinal relaxation times (T1) and transverse relaxation times (T2) are commonly 

measured using NMR. After the pulsed magnetic field is removed, the nucleus in high energy state 

release energy and transit into low energy state, and the vector component of nuclear magnetic 

moment in the direction of static magnetic field increases to the initial value gradually. Meanwhile, 

the spin of the nucleus causes phase dispersion, and vector component of nuclear magnetic moment 

in the direction of pulsed magnetic field decreases to 0 rapidly. T1 and T2 refer to the characteristic 

time for the vector component of nuclear magnetic moment returning to the equilibrium state in the 

direction of static magnetic field and pulsed magnetic field respectively. T1 is usually ignored 

during experimental tests. It is preferred to monitor T2 in the laboratory measurement since it can be 

obtained much faster. T2 can be calculated by three relaxation mechanisms with Equation 

(2).
[47]-[49]

 

 

2 2 2 2

1 1 1 1
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where T2 is the transverse relaxation time. T2B, T2D, and T2S are the bulk relaxation time, 

diffusion-induced relaxation time, and surface relaxation time, respectively.
[50],[51]

 

Generally, T2B and T2D are much longer than T2 and T2S, hence 
2

1

B
T

and 
2

1

D
T

 can be ignored 

in the measurement. Therefore, T2 is directly related to T2S (Equation (3)).
[52]-[54]

 

 

2 2

1 1
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T T V
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 (3) 

where ρc is the surface relaxation coefficient, S means the pore surface, and V denotes the pore 

volume. 

The pore radius can be calculated by Equation (4)
[55],[56]

 . 

 

 
2

/

r

c r

F
r F T

S V
 

 (4) 

where Fr is the dimensionless pore shape factor, and r is the pore radius.  

Fr and ρc are constant for the same porous media. Therefore, the pore size distribution can be 

directly calculated by T2 spectrum when ρc and Fr are determined. 

NMR can detect the nuclear magnetic signals of fluids in porous media. Figure 7 shows 

typical T2 spectrum of five sandstone cores filled with pure water among all 264 samples.
[57]

 

Bimodal distribution can be observed for most T2 spectrum of sandstone (Patterns A, B, and E), 

which is the same as the pore radius distribution. Unimodel distribution (Pattern C) means that the 

core sample is homogeneous in pore and throat. Triple-peak distribution (Pattern D) implies that 

there may be microfractures in the core sample. 
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Figure 7. Typical T2 spectrum of five ultra-low permeability sandstone cores. Both Pattern A and B are fine-medium grain feldspar 

sandstone; Pattern C and D are fine grain feldspar sandstone; Pattern E is medium-fine grain feldspar sandstone. [57] 

The irreducible water saturation in porous media can be also determined by NMR after the 

centrifugal experiment. The nuclear magnetic signal of oil and water can be separated by using 

deuteroxide (or water with paramagnetic mediums), hence oil saturation in porous media can be 

rapidly determined by NMR. The pore structure at almost any scale can be measured with NMR 

theoretically, and the testing process of NMR is harmless to the porous media. However, the signal 

can be easily affected by magnetic materials and testing temperature. The distribution of pore radius 

can only be calculated by the T2 spectrum after the conversion factor is determined, which varies 

from different samples. And NMR is deficient in detail reflection of pore structure, such as the 

distribution of microfracture.  

2.1.3. Gas adsorption method 

Gas adsorption method is based on Langmuir single molecule adsorption theory.
[58]

 The 

isothermal adsorption of gas under low temperature and low pressure can effectively reflect the 

distribution of micropores and mesoporous. Brunauer et al. established the multi-molecular layer 

adsorption theory based on the single molecule adsorption theory (BET theory), which is one of the 

most commonly used theory of gas adsorption in porous media.
[59]

 BET isothermal adsorption 

theory can be expressed by Equation (5). 
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 (5) 

where Ve is the equilibrium gas adsorption capacity, and Vms is the monolayer saturation adsorption 

capacity. P means the equilibrium pressure, and P0 represents the saturated pressure of gas. C is the 

BET constant which can be calculated by Equation (6). 

 1 L

h

E E

R T
C e




 (6) 

where E1 is the adsorption heat of the first layer, EL is the adsorption heat of other layers except for 

the first layer. Rh means the molar heat capacity, and T denotes the test temperature. 

N2 and CO2 are generally used as the adsorption gas to characterize pore structure of porous 

media. CO2 can enter into the smaller pore because of smaller molecular diameter compared with 

N2, and CO2 is easier to reach saturation adsorption state than N2 owing to the slower diffusion 

velocity. Therefore, the measurement range of CO2 adsorption is broader than N2 adsorption.
[60]

 The 

isothermal adsorption curve and isothermal desorption curve are obtained by measuring gas 

adsorption capacity under different pressure conditions, and the pore characteristic parameters can 

be further calculated according to relevant mathematical models. The specific surface area is 

calculated using the BET method, and the pore volume can be obtained using the 

Barrette-Joynere-Halenda (BJH) method.
[61],[62]

 Pore radius can be calculated by Equation (7). 

 
 

0

0

2

ln /

m

b

C V
r

R T P P
   (7) 

where r is the pore radius, and C0 is surface tension at gas boiling point. Vm is the molar volume of 

gas. R is the gas constant, and Tb is the boiling temperature of gas. P is the equilibrium pressure, 

and P0 is the saturated pressure of gas.
[63]

 

Figure 8 a shows the CO2 isothermal adsorption curve for the Longmaxi shale sample (Type I), 

implying the presence of micro-pores. Figure 8 b indicates the pore volume distribution curve 

obtained by CO2 adsorption for the shale sample. The pore diameter varies from 0.3 nm to 1.5 nm, 

and there are mainly three peak values of 0.33-0.37 nm, 0.5-0.55 nm, and 0.57-0.63 nm.
[64]
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(a) (b) 

Figure 8. Curves of CO2 adsorption for the Longmaxi shale. (a) Low pressure CO2 isothermal adsorption; (b) Pore volume distribution 

obtained by CO2 adsorption.[64] 

Nano-scale pore can be characterized using gas adsorption. However, the pore structure 

measured by gas adsorption may only reflect characteristics in limited areas of porous media due to 

few experiment data, and the characterization of macropores by gas adsorption is not accurate. The 

combination of molecular simulation method and gas adsorption method have also been used for 

pore structure characterization.
[65]-[67]

 

In conclusion, MIP is the traditional method to characterize the pore structure, but only 

micron-scale pores can be detected effectively. Nano-scale pores can be observed using NMR and 

gas adsorption. However, only limited characteristic of pore structure can be described using gas 

adsorption. The pore structure at almost any scale can be detected by NMR theoretically, thus a 

broad application of NMR is proposed in pore structure characterization. 

2.2. Image analysis  

The pore structure of porous media can be directly and accurately observed by image analysis. 

These methods mainly include cast thin sections, scanning electron microscopy (SEM), X-ray 

computed tomography (CT). Table 2 gives the difference among three image analysis of pore 

structure characterization. The minimum measurement range of thin section is only microns, while 

SEM and X-ray CT can measure nanoscale pore structure. Three-dimensional (3D) pore and throat 

distribution can be acquired using X-ray CT, while only two-dimensional (2D) images can be 

detected by thin section and SEM. Thin section has advantages in testing costs. 

Table 2. Details on the various image analysis of pore structure characterization. 
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Techniques 

Measurement 

range 

Method of measurement Parameters References 

Thin section 1 μm -1 mm 

Mineral and pore characteristics are observed by 

the microscope after staining. 

2D pore types, pore shape, pore connection 

relation, mineral types, cementation types. 

[68],[69] 

SEM 1 nm – 1 mm 

Pore structure and composition of the sample are 

characterized by the secondary electron.  

Pore size, pore connection relation, mineral 

composition, cementation mode.  

[70] 

X-ray CT 10 nm –10 mm 

Slice images are captured by the penetrating 

X-ray. 

3D pore size distribution, spatial 

connectivity, and mineral composition. 

[64] 

2.2.1. Thin section analysis 

Image analysis based on thin sections of cores is one of the most commonly used techniques in 

geological exploration and development for oil and gas resources. 2D thin section of micron-scale 

is manufactured through core cutting, grinding, polishing. Pore structure, mineral characteristics 

and cementation type of thin section can be directly observed with optical microscope. Mineral 

composition can be determined according to the optical characteristics of different minerals in the 

thin section.
[71]

 

The pores in the thin section are highlighted and distinguished from the rock matrix by 

staining.
[72]

 Figure 9 shows thin section images of six different sandstone, in which the mineral 

composition and pore structure can be clearly observed. Primary intergranular pores are distributed 

in sandstone (Figure 9 a, b). And dissolved pores can also be found in sandstone (Figure 9 c, d). 

Due to the extensive compaction and cementation, particles of fine sandstone and siltstone are 

smaller, and primary intergranular pores are rare (Figure 9 e, f). 

Initially, thin section is observed by a microscope, and the parameters are recorded manually to 

calculate the pore structure parameters of the rock.
[73]

 Obviously, large errors are easily caused by 

the manual observation. Automatic analysis based on has been introduced into thin section analysis 

to improve its accuracy.
[74]-[76]
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 9. Thin section images of sandstone.[77]-[79] (a) White Feldspathic quartz sandstone, most of the pores are intergranular primary 

pores; (b) Feldspathic lithic quartz sandstone, with intergranular primary pores; (c) Feldspathic quartz sandstone, pores are mostly 

intergranular primary pores with few dissolved pores; (c) Feldspar dolomitic quartz sandstone, most of the pores are intergranular 

primary pores; (e) Brown red fine sandstone, most of the pores are intergranular dissolved pores; (f) Grey siltstone, most of the pores 

are intergranular dissolved pores. Q = quartz; P = pores; F = Feldspar; RF = rock fragments; MP = macropores; MI = Mica KF = 

K-feldspar grains; Dol = dolomite. 
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Thin section analysis is easy to operate and cost effective. It has been widely applied in the 

analyzing distribution and connectivity of pore and throat. However, measurement range of thin 

section can only reach micron level, and the preparation of thin section may lead to the loss of the 

small clay particles of core samples due to washing oil.  

2.2.2. Scanning electron microscopy 

The scanning image of solid surface can be obtained by the secondary excitation of electron 

beam on the sample surface using SEM. It can be used to investigate the pore structure and mineral 

composition of rock.
[80]

 Secondary electron (SE) is emitted by incident electrons that generate 

inelastic scattering in the sample. Generally, the energy of SE is less than 50 eV and the generated 

depth of SE is within 10 nm on the sample surface. Therefore, SE is sensitive to the morphology 

and composition of sample surface so that microscopic characteristics can be reflected by SE.
[81],[82]

 

Figure 10 represents the micro images of three sandstones with different grain sizes measured by 

SEM. The pores and roar are smaller and less obvious in the denser sandstone. 

 

(a) 

 

(b) 

 

(c) 

Figure 10. Environmental SEM images of the tight sandstone. (a) Coarse grain sandstone; (b) Medium grain sandstone; (c) Fine grain 

sandstone.[80] 

High sample quality (e.g., cleanliness, humidity, and electrical conductivity) is required for 

conventional SEM. A vacuum environment is required during obtaining images, and a conductive 

coating is needed on the surface of non-conductive samples to eliminate the influence of noise. The 

sample preparation is complicated, and the observed image of the processed sample is the 

characteristic of the coating on the surface, which is not totally the same with the sample surface. 

SEM techniques are gradually improved for core pore testing, including environmental scanning 

electron microscopy (ESEM), field emission scanning electron microscopy (FE-SEM), and focused 

ion beam scanning electron microscopy (FIB-SEM).
[83],[84]

 The SEM image is high-resolution, 

stereoscopic and accurate, and the SEM is convenient. Therefore, it is suitable for observing the 

rough surface of the core. However, the testing process of SEM may cause damage to the sample 
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surface.  

2.2.3. X-ray CT 

2D images of the porous media can be captured nondestructively by X-ray CT. Pore structure 

characteristics are analyzed using mathematical and computer methods. 3D image of the porous 

media can be established with the 2D images obtained by X-ray CT. 

CT scanning is firstly used in the medical field. Now it has been widely applied in several 

non-medical fields, such as engineering, geophysics and materials science.
[85],[86]

 Nano-CT and 

micro-CT techniques can quickly detect clear rock images. The internal structure and fluid 

distribution can be observed owing to the high penetration efficiency of X-ray, and the 

characteristic parameters can be calculated quantitatively based on these images. Figure 11 shows 

the slice of a 3D image of sandstone core measured by X-ray CT. Pores and grains can be clearly 

found in original image (Figure 11 a), and various fluids in the core can be distinguished after the 

image is processed (Figure 11 b). 

  

(a) (b) 

Figure 11. Slices of a 3D image of sandstone core. (a) The original image; (b) The processed image.[87]  

Pore structure characteristic of porous media can be nondestructively and quickly captured 

based on 3D images obtained by X-ray CT. However, the minimum pore can be observed using 

X-ray CT is about 10 nm. 

In conclusion, thin section analysis is most commonly used to characterize the pore structure 

of porous media, however the minimum of measurement range is only in microns. Nano-scale pores 

and throats can be observed using SEM, while damages are caused for the porous media sample. 3D 
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characteristic of pore structure can be obtained by X-ray CT. Therefore, the application of X-ray CT 

is increasing for image analysis. 

2.3. Digital core technique 

Digital core technique refers to the technology of simulating the pore structure in the core by 

computer, which can construct and model the pore structure of the rock without destroying the 

original core. It makes up for the shortage of petrophysics experiment. All properties of core sample 

will not be affected by using the digital core. Physical experiments and numerical methods are 

generally adopted in the reconstruction of 3D digital core.
[88]

  

The main physical experimental methods for the establishment of digital core include sequence 

imaging, focused laser scanning and X-ray CT scanning. The sequential imaging method is to 

repeatedly cut and polish the core surface to obtain a series of microstructural images, and the 3D 

visual digital core can be obtained by stacking images in order.
[89]

 Sequential imaging can 

characterize nanoscale cores , but it is hardly used since the experimental process takes a lot of time 

and the cores may be damaged. In confocal laser scanning method, thin section of core injected 

with dyed epoxy resin are scanned, and the reflection intensity is recorded and converted into gray 

signal to generate core images.
[90]-[92]

 However, the obtained digital core thickness is small and 

close to 2D by confocal laser scanning method so that it is hard to reflect the 3D feature of cores, 

which is also rarely used. 2D core images are obtained through X-ray CT scanning technology, and 

images are combined to establish the digital core.
[93]

 This method is harmless to the core 

microstructure and shows highly accurate imaging results, so that it is commonly used to establish 

the digital core.
[94],[95]

 

The numerical reconstruction methods for the establishment of digital core consist of 

stochastic simulation method (e.g., Gaussian simulation, simulated annealing, multipoint 

statistics)
[96]-[99]

 and process simulation method.
[100]-[102]

 The digital core can be established by the 

statistical information of core slice images using numerical reconstruction methods. However, the 

digital core developed by numerical methods is simplified compared to the actual core. Figure 12 

shows the 2D slices of sandstone measured by FIB-SEM and the digital core established with 

slices.
[103]

 Micropores and microfracture at nano-scale can be seen in Figure 12 a and b. The 

distribution of pore and fracture can be intuitively observed in the digital core built by 2D slices 
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(Figure 12 c, d). 

  

(a) (b) 

  

(c) (d) 

Figure 12. The digital core established by 2D FIB-SEM slices. (a) 2D slice at 1 μm in x direction; (b) 2D slice at 3 μm in x direction; (c) 

established digital core; (d) pore and fracture network of the digital core.[103] 

The pore structure characteristic can be clearly presented through the digital core. The 

application of digital core gradually increases because it is reusable and visible. However, the 

accuracy of the digital core depends on the image’s quality used to establish the digital core.  

3. Microscopic flow mechanism of CO2 flooding through experiments 

Pore-scale visualization, X-ray CT and NMR are usually used to investigate the microscopic 

flow mechanism of CO2 flooding in oil and gas reservoirs. Table 3 presents the difference among 

three experiments.  

Table 3. Details on the various experiments to research microscopic mechanism of CO2 flooding. 
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Techniques Range Advantages References 

Visualization 

experiment 

≥ 10 nm 

The change of fluids in porous model can be detected directly. 

The preparation and process of the experiment are simple, and; 

the cost is low. 

[104],[105] 

X-ray CT 10 nm – 10 mm 

3D digital core can be reconstructed with slices measured by 

X-ray CT. 

[106]  

NMR 0.1 nm - 10 mm 

The distribution of fluids in porous media can be accurately 

obtained at full scale. 

[107] 

3.1. Pore-scale visualization 

The displacement process can be directly observed at the pore scale and recorded using camera 

and microscope. Therefore, the displacement mechanism and quantitative description of flooding 

process can be carried out using visible methods. It is significant to construct a microscopic visible 

model to reflect the actual porous media.
[104]-[112]

 Figure 13 shows the CO2 flooding process based 

on a visible porous media model.  Brine (colorless) sealed by oil (dark) can be observed at the end 

of channels after oil injection (Figure 13 a). CO2 breaks through along the high-permeability 

channels due to the distinct difference between oil viscosity and CO2 viscosity (Figure 13 b).  

  

(a) (b) 

Figure 13. Schematic diagram of the microscopic visualization model of CO2 flooding. (a) At the end of the period of oil injection; (b) 

Before the breakthrough of CO2.
[104]  

The process of CO2 (colorless) displacing oil (yellow) in a visible micromodel is shown in 

Figure 14.
[109]

 The injected CO2 tends to displace oil in large pores because capillary is a resistance 

to non-wetting phase (Figure 14 a, b). CO2 will flow through a high-permeability channel, and the 
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breakthrough of CO2 finally appears (Figure 14 c). The remaining oil is mainly distributed in the 

small pores and throats and part of the large pores blocked by CO2 (Figure 14 d). 

  

(a) (b) 

  

(c)  (d) 

Figure 14. Images of CO2 (colorless) displacing oil (yellow) in the micromodel at injection rate of 0.05 ml/min. (a) 0.1 PV of CO2 

injected; (b) 0.3 PV of CO2 injected; (c) 0.5 PV of CO2 injected; (d) 0.7 PV of CO2 injected [109]  

The dynamic contact angle of gas and hydrocarbon in nano-scale channels is shown as Figure 

15. Hydrocarbon is injected into a nanofluidic chip (Figure 15 a) with channels of 10 nm depth, and 

the contact angle is measured using epi-fluorescence images (Figure 15 b). The contact angle 

deviates obviously for fluids confined in pore sizes of 10 nm, which means that the fluid flow 

process at nano-scale is significantly different from the flow at macro-scale.
[110]
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(a) 

 

(b) 

Figure 15. The dynamic contact angle in a nanofluidic chip: (a) schematic figure of the nanofluidic chip; (b) microscopy images taken 

from the sample hydrocarbon.[110] 

The visual model is mainly composed of glass, acrylic and other materials that are easy to be 

etched and able to withstand pressure. Furthermore, other models are established by bonding quartz 

sand or the casting thin sections of actual cores. The smallest pore and throat size of the model can 

reach nano-scale using etching techniques (e.g., interference lithography, electron beam lithography, 

polymer nano channels).
[113]-[116]

 

The fluid flow during CO2 flooding can be obviously monitored by pore-scale visualization 

techniques. However, there are still challenges including the pressure limitation of the experimental 

model and difference between the constructed model and reservoir. 

3.2. X-ray CT experiments 

The intensity of X-ray is reduced after passing through the porous media. The attenuation of 

X-ray can be converted into electrical signal by the detector, and scanned images can be generated 

by the computer. The attenuation of X-ray is related to the composition of fluids in porous media. 

Therefore, the process of CO2 flooding can be accurately observed using X-ray CT. X-ray CT is an 

effective method to describe the micropore structure and fluid distribution in porous media 

intuitively and accurately during displacement experiment.
[117]-[120]

 Figure 16 shows 2D images of 

fluid distribution before CO2 flooding (Figure 16 a) and after CO2 flooding (Figure 16 b) in the 

sample measured by X-ray CT. The oil in macropores is displaced by CO2 effectively, and the 

residual oil is mainly discovered in micropores and channels sealed by the brine. 
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(a) (b) 

Figure 16. 2D images of fluid distribution: (a) before CO2 flooding; (b) after CO2 flooding. Rock sample is Grey, brine is blue, n-C10 is 

red, and CO2 is yellow.[117] 

2D X-ray CT images of CO2 displacing brine in a sandstone core simple with horizontal 

bedding clay layers is shown as Figure 17.
[118]

 The displacement direction of scCO2 and the 

position of X-ray CT slice are presented in Figure 17 a. When 0.2 PV of scCO2 is injected, 

fingering can be clearly observed (Figure 17 b). And the scCO2 breakthrough occurs at 0.6 PV 

(Figure 17 c). Two main channels of scCO2 can be monitored at 2.0 PV, and the residual brine is 

distributed in the area between the two channels (Figure 17 d). 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 17. 2D images of CO2 displacing brine measured by X-ray CT. (a) Schematic diagram of displacement direction and slice 

position; (b) 0.2 PV of scCO2 injected; (c) 0.6 PV of scCO2 injected; (d) 2.0 PV of scCO2 injected. Brine is yellow, scCO2 is blue, 

and the clay layers is red.[118] 

The 3D fluid distribution in porous media can be reconstructed by X-ray CT. And different 

fluid components can be accurately distinguished. The testing process of X-ray CT is harmless to 

the sample. However, it takes a longer time and a higher cost than visualization experiment and 

NMR. Meanwhile, the obtained image data becomes narrower to achieve higher test accuracy. 

3.3. NMR experiment 

The distribution of fluids in the porous media can be detected by the T2 spectrum using NMR. 

The T2 Relaxation time is directly related to the pore radius of the porous media, thus the fluids 

presence in pores of different sizes during CO2 flooding can be represented by the T2 

spectrum.
[121],[122]

 Generally, large pore is related to a long relaxation time and small pore 

corresponds a short relaxation time.
[123],[124]

 Figure 18 shows the T2 spectrum of an ultra-low 

permeability core (Figure 18 a) and an extra-low permeability core (Figure 18 b) during cycling 

CO2 injection.
[125]

 The area of the curves above the longer period of T2 is significantly reduced after 

CO2 flooding and soaking, which reflects that the oil in the larger pores is effectively displaced by 

CO2. 
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(a) 

 

(b) 

Figure 18. T2 curves before and after cycle CO2 injection: (a) ultra-low permeability core; (b) extra-low permeability core.[125] 

2D images of fluid distribution in the porous media can be also measured by using 

NMR.
[126]-[130]

 Applying two perpendicular gradient magnetic fields in the perpendicular direction to 

the static magnetic field, different position of the sample will appear diverse responses the pulsed 

magnetic fields. The internal structure images of the sample can be obtained by recording and 

processing these signals. The NMR slice images of fluid distribution during water flooding and 

scCO2 flooding in a sandstone core are shown as Figure 19.
[126]

 A steady piston displacement front 

can be observed during water flooding (Figure 19 a, b, c). There is residual oil distributed unevenly 

in the core after water flooding of 42.90 PV (Figure 19 c). Then scCO2 is injected into the core, and 

the sweep efficiency of scCO2 flooding is significantly improved and the residual oil is effectively 

flooding out (Figure 19 d, e, f). 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 19. NMR images of water flooding and scCO2 flooding at representative time steps in a sandstone core. (a) 0.45 PV of water 

flooding; (b) 15.63 PV of water flooding; (c) 42.90 PV of water flooding; (d) 44.33PV of scCO2 flooding; (e) 50.86 PV of scCO2 

flooding; (f) 62.90 PV of scCO2 flooding.[126] 

The pore structure at almost any scale can be measured with NMR quickly and harmlessly 

with a high precision. However, the process of NMR is sensitive to the test environment. 

Meanwhile, it is unable to distinguish microfractures from pores by NMR. 

In summary, the accuracy of pore-scale visualization is limited by the experimental conditions 

(e.g., pressure, temperature) and the similarity between the physical model and actual reservoirs. 

Images of fluid distribution during the process of CO2 flooding can be obtained using X-ray CT, 

while the quality of images is limited by the imaging resolution. Fluid distribution can be detected 

at almost any scale using NMR, but the pore radius calculated by the T2 is related to the conversion 

coefficient. Currently, X-ray CT and NMR are preferred to understand the microscopic flow 

mechanism in porous media. The comparative analysis of the three methods is shown in Table 4. A
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Table 4. Comparison of three experimental methods to understand microscopic flow mechanism of CO2 flooding 

Techniques Range Test methods Advantages Disadvantages 

Visualization 

experiment 

≥10 nm 

Direct observation of visual 

experimental models 

Image data is easy to be recorded; 

the fluid distribution and 

morphology can be obtained 

accurately. 

The test range is smaller than X-ray CT 

and NMR; the results depend on 

graphics processing techniques; test 

temperature and pressure are limited by 

the model materials. 

X-ray CT 1 nm – 10 mm 

Projected data of porous 

media is obtained by X-rays 

The 3D fluid distribution in porous 

media can be reconstructed; different 

fluid components can be accurately 

distinguished; it is nondestructive. 

The test takes longer time than 

visualization experiment and NMR; 

high test cost; the obtained image data 

becomes narrower to achieve higher 

test accuracy. 

NMR 0.1 nm -10 mm 

The relaxation time of the 

fluid in the porous media is 

obtained  

The fluid distribution in almost all 

sizes of pores and throats can be 

obtained; fast test speed and high 

precision; nondestructive 

Unable to distinguish microfractures 

from pores; High precision images of 

fluid distribution cannot be obtained; 

The test is sensitive to the test 

environment. 

4. Numerical modelling of CO2 flooding 

The fluid transport can be characterized using three approaches, including molecular dynamics 

(MD) on the microscopic scale, lattice Boltzmann method (LBM) on the mesoscopic scale, and 

computational fluid dynamics (CFD) method on the macroscopic scale. However, CFD method is 

based on the continuous medium hypothesis, which is unsuitable at pore-scale. Meanwhile, CFD 

method is hard to describe the boundary conditions, which is significant to the flow at pore-scale. 

Therefore, CFD method is hardly used to simulate the flow process at pore-scale. MD and LBM are 

mainly used to simulate CO2 flooding in porous media. 

4.1. Molecular dynamics simulation 

MD simulation is to model the physical and chemical properties of a molecular system. Based 

on the basic principles of MD, a set of models (e.g., elementary physical model, COMPASS force 
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field, and MSM force field) and algorithms (e.g., Beeman algorithm, Geer algorithm, and Verlet 

velocity algorithm) are constructed to calculate the reasonable molecular structure and 

behavior.
[131]-[136]

 MD simulation starts from the actual physical process of fluid molecular motion, 

and the displacement, velocity, force and other changes between molecules at any time are further 

analyzed according to Newton's law of motion. Finally, statistical methods are applied to obtain 

macroscopic characteristics, such as macroscopic velocity and pressure. MD simulation is based on 

the basic motion law of classical mechanics. In principle, it can simulate any fluid system without 

making prior assumptions about transport parameters and thermodynamic behavior.
[137]

 

The key idea of molecular dynamics is to obtain the change of particle position by solving the 

motion equation of each particle based on the classical Newtonian mechanics law (Equation (8)). 
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 (8) 

where mi is the mass of Particle i, ri means the position vector of Particle i. V(rij) represents the 

interaction potential function of Particles i and j, and rij denotes the relative position between 

Particles i and j. t is the time. 

The motion of a particle at different time steps using MD simulation is shown in Figure 20 a. 

The calculation process of MD simulation can be found in Figure 20 b. The initial conditions (e.g., 

temperature, pressure, time step) of particle system are firstly determined, and each particle is given 

a random velocity. Secondly, the force and acceleration on each particle can be calculated. Thirdly, 

the position of each particle in the system in the next time step is calculated according to the 

Equation (8). The fourth step is to calculate the force and acceleration of the particle again, and 

repeat it until the desired result is achieved. Finally, the thermodynamic characteristics, adsorption 

characteristics, diffusion and migration characteristics of the model system can be understood.
[138]
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(a) 

 

(b) 

Figure 20. (a) The position and velocity of particle at different time steps; (b) Workflow of MD simulation.[138]  

In recent years, MD simulation technology has been used increasingly in understanding 

hydrocarbon flow phenomena in porous media and the phase behavior of mixed fluids at 

nanoscale.
[139]-[141]

 Figure 21 shows the changes of particles during oil displacement by using 

various mediums. The interaction between oil and gas leads to different displacement performance. 

The dissolution of gas and oil and displacement occur almost at the same time, and there are still a 

lot of residual oil adsorbed on the solid surface, shown in Figure 21 a. Mass transfer occurs 

between CO2 and oil and a miscible zone is formed, while N2 pushes the whole miscibility zone 

forward, resulting in high displacement efficiency (Figure 21 b). For the slug flooding (CO2 and 

N2), the breakthrough of N2 slug occurs quickly and a large amount of residual oil is remained on 

the solid surface as shown in Figure 21 c. However, the residual oil can be adequately extracted by 

CO2.
[142]

 Figure 22 indicates the miscible process of C3H8 and C10H22 using MD simulation. The 

interface between C3H8 and C10H22 can be clearly observed at 0 ns (Figure 22 a). Several molecules 

dissolve in oil phase and few molecules exist in gas phase at 0.25 ns (Figure 22 b) due to the faster 

movement of gas molecules. The miscibility degree of gas and oil phase increases with time 

(Figure 22 c-f)
[143]

 

A
ut

ho
r 

M
an

us
cr

ip
t



 

 This article is protected by copyright. All rights reserved 

 

(a) 

 

(b) 

 

(c) 

Figure 21. Snapshots of oil displacement by different mediums using MD simulation. The time from top to bottom is 0 ns to 2 ns. (a) 

Mixed gas; (b) CO2 slug and N2 ;(c) N2 slug and CO2. Oil is green, CO2 is red, and N2 is blue.[142] 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 22. Molecular dynamics simulation of C3H8 (purple) and C10H22 (gray)miscible process at 400K and 0.056GPa: (a) Time = 0 ns; 

(b) Time = 0.25 ns; (c) Time = 0.5 ns; (d) Time = 1 ns; (e) Time =1.5 ns; (f) Time = 2 ns.[143]  

MD simulations can numerically model fluid flow at various molecular scales theoretically. 

However, it requires huge computing time and resources for molecular dynamics simulation of 

macroscopic flow due to the large number of molecules in the fluid. Meanwhile, it is hard for MD 

simulation to deal with the irregular boundaries, and construct the molecular potential function. 

4.2. Lattice Boltzmann Method 

LBM links macroscopic fluid mechanics with microscopic molecular dynamics based on the 

lattice gas automata, molecular kinetic theory and statistical physics.
 [144]-[146]

 The macroscopic 

partial differential equation is needless for LBM to understand the flow mechanism.
[147]

 The flow 

system is represented by spatial discrete model and velocity discrete model of particles. The model 

space is divided into lattices. Particles exist between the lattices, and particles migrate along the 
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lattice lines and collide at the lattice points. The motion process of particles follows the mechanics 

rules and the statistics rules. The macroscopic motion variables of the fluids can be obtained by 

calculating the statistical average of a large number of particles in the flow field.
[148],[149] 

Figure 23 

shows slices of fluids distribution in CO2-brine displacement using LBM at different time steps.
[150]

 

The brine is partly displaced by scCO2. Small pores are occupied by the brine, which is surrounded 

and trapped by scCO2 in macro pores.  

 

(a) 

 

(b) 

Figure 23. Phase distribution of scCO2 at a single slice along the flow direction in the simulation of scCO2–brine immiscible 

displacement by using LBM. scCO2, brine and solid skeleton are marked in blue, red and gray, respectively. (a) at time steps 200000; (b) 

at time steps 800000.[150]  

The LBM is derived from the Lattice Gas Automata (LGA) model which is mainly used in the 

field of fluid mechanics.
[151],[152]

 The calculation of LGA is paralleled and stable so that LGA is 

suitable for large parallel operations. However, large amount of computing resources is required due 

to the statistical noise and the complex collision operator. The single relaxation Boltzmann model is 

established by simplifying the collision matrix based on the Bhatnagar-Gross-Krook (BGK) 

collision interval theory
[153],[154]

, which is referred as Lattice BGK (LBGK) model. LBGK 

overcomes the defects of LGA gradually become widely used in numerical simulation. The 

Navier-Stokes (N-S) equation can be derived by LBGK with Chapman-Enskog method. DnQb 

model
[155],[156]

 is the most widely used among LBGK, as shown in Figure 24.  
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(a) 

 

(b) 

Figure 24. Models of DnQb: (a) D2Q9 model; (b) D3Q19 model.  

The discrete velocity of DnQb model can be expressed by Equation (9). 
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where fi(x,t) is the density distribution function at x space position and i velocity direction at time t. 

τ is the dimensionless relaxation time. fi
eq

(x,t) is the equilibrium density distribution function which 

can be described by Equation (10).  
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where ωi is the coefficient related to the length of a vector in the direction of discrete velocity.ci 

means the discrete lattice velocity, and Cs denotes a constant associated with the dimensions of 

space. ρ represents the macro density, and u is the macro velocity. 

The model satisfies conservation of mass and momentum, which can be described by 

Equations (11) and (12).  
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where ei is the component of the macro velocity in the discrete direction. 

MD simulation requires a large amount of computing resources to model flow in porous media. 
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The calculation of LBM is efficient and accurate in numerical simulation for CO2 flooding at 

pore-scale. Therefore, it’s better to use LBM to understand the microscopic flow mechanism of CO2 

flooding.  

5. Conclusions 

This paper presents an overview of pore structure characterization and microscopic flow 

mechanism during CO2 flooding in porous media.  

(1) The pore structure of rock can be characterized through experimental analysis (i.e., MIP, 

NMR, gas adsorption), image analysis (i.e., thin sections, SEM, CT), and digital core technique. 

The pore structure description by experimental methods is indirect so that it is sensitive to the 

calculation models. Image analysis can capture pore structure images directly, but it is difficult to 

characterize it quantitatively. Digital core reflects the 3D pore structure and properties of actual 

porous media, and can be used repeatedly while keeping the same characteristics. Therefore, digital 

core approach shows broad application potential for pore structure characterization since it is 

reusable and visible. However, the accuracy of the digital core depends on the images’ quality and 

needs to be further enhanced.  

(2) Pore-scale visualization, X-ray CT and NMR are usually applied to investigate the 

microscopic flow mechanism of CO2 flooding in oil and gas reservoirs. The process of CO2 

flooding can be directly observed using pore-scale visualization, so that the fluid distribution and 

mass transfer can be analyzed qualitatively. Nano-scale visual models can be made using etching 

techniques, which is significant to investigate the flow process of CO2 flooding in unconventional 

reservoirs (e.g., extra-low permeability reservoir, shale reservoirs). The fluid distribution can be 

accurately detected by both X-ray CT and NMR to understand the microscopic flow mechanism 

during CO2 flooding in porous media. However, NMR is unable to obtain the distribution feature 

for individual phase fluid within single test, and the fluid flow in microfracture and pore are 

difficult to be distinguished. The authenticity of X-ray CT images is affected by the selected 

threshold value during image processing. The flow experiment can represent the flow process in 

detail, while it is limited by physical conditions and similarity between the physical model and 

actual reservoirs. Future work can be done to improve the materials of visible model to reach higher 

temperature and pressure in pore-scale visualization.  
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(3) Fluid transport in porous media can be modelling using MD on the microscopic scale and 

LBM on the mesoscopic scale. Although MD approach can accurately reflect the flooding process 

through molecular motion and interaction among molecules, limitations in simple boundaries and 

huge amount of computation makes it hard to simulate the fluid flow in reservoirs. LBM achieves 

the parallel computing and can deal with complex boundaries. Therefore, it is efficient in simulating 

multi-phase fluid flow in porous media, and exhibits promising application in simulating CO2 

flooding in unconventional oil reservoirs. Although numerical model is simplified compared to 

physical experiments (e.g., NMR, X-ray CT), it is more convenient and repeatable to investigate the 

effect on microscopic flow by simulation. How to reduce the computational burden of MD and 

improve the accuracy of LBM for multiphase flow simulation need to be solved. 

(4) The pore structure in unconventional reservoirs is complicated due to the presence of 

microfractures and multi-scale pores. Multiple methods need to be combined to accurately capture 

the pore structure of unconventional reservoirs. The combination of experiments and numerical 

approaches is preferred to accurately monitor fluid transport and distribution during CO2 flooding 

to better understand the microscopic flow mechanism in porous media. 

(5) The phase behavior of CO2 and oil is significant for CO2 flooding performance, and 

miscible flooding can be achieved between CO2 and oil under minimum miscible pressure to 

improve displacement efficiency. However, the mass transfer and phase behavior are rarely 

considered in microscopic flow models. Therefore, the combination of phase behavior and 

microscopic flow models at pore-scale need to be investigated and discussed in future work.  
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Nomenclature 

C = the BET constant   

C0 = surface tension at gas boiling point, N/m  

ci = the discrete lattice velocity 

cs = a constant associated with the dimensions of space, m/s 

ei = the component of the macro velocity in the discrete direction 

E1 = the adsorption heat of the first layer 

EL = the adsorption heat of each layer 

 ,
i

f x t  = 
the density distribution function at x space position and i velocity direction at 

time t 

 ,
eq

i
f x t  = the equilibrium density distribution function 

Fr = the dimensionless pore shape factor 

mi = the mass of particle i, g/mol 

P = the equilibrium pressure, MPa 

Pc = the capillary pressure, MPa 

P0 = the saturated steam pressure of adsorbate, MPa 

r = pore radius, µm 

ri = the position vector of particle i 

rij = the relative position between particle i and j 

R = the gas constant, J/(K·mol)  

Rh = the molar heat capacity, J/(K·mol)  

S = the pore surface, µm
2 

t = the time, ps 

T = the experimental temperature, K   

Tb = the boiling temperature of gas, K  

T2 = the transverse relaxation time, ms 

T2B = the bulk relaxation time, ms 

T2D = the diffusion-induced relaxation time, ms 
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T2S = the surface relaxation time, ms 

u = the macro velocity, m/s 

V = the pore volume, µm
3
  

Ve = the equilibrium gas adsorption capacity, cm
3
/g   

Vm = molar volume of gas, L/mol  

Vms = the monolayer saturation adsorption capacity, cm
3
/g  

V(rij) = the interaction potential function of particle i and j 

ρc = the conversion coefficient corresponding to each T2 value, µm/s  

ρ = the macro density, g/cm
3
  

τ = the dimensionless relaxation time, ms 

σ = the surface tension, N/m 

θ = the contact angle, ° 

ωi = 
the coefficient related to the length of a vector in the direction of discrete 

velocity 
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