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to-mirror space and global-to-mirror space transformations. Camera and mirror positidn
data input to these transformations permits rapid estimation of three dimensional ob-
ject information with a mean absolute static accuracy of approximately 0.2% of a tested
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Chapter 1

Introduction

1.1 Motivation

For as long as there have been humans, there have been questions. Initially, questions
were easily answered though simple experimentation. However, it was soon discovered
that every answer only generated more questions. Through an evolving process, humans
developed logical, analytical and experimental techniques for dealing with this expanding

number of questions. This eventually became known as science.

Answering questions led to an accumulation of knowledge. Using their knowledge,
humans developed “tools” for making their life easier. They de'igned and constructed
tools for specific purposes, to fill certain needs, based on their “scientific” understanding

of the world about them. This eventually became what we now call engineering.

Often, addressing a need through engineering, in turn, defines a set of scientific ques-
tions which must first be answered. Alternatively, attempting to answer a scientific
question often creates needs requiring engineering solutions. Scientific discoveries in one

discipline are often used by engineers to develop experimental apparatus and instru-
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mentation for addressing scientific questions in other unrelated disciplines. In this way
science and engineering have evolved a symbiotic relationship — each, in critical ways,

dependent on the other for advancement.

In keeping with this relationship, this thesis involves the design, construction and
implementation of sophisticated measurement instrumentation that evolved from a derire
to answer fundamental questions relating to human rehabilitation. A basic question in
human rehabilitation examines how we may provide or restore a degree of functional
capability to a person who has some form of functional deficit. Of particular interest
to this thesis are issues of human mobility. For “normal” humans the ability to walk or
run is taken for granted. Free mobility, or the ability to move about in, and adapt to,
an evolving environment, is so much a part of the normal everyday experience that the
underlying complexity i3 rarely considered. That is, until we experience a loss of one or

more of the functional components which make free mobility possible.

One of these functional components has nothing to do with our feet or legs. It
is our vision system. Without eyesight, humans lack a critical source of information
required for free mobility (we have all, at one time or another, fumbled in the dark).
Substitutes for vision, such as a cane or seeing eye dog, only restore a very small portion
of the missing information. Research into methods for improving the amount and quality
of visiocn substitute information requires, for example, ecientific investigations into the
nature of “information” and how it is perceived, and engineering development of methods

of acquiring, interpreting and “displaying” the vision substitute data.

Central Lo the investigations is the need to simulate and evaluate various approaches to
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vision substitution. Fiiling this need requires the ability to sense and record the mobility
of blind subjects as they negotiate a set of computer generated virtual obstacles while
receiving information from some type of vision aid whose parameters are also defined by
a computer. A system is required for accurately identifying the subject’s position and
orientation in real-time over a volume of motion encompasing several stride lengths in
any direction. Developing a position sensing system to fill this need is the topic of this

thesis.

The study of blind subject mobility is not the only envisioned need for such a system.
Human mobility rehabilitation is also involved with investigating deficits in the lower
extremities which restrict cr alter normal mobility. Issues such as joint mechanics, muscle
activation, and control strategies must be investigated not only in the pathological subject
but also in the “normal” subject. Clinical mobility studies of pathological subjects seek
to quantify specific actions during specific tasks to assist in evaluating the degree of
pathology and to document response to corrective surgery or physical therapy. On the
other hand, mobility research studies are often concerned with the nature of “normal”

motion and investigate the fine details that make normal mobility possible.

To provide data for studying these types of questions a system for providing detailed
information pertaining to the kinematic aspects of mobility is required. This need pro-

vides a major motivation for this thesis.
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1.2 The Evolving Perception of Human Mobility

The earliest records of an awareness of human mobility are contained in cave paintings
and sculptures dating from 15,000 to 10,000 B.C. Whether they were created for reasons
of ritual, as documentation of events, or simply as decoration, it is clear the “artist” was
required to observe the human “subject” and record the human form with as much detail

as observational skill, artistic talent and resources permitted.

Representation of human form underwent major evolution in the period of Greek
sculpture from about 600 to 440 B.C. During this 160 year period a new awareness of form
and posture that could only have evolved from carefull observation of human movement is
noted. The introduction of contrapposto (it.) or counterpoise was a fundamental addition
to human sculptures [17]. The contrasting styles are shown in Figure 1.1. The Spear
Bearer appears very natural as he walks forward exemplifying the sculptor’s awareness
of weight distribution and balance. Stending Youth on the other hand appears very
rigid and unratural. One has the impression that if Standing Youth were nudged on the

shoulder he would tip over whereas Spear Bearer would brush it off and continue walking.

Early images of human motion were created solely from observations of the motion
while in progress. The introduction of pnctography forever changed this my making it
possible to record images of motion, frozen in tirne. Muybridge [31] developed techniques
for acquiring sequential images of a variety of human activities. A series of Muybribge
photographs, such as the high jumper shown in Figure 1.2, allowed for observation of

human motion in a way never before possible.

Muybridge’s work inevitibly spawned questions of movement which demanded more

17



(b)

Figure 1.1: (a)Doryphorus (Spear Bearer). Roman copy after an original of ¢.450-440
B.C. by Polyclitus. Marble, height 6’6”. National Museum, Naples [from Janson, HW.,
“History of Art”]. (b) Standing Youth (Kouros). c.600 B.C. Marble, height 6'13”. The
Metropolitan Museum of Art, New York (Fletcher Fund, 1932) [from Janson, HW.,
“History of Art”)

18
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Figure 1.2: Man performing running straight high jump, [from Muybridge, 1955]

detailed data than the qualitative information available in his photographs provided.
This generated the need for systems that were capable of measuring various parameters
of the observed motion. As techniques evolved so did the questions. The resulting
application of measurement systems primarily employing photogrammetric techniques
has had a tremendous impact on our ability to investigate the details of human mobility.

These developments have been summarized by others [18] [49].
1.3 Global Objective

This thesis is concerned with advancing the capabilities of photogrammetry applied to
human mobility analysis a step further. In a typical photogrammetric study of human
mobility a pair of cameras are placed so as to have overlapping views. A human subject
passing through this viewing volume is detected in some manner by the cameras. The
resulting information is processed using photogrammetric techniques to determine three

dimensional or rigid body kinematic information relating to the subject’s motion.
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A limitation with this arrangement is often the viewing volume size and the demand
that the subject perform a specific task while passing through it. The measurement
volume may be increased by moving the cameras farther from the viewing area or using
wide angle lenses but this sacrifices measurement resolution. The global objective of this
thesis is to develop a high resolution photogrammetric mesurement system which permits

subject mobility within a large measurement volume.

1.4 History of Human Mobility Quantification at
MIT

Interest in quantifying human movement in the Newman Laboratory for Biomechanics
and Human Rehabilitation at MIT dates back many years. In order to better understand
how this thesis relates to previous research efforts in the Newman Laboratory a review

of these efforts is presented here.

An important event occured in 1975 with the introduction of a SELSPOT camera
system to the laboratory. This marked the beginning of an onging research effort into
methods of acquiring human movement data in a rapid and precise manner in a computer
controlled environment. Several MIT theses devoted to research and application of this

technology have been completed and are reviewed in this section.

SELSPOT cameras, provided by SELSPOT AB of Malndal, Sweden, are based on
infra-red sensing lateral photo-effect diode detectors. These detectors are square, flat
semiconductor devices ([23], [45]) placed at the image plane of z camera (ie. ir lieu of film
in a typical photographic camera). A lens focuses infra-red light from an infra-red light

emitting diode (LED) marker onto the detector surface. Analog electronics associated
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with the detector identify the image coordinates (u,u) of the intensity weighted centroid
of infra-red light incident upon it. Additional electronice digitize the analog coordinates
enabling direct computer interfacing for data acquisition. Detection of multiple LED
markers is accomplished by pulsing individual markers in sequence at a total pulse rate
of 10 KHz. A frame of SELSPOT data consists of one sequential pass through all LED

markers used in an experiment.

The original SELSPOT camera consisted of a lens, detector and analog circuitry as
described above, with digitizing electronics located in a remote central chassis. Each of
two cameras observed the same LED marker pulse and allowed for observation of up to
30 LED markers at a frame rate of 312.5 Hz. Data were digitized to 10 bits or 1 part in

1024 (0.1%) across a 30 degree field of view in both the u and » image coordinates.

Prior to the introduction of SELSPOT to the Newman Lab, the potential capabili-
ties and requirements of a blind mobility aid simulator had been investigated [38]. This
identified the need for a system to monitor a blind subject’s position and orientation
continuously and automatically in real-time throughout a large measurement volume.
Other research into the development and eventual implantation of an instrumented hip
prosthesis for measuring intra-articular hip pressure in vivo required a means for moni-
toring the relative orientation of the pelvis and femur during normal human activities (- .
gait). This combined with previous experience in stereophotogrammetry [24] provided
rnotivation for acquiring the SELSPOT cameras as the data acqusition component of a

proposed real-time spatial monitoring system.

The first effort toward developing such a system in the Newman Laboratory was
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performed by Conati, as documented in his MS thesis [7] in 1977. He initiated develop-
ment of the TRACK system (for Telemetered Real-time Acquisition and Computation
of Kinematics). The hardware comprised the original SELSPOT cameras interfaced to
a Digital Equipment Corporation (DEC) PDP-11/40 computer through a DEC-kit 11-D
DMA Interface. A DEC VTI1 interactive graphics display handled data plots with a
Gould 5000 printer/plotter for hardcopy. Software, written in FORTRAN and the PDP
MACRO-11 assembler, was developed in the Newman Laboratory for acquiring and pro-
cessing data with the goal being to estimate the time varying position and orientation of

rigid objects in space (ie. spatial kinematics).

Conati developed an algorithm for computing the three dimensional (3D) position of
LED markers in space based on a two camera corfiguration. Cameras were arranged level,
at the same height, with intersecting fields of view. The angles of camera convergence,
camera baseline displacement, non-linearities in the lens, and camera “focal length” were
estimated. Using these parameters, the intersection of a ray from each camera, passing
through a detected image point and the camera “focal point” identified the 3D point

position of an LED marker.

Conati then went on to investigate the problem of estimating object position and ori-
entation in space. A technique investigated by Lenox [19], using an algorithm developed
by Schut [35], provided the starting point for this work. In Conati’s impleméta.tion, rigid
arrays of three or more LED markers were constructed. Each LED marker was located
in an embedded cartesian body coordinate system (BCS). Global 3D positions of each
marker were determined with the cameras and used as input to the Schut algorithm.

Output consisted of a global position vector to the BCS origin and a rotation matrix
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representing the transformation from global coordinates to BCS coordinates.

Data from the original SELPSOT cameras contained significant amounts of noige. To
combat this, Conati introduced the use of a sixth order, two-pass Butterworth filter to

the off-line processing.

Fixed cameras are limited in the spatial region they can observe. For blind mobility
studies it was evident that a method was needed for moving the cameras to follow the
blind subject throughout a large environment. This would require not only sophisticated
apparatus to move the camera but also a means of processing data in real-time. Conati
also explored the issues of real-time SELSPOT data processing which he was able to
demonstrate at a low sampling frequency. He also proposed ard described a system for

moving cameras during data acquisition to enlarge the measurement volume.

Tetewsky, in his MS thesis [41], went further with the development of real-time aspects
of TRACK and made improvements to the data processing. Conati’s algorithm for 3D
point estimation contained a singularity when LED markere were level with the cameras.
Tetewsky corrected this problem via an alternative geometric formulation. Tetewsky also
addressed a singularity present in Schut’s algorithm whenever rotations approached 180
degrees and modified the algorithm to produce special case golutions. Internal camera

calibration routines were developed further by Tetewsky.

Tetewsky put most of his efforts into developing the real-time capability with TRACK.
Highly specialized programs for working in integer arithmetic with relatively small avail-

able program space were designed for the PDP-11/40. More detail of the progreasion of

real-time TRACK capabilities may be found in a recent MS thesis by Lord [22].
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Concurrent with Tetewsky’s work, Antonsson, for his MS thesis, worked on developing
a technique for using the kinematic information from TRACK to compute the dyramics
of linkages [2]. This marked the beginning of the application of TRACK to general
movement studies in biomechanics. In principle, inertial parameter estimates of linkage
elements (eg. the foot, shank and thigh of the human leg) combined with accurate
measurements of linkage element kinematics, permit estimation of the forces and torques

responsible for producing the observed motions.

Antonsson purgued this further in his Doctoral thesis [3] and in the process saw
TRACK through a substantial amount of development. Central to this development was
a shift in computer processors from the PDP-11/40 to the faster PDP-11/60. Antonsson
wrote interface software for SELSPOT communication through a customized DR11-B
DMA interface to the PDP’s Unibus operating under the RSX11M environment. To
pursue dynamics estimation, a Kistler force platformm was installed and interfaced for
simultaneous data acquisition with SELSPOT. A new version of the TRACK software,
having many “user-friendly” features lacking in previous versions was developed by An-
tonsson for use on the PDP-11/60 and the RSX11M operating system. To differentiate

this new hardware/software system from previous versions, Antonsson called it TRACK3.

TRACKS3 software was designed to process data off-line. Ottenheimer, in his MS
thesis [32), modified TRACKS to operate in a real-time processing mode. He also made
improvements to the algorithms used in TRACK3. One improvement concerned the
redundant information present in the 3D point estimates. The fundamental problem of
3D point reconstruction involves finding the intersection of two spatial rays, one from

each camera to the point source in space. Camera data noise, error in camera position
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and orientation and the inherent discrete nature of the data, combine to prevent these
rays from intersecting at any point. Ottenheimer implemented a method for identifying
the midpoint of the common perpendicular to these two rays as the desired 3D point
estimate. He also realized that the length of the common perpendicular to the two
camera rays gives an indication of the amount of error in the reconstruction. The 3D
estimation and the “skew ray error” checking technique were incorporated into TRACK3

by Antonsson.

Ottenheimer also addressed the singularity in the Schut algorithm and reformulated
the problem in terms of a rotation vector rather than a Rodrigues vector. This develop-

ment was also incorporated into TRACK3 software by Antonsson.

Research employing TRACK3 was conducted in areas of blind mobility [42] [6], knee

prostheses [36] [37], human knee kinematics [29] and the golf swing [25].

In 1982, SELSPOT-II cameras were introduced. Based on the same technology as the
original camera, SELSPOT-II cameras featured onboard digitizing circuitry to reduce
transmitted signal noise and a digitizing resolution of twelve bits, or 1 part in 4096
(0.025%), across the 30 degree field of view. Additional flexibility was added allowing for
selection of up to 16 cameras and 128 LED markers sampled at user selectable frame rates.
An LED marker intensity servo loop which adjusted LED intensity to prevent detector
saturation at close camera-to-LED ranges was also added. Camera detected intensity
levels were resolved to 4 bits and presented as status bits along with camera data. Camera
control was handled through a 19 inch rack mountable SELSPOT Administrating Unit

but was later replaced with a VMEbus based controller.
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Antonseon designed and constructed an interface for this system to the PDP-11/60 for
the developing Biomotion Laboratory at Massachusetts General Hospital. An interface of
similar design, allowing for use of either the original SELSPOT cameras or the SELSPOT-
I cameras each with optional simultaneous Kistler forceplatform data acquisition, was

built by the author for the Newman Laboratory installation on the PDP-11/60 computer.

The author set up the SELSPOT-II system in 2 manner similar to the original
SELSPOT system with cameras mounted on an optical bench with assumed camera
positions and orientations. System performance was investigated, resulting in electronic
adjustments to the SELSPOT-II intensity servo loop to realize maximum marker inten-
sity at most operating ranges. Additionally, it was found that data noise levels could
be reduced without sacrificing data reliability by employing markers comprising a clus-
ter of three LEDs rather than the single LED used previously. A modified version of
TRACKS3, called TRACK4, was written by the author for operating tne SELSPOT-II
cameras through the new interface to the PDP-11/60 and to handle processing of higher

resolution data.

Internal calibration® of the SELSPOT-II cameras was approached in a manner differ-
ent from that used before. Shortly before his departure from the Newman Laboratory,
Antonsson discovered an old discarded Gerber X-Y plotter and proposed using it to cali-
brate SELSPOT cameras. Berger [5] and the author reconditioned the plotter to run via
stepper motors from the stepper motor control system associated with an experiment on
another PDP-11/60. The SELSPOT interface was moved temporarily to this machine

and Berger proceeded to calibrate the cameras as reviewed in detail in Chapter 4.

lidentification of internal camera geometric parameters and linearisation of the image. See Chapter 4
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In order to gain further understanding of the internal calibration problem and to
test additional ideas it became apparent that the plotter stepper motors required their
own interface to the PDP-11/60 from where SELSPOT was normslly operated. The
author proceeded to design and build 2 hardware interface to stepper motor contrel from
an MDB DR11C Unibus I/O card. Additional internal calibration experiments were

performed [26) and are described further in Chapter 4.

TRACK4 was fully operational in early 1986. The TRACK4 User’'s Manual was
written and research was performed in areas of ankle kinematics [20], arm kinematics

[16], gait kinematics display (21], and ballet [52].

During 1986 several factors contributed to an ultimate decision to move the host
computer for SELSPOT from the PDP-11/60 to a SUN Microsystern 3/160. It was clear
that a Large Volume TRACK system would require a substantial amount of real-time
processing and control. The SUN 3/160, based on the VMEbus architecture, had been
used succesfully as a host aystem for real-time control applications at the MIT Artificial
Intelligence Laboratory. Additionally, SELSPOT introduced a VMEbus based interface
for the cameras facilitating potential interfacing to the SUN VMEbus. The PDP-11/60
was rapidly becoming old technology lacking sufficient addressable memory for more

advanced applications and becoming costly to maintain.

A SUN 3/160 fileserver and workstation along with a SUN 3/50 client workstation
were installed by the author in Iate 1986. In order to facilitate access to the VMEbus

during application developement, a 21 slot VMEbus expansion chassis was installed on

the SUN 3/160 communicating with the SUN VMEbus through an HVE Repeater 2000
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bus repeater.

Moving SELSPOT/TRACK to this system required several steps. Lord ported the
TRACK data processing software from FORTRAN into C and organized the overall
TRACK package to perform well in the UNIX environment. The author wrote the hard-
ware interface programs for the SELSPOT VMEbus board and introduced use of the
Autograph plot package (NCAR) for generating output plots. The Kistler forceplatform
and stepper motor interfaces were also ported to the SUN 3/160 by the author. Mur-
phy [30] investigated methods of smoothing noisy kinematic data with the subsequent
replacement of the Butterworth filter with a spline smoother in TRACK processing. The

new software package, TRACKS, was largely completed by mid 1988.

Concurrent with the above development, the author began investigations into alter-
native methods for determining external calibration parameters?® for photogrammetric
systems. This work included design and construction of a rotating calibration frame
which was driven by stepper motors through the existing stepper motor interface. De-
tails of this work are discussed in Chapter 4. This work resulied in implementation of
a straightforward, and automatic external calibration procedure for deterrnining camera
positions and orientations whenever the cameras are repositioned for a new experimental
setup. In addition, the author identified and implemented a unique algorithmic procedure

for 3D point computation (see Chapter 2).

Full scale development of Large Volume TRACK was initiated by the author in late
1988 and is the subject of this thesis. Concurrent work with TRACK was conducted

by Lord who explored and developed the real-time processing capabilitites of the V?4E-

3pocition and orientation of each camera relative to a global frame of reference. See Chapter 4.
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bus development system. His work included the implementation of a modified SUN C
compiler to generate code for downloading to additional processors on the expansion
VMEbus. Lord’s MS thesis [22], describes a real-time software system for processing
TRACK kinematic data and generating 3D displays on a Silicon Graphics Iris Worksta-

tion in real-time.
1.5 Document Organization

The central development of this thesis, Large Volume TRACK, is the end result of years of
work which in large part involved developing reliable and accurate methods of calibrating
fixed field photogrammetric camera systems. As TRACK evolved, improvements were
made to camera calibrations and kinematic estimation algorithms. Knowledge gained
from these improvements contributed greatly to the eventual conceptualization and im-
plementation of Large Volume TRACK. This tends toward a thesis document organi-
zation which is somewhat chronological. However, a strict chronological presentation
would be extremely tedious to read, much less write, due to the iterative nature of sci-
entific investigations. For this reason, discussions of error in the camera system, which
where discovered and/or more thoroughly understood during various stages of system

development are presented in Chapter 3.

The context for this thesis is developed in Chapter 1 through discussion of the problem
in general and a review of research in the Newman Laboratory by the authoz’s prede-
cessors. Chapter 2 intrcduces photogrammetric concepts and definitions as necded for
discussions in subsequent chapters. Also presented are background concepts and algorith-

mic operations corprising TRACK data processing in general. Both sources and effects
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of systematic and stochastic error in the camera system are investigated and discussed
in Chapter 3. Minimization of error propogation through accurate camera calibration is
central to realizing a high degree of precision and accuracy with TRACK. Developments
in internal and external camera calibration are presented in Chapter 4. The conceptu-
alization of the Large Volume TRACK system including the algorithmic developments
for 3D point estimation and system calibration is presented in Chapter 5. Finally, in
Chapter 6, Large Volume TRACK implementation, testing, results and conclusions are

presented along with suggestions for further work and improvementa.
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Chapter 2

Analytic Close-Range
Stereophotogrammetry

Photogrammetry is the process of making measuremente of three dimensional (3D) ob-
jects based on two dimensional (2D) images of the object. When two or more 2D images
yield measurements of a 3D object and are obtained from different spatial perspectives,
it is termed stereophotogrammetry. The term close-range photogrammetry distinguishes
the problem of making measurements relatively near the imaging device from the related
problem of measurements made at long range (eg. aerial photogrammetry). Close-range
stereophotogrammetric systems are most often characterised by two or more imaging de-
vices placed at fixed locations in a reference coordinate system with the imaging devices’
axes forming mutually oblique angles. The development of analytic mathematical mod-
els representing the transformation of information from 1D or 2D detectors to estimates
of corresponding 3D object locations is fundamental to computational photogrammetric

techniques required for use with digital computers.

This chapter provides a background to analytic close-range stereophotogrammetry,

relevant to specific applications and developments presented in subsequent chapters of
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this thesis. Certain aspects of this background introduction (internal and external cali-
bration in particular) are saved for chapters dealing with those particular issues in detail.
A thorough introduction to most topics discussed may be found in Moffit and Mikhail

[27] and Ghosh [11].

Also presented here are the specific algorithms contained in the latest version of
TRACK. These algorithms reflect an accurmulation of knowledge obtaiced through the

development of TRACK by the author and his predecessors (see Chapter 1).

2.1 The Photogrammetric Camera Model

A typical camera is comprised of hundreds of individual parts. For photogrammetric
purposes of camera modeling only two of these parts, the lens and detector, are relevant.
While the camera body, which holds the iens and detector in a fixed relative position, is
important to the operation of the camera, the assumption of its existence is sufficient for

the photogrammetric camera inodel.
2.1.1 The Lens

The lens gathers and focuses light. Thin lenses which are idealized as having no thickness
are discussed in the optics section of most introductory physics texts and therefore will
not be discussed here. Thick lenses, the more common case in cameras, are described
here and a thorough discussion on all lens types may be found in Chapter 2 of Moffit

and Mikhail [27].

As with thin lenses, thick lenses are characterised by front and back foci (F and
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Figure 2.1: Basic thick lens (from Moffit and Mikhail pg. 34)

F') located on the lens optical azis at a focal length (f ) from the effective plane of light
refraction. In thick lenses, however, the plane of light refraction, or principal plane must
be modeled as two parallel planes intersecting the optical axis at nodal points N and N'
(see Figure 2.1). Ray tracing proceeds as with thin lenses with the exception that a ray

entering the front nodal plane is refracted through the rear nodal plane.

Light from objects located a distance p (> f) from the front lens node N will be
focused at a distance g (> f) from the rear lens node N'. The values of f, p and g obey

the relationship

1 1 1
_.+—=— (21)

p q f

and the lens magnification (M), may be deduced using the principle of similar triangles

from Figure 2.1 as

image size

q
= = 2.2
object size p (2:2)

In the typical camera, focasing a lens involves displacing the lens along the optical
axis relative to the detector surface until the image and detector are coincident. Note

that for an object located at p = co focusing the lens will put the focal point F' at the
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detector surface (ie. f = g).
2.1.2 The Detector

The detector registers the image projected by the lens. Photographic film, charge cou-
pled devices, image orthicon tubes, and lateral photoeffect dindes are common types of
detectors. Detectors are usually planar and are mounted perpeadicular to the lens optical

axis at the focused image distance ¢ from the lens rear node.
2.1.3 Idealized Camera Geometry

In order to facilitate study of the geometric relationship of objects to images, simplifica-
tions must be made to the geometry (see Figure 2.2). A bundle of rays from an object
point strike the lens and are focused to a point in the image. For geometric purposes, it
is sufficient to consider only the ray which passes thiough the lens nodes, called the chief
ray. The additional rays add light intensity to the image point but add no additional
information pertaining to image point location.

The lens nodes are collapsed to a single point called the projection center, or center
of projection (c). The projection center serves as the origin of the camera coordinate
system X..

The detector is idealized as a planar surface, called the image plane. Image coordi-
nates u = (u,v)T identify the position of an image point on the image plane. The camera
z-coordinate axis (also called the principal azis) is defined along the perpendicular to the
image plane passing through c. Note a subtle difference in terminology in that the opti-

cal axis is a property of the lens alone while the principal axis is related to the relative
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~ Object
o Point

Figure 2.2: Photogrammetric camera model

mounting of the lens and detector. The intersection of the principal axis with the image
plane at u, = (up,v,)7 is termed the principal point (p) and the displacement between p

and c is termed the principal distance (d).

Relating the idealized detector and lens geometry to real data requires introduction
of non-linear factors accounting for image distortions generated by the lens, detector and
signal amplifying electronics. These functions are represented as corrections (Au, Av)
where both Au and Av are, in general, non-linear functions of the detected image coor-
dinate (u,v).

To simplify notation, corrected image coordinates (%, %) are introduced where
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Camera coordinates z and y are parallel to image coordinates u and v respectively.
The area between the projection center and the image plane is termed smage space while

the area from the projection center extending to the object is termed object space.

A reference or global cartesian coordinate system x, with origin o is defined for relating
the position of poiuts in object space to points in image space. A vector defining the posi-
tion of the camera projection center as seen from the global coordinate system is defined

a8 Xoe = (Toc, Yocs Zoc) - A 3 by 3 orthogonal rotation matrix M having components

M= | my ma ma (2.3)

M M3 M3 ]
M3 M3z Mag
defines the orientation of the camera coordinate system to the global coordinate system.

The transformation between camera coordinates and global coordinates may be written

as
Xe = M[x, — X, (24)
2.1.4 The Colinearity Equations

With the definitions given above it is desired to derive an algebraic formula relating an
object point to its image in a particular camera. This is approached by applying the
colinearity condition, which states that a ray connecting an object point to its respective
image point musi paes through the projection center. Referring to Figure 2.2 and ap-
plying the principle of similar triangles the following equations relating a camera defined

object point X, = (2., ¥., z.)T to a corrected image point @ = (i, )T may be written as

4 =z v Y
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Combining equations 2.5 and 2.4 yields

]

d
[ b ] = —M[x, — Xo] (2:6)
d| *
If M, x, and X, are written in terms of their components the above equation becomes

[,-,]=z[m:: e m::] [,,::y::] @
d Ze

M3y ™My Ma3

(<]

Zy — 2o

Expanding this to remove z. yields a form of the photogrammetric colinearity equa-

tions,

and

o = f"_ — mll(zo - zoc) + mll(yo - '.'loc) + mla(zo - zoc)

~d m31(zo - 2x) + maz(yo - yoc) + mas(z, — z,,c) (2.8)
o = Z _ Ma(Zo — Toc) + Maa(Yo — Yoc) + Maa(Zo — 2c)

=d mn(zo - :n,c) + mag(y, — yoc) + mw(zo _ zac) (2.9)

that allow for the direct computation of an image point u from any globally defined object

point x, provided the parameters M, x,, u,, d and functions Au and Av are known.

Further discussion in this chapter assumes these parameters are known. Methods for

determining these parameters are discussed in Chapter 4.

2.2 Estimating 3D Object Points from 2D Image
Points

While the colinearity equations 2.8 and 2.9 do map a 3D object point to a unique 2D

image point, the reverse is not true. By rearranging the colinearity equations as

(my1 — mz1u')zo + (M1z — Magu’)y, + (M13 — magu')z, = b, (2.10)

(ma1 — ma1v')z, + (Mmaz — magv')y, + (Maz — maav’)z, = b, (2.11)
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where

by = (M1 — Ma1t')Zoe + (M12 — Mazts Yo + (M3 — Mmaat’) 2, (2.12)
by = (ma — Ma1v")Zoc + (Mag — Magv )yoe + (M3 — Mazv’)z.e (2.13)

it is observed that each equation represents the general equation for a plane in global
space. The intersection of these two planes defines the ray of colinearity between the 3D
object point, projection center, and 2D image point. The colinearity equations therefore,
map 2D image points to a ray in space. The desired 3D object point location lies

somewhere along that ray.

The key to identifying 3D object points relies on multiple 2D images made from vari-
ous perspectives. If the object point is fixed relative to the global frame then multiple 2D
images may be made with the same imaging device at different times provided estimates
of the transformation from global to image space may be made for each image used. In
the case of non-stationary object points, multiple imaging devices must generate simul-
taneous images. The discussion here will assume the latter situation and it will be shown
that two imaging devices, in this case optoelectronic cameras, are sufficient to estimate

a 3D object point location.

There are two approaches to this problem. The first approach uses the colinearity
equations generated from each camera and employs a least-squares solution technique
to find the desired object space point. This method is readily expandable to n cameras
where n > 2. The second approach, which the author has not seen published before, can
be shown to be algebraically identical to the first method, but solves for the 3D point in

two stepa and in the process identifies a parameter useful in checking the validity of the
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data. This method is most useful when only two cameras are used and is the method

currently implemented in the TRACK software.
2.2.1 Colinearity Equation Approach

The colinearity equation approach to 3D object point estimation is basic to analytical
photogrammetric techniques. It will be compared with another technique, the Direct

Linear Transform, in Chapter 4.

Start by rewriting the colinearity equatiors in general plane form as in 2.10 - 2.13 for

a specific camera, i, as

(mar, — mayu)zo + (Mg — Mg W)Yo + (Maa; — Magui)z, = by, (2.14)
and
(mar, — M3y, )20 + (Maz; — Mag, Vi )o + (Maz; — Maa,v])z, = by, (2.15)
where
, U
u, = — 2.16
) (2.16)
V! = % (2.17)
bu; = (May; — Mar, W) Zoc; + (Mag; — Mag, ¥ Woc; + (Maa; — Mag, )z (2.18)
bv.' = (7"21; - mlivz)zcoi + (mﬂ.' - m33"v=)y0¢i + (m23i - m33iv|")z°€|' (219)

If n cameras (n > 2) each view the same object space point, x,, then the matrix

equation

Ax,=b (2.20)
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may be written, where

'
My, — Ma1, %
!
mill - mahvl
'
mlla - m313u2

¢
12, — Ma3z, Uy
']
Maa, — M3z,
'
12, — M32,U,

' -
Miy — Ma3, %

!
anal - m:;alvl
'
Mi3, — Ma3; U,

A = | Ma, —Ma,Va Moz — MgV  Maz, — Maz, ¥y (2.21)
My, — May, Y, Mz, — Mag YU, T3, — Ma3, U,
M1, — M3, Vp Mz, — Maz, ¥, Taa, — Mas, vy, Inx3
and
T
b=[by by b, b, bun bun | (2.22)

These 2n equations in 3 unknowns may be solved using the following standard linear

least squares approach. Premultiplying both sides of 2.20 by the transpose of A yields

the normal equations [39]

ATAx, = ATb

(2.23)

The normal matrix, ATA, is square (3 x 3), and nonsingular. Multiplying both sides

of 2.23 by the inverse normal matrix yields

%, = (ATA)'ATb

(2.24)

which is the least-squares solution for the object point position in global coordinates.

Physical interpretation of the solution involves visualizing pairs of equations each

defining a ray directed from respective cameras nominally through the object point being
estimated. Errors in camera data and parameters (to be discussed in further chapters)
prevent these raye from actually intersecting. The solution yields the point which most

closely represents the intersection of the rays in a least squares sense.
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Note that a minimum of two cameras are required to determine a unique solution,
giving four equations in three unkncwns. In the case of two cameras the resulting 3D
object point can be shown to be the mean of the common perpendicular to the two

camera rays.

Also note that if two cameras are used but only a total of three image coordinates
are applied (eg. u;,v;,u3) then three equations in three unknowns can be formed. The
resulting solution is the intersection of three planes. This solution technique is used by
3D imaging systems consisting of three 1D linear detectors each generating data which
resolves to a plane that passes through the object space point analagous to the ray of

colinedrity in the 2D detector case.

The overdetermined equations are useful in many situations particularly where rel-
atively large measurement uncertainties are present. Variance in the 3D estimate, as
propagated from the image data, is reduced when levels of redundancy are added to the
solution. Overdetermined equations also allow for checking data for unusually high levels

of error indicating a possible systematic problem.
2.2.2 Two Camera Approach with Errer Checking

An alternative formulation can be shown to be algebraically identical to the above ap-
proach when applied to two cameras only. The 3D point is solved for in two steps and
in the process a parameter relevant to the quality of the reconstruction is computed. To
the author’s knowledge, this formulation is new and is now unique to TRACK software

processing.
The formulation starts with the image to global transformation, 2.6, rewritten here
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using the notation for a particular camera:

[ ”2 ] = 'zl_'Mi[xo — Xoc;] (2.25)
1 =

This may be rewritten to bring x, to the left side of the equation as

o'
X, = 2z, M? [ v}
1

+ Xoc; (2.26)

Equation 2.26 solves for a unique X, in terms of the data coordinates w; for camera
t and the z-camera coordinate for the object point, z.,. If two cameras view the same

object point, 2.26 may be written for each camera (i = 1,2) and combined to form

1 uy | u) ;
Mi' | v | -M3'| v [“]=xm—xm (2.27)
1| | 1 Za
(3x2)

The three linear equations in two unknowns, z,, and z,, may be solved easily using the

linear least squares approach used in Section 2.2.1.

Once z,, and z., have been zstimated the globally defined points x, and i_ may

be determined from 2.26. Points x,, and x,, will never be identical as they each lie on
different camera rays that approach each other but never quite intersect due to errors
discussed in Chapter 3. It can be shown that x,, and x,, represent the respective points

of intersection of each ray with their mutual perpendicular. The spatial mean of x,, and

X,, represents an identical solution to that found for x, in Section 2.2.1.

Skew in the rays is defined as the distance between x,, and x,, and in TRACK is
termed skew ray error. Large skew ray error indicates problems with system parameter
identification during calibation or, for active marker optoelectronic camera systems, the

presence of marker reflections which corrupt the data. In TRACK processing, skew error
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is normalized to camera units based on the mean marker displacement from the cameras.

This permits comparizon of skew levels near the cameras with skew levels more distant

from the cameras.

2.3 Estimating Position and Orientation of Rigid
Bodies

In many photogrammetric applications it is not sufficient to obtain only 3D position
estimates of points in space. Often one must obtain an estimate for spatial position and
orientation of objects. A convenient means of representing this information is through

the identification of a 3D position vector ¢ and orthogonal rotation matrix R [8).

Two methods of approaching this problem will be introduced here. Each method
requires previously determined estimates of the 3D locations of at least three points
on an object relative to a global coordinate system at both a reference (known) and
arbitrary (to be determined) position and orientation. The details of these methods
are not required for development of this thesis and the reader is directed to the cited
references for additional information. The general approach of each method is discussed
go that the reader has an appreciation for the overall problem and can compare these
methods with 2 new approach, discussed in Appendix B, which does not require 3D
point estimation at arbitrary object orientation. Definitions required for both methods

are presented first and then each method is outlined.

Assume a system of n points (n > 3), located on a rigid object in a reference position
and orientation, where esach point P; is defined by known global vector a; (sce Figure 2.3).

The mear of a; (¢ = 1,2,...n) vectors is defined as & such that a = 237 a;. Next, define
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Obiject in Arbitrary
Positlon and Orientation

Object Aligned with
Retarence Coordinate System

Figure 2.3: Position and orientation of objects in space

global vector p; as the position of point P; on the same object in an arbitrary (to be
determined) position and orientation. The 3D vectors p; have been estimated using the
techniques described in previous sections of this chapter. The mean of pi (i=1,2,..n)

vectors is defined as p such that p = 137 p;.

The specific problem is to find a rotation matrix R and position vector r such that

any p; is related to a; as follows

Pi=Ra; +r (2.28)
Equation 2.28 helds equally for the mean points as

P=Ra+r (2.29)
If 2.29 is subtracted from 2.28 then r is eiiminated and the problem is reduced to deter-

mining the rotation matrix R in
(Pi — p) = R(a; — a) (2.30)
Once R has been determined, r may be found from rewriting 2.29 as
r=p-Ra (2.31)
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One method for determining R was developed by Veldpaus et.al. [44]. In their ap-

proach equation 2.30 is rearranged to form
p;=a+ i+ R(a; —a) (2.32)
where vectors p; represent the measured (inexact) p; vectors and # is defined as
t=p—a (2.33)
They then seek a least-squares minimum of the function

f(#,H) = %E [(B: — a— & — Fi(a; — a))T(pi — a — & — H(a; — a))| (2.34)

=1
where H is composed of a scalar “error” s and an estimate of the rotation matrix R such

that H = sR.

Using variational analysis Veldpaus et.al. show that if rank(G) > 2 then

G =RB (2-35)
where
& = 230 - )~ )" (2.36)
B=3A- él-g(L +LT) (2.37)
A= %i(a; _ a)(a; —a)T (2.38)

=1

and L is a matrix of Lagrange multipliers. Veldpaus et.al. demonstrate polar decompo-

sition of G yielding the symmetric matrix B and orthogonal rotation matrix R.

An alternative to the above method is used by TRACK. Thompson [43] and Schut {34]
initiated investigation into this approach which saw further development by Lenox [19],

Conati [7], Ottenheimer [32] and Antonsson [4].
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In this method the rotation matrix is solved via the estimation of four parameters of
a quaternion. These parameters may be thought of as the three components of a unit
vector pointing along the axis of rotation and & fourth parameter equal to the cosine of
one half of the rotation angle about that axis. Schut represented these parameters as

(a,b,c,d) and formed the following representation of the rotation matrix R:

R = (dI-S)™}(dl +S) (2.39)
where the matrix S is defined as
0 —-c b
S = ¢c 0 -—-a (2.40)
-5 a 0

Schut demonstrated the use of 2.39 in 2.30 to form
(dI - S)(p: — p) = (dI + S)(a; — a) (2.41)

When 2.41 is expanded and terms of (a, b, ¢, d) are collected, three linear equations in
the four unknowns are formed for each point defined in both the reference and arbitrary
coordinate systems. Three or more non-colinear points defined in the reference and
arbitrary coordinate systems will form a unique nullspace solution for (a,,c,d). In
principle, fixing any of the four parameters allows for solution of the remaining three via
itirear least-squares. In practice, the potential for singularities in the solution is avoided

through judicious selection of the fixed parameter [4].
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Chapter 3

Photogrammetric Error with
SELSPOT Cameras

Error in photogrammetric measurements may be traced to numerous sources. The ideal
camera model presented in the previous chapter is only an abstraction of a real cam-
era. Distortion caused by the lens and film or detector are but a few of the effects
distinguishing a real camera from the ideal. This chapter discusses error in close-range
photogrammetric measurements, specifically for applications involving SELSPOT! cam-

eras. It begins with a review of measurement terminology.

3.1 Measurement Terminoclogy

The goal of any measurement is to quantify a specific physical property and, with non-
stationary systems, to do so at a specific instant in time. However, no measurement is
exact. The difference between a measured property and its exact value is measurement

error. Since quantifying a physical property always involves some form of measurement

1Cameras used for collecting data in this Chapter were MIT SELSPOT cameras, serial numbers 104
(camera 1) and 105 (camera 2). All other data in this thesis was collected using MGH SELSPOT cametas
gerial numbers 148 (camers, 1) and 178 (camera 2). See conclusions in Chapter 8 for more details.
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it follows that the exact value is never known and hence the error is never known. The
most that can be done is {o estimate the error. The error estimate is called measure-
ment uncertainty. Measurement uncertainty indicates the boundaries or tolerance within

which the physical property presumnably must lie.

Measuring instruments are specified according to their resolution, accuracy and preci-
sion. Resolution refers to the finest increment that may be observed in the measurement.
With computer based instruments this is often defined by the number of digital bits used
to approximate an analog signal representing the property being measured. Instrument
accuracy refers to the difference between an instrument reading and a “known” input
[15]). Accuracy is usually expressed as a precentage of the full measurement range of the
instrument. If a measurement having a particular level of accuracy is made repeatedly,
the resulting cluster of measurement values indicates the precision or reveatability of the
measurement. Calibration of the instrument involves making adjustments (if possible) to
bring the mean value of the cluster of measurements in line with the the known input.
In this manner a measurement’s accuracy may be improved up to the limit imposed by

the measurement precision.

The following discuesion will address two basic classifications of error: stochastic and
systematic. Stochastic error may be attributed to random influences on the measurement
and influences instrument precision. Such errors are typically non-repeatable and cannot
be predicted except in a statistical sense. In contrast, systematic error is repeatable
for a particular measurement configuration. This characteristic repeatability allows for

instrument calibration to play a role in reducing systematic error.



3.2 Stochastic Error in SELSPOT Camera Data

The physical sources of stochastic error in SELSPOT cameras are numerous but from
the standpoint of analysis it suffices to treat the camera as a “black box” and compare
inputs with outputs. From this evaluation approach two distinct types of stochastic error

have been identified.

The first type of stochastic error coneists of a broad band additive noise in the data. It
is considered to have a zero mean distribution across the signal. Consequently, averaging
many data samples under static input conditions allows for better approximation of the

real signal.

Noige in the data has been found to be inversely correlated with the detected intensity
of the active LED marker. Intensity varies with the inverse square of the camera to marker
displacement, and also varies with the relative camera to marker angular displacement.
Different types of markers are available and may be classified according to intensity

output but even within one marker type a range of intensities may be observed.

An experiment was performed for the purpose of relating the intensity values detected
at the camera to the noise level in the data. Cameras were mounted horizontally on
tripods eide-by-side a height of 1.7 meters from the floor. Two types of markers 4, having
different intensities were mounted at camera level on a positioning mechanism, described
later in this chapter, which was in turn mounted on a wheeled cart. A plumb bob
extended to the floor beneath the markers to identify the m;rker location in the horizontal

plane. The positioning mechanism allowed the markers to be angularly positioned about

30ne marker was & single LED, the other a triad of LEDs where each LED was a Litronix LD242-3
in{ra-red emitter.
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Figure 3.1: Intensity versus noise test layout

a vertical axis. Five radial lines emanating from the cameras in the horizontal plane were
drawn on the floor. One line was drawn parallel to the cameras’ principal axes, while
the other four were drawn at angular intervals of +6 and +12 degrees (see Figure 3.1).
Radial increments of 0.75 meters ctarting at 1.75 meters from the camera and ending
at 10 meters were marked along each radial line. At each of the sixty defined positions,
data was collected from each marker at each of six rotation angles equally spaced from
zero to 75 degrees away from the radial line. The measure of noise level used was the
standard deviation in the raw camera data over one thousand samples. The raw camera
data consists of the digitized position (to 12 bits of resolution) of the marker image on

the image plane. Each discrete increment of raw data is termed a SELSPOT unit (SU).

A plot relating mean standard deviation in all data at specific detected intensity

levels is shown in Figure 3.2. One interesting aspect of the data is the non-uniformity
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Figure 3.2: Mean standard deviation of SELSPOT data as a function of detected inten-
sity. (A) Camera 1, u coord; (B) Camera 1, v coord; (C) Camera 2, u coord; (D) Camera
2, v coord

of intensity/noise across different camera coordinates. From the Figure 3.2 it is clear
that the v coordinate of camera 2 contains a higher level of noise at the lower intensity
levels than any of the other three coordinates. This information could be used to assign
weighting factors to the four inputs to the colinearity condition used to estimate the 3D

output coordinates for each marker.

A plot relating marker intensity to camera displacement at zero marker rotation from

the radial line is shown in Figure 3.3.

Physical intuition for the effects of noise on reconstructed 3D data may be gained

by computing the resultant magnitude of the error across the camera field at various
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Figure 3.4: Physical error in the camera field from signal noise as a function of cam-
era/marker displacment. (A) LED triad; (B) Single LED

displacements from the camera. The plot of figure 3.4 relating camera displacement and
physical error in the camera field, was computed from the raw signal noise data using
markers having zero rotation relative to the radial line. In the 3D computations, error
in camera data propagates though the calculations to produce error in each of the 3D
components. These errors in turn affect estimates of position and orientation of rigid
bodies. Error propagation to 3D estimates has been investigated by Woltring [48]. Error
propagation to position and orientation estimates has been studied by Morris [28] and

Murphy [29].

A second type of stochastic error is caused by reflection of infra-red light from the

active marker. A lateral photo-effect diode is only capable of detecting the intensity
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weighted centroid of infra-red light incident upon its surface at a given instant. If light
from the marker is reflected from 2 nearby surface in view of the camera then reflected

light entering the camera will distort the perceived direction to the source.

For the most part reflections are a problem that can be reduced but never completely
eliminated. Large reflections are often easy to detect as they usually lead to large skew
in the 3D reconstruction rays (from coliearity condition). However, even if reflections
are detected in a data set there is no way to recover the uncorrupted data. The most
that can be done is to make some guesses as to where the reflections are coming from,

try to correct the problem, and rerun the experiment.

Controlling reflections involves either physically obstructing the camera’s view of the
reflecting surface or applying a light absorptive material to the surface. Obstructing the
camera’s view of the reflecting surface is only feasible when desired movement in the
camera field will not also be obstructed. A typical application of this type of reflection
control is used during human gait studies. A low profile light baffle (figure 3.5) is used to
obstruct the cameras’ view of the floor between the subject and the camera. A specular
floor finish, rather than a diffuse finish, allows for better prediction of reflection locations

for optimal baffie placement.

The most insidious problem with reflections results from light bouncing from surface
to surface creating a general background illumination of the laboratory space. Insight
to this problem was gained by performing repeated external camera calibrations (to
be described in Chapter 4) under different “passive” conditions in the lab. Repeated

calibrations under identical conditions were performed to establish a baseline of variation
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(b)

Figure 3.5: Use of light baffle to selectively block floor reflections. (a) Specular floor
surface; (b) Diffuse floor surface

in the calibrations themselves. This was followed by repositioning various objects in
the lab that were not in the cameras’ field of view. Repeated calibrations were again
performed and compared against the original calibrations. The difference indicates a
shift in global origin position relative to the cameras on the order of a few millimeters
depending on the severity of the changes made. The metallic venetian blinds behind the
cameras were particularly troublesome, causing a significant change in the calibration

when opened and then closed.
3.3 Systematic Error in SELSPOT Data

The dispersion of repetitive measurements about a mean was indicated above to rep-
resent the stochastic component of measurement error. The displacement of the mean
measurement from a known reference will here be called the systematic component of

measurement error. Under identical operating conditions the systematic error is consid-
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ered to remain constant. Thus compensation for systematic error is possible through

calibration.
3.3.1 Camera Nonlinearities

With SELSPOT cameras, systematic errors are observed in transmission and transduc-
tion of the marker signal through the lens, detector and internal electronica. These errors
vary with marker position in the camera field of view and the intensity of marker light
reaching the camera. The net result of these errors makes straight lines in object space

appear curved in image space.

Calibration (linearization) of the camera image based on marker position in the field
of view is addressed in Chapter 4. The additional nonlinear effect caused by fluctuation
in marker intensity is discussed here. The effect may be described as follows: if a marker
is placed ir a fixed location and observed over & range of intensity values, not only will the
noise (stochastic error) level change but the mean detected position (systematic error) will
vary in a repeatable manner. The magnitude and direction of the variation depends on
the general location of the image on the image plane. Experiime.ts to identify this effect
consisted of placing a single LED marker at close range to the camera on the crosshead
of a large X-Y plotter (described in Chapter 4). The camera was positioned having
its coordinate axes parallel with the coordinate axes of the plotter. A circular, variable
density filter masked the marker allowing variation in the detected marker intensity level.
The marker was moved with the plotter to different regions of the camera field and mean
detected position was recorded at a range of intensity levels. Variations were generally

on the order of one or two camera units toward the center of the field with variations of
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10 or more camers units typical at the edges.
3.3.2 Marker Center Uncertainty

Another source of systematic error is the difference between the assumed and actual
position of the point source of light emissicn from the infra-red markers. It is normally
assumed that the center of light emission is coincident with the geometric center of the
marker. In practice, slight errors are incurred by assuming this. In multi-LED markers,
if one LED is emitting at a lower intensity, the observed center of light emission will be
ghifted away from that LED. Since these errors are repeatabie they have the potential to

be calibrated out of the system.

A series of experiments designed to identify typicul magnitudes for this type of error
were performed. The marker tested comprised a seriea circuit of three Litronix LD242-3
LEDs arranged with parallel axes in an equilateral triangle having 6 millimeters between

LED axes.

A five degree-of-freedom positioning test stand was assembled from Klinger optical
mount components (see Figure 3.6). A marker mounted on the distal end of the positioner
could be aligned for rotation about any axis parallel to the marker axis or about any

vertical axis perpendicular to the marker axis.

Two experiments were performed. The first sought to identify the center of light
emission displacement from the marker axis. The positioner was placed approximately
3 meters from a camera. At this range one SU corresponds to approy’ ~ately 0.25 mil-
limeters of displacement perpendicular to the camera axis. A pointer fixed in global

space was used to align the positioner’s horizontal rotational axis with the marker axis.
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Figure 3.6: Five degree-of-freedom LED positioning stand

The marker was rotated through 360 degrees about its axis while (4,v) camera position
readings were recorded. The rezdings indicated no mcore than +1 SU variatation in the
detected marker location through the full rotation. This indicates the center of light from

the marker deviates no more than 0.25 millimeters from the marker axis.

The second experiment attempted to identify the location of the center of light emis-
sion on the marker axis of symmetry above the marker surface. The positioning stand
and marker were arranged as before with the vertical rotation axiz passing through the
point at which the marker axis intersects the LED plane. Camera data was recorded as
the marker was rotated to £+ 60 degrees about the vertical axis. This test indicated the
center of light cmission was located approximately 1 millimeter from the top surface of

the LEDs, outward along the marker axis.
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Chapter 4

Close-Range Photogrammetric
Camera Calibration

Chapter 2 introduced fundamental analytical relationships reqﬁcd for estimating the
position of points in 3D space based on 2D camera images. Those relationships contained
parameters which were assumed known. Those parameterz were: the global-to-camera
rotation matrix M and position vector x,., the camera principal distance d and principal
point u,, and the internal corrections Au and Av. In general thesec parameters are
different for each camera and constant only for a particular camera in a fixed geometric
configuration. Quantification of these parameters, either explicitly or implicitly, is the

end product of camera calibration.

This chapter assumes that cameras, once placed, remain fixed in the giobal coordi-
nate system and that if cameras are moved then one or more aepects of calibration must
be performed to reestablish the calibration parameters before reducible data may be ac-
quired. This is in contrast to the more complex task of calibrating a camera which moves
with respect to the global coordinate system. The solution to that problem, required for

Large Volume TRACK, builds or the discussion in this chapter and is developed further
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in Chapter 5.

This chapter presents a new approach to calibration that effectively treats the iden-
tification of internal and external orientation parameters as separate problems. The first
section of this chapter contains a review of previously available calibration techniques.
The Direct Linear Transform is reviewed in detail &s it forms the basis from which to
discuss the new technique for external calibration and is also compared with the new tech-
nique for performance. The remaining sections of this chapter discuss details of the new

technique including theory, implementation, hardware components, and performance.

4.1 Review of Analytic Calibration Techniques

Historically, photogrammetric investigations were primarily carried out using meéric cam-
eras for which the elements of interior orientation were designed into the camera system.
Precise (and expensive) design and construction provided instruments having internal pa-
rameters known to a high level of accuracy. Applications for these devices were typically

in aerial photogrammetry and cartography.

In response to photogrammetric applications in a variety of fields in which the spe-
cialized construction of metiric careras was prohibitivly expensive, various approches for
identifying the elements of internal and external orientation through experimental mears
have been explored. In all methods a set (or sets) of reference markers are placed in the
field of view of one (or all) cameras. Methods vary in assumptions pertaining to refer.
ence marker position definitions in 3D space, number of marker scts used and algorithmic

reduction of image data to the camera orientation parameters.



The most widely used method for calibrating non-metric cameras was developed by
Abdel-Aziz and Karara [1]. This technique, called the Direct Linear Transform (DLT),
allows for identification of elements of internal and external orientation in a convenient
implicit. form. The DLT method has been observed to exhibit poor accuracy when ex-
trapolating to estimate 3D positions outside the volume of reference markers used [51].
This method therefore requires that reference markers fill the desired workspace. This
requirement becomes cumbersome if a large workspace is desired. Improvements to the

DLT accuracy have been made [14] but the extrapolation problem persists.

Woltring developed the Simultaneous Muitiframe Analytical Calibration (SMAC)
technique [46] [47] which provides explicit solutions for the internal and external ori-
entation parameters. A planar distribution of markers is arbitrarily placed in at least
three unique postions and orientations. One such planar position defines the global ref-
erence frame while the other positions are arbitrary and unknown. SMAC employs a
sophisticated, statistical approach for reducing the information viewed by each camera

of each planar position to the desired orientation parameters.

Dapena [9] and Fijan [10] developed similar calibration methods which eliminated
the need for known reference markers. Each method employs separate procedures for
internal and external parameter identification. In Fijan’s case, the internal calibration
is the same method described in Section 4.2.1. The external calibration consisted of
identifying the camera position and orientation which minimizes in a least-squares sense
the skew error between rays of colinearity of arbitrarily located markers observed by two
cameras. In practice the method finds a solution to within a scale factor. If the camera

baseline displacement or the constant displacement of two markers on a rod is known,
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then the scale factor may be estimated and the solution is complete. The limitation with
this method is that it doee not directly solve for the camera positions and orientations

with respect to a defined global reference frame.

The reasons for development of an alternative method of calibration are based on
several factors which occured during TRACK development. One factor is that all of the
above described calibration methods share a common problem concerning verification.
No provision is made for verfying that markers not used in the original calibration may
be accurately estimated in 3D. This fact led to developement of a novel calibration
structure which provides an unlimited number of reference markers for calibration and/or

verification.

Another factor concerns the history of TRACK calibration. Prior to the author’s
involvement with TRACK only internal parameter calibration had been applied. External
calibration was assumed unnecessary due to careful mounting of cameras on cptical bench
equipment. As described below the internal calibration technique quickly evelved to the
point where rapid and repeatable preformance and verification was possible. In contrast,

the assumed external calibration was found to be severly lacking in performance.

This naturally led to treatment of external calibration as a separate problem and to
a new overall calibration approach involving separate internal and external parameter
identification. This approach was designed to be computationally efficient and to avoid
the stated problems inherent in the methods described above. In particular its perfor-
mance will be compared with the DLT method. For this reason the DLT is described in

detail below.
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The Direct Linear Transform

As originally developed, the DLT method simultancously solved for the comparator-
to-image! and image-to-object transformations. In this presentation it is assumed an
opto-electronic camera is used which provides image point information directly relative
to an image coordinate system fixed in camera coordinates. In effect the DLT method
assumed a camera model similar to the model presented in Chapter 2. The only difference
is in the treatment of the elements of interior orientation. Abdel-Aziz and Karara used
linear functions of image coordinates (u,v) to represent image distortion and optical

misalignment. These functions were of the form:

4 =c; + cu + v (4.1)
U = ¢4 + Csu + cgv (4.2)
where ¢,,...,cq are constants representing the parameters u,, d and functions Au and

Av as presented in the previous chapter. This results in a transformation identical in
form to equation 2.6 with the substitution of the above & and ¥. Algaebraic manipulation

of this equation leads to

w = ’lzo + llyo + 1320 + 14 (4 3)
sz, + Lioyo + h12o + 1 '
and
ls-‘ﬂo + lﬁyn + l"zo + l! (44)

- lﬁzo + llOyo + lllzo + 1

where the 11 parameters k (the DLT parameters) are nonlinear combinations of the
orientation parameters M, X, d,¢;,...,ce. Note the similarity of 4.3 and 4.4 to the

colinearity equations 2.8 and 2.9.

1A comparator is a device for digitising film image points in a fixed reference coordinate system
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The main feature of the DLT is that the 11 DLT parameters may be treated as
constants for a given camera in a fixed orientation relative to global coordinates. No
reduction to exact internal and external parameters is required. The exact parameters

are implicitly solved for in knowing the DLT parameters.

The linearity of 4.3 and 4.4 permits their expression as two equations with either the
eleven DLT parameters unknown (X,, %, v known) or with x, unknown (DLT parameters
and u, v known). In the first case the DLT parameters may be solved for by placing
reference markers in each camera’s field of view. If at least six non-coplanar reference
markers are observed by the camera then twelve or more equations are available for

reduction via least-squares to the eleven unknown parameters.

In the second case, once the DLT parameters have been determined for each camera
the equations may be written in terms of an unknown x, vector by combining the DLT
parameters into constant coefficients of two general equations for a plane in space. The
intersection of the two planes defines a ray of colinearity as discussed in Chapter 2. If
n cameras are used to observe a single arbitrarily located marker, then 2n equations in

terms of the three unknown components of x, may be solved for via linear least-squares.
4.2 Separate Internal and External Calibration

As explained previouely, limitations in existing calibration methods and previous MIT
experience with internal camera calibration led this research investigation toward the new
calibration method described below. Also providing a push was the development of Large

Volume TRACK for which it was anticipated that explicit identification of all orientation



parameters would be required. The internal calibration problem was developed firat as it
was needed immediately in order to bring the SELSPOT-II cameras on line with existing
TRACK software. Subsequent effort in external calibration began with investigation of
the DLT method with an eye toward explicit parameter identification. The resulting new
method evolved as elements of the DLT approach, not required for & system in which the
elements of internal calibration are a.lready known, were discarded and new techniques

implemented.
4.2.1 Internal Camera Calibration

This section describes the technique developed for determining elements of interior ori-
entation, d, u,,v,, Au, and Av, of a particular camera. The procedure involves mapping
systematic error (distortion) in the camera field of view into a lookup table array of
correction values. In the process, the principal point (u,,v,) is zeroed and an effective
principal distance d ie computed. In the case of SELSOPT-II cameras, sources of sys-
tematic error are in the lens, in the lateral photo-effect diode detector, and in signal
processing electronics. All of these effects may be considered intrinsic to a particular

camera and have been shown to be constant over time.

In Chapter 2 general transformation equations, 2.8 and 2.9, were presented which
relate an object point in 3D to its respective 2D image point for a particular camera
arbitrarily located in the global reference frame. If we now assume the camera is aligned
such that global object space axis z is colinear with the camera axis z, and the axes

z, and y, are parallel with respective axes z. and y. (see Figure 4.1) then the rotation
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Figure 4.1: Internal calibration idealized camera and plotter geometry

matrix M becomes the identiy matrix I and the general equations 2.8 and 2.9 reduce to

7 z,
5= (4.5)

=Y (4.6)

where % = u — up + Au and ¥ = v — v, + Av. Equations 4.5 and 4.6 are fundamental to
relating a point in object space coordinates to a point in image space ccordinates during

internal calibration.

Internal Calibration Methodology

The general goal of internal calibration is to obtain a correction, Au and Av, for each
discrete (u,v) coordinate in image space. In practice it is impractical to store a unique
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'correction pair for each discrete coordinate pair. A camera with 12 by 12 bit resolution
would require at least 2 » (2!2)? bytes of memory to hold a correction pair for each coor-
dinate pair. Continuous functions of image coordinates describing image distortion have
been widely used and are typically described in standard photogrammetry texts. These
functions are however limited in their ability to describe what may be highly non-linear
and anti-symmetric image distortions. As an alternative, if correction pairs are stored for
coordinate pairs at regular intervals across the camera field of view, interpolation between

corrected coordinates will suffice provided the correction field is sufficiently dense.

The method described here for use with SELSPOT-II cameras defines a grid of 51 by
51 coordinate pairs. Each square of the grid spans 81 discrete camera units with a border
of 23 camera units remaining outside the grid. Correction value pairs applied to each
(u,v) data pair are derived from a look-up table of known points using a finite element
technique involving the computation of interpolation functions. The use of interpolation
functions in this manner was first described by Antonsson [3] but, for completeness, the

technique is reviewed here.

First, the grid square containing the (u, v) camera coordinate being corrected is identi-
fied and the corner (node) positions, in camera coordinates, are computed. The positions
of u and v within the selected grid square are scaled to lie in a range of from —1 to +1
in proportion to their position within the boundaries of the square. Four interpolation

functions, A; of the form
1 1
k= Z(l +r)1+38) ; ha= Z(l —r)(1+3s)
1 1
hs = Z(l —r)(1—-38) ; he= Z(l +7r){(1-23)
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are computed, where (r,s) is the scaled (u,v) coordinate position. Correction values
Criy Co; 8t 2ach node ¢ are read from the look-up table and corrections, Au and Av, to be

added to (u,v) are computed via

Ay = ihcﬁ ; Qv =ihic,.-
=1

=1
During typical data processing, this procedure is repeated for every data coordinate pair

processed in each camera.

Identification of the camera principal point (up,v,) involves simply defining it to be
the center of the camera view (2048,2048). This definition is used during the calibration

process so that any error in this definition will be accounted for in the correctior data.

The camera principal distance is selected so as to minimize the magnitude of the
correction values used. This approach is valid since the principal distance is always used
as a ratio to the corrected camera data and is decided upon before final correction values

are determined. This is explained in more detail below.

Internal Calibration Apparatus

The main piece of apparatus used in internal calibration is a reconditioned Gerber X-Y
plotter. The plotter was originally designed to generate large mechanical drawings. Early
technology stepper motors and drivers were used to position its crosshead throughout a
60 by 60 inch surface area. Internal gearing allowed for stepping resolution to 0.001
inches in each axis.

Plotter reconditioning involved motor and drive replacement, and gear and bear-

ing cleaning and lubrication [5]. All existing electroric components were removed and
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discarded. The motors were replaced with Superior Electric Co. Slo-Syn Model M111-
FDI12E stepper motore with model MPS 3000A Power Supply and model STM103 Trans-
lator. Since it was desired to control two motors with one power supply and translator, a

relay arrangement was used to allow selection of either motor from the same translator.

Two limitations were imposed by this:

1. Only one axis could be driven at a time. This was not considered a problem gince

speed of overall movement is not a factor during calibration.

2. The relay switches the signals to the four motor windings. There are eight com-
binations (or phases) of motor winding activation which when proceeded through
in sequence, under control of the translator, produce normal motor rotation. Each
phase represents a discrete motor step. If the motors are not positioned at the
same phase when the relay switches, then the motor being switched to will make
a sudden jump to the current translator defined phase. Since motor position is
assumed to correlate to the number of pulses sent out, switching motors out of
phase results in corruption of position information. The solution to this is to only
move the motors in multiples of eight steps, thereby assuring the motors will be at
the same phase when switching between them. This has the drawback of effectively
limiting stepping resolution to 0.008 inches (eight times the plotter step resolution

of 0.001 inches)
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Internal Calibration Procedure

Calibration setup involves ensuring that the plotter plane of motion is perpendicular
to the camera principal axis z.. While this alignment is not critical ! it is desireable
to maintain small correction values and gradients for purposes of minimizing storage
requirements and maximizing interpolation function accuracy. To perform the alignment,
a ring of eight markers was mounted about the camera lens, pointing outward parallel
to the camera principal axis. A mirror mounted in the plotter’s planar bed reflected
the marker images back to the camera. The plotter and camera were adjusted until the

ensemble average (u,v) position of all markers read at the principal point.

To collect a calibration data set, the plotter marker was sequentially positioned at
each of the 2601 look-up table points in the camera’s field of view. At each point, the

plotter position, (z,,¥,), Wwas recorded.

To obtain z,, an additional calibration set iz obtained at a different plotter displace-
ment d. Since each calibration set relates the same camera coordinates to a unique
set of (z.,y,) plotter coordinates, the distance between planes (d, — d,) may be used to
construct spatial rays which intersect each plotter plane at identical camera coordinates.
All such rays must converge at the camera center of projection. The best intersection

point of a torroidal selection of approximately 1000 rays provides the estimate for z,.

Knowing the camera object space coordinates (z,, ¥o, Zoc), the principal point (uy, vg),
and the camera image space coordinates (u,v) of each marker in a calibration set allows

for computation of a best principal diatance d using Equations 4.5 and 4.6 with correction

! Any misalignment will be accounted for automatically in the correction values.
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values Au and Av assumed to be zero. Once a d has been determined, Equations 4.5
and 4.6 are again applied using (2o, ¥o, Zac), 4 , (%p, vp) 8nd (u,v) to compute Au and Av
for each grid node. The values Au and Av are placed in respective positions of a look-up

table file.

Internal Calibration Results

Results of calibration are easily visualized from plots of constant correction lines in each of
the u and v camera coordinates and from vector field plots of the combined correction in
(u,v) across image space. Plots for two SELSPOT cameras? are presented in Figures 4.2

through 4.7.

Note that the two outer elements on all sides of the look-up table were eliminated
due either to nonexiatent camera coordinates or unacceptable error. During actual ex-

periments, data found in this area is discarded.

Look-up table and calibration technique validity was checked by pregramming the
plotter to move through a series of 2000 randomly generated positions in the camera field
of view. At each plotter position, 100 camera data samples were averaged to eliminate
noise. Camera data was corrected using the generated look-up tables and compared to
the expected data value based on the known plotter to camera transformation. The
comparison indicated that, aside from & field of view border of 250 camera units, the
maximum difference between the observed position and the predicted position was 2.5
camera units with a standard deviation difference of £0.7 camera units. When combined

3The SELSPOT cameras used were borrowed from the Biomotion Laboratory at the Massachusetis
General Hospital, serial numbers 146 (camera 1) and 178 (cumera 2).
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Figure 4.2: Correction Au over (u,v) field: Camera 1 (sn. 148) [image units]
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with an average uncertainty in plotter positioning of 4+0.2 camera units the resulting
average overall uncertainty remaining in corrected data was +0.9 camera units. Expreased
as a percentage of the reduced viewing field the overall worst case uncertainty was 0.07

percent while the average uncertainty was 0.025 percent.

This experimental protocol has been repeated several times over 18 months with sim-

ilar results indicating no variation of overall camera non-linearities or any setup artifacts.

Further Work

The possibility of correcting for slight changes in the effective principal distance and cali-
bration changes due to distance from the camera and intensity changes should ultimately
be addressed. Calibration at a multiplicity of ranges from the camera and corrections
for intensity could be accomplished and programmed readily given today’s relatively

inexpensive computer memory.

Accessing and interpolating camera data corrections is comparatively time consum-
ing compared to the overall data processing time [22]. Tetewsky [41] first suggested
implementing internal calibration correction values in hardware but lamented the lack of
available memory to do so. This possibility has been considered for the current TRACK
implementation. The approach would involve precomputing the corrections for all points
in the camera field and storing the values in RAM. If corrections for all 4096 by 4096
points were precomputed, over 16 Megabytes of RAM would be required provided cor-
rection values do not exceed byte storage size. A more likely alternative would be to

precompute alternate nodes, requiring approximately 4 Megabytes of RAM, and use a
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nearest node criterion to determine the correction value to be used if the data does not

fall on a precomputed node.

4.2.2 External Camera Calibration

In the previous section a method for estimating explicit values for the elements of interior
orientation of a camera was presented. In this section the method for estimating explicit
values for the external camera parameters, M and x,., will be presented. The general
procedure is similar to other procedures discussed above in that a control volume of known
3D points is observed by individual cameras. The difference is in the way the data is
processed, and in the ability of the calibration structure to generate additional control

points, not used in the original calibration, for checking the accuracy of the calibration.

Algorithmic aird Software Development

The algorithmic approach has three stages. It begins by generating a least squares solu-
tion to an overdetermined set of parameters, similar to the DLT method, but including
the elements of interior orientation as known parameters. This generates an approximate,
non-orthogonal, solution for the nine element rotation matrix and three element position
vector. In the next step a best orthogonal matrix is derived from the approximation using
polar decomposition ( more generally, singular value decomposition). This is followed by
successive small angle adjustment iterations to a best fit solution in a least-square sense.

Each of the three steps is described in detail below.
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Step 1: Inmitial Approximation Following the development of the colinearily equa-
tions presented in Chapter 2 the additional assumption is made that the elements of
internal camera orientation are known. Writing the colinearity equations 2.8 and 2.9
in terms of the position vector of the global origin relative to the camera, x,, where

Xeo = —MX,, the following 2 linear equations may be formed:

o = MuZe + My3Yo + M13Z, + Teo (4.7)
M31ZTo + MaaYo + M332o + 2o .
y = %o + Mma3Yo + M3z, + Too

ma Z, + m3aYo + mazz, + Zeo

A set of control markers, of known x,, may be observed by the camera being cali-
brated. The observed image points are combined with the interior orientation elements to

produce u’ and v'. Equations 4.8 now represent two equations in 12 unknown parameters.

! ! [ !
M2, + Mi1aYo + M13Zo + Teo — M Tolh — MagYolh — Ma3Z,h — Z,u = 0 (48)

/ ] 1 /
m21Z, + M2aYo + M2326 + Yoo — M31ToV — MagloV — M3aaZoV — Zev = 0

Using at least 6 control markers will result in at least 12 equations in the 12 unknowns.

Attempting to solve for the 12 unknowns directly in the form given yields a null space
solution. A particuiar solution may be found by dividing through both equations by one
of the unknowns and solving for the remaining unknowns in an inexplicit manner. In

this case the unknown component z, is selected and the following set of equations for n

(4



control markers represented in matrix notation becomes:

( LM
a2
(Zo Yo 2y 1 0 0 0 0 —zoup —yYou] —Znu; || g ( ]
0 0 0 0 25, Yoo 25, 1 —2% —Yo 7 —20,Y] Zeo V]
T, Yo 2 1 0 0 0 0 —Zou) —yYuus —Zni; My :
0 0 0 0 Zo; Yoo %203 1 —Zoy¥3 ~Yut3 —Zn¥ fag | = | va
: : Ma3 :
Tow You %n 1 0 0 0 0 —2o,u, ~Yo,Up —Zo,lpn Yeo Un
[ 0 0 0 0 z,, %on 20, 1 —2To v —yo V) —2zo,.0, || M [ v, |
naz
| a3

where the “barred” elements represent division by z,.

Once the eleven “barred” elements have been estimated, an explicit estimate for the
original 12 unknowns may be found by constraining the magnitude of the determinant
of M to be unity! and z,, to be positive (the global origin is never behind the camera
during calibration). Defining M = (1/z,)M then imposing the constraint [|M| = 1
yields

zo = |(IMI])'7| (4.9)

The results of this step are estimates for the m,; elements of M and estimates for the
components of x,. In the following discussion the estimate for M will be refered to as

A apnd the estimate for x, as a.

Step 2: Generating an Orthonormal Fit The matrix A was estimated without fully
imposing orthogonal constraints. It does not, therefore, represent a proper rotation. A
best fit orthogonal matrix may be extracted from A via the general technique of Singular

Value Decomposition tailored to the specific task of decomposing an arbitrary square

lthis is a necessary, but not sufficient, requirement of all orthogonal transformations
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matrix A into a symmetric matrix S multiplied by an orthogonal matrix Q. This is
called Polar Decomporition (see Appendix A).

It is assumed that A will be “close” to orthogonal, meaning that the symmetric
matrix resulting from the polar decomposition will be nearly the identity matrix, with
diagonal elements close to unity and off diagonal elements close to zero. Eigenvalues of the
symmetric matrix are stretching factors [40] and indicate distortion in the overdetermined
solution. The result of this step is an orthogonal matrix Q which represents only the

rotational component of A.

Step 3: Small Angle Adjustment Once a valid orthogonal rotation matrix Q and
position vector a have been estimated, a bust fit solution to six degrees-of freedom may
be pursued. This method was suggested by Robert Fijan, & fellow PhD candidate. The

goal is to determine M and x, in

x =Mx, — x, (4.10)
Estimates Q and a will produce an approximate x called x, where

Xe = Qx, — a (4.11)

The problem is now reduced to finding a small correction rotation B and translation b
such that

x=Bx,-b (4.12)
Combining 4.12 and 4.11 and comparing with 4.10 the desired result is

M = BQ (4.13)
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and

X, =Ba+b (4.14)

If B is assumed to represent a small rotation, it may be approximated in terms of
three independent direction cosine elements (&, 8,7) [8] and represented as

1 1 -8
-y 1 a (4.15)
B —a 1 ]

B=

Rewriting 4.12 with 4.15 in colinearity equation form yields

. z.+')'y¢—ﬂz.+b.
“ a ﬂza — ay, + ¥ N + bz (416)
' —VZq + Ya + azg + bu

ﬂza—ay¢+3¢+b-

which is a function of only 6 unknowns (a, 8,4, bs,b,, b,) and may be solved for in a

manner similar to obtaining the initial estimate A in the first step.

In this case the set of 2n equations becomes

[ _u"lycl (u'lzﬂl. + zﬂx) —Ya, -1 0 u,l ] - - [ Tey, — u;zﬂl ]
_(v;yﬂl + zdv.) ”izﬂx = Ta, 0 -1 ”i @ Yay — v;zﬂl
_u”:yn (u’,:c., + zﬂ:) ~Yay —1 0 ulz B Tay — “'zzd:
—(v2¥a; + 2a,) e ~Za, 0 —-1 9] Z = | Ya» — V2Zay [(4.17)
. . & .
—t. Yan (vhTap + 2a,) —Yau -1 0 1wl b, ZTa, — UhZ,,
| ~(VYan T Za,) VpZa, -Z,, 0 -1 v |~ "~ | Yan — V%0,

The 6 unknowns in 4.17 may be solved for via linear least-squares.

In practice, elements (a, 8,7) of 4.15 are not always very close to zero. This results
in B being non-orthogonal to a significant degree. In this case polar decomposition of B
.aust be performed before it may be multiplied into the solution. If polar decomposition

results in a symmetric matrix substantially different from I then the orthogonal approxi-
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mation is used instead of B .in 4.13 and 4.14. The process of adjustment is then repeated

until B is sufficiently cloge to orthogonal without pelar decomposition.

At this point an exact least-squares solution to the six degree-of-freedom external
camera calibration problem has been obtained in terms of the rotation matrix M and

position vector X,.

Reference Structure Design

Implementation and testing of the external calibration approach described above was
carried out using a gpecially designed reference structure. The structure was designed
with several goals in mind. Primary among those goals was tc minimize the potential for
reflections. With active marker systems there is always the potential for objects (eg. a
structure member) lying in the space between a marker and the camera to caet reflected

marker light into the camera. This results in corruption of the camera data.

Calibration procedures are often checked by using the data acqusition system to
estimate the position of reference markers after calibration and compare the obtained 3D
position estimates with the assumed known positions. However, if reference markers used
to perform the calibration are also used to check the calibration then systematic errors
will be leas apparent. For testing purposes it was desired to create a structure which
would allow for the presentation of an alternate set of reference markers not previously
used in the calibration. In doing this, no sacrifice in assumed 3D marker position accuracy

should be made.

To realize these goals a planar structure of markers which could be accurately posi-
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Figure 4.8: Calibraticn structure

tioned at different angles about a vertical rotational axis was designed and constructed.
The proposed calibration procedure would involve sequentially positioning the marker
structure at several known angular positions. Using the known structure angle, simple
trigonometric relationships would allow for computing a known 3D marker position rela-
tive to an embedded reference coordinate system. This would have the effect of generating

a unique volumetric reference structure for the external calibration process.

As designed and constructed the calibration structure consists of 16 markers arranged
in two coplanar concentric circles of 8 markers each. The inner and outer circle diameters
are 60 and 120 centimeters respectively. Square aluminum tubing forms a lightweight

but rigid support structure for the markers (Figure 4 8).

Rotational positioning is accomplished using an 8 inch Daedal Series 2000 rotary
positioning table having a positioning repeatability and accuracy to 0.2 and 3.0 arc

minutes respectively. The worst case positioning accuracy occurs in the four markers
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on the outer circle of markers at a radius of roughly 60 centimeters from the rotational
axis. The rotatary table selected gives a positioning accuracy of 0.5 millimeters for these
markers. With table calibration the inherent table repeatability could be used if needed

to improve the worat case marker positioning accuracy.

The rotary table is driven by a Superior Electric M062-FD09 stepper motor having
400 steps per revolution. This combined with the 90:1 rotary stage drive ratio yields a

rotary stage step count of 36000 steps per stage revolution.

The marker structure is mounted on a 150 centimeter long section of Klinger Scientific
model X95 optical bench which in turn is screwed vertically into the rotary table surface.
Klinger X95 optical bench carriages mounted on the marker structure allow for manual
vertical positioning of the marker structure along the length of the optical bench section.
Shims were used between the optical bench and the rotary table surface during assembly

to ensure parellel alignment of the rotary table axis and optical bench axis.

The base of the structure carries the rotary table and consists of a triangular aluminum
plate having pointed thumb screws at the rear corners and a fixed pointed screw at the
front corner. Adjustment of the thumb screws permits leveling of the structure on the
three pointed screw ends. The laboratory floor is surfaced with 12 inch linolium tiles.
The base plate was sized so that placing the front point of the base at the point of
intersection of four tiles allows for sighting along the rear edge of the plate to align it
with the tiles. A mark on the stage and motor allow for repeatable positioning of the

structure in the prefered laboratory coordinate system orientation. For portability, two

small wheels are mounted at the back corners of the base plate and come into contact
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with the floor when the thumb screws are retracted.

This deeign provides the following features:

e Minimum potential for reflections since at any one time all markers are in a planar

configuration.

e Ability to provide a virtually unlimited combination of reference marker pozitions

and alternate verification marker positions.

e Ability to point directly at camera being calibrated, thereby maximnizing active

marker intensity.

e Ability for all cameras located throughout 360 degrees to be calibrated with markers

accurately referenced to a common coordinate system.

Reference Structure Geometric Verification

Once the calibration structure was constructed it was desired to verify the structure
geometry as designed against the geometry as constructed and observed by the cameras.
This involved identifying not only the relative position of markers in the plane of the
structure but also identifying the position and orientation of the structure rotational axis
in the structure coordinate system. Most errors in marker positions were created during
manufacturing as a result of poor choice of materials. The thin walled aluminum tubing
was observed to warp slightly during machining. The geometry seen by the cameras
will in general also vary from any externally measured geometry due to uncertainty as

to the exact point of light emission from the marker. While the difference between
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marker geometric position and its camera observed position is small (see Chapter 3) it
was deemed important to attempt to identify this error as well. With prior internal
calibration tke cameras themselves were deemed the best instruments for measuring the
observed structure geometry. In addition, a direct measurement of the structure geometry

was made. Both methods are described below.

Camera Measurement Based Structure Geeometry Verification The procedure
for verifying the calibration structure geometry using camera measurements involved
primarily three steps. In the first step the structure was positioned in the view of both
cameras and aligned with laboratory coordinates in a zero rotation angle. Data were
collected from several rotated positions at which both cameras could view all markers
at all times. Structure postions were equally distributed about & neutral position. The
second step applied the method of Fijan [10] to determine a relative calibration of the

two cameras based on a minimization of skew ray error from commonly observed points.

In the third step, data from individual markers observed at different structure angles
are reduced to 3D points defining arcs of concentric circles distributed along the actual
structure rotational axis. A least squares fit to all arc centers yields the 3D position of
the structure rotational axis. The structure Y-axis was defined to lie along the rotational
axis. The origin of the structure was defined to be the mean of all points used to estimate
the axis. To determine X and Z axes a least-cquares planar fit is made to structure data
in the neutral position. The cross-product of the plane normal and the Y axis defines
the X-axis. The Z-axis is then orthogonal.to the X-Y plane in a right handed coordi-

nate sense. Once the position and orientation of the structure coordinate system were
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identified with respect to the relative calibration, the 3D marker positions estimated in
relative calibration coordinates were transformed to structure coordinates. Ideally, these
estimated structure marker ccordinates will match the nominal “as designed” coordi-
nates exactly. In reality, error will k= identified in structure marker coordinates. It is the

consistent and repeatable error that is of interest in this data.

In an effort to obtain consistent and repeatable error, fifteen data sets were collected.
Cameras were placed with a baseline displacement of 2.5 meters at a range of 4 meters
from the calibration structure. Five camera angle combinations at each of three structure
height adjustments allowed for acqusition of fifteen data sets originating from different
locations within the combined camera viewing volume. Each data set was composed
of samples from both cameras at three structure rotational positions, -30.0, 0.0 and
+30.0 degrees. It was anticipated that this approach would minimized the effect of error

propagation from residual nonlinearity in each camera.

The nominal {as designed) geometry, adjusted geometry and geometry errors are
displayed in Table 4.1. The maximum adjustment applied to any of the sixteen markers
was 6.6 millimeters. . = average adjustment was 3.9 millimeters. It is interesting to
note that the majority of correction was seen in the z coordinate direction for almost all
markers and all of the z coordinate errors are positive. This will be discussed further in

section 4.2.3.

Direct Measurement-Based Structure Geometry Verification The calibration
structure was measured directly with the use of the X-Y positioning calibration plotter

used for internal camera calibration. A dial jaw caliper set was clamped to the plotter
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Table 4.1: Nominal and camera measured calibration structure geometry (millimeters).

Difference
No. Y[ Z
1 25119
2 16125
3 09118
4 05|28
5 21114
6 14124
7 22|25
8 23132
9 3.715.1
10 03117
11 04|37
12 051]4.9
13 13| 4.5
14 2113.2
16 27| 1.7
3.7

crosshead with hole depth gauge pointed normal to and away from the plotter plane. A
needle fixed to the end of the hole gauge was used as a pointer to make measurements
of up to 6 inch range in the Z plotter direction. Moving the plotter crosshead in X
and Y allowed for full coverage of the calibration structure planar marker distribution.
Adjusting the caliper mounted pointer allowed for making out of plane measurements as

well as identifying the calibration structure rotational axis.

Setup consisted of first identifying the point at which the structure rotational axis
passes through the top cover surface of the central post of the calibration structure. This
was done by using a fixed pointer to identify the point on the top surface that does
not move when the post is rotated. Two wires fixed at the identified point pass over

adjacent edges of the top cover and are fixed at the central post base at the midpoint
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of the mounting. Together, these wires indicate the direction of the rotational axis.
Th’e calibration plotter was then brought within measurement range and the level of the
calibration structure base was adjusted until the plotter pointer did not deviate from
following each wire from bottom to top during a vertical crosshead movement. This
operation assured that the vertical axis of the plotter was aligned with the calibration

structure rotational axis.

Following this the calibration plotter coordinates were zeroed at the identified point
on the top surface of the central post and all structure marker positions were sequentially
identified. To assiat in identification a mask was constructed having engraved crosshairs
which when placed over a structure marker assisted in identifying the geometric center

of the marker.

Measurement results are presented in Table 4.2. Note that now the nominal structure
geometry has been adjusted to reﬂe;t the change in structure origin to the top center
of the central post. The rather _!arge positive and negative errors in the Z coordinate
direction may be attributed in part to an offset in the rotation of the structure plane
with respect to the zero reference . mark used. This zero reference mark is fixed for all

tirne so the offset will not have a detrimental effect.

4.2.3 Testing and Evaluation of Overall Internal and External
Calibration

An evaluation of the calibration was performed using a few straightforward and repeat-
able tests. The goal of the evaluation was two fold: to identify what reconstruction

error existed after calibration and to compare the calibration performance with the DLT
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Table 4.2: Nominal and directly measured calibration structure geometry (millimeters).

ﬂ Difference
Y| Z
15[ 16
1.0 [ -1.4
0.1]-2.6
-0.4 | -4.7
1.3 1-2.7
-02|-13
03| 15
12| 1.5
09]-23
0.1]-2.8
-1.6 | -7.1
-1.3 | -8.7
-0.1-5.0
0.1f 15
19| 4.6
27] 1.0

method.

The test protocol in all cases consisted of mounting the cameras on a horizontal beam
with a baseline displacement of 3.3 meters and a convergence angle of 25.0 degrees for
each camera. This located the viewing volume center at a perpendicular distance from
the baseline of 3.5 meters. The calibration structure height was adjusted to its highest
possible setting and the camera mount heights adjusted to place the structure in the

center of each cameras view.

Calibration data was obtained by generating an effective 3D structure for each camera
individually. Each 3D structure was composed of three unique structure positions. The
first position pointed the structure directly at the camera while the cther two positions

were at 130 degree rotations from the first. In each cese data from ali 16 structure
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markers were collected and individually averaged over 300 frames.

Verification data waa obtained by placing the calibration structure in its neutral
position, pointing directly perpendicular to the camera baseline, and collecting data from
both cameras simultaneously. Again, data from all 16 structure markers were collected
and averaged over 300 frames. Note that this particular structure position was not the
same as any position used in generating the calibration data and therefore defines 3D

points for verification not used in the calibration.

Three different calibration methods were implemented and compared. In the first
method the DLT was used without any preprocessing of the data. It was assumed this
would help identify the raw performance of the system. In the second method the DLT
was used with both calibration and verification data sets corrected using the internal
calibration technique discussed in Section 4.2.1. This method, compared with the first,
would identify any performance increase in applying the internal calibration. In the third
method the full six degree-of-freedom (6 DOF') reduction was applied using internal and
external calibration as discussed in Sectione 4.2.1 and 4.2.2. Thie method was to be

compared with the other two methods for performance.

Four sets of performance comparisons were procesesed. In each case one subget of
markers from the calibration data was used to calibrate the system and then verify the
3D positions of & subset of markers in the verification data. In the first caze all 16 markers
from the calibration data were used to calibrate the system and verify 3D positions ~
all 16 markers in the verification data set. This test most closely resembles the tests

commonly performed in calibration verifications.



Table 4.3: Mean error/(standard deviation) of predicted marker 3D position vs. known
3D position using different calibration methods with camera measured structure geometry
(millimeters).

Calibrated | Verified | DLT without DLT with 6 DOF

Markers | Markers | Internal Calib. | Internal Calib. | Method
all16 | 2116 | 2.4/(0.6) 2.1/(08) | 3.1/(08
inner 8 | outer 8 2.9/(1.5) 2.8/(1.4) 3.3/(1.7)
upper 7 | lower 7 2.7/(1.4) 2.6/(0.9) 2.9/(0.5)
lower 7 | upper 7 5.3/(2.1 2.6/(0.8 2.3/(0.6

The next threes tests were designed to identify the extrapolation capabilities of the cal-
ibration methods. The first of these employed calibration data from the inner 8 markers
(1-8) to calibrate the system and used data from the outer 8 markers (9-16) to verify the
calibration. The second extrapolation test used the upper 7 markers (1,2,3,9,10,11,16) to
calibrate and the lower 7 markers (5,6,7,12,13,14,15) for verification while the third such
teét reversed tlﬁa to use the lower 7 markers for calibration and the upper 7 markers for

verification.

The four tests using three calibration methods each were repeated twice using first the
camera measured structure geome'ry and second the direct measured structure geometry.
For each method in each test the mean error and standard deviation in the predicted
3D position of the markers being verified against 3D marker positions frcm the assumed
structure geometry was computed. The results of these computations ere tabulated in

Tables 4.3 and 4.4.

It is clear from the data that in both structure geometry cases the DLT methods are

superior to the 6 DOF method when all 16 markere were used to calibrate and verify
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Table 4.4: Mean error/(standard deviation) of predicted marker 3D position vs. known
3D position using different calibration methods with directly measured structure geom-
etry (millimeters).

T Calibrated | Verified | DLT without | DLT with | 6 DOF
Markers | Markers | Internal Calib. | Internal Calib. | Method

all 16 all 16 1.8/(0.7) 1.4/(0.5) 2.1/(1.1) |
inner 8 | outer 8 2.5/(1.0) 1.6/(0.5) 2.3/(1.5) |
upper 7 | lower 7 5.3/(1.4) 4.6/(1.6) 3.5/(0.4) |

i lower7 | upper 7 5.1/(1.7) 2.4/(0.9) 2.1/(0.6) j

all 16 markers. The fact that the internally corrected DLT method is superior to the 6
DOF method indicates a likely persistence of non-linearity in the data even after internal
correction. This slight amount of non-linearity is accounted for with the extra degrees-
of-freedom in the DLT method of solution. The fact that the uncorrected DLT method
is also better than the 6 DOF method attests to the ability of the DLT to “mold” itself
to the non-linear properties of the raw camera system. In the second comparison the

results were similar to the first.

Those results were initially very surprising. It was felt that in extrapolation one
would witness a relative improvement in the 6 DOF method over the DLT methods. On
the contrary it appears that the DLT methods were able to perform quite well under
this test. The probable explanation for this lies in the nature of the distortion present
in the tested system. If the distortion at the periphery of the viewing volume iz well
approximated by extrapolating distorti‘on detected at the center of the volume then this
would explain the observed results. In this case it is proposed that calibration with the
inner ring of 8 markere captured the characteristics of the distortion to the extent that

extrapolating to the outer ring of eight markers resulted in reasonable approximations
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to the true 3D mnoker locations.

In the third and fourth tests the DLT method was required to extrapolate distortion
observed at one side of the viewing volume to distortion on the opposite side. In these
cases the uncorrected DLT method is clearly unable to perform as well as the 6 DOF
method. The 6 DOF m=zthod is now comparable to the corrected DLT method and
actually shows better performance in most cases. In keeping with the previous argument,
in this case, calibrating with the upper (lower) markers did not capture the characteristics
of the distortion to the point that extrapolation to predict the lower (upper) marker

locations was any more accurate than the 6 DOF method.

The presented data argues for the internally corrected DLT method when 3D data
originates within or near the periphery of the calibrated volume and for the 6 DOF
method when data lies substantially outside of the calibrated volume. This argument
would likely change depending on the amount of distortion present in the system. As
the amount of distortion is decreased the 6 DOF method would more closely match
the performance of the DLT. However, as will be seen in the chapter on Large Volume
TRACK, the 6 DCF will be the method of choice there as it performs the required

reduction to explicit camera position and orientation parameters.

A decision still must be made as to which structure geometry set is most valid. In
general the data indicates better results from the directly measured structure georetry
than the camera measured geometry. It is suspected that since a smali amount of dis-
tortion evidently remains in the camera data that the camera based measurement of the

calibration structure geometry is more likely in error than the directly measured struc-
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ture geometry. This was backed up by a test in which 2.5 millimeters was added to the
z-component of all marker locations in the camera based measurement data. This was
done since it was noticed that on average all nominal marker locations were apparently
in error by this amount (Table 4.1). Reprocessing the data led to much improved results
across all tests indicating the camera measurement technique was not yielding resuits

that made overall sense.

Additional measurements of the point of light emission from an LED marker were
made indicating the marker geometric center is a very good approximation for the point
of perceived light emission (see Chapter 3). For these reasons the directly measured data
was adopted as the correct data for use with the calibration structure in the remaining

studies.

Obviously additional tests and comparisons with the DLT and other calibration ap-
proaches could, and should, be made. Time and keeping toward the primary objective in
this thesis prevented any such further investigations at present. The directly measured
calibration structure geometry and the 6 DOF calibration method were integrated into
the TRACK package for ultimate use with the Large Volume TRACK system discussed in
Chapters 5 and 6. Internal calibration tables were loaded in software and used to correct
all raw data acquired with SELSPOT. The DLT method was not integrated into TRACK
tut perhaps should be available for use in situations where the calibration structure fills
the desired working volume. Implementation of the 6 DOF external calibration algorithm
on the SUN 3/160, including the polar decomposition, is computationally efficient. Once
calibration data have been acquired a solution (rotation matrix and position vector) for

each camera is obtained in approximately 3 seconds.
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Chapter 5

Large Volume TRACK (LVT)

The previous chapters, dealing with close-range photogrammetric calibration and error,
have been leading up to the central issue of this thesis: the development of a close-
range photogrammetric system having a large viewing volume. This system, called Large
Volume TRACK (LVT), is a natural extension of the TRACK system as previously
described. This chapter begins by reviewing the system’s objectives and the various
alternative approaches considered for meeting those objectives. The specific approach
selected is then developed theoretically both from the standpoint of photogrammetric

reconstruction and calibration
5.1 System Objectives and Alternative Approaches

As discussed in Chapter i the motivation for LVT comes from several perspectives, with
the underlying objective to develop a system that maintains the accuracy and precision
of the TRACK system while additionally being capable of acquiring data over 2 much

larger volume than TRACK.
The desired measurement volume dimensions were not strictly specified. For human
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gait measurement, a volume permitting acquisition of 3 or 4 consgecutive gait cycles was
considered important. This implied a 3 to 4 fold increase of the current volume in
the object space X dimension to between 4 and 5 meters. For blind mobility studies
freedom to move in the two dimensions parallel with the floor was desired. Increasing
the measurement volume in the vertical direction was not cousidered important to any

of the studies envisioned making use of the LVT system.

Other desired characteristics of the completed system were that it should be easy to
use from a standpoint of setup, calibration and data acqusition. Flexibility in setup was
also a key issue. Minimizing the number of constraints on selecting a working measure-
ment volume was considered essential to allow application of LVT to the multi-faceted

research environment typical of the Newrnan Lab.
5.1.1 Multiple Camera Method

One proposed method for enlarging the view of TRACK was to incorporate additional
cameras into the overall system. For example, three pairs of converging axis cameras
placed along a common baseline would permit an overall measurement volume approxi-
mating that shown in Figure 5.1.1. The advantage to this method would be the overall
ease in extending what was already known about two camera photogrammetric meth-
ods to multi-camera methods. The software processing would Le essentially identical.
Additional cameras viewing the same LED marker would improve system accuracy by
providing additional colinearity ray. as input to the l:ast-squares solution for the 3D

marker location.

The principal disadvantage to this approach is a reduced overall sampling frequency.
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Figure 5.1: Poesible multi-camera arrangement. Shaded area indicates measurement
volume.

Opto-electronic systems perform best if the LED is pulsed independently for each camera
thereby allowing independent LED pulse intensity adjustment. Each pulse cycle is 100
pseconds. Therefore, two cameras viewing 32 LED markers attain a maximum frame rate
of approximately 150 Hz. Six cameras would reduce this rate to 50 Hz. This sampling
frequency is on the borderline of acceptability for most human movement studies and
would limit other types of studies. A solution to this problem continuously selects only
cameras positioned for viewing current marker locations. This is not an option with
commercially available opto-electronic systems. Expense is also an issue since additional

cameras and interfacing are costly.
5.1.2 Moving Camera Methods

Various methods employing combinations of real-time active positioning of two cameras in

translation and/or rotation were also proposed. The first approach (Figure 5.2) involves
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Figure 5.3: Independent camera base translation (2 DOF)

simple translation of two cameras on a common horizontal translational stage. This one
degree-of-freedom (DOF') solution was attractive in that relative camera transformations
remain constant thereby simplifying calibration and reconstruction algorithms. How-
ever, the measured volume would only increase in the dimension along the common base

direction of travel; no added depth of measurement would be provided.

In the second and third methods (Figures 5.3 and 5.4) the problem of no increase in
depth of measurement range is resolved. In the second method each camera is mounted on
independent transiational stages on a common horizontal guideway. In the third method

cameras remain on a common translational stage but may rotate independently about
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Figure 5.6: Independent .amera base tranelation and rotation (4 DOF)
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a vertical axis. With both of these methods, added complexity in calibration and 3D
reconstruction is incurred due fo the additional degrees of freedom compared with the first
method. Choosing between these two methods would require analysis of requiremente for
measurement resolution in the horizontal dimension perpendicular to the camera baseline
and measurement accuracy as effected by detected marker intensity. For example as the
target marker moves away from the baseline, in method 3 (Figure 5.4) the camera axes
become more parallel resulting in a decreased relative measurement resolution in that
dimension. Alternatively, method 2 (Figure 5.3) maintains the camera axes relative angle
and the relative 3D measurement resolution is not decreased. However, detected LED
intensity level, which affects measurement accuracy (see Chapter 3), is maintained at a

higher level with method 3 than method 2.

In the fourth approach (Figure 5.5) each camera rotates about a fixed vertical axis.
This relatively simple 2 DOF method of camera positioning allows for adjustment for
measurement depth but does not achieve adjustment of measurement range laterally as

well as previously presented methods.

In the fifth approach (Figure 5.6) each camera can independently rotate and translate.
This 4 DOF method, while technically the most complex, allows for optimal adjustment
of camera convergence angle on the target to optimize some desired function of measured

depth resolution and detected marker intensity (measurement relative accuracy).

All of these methods share the drawback that an expensive camera would be mounted
on sume type of servo positioning mechanism raising the possibility of damage to the

camera or of calibration misalignment due tc shock or vibration. This iz especially
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critical in a working laboratory environment where the typical syatem user will not be
familiar with most of the underlying systern components and is likely to initially make
operational errors. In addition, running cables to the cameras and providing travel limit

switches would increase design complexity.

The methods employing linear travel introduce unique problems. Linear bearings
typically are available in lengths of approximately three meters. They may be joined at
their ends to provide longer lengths of travel but vibration caused when traversing the
joint would be likely. To maintain overall system accuracy, torsion in the guideway result-
ing in camera rotation about the pitch axis of more than approximately 0.1 milliradians
could not be tolerated. Maintaining the required specifications for a very true, linear,
guideway was deemed difficult over the long term. In addition, the range of experiments
envisioned require the camera to be mounted anywhere from 0.5 meters to 1.5 meters

from the floor. A linear guideway would be very inflexible in this application.

The design problem then became one of incorporating the principal of metkod 4
(Figure 5.5) without having to move the camera. The use of mirrors was suggested. As
a result a sixth method was proposed and eventually adopted. This method is shown in
Figure 5.7. Each camera is fixed and mounted vertically. Directly above each camera,
a round, planar mirror, mounted at 45 degrees to a vertically rotating servo motor,
generates a virtual camera image that sweeps a horizontal plane when the mirror/motor
unit is rotated. This gives the effect of a rotating camera without actually moving the
camera. Theorectical details of this method are described in the following sections of this

chapter.
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-1 CAMERA

Figure 5.7: Camera/mirror arrangement

5.2 LVT Theoretical Development

A mirror reflecting the real world into a camera’s view presents special problems from
a photogrammetric perspective. The details of these problems will be presented in this

section. The discussion begins by reviewing how reflections are handled mathematically

and then addresses the specific case under consideration.

5.2.1 Basic Reflection Relationships

Elementary optics introduces the concept of reflections from a planar surface. Real
objects lying a certain distance from the reflecting plane have corresponding inverted
images lying at an equal distance on the opposite (virtual) side of the plane. Figure 5.8
illustrates this and coordinate conventions used throughout this development. A right
handed coordinate system, m, having axes (X, Y, Z), is attached to the real mirror surface

such that X and Y are coplanar with the mirror surface and Z is normal to the surface.
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Figure 5.8: Planar mirror reflection transformation

A left handed coordinate system, m’, having axes (X',Y", Z'), is defined 28 the reflection
of (X,Y,Z) where X' and ¥’ are colinear with X and Y respectively and Z' is directed
normal to the mirror surface into virtual space. At this stage of the development the

origin of m and m' is arbitrarily fixed on the reflecting surface,

A vector x and its virtual image x* may be represented in real mirror coordinates
respectively as X,, and x¥, or in virtual mirror coordinates as Xp and x},,. The relation-
ships between these vectors involve either vector reflections or coordinate basis reflections,
in direct analogy to vector rotations or basis rotations commonly used in kinematic anal-
yses. Note that vectors Xm and xj,, have identical components as do vectors x{, and
X, Reflected vector pairs Xm, and XY, or X and x}, differ only in the sign of their z

components.

The common operator to both vector and basis reflections is the 3x3 reflection matriz,

103



R, defined as

10 0
R=|01 0 (5.1)
0 0 -1
Note that R is improper orthogonal (det|R| = —1) and is symmetric. This implies,

along with other properties, that the inverse of R is identical with R. This can be seen
intuitively in that the output vector of any vector multiplied by R will replicate the input
vector with an inverted z component. This operation is invertible using R again on the

output vector to reproduce the original input vector. This can be stated algebraically as
x = R[Rx| (5.2)

or simply
RR=1 (5.3)

Vector reflections within a fixed coordinate basis may be represented as

Xm = Rx}, (5.4)

or

Xm = Rx?, (5.5)
Alternatively, a fixed vector may be represented in reflected coordinate bases as

Xm = Ry (5.6)
or

x?, = R, (5.7)

Observe that these relationships are completely consistent with the properties of the real

and reflected vectors mentioned above.
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$.2.2 Mirror/Camera Transform Through a Fixed Planar Mir-
ror

The transformation from object space (global) coordinates to camera coordinates is de-
scribed in this section. In the specific situation being studied, a planar mirror reflects
a virtual global image into the real camera’s view. In visualizing two or more cam-
era/mirror systems viewing the same global space it is more convenient (and intuitive)
to think of the problem from the standpoint of the mirror generating a virtual camera
image to view the real global coordinates. Along with other concepts it will be shown
below that these two ways of looking at the problem are identical algebraically due to the
invertible and reversible nature of the reflection matrix described in the previous section.
This developement makes no assumptions regarding the precise alignment of camera op-
tical components relative to the mirror or mirror rotational axis. The transformations

developed are therefore general in nature.

In Figure 5.9 the real and virtual global coordinate systems, o and o, are shown along
with the real and virtual camera coordinate systems, ¢ and ¢’. Also shown are real and

virtual mirror coordinates, m and m'.

Assuming the mirror is fixed, there exist constant transformations between the real
camera, mirror and global coordinate frames. Employing a coordinate basis transfor-
mation and translation, any point, x., defined with respect to the real camera may be

represented as a point x,, with respect to the real mirror as

Xm = Mem[Xe — Xem) (5.8)

where Mo, and X, are defined as a transformation matrix and position vector respec-
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Figure 5.9: Camera/mirror transformations
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tively of the real mirror relative to the real camera. Similarly, any point, x,, defined in

the real global frame may be represented as a point x,, where

Xm = Mom[xo - xam] (59)

and M, and X, are defined as a transformation matrix and position vector respectively
of the real mirror relative to the real global frame. Combining the above two equations

allows the relationship between the real camera and mirror to be formed as

The real camera is, however, not viewing the real point x.. Therefore, equation 5.10
does not apply to data observed by the camera through the mirror. Instead, the camera
is viewing a virtual point x? as shown in Figure 5.9. Rewriting 5.8 for the virtual point
as

Xon = Mam[XZ — Xom] (5.11)

and combining with 5.9 and 5.4 gives the virtual point to real camera transforrnation as
x! = MZARMn[X, — Xom] + Xom (5.12)

In the alternative derivation, similarly notated and algebraically identical * expres-
sions exist for relating a point in virtual space to the virtual mirror, virtual global frame

and virtual camera. These by analogy to equations 5.8 and 5.9 are

X = MY [x% — x%, ] (5.13)

1The manipulation of virtual vectors or virtual bases exclusively in virtua! space involves operators
identical to those used to perform similar manipulations to corresponding real vectors or beses exclusively
in real space. it is only when relating vectors or bases acroes the real/virtual boundary that additional

operators are recuired.
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3&:’": = M:;m:[xg, - lem,] (514)

In this case the virtual camera is viewing a real point and 5.13 must be rewritten as

Xt = MY u[X0 — x50 (5.15)

Combining this with 5.14 and 5.4 gives the real point to virtual camera transformation

X = :;m,—lRM:,ml[x:, - x:;m,] + x::,.n' (5.16)

By definition, all components on the right side of 5.16 are equivalent to corresponding
right side components of 5.12. The two conceptual approaches are therefore identical
algebraically. It is however most convenient to visualize the second conceptualization;
that of a virtual camera viewing the real space. This is particularly evident when more
than one virtual camera is used to reconstruct a point in 3D space. The concept of
virtual cameras viewing a common real space zllows for visualization of the intersecting
colinearity rays. If the real camera viewing virtual space concept is used then colinearity
rays are projected into independent virtual spaces and intersection occurs only in the

algebra.

It is also convenient from this point forward to eliminate unnecessary notation when
describing this transformation. Toward this end, notations of vectors or matrices that
are equivalent in real and virtual space will be referred to using only their real space
representations. As a result, equation 5.12 will be the fundamental equation governing

the relationship between a real point in space being viewed by a virtual camera.
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5.2.3 Mirror/Camera Transform Through Angularly Displaced
Mirror

Thus far the reflecting surface in the camera/mirror model has been assumed to be fixed
relative to the camera and global space. The goal of providing an enlarged measurement
volume requires that the mirror be angularly displaced about a vertical axis, approxi-
mately aligned with the camera axis, so as to continuously point the virtual camera at
the markers being measured. This development is general in that no assumptions per-
taining to accurate mechanical alignments of the camera, mirror, or mirror axes have
been made. This section will detail how this angular displacement is incorporated into

the model described thus far.

This development begins by incorporating an axis of rotation for the mirror that fixes
the position and orientation of the mirror coordinate system m on the mirror surface.
Refering to Figure 5.10 an axis of rotation passing through the mirror at a fixed tilt angle
() defines the origin of mirror coordinates to be at the intersection of the axis and the
reflecting surface. The z axis is parallel with the mirror normal directed into real space.
Mirror rotation is defined to be positive in the clockwise direction when viewed from the
camera position, or positive upward in the sense of a right hand screw. The cross-product
of the positive mirror rotation unit vector and z,, defines the orientation of z,,. The axis
Ym i8 then defined by the intersection of the mirror surface and the plane formed by the

rotational axis and z;,.

A fixed reference orientation for the mirror is now defined arbitrarily with respect

to the global and camera coordinate frames. The matrices M, and M,,, and vectors
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Xcm and Xom of the previous section are now redefined to represent the transformation
components from the camera or global frames to the mirror reference orientation and
not to the actual current mirror orientation. Note that these matrices and vectors are
constants for a particular camera/mirror setup in global space as long as the mirror

reference orientation remains fixed.

Transforming from the reference orientation to the actual mirror orientation requires
an additional coordinate system transformation corresponding to the angular displace-
ment of the mirror rotation axis from the reference position. Note that since the rotation
axis passes through the origin of mirror coordinates no translation of the mirror coordi-
nate system is involved. An orthogonal transformation matrix is sufficient for describing
the rotational displacement. This transformation matrix, Mg is a function of the con-
stant axis tilt angle, -y, and the axis rotation angle from reference, §. It may be reduced
to a series of three rotations about coordinate frame axes as shown in Figure 5.11 and

described here:

1. From the reference orientation rotate through an angle —vy about the reference z

axis thereby aligning the reference y axis with the mirror rotation axis.

2. Next rotate about the current y axis through an angle d corresponding to the mea-

sured current angular displacement of the rotational axis from the neutral position.

3. Finally, rotate through an angle y about the current mirror z axis resulting in the

actual mirror orientation.

By inspection steps 1 and 3 above are inverse operations and may be represented by
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Figure 5.11: Three successive basis transformations comprising Me. (1) negative v
rotation about initial z axis; (2) § rotation about intermediate y axis; (3) positive 7
rotation about final z axis

transformation matrices M! and M, respectively where

1 0 0
M, = [ 0 cos(y) sin(y) j' (5.17)
0 —sin(y) cos(y)

Step 2 above may be represented by the transformation matrix My where

[ cos(d) 0 —sin(8) }
0 1 0
sin(d) 0 cos(9)

My = (5.18)

The complete transformation, Mg, is then composed of a sequential transformation

through M7!, My and M, expressed algebraically as

Mg = M.,MQM;I (519)

The complete transformation matrix from camera (or global) coordinates to the cur-
rent mirror coordinates is therefore now composed of two discrete transformation matri-

ces: from camera (or global) to mirror reference coordinates M, (or M), followed by
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the transformation from mirror reference coordinates to the current mirror coordinates,
Me. Therefore if Mon and Mo in 5.12 are replaced by MM, and MgM,,, respec-
tively, the full transformation for a virtual camr 2ra viewing real global space through an

arbitrary known mirror orientation may be represented as

X; = MoaMg'RMeM m[Xo — Xom] + Xom (5.20)

The overall mirror transformation 5.20 may now be related to the theory presented

in Chapter 2. If the matrix M and vector x,. of 2.4 are replaced by
M = M;Mg'RMeoM,,,, (5.21)

and

Xoc = MAMg'RMeM omXom — Xem (5.22)
then the colinearity equations 2.8 and 2.9 may be generated and applied as presented
previously. The difference now is that M and x,. are no longer constants and will
change according to 5.21 and 5.22 as the mirror rotation angle @ and, therefore, Mg
change. TLere are, however, constant terms required for generating the revised M and
Xoc. These terms, Mcm, Mom, %am, &0d Xom, do not change for a specific camera/mirror
setup in global space and must be accurately identified before 3D reconstructions can be
performed. This problem falls under the heading of LVT Calibration and is addressed in

the next gection.

5.3 LVT Calibration

In Chapter 4 the concept of calibrating a fixed camera photogrammetric system was

intreduced and developed. This section will extend the concepts developed there through
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application to the problem of LVT calibration.

An important point to note with LVT is that if mirrors in the two camera/mirror
systems remain stationary (ie. the virtual camera remains fixed), then calibration and
data acqusition may be performed exactly as presented in Chapter 4 with no changes in
the algorithms or software. The transformation matrix M will be improper orthogonal
as it includes the reflection matrix R in its makeup (5.21) but this poses no constraints
on any of the algorithms presented previously. The polar decomposition technique used
in Chapter 4 will perform equally well decomposing a nearly improper orthogonal matrix

to the product of a symmetric matrix and an improper orthogonal matrix.

Two approaches to LVT calibration are presented in this section. Both make use
of a series of fixed mirror (virtual camera) calibrations obtained at various mirror axis
positions in an attempt to extract the constant terms Man, Mom, Xom, and x,, of
5.20 from the resultant M’s and x,'s. The first approach determines a solution for
the constants using a direct closed-form algebraic approach. Problems encountered with
implementation of this approach will be discussed in Chapter 6. The second approach
employs a numerical iterative technique to identify the constants. This approach was

implemented successfully but also has problems which will be discussed in Chapter 6.

Initially it may seem unnecessary to require an experimental method for obtaining the
camera to mirror transformation. Why not design these transformations into the system
mounting apparatus and be done with it? The problem with such an approach is that
the camera center of projection and principal axis would require identification relative to

some externally defined set of coordinates fixed in the camera body. Internal calibration
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makes no provision for such definitions. The center of projection and principal axis
move with the camera but are not explicitly referenced to a physical camera-based set of
landmarks. The attractive aspects of a full calibration are that it allows for misalignments

during camera/mirror relative mounting and is elegant overall.

5.3.1 Direct Closed-Form LVT Calibration

In this approach standard calibrations are performed as presented in Chapter 4. As with
the standard calibration, each of the two camera/mirror systems is calibrated indepen-
dently. The following discussion will refer to only one camera/mirror system with the
understanding that the other system (and all such systems) would be handled in a similar

manner.

The calibration structure defines a single fixed global coordinate frame for all cali-
brations. The mirrors are moved to a series of three positions from which the virtual
camera views the calibration structure. At each virtual camera position a full calibra-
tion is performed resulting in three unique M’s (M4, M, M¢) and three unique x,.’s
(x4,%B,Xc). At this point the solution technique for M, and M,,, proceeds separately

from the solution technique for X, and Xom.

Solving for M., and M,,,

If the three matrices M4, Mp and M¢ are expanded according to 5.21
M4 = M;.Mg! RMe M, (5.23)
Mp = M Mg, RMeo,Mn (5.24)
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Mc = M;:M;:, RMes,Mom (5.25)

then relative matrix transformations M4p = M4Mpg' and Mpe = MgMg' may be
formed eliminating one of the unknown components Mo, or M,,,. Choosing arbitrarily

to eliminate M,,,, the relative transformation matrices become
M p = M_1Me,, M (5.26)

Mgc = Mz Mo, M., (5.27)

where Mg,, and Mg, are composed of known mirror axis position elements in the

form

Me‘n = M;:RMQAMEIBRMQB (5.28)

Me,, = M5} RMo, Mg RMo, (5.29)

Notice equations 5.26 and 5.27 take the form of similarity transforms with orthogonal
component matrices. The orthogonal traasform matrix in both cases, My, is the un-
known component being sought. Similarity transforms involving orthogonal components
have unique properties beyond those normally recognized. Some of these properties are

reviewed here.

A general property of similarity transforms is that the eigenvalues of the transformed
matrices remain invariant [40]. Applied to 5.26 and 5.27 the eigenvalues of Me,,
(EigMe,;) are equal to EigM,p and EigMg,, = EigMpc. In the specific case of
3 x 3 orthogonal rotation matrices the three eigenvalues are generally unique. One eigen-

value is always equal to +1 and the other two are complex conjugates of form (e*,e~*%),
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where 9 is the angle of rotation ? represented by the transformed matrices [12). This
implies the total angle of rotation for the transformed matrices must also be invariant.
The total angle of rotation represented by a 3 x 3 orthogonal rotation matrix M obeys
the relationship

Trace(M) = 1 + 2 cos(¥) (5.30)

This has interesting implications for the problem at hand as it provides a means to check
the transformed matrix pairs of 5.26 and 5.27 for identical total rotations. Since each

matrix of the pair is estimated independently this can serve as an accuracy check.

A second property specific to similarity transforms involving 3 X 3 orthogonal rotation
matrices is that the similarity transform has the property of rotating the unit rotation
vector of the initial matrix into the unit rotation vector of the transformed matrix. This

may be stated algebraically with reference to 5.26 as
ManVas = Vo, (5.31)

where v, p and vg,, are the unit direction cosine vectors of M4p and Mg, , respectively.
Similarly

MaanG = Vego (532)
holds for 5.27.

The problem is row reduced to determining a unique rotation matrix Mg, which

3Any orthogonal transformation matrix M may be represented in terms of & rotation ¥ about a
directed line segment having unit vector representation (¢,m,n)T such that [8]

1 00 2 im & 0 n -m
M = cos(¥) [ 010 ] + (1 — cos(¥)) [ m m? mn ] + sin() [ -n 0 ¢ ]
01

0 mh mn n m —£ 0
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satisfies the constraints imposed by 5.31 and 5.32. The solution to either 5.31 or 5.32
defines a family of possible rotation vector directions which lie in a common plane (see
Figure 5.12). The magnitude of the rotation will vary depending on the rotation direction
selected. The smallest possible rotation of v into ve is about an axis normal to the plane
including v and ve and has a magnitude of (v x vg). The largest possible rotation occurs
about the same axis in the opposite direction. An additional possible rotation direction
lies in the plane formed by the rotated vectors and is directed along the sum of the two
vectors. The magnitude of this rotation is = radians. Since eack solution vector direction
is paired with an oppositely directed solution vector then limiting admissible solutions
to only those directions having magnitudes less than or equal to x radians provides a
unique solution for any rotation axis. The range of magnitues for the admissible solution
vectors describes a half ellipse as shown in Figure 5.12. Combining the requirements of
both 5.31 and 5.32 is accomplished by determining the direction and magnitude of the

line (axis) of intersection of these two planar ellipses.

Defining for the first relationship, 5.31, a unit vector, psp, along the major axis of

the ellipse as

_VaB t Veus (5.33)

PaB =
I Vap 1t Ve,s I

and a unit vector, qup, along the minor axis as

- vap X VOAB
qup = 2B =X Y0us (5.34)
I Vap X Vo,p |

the unit normal to the ellipse, fizp, may then be defined as

ﬁAB = f)AB X QAB (5.35)
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Figure 5.12: Plane of possible vectors representing a rotation of v into ve
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Similarly for 5.32 a unit normal to the ellipse, igc, may be defined as 3

=4
s]

= Psc X QBc (5.36)

The direction of the line of intersection of these two planes is computed from the
cross-product of the two unit normal vectors. A unit vector, #, directed along this line

of intersection may be obtained from

245 > T8c (5.37)
I B,p X Ngc |

F=

At this point the direction of # has been arbitrarily defined based on the order of
taking the cross-product in 5.37. We are interested in the unit rotation vector that is
within the admissible regior of the ellipse. For this reason the unit intersection vector
is defined to be positive such that its projection on §4p and gpc is in the admissible

region of the cllipse.

The magnitude of the rotation represented by ¥ may now be computed from either of
the original two planes. The cross products of each of v and vg with # define vectors in
the rotation plane of #. The angle between these vectors is the rotation angle of interest.

This is shown in Figure 5.3.1. The rotation angle, ¥, may be computed from

[VABX!‘] [Veu, ]
| v4p X £ | Ve,p X

3A alternative derivation for fi4p and figc is simply [50]

sin(y) = (5.38)

ﬂ)

VAB — VO,.p

Bsp =
| VaB — Vous I

and
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Figure 5.13: Estimating the rotation magnitude of #

The unit vector # = (£,m,n)T and rotation 1 may now be used to contruct the required

rotation matrix Moy (see footnote 2 of this Chapter).

An alternative approach to solving for Mon has been suggested [50]. Returning to
Equations 5.31 and 5.32 we may define matrices V = VABEVBC] and Vg = [ve 495"930]
such that M,V = Vg and M,,,VV7T = Vg V7. Since VVT is symmetric and M_, is
orthogonal then this represents a polar decomposition of Vg V7.

With My identified it is now straightforward to proceed to identify M,,,. Using the
resulting transfomation matrix M from a standard 6 DOF calibration with the mirror at

a known position and rearranging 5.21 yields the required solution:

M,m = Mg'RMeM_,M (5.39)

With Mn and M, known it is now possible to generate the required overall transfor-

mation matrix M for any known position of the mirror using 5.21. The full transformation
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also includes identifying the translation vector x,. at any mirror position according to

5.22. This problem is addressed next.

Solving for X, and X,

The approach used in solving for X and x,m, recalls the form of the colinearity equations
2.8 and 2.9. Substituting 5.21 into 5.20 and following an approach identical to the
colinearity equation derivation presented in Chapter 2 the following modified colinearity

equatious are formed:

o = 1_-1 — mll(zo - zmn) + mll(yo - ymo) + mls(zo - zmo) + Tone (5 40)
d  m3(Zo — Zmo) + Maa(Yo — Ymo) + M33(Z0 — Zmo) + Zme .
and
o = 2 _ Mz, — Tpmo) + Maa(yo — Ymo) + Maa(2, — Zmo) + Yrme (5.41)
d mSI(zo - zmo) + m32(yo - ymo) + mas(zo - zmo) + Zme .

This is similar to the general problem of external camera calibration except that the
elements of M have been previously determined. Remaining to be determined are the
components of X, and Xm,. This may be done by rearranging 5.40 and 5.41 to form two

linear equations in the six unknown components (Zmc, ¥me, Zme)” 20d (Zenoy Yimos Zmo) -

The method is then reduced to performing standard calibrations at a series of mirror
positions to generate overall transformation matrices M and camera data (u',v'). Com-

ponents of X,,. and X, are solved for using a least squares approach based on the matrix
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equation

Zmo
(mu — maul); (M —maul); (mia—maul); -1 0 (u)); ]| ¥me by
(ma1 —mav)); (mMaa —mav)); (maz—magvf); 0 —1 (vf); || Pme | = | B
. ) Tone )
Yme
L Zme J

incorporating data from the ith marker at the jth mirror position where
bY; = (m11 — mayuf)jzo; + (Ma2 — magul);y,; + (M1a — magul)jz,;

and

bj; = (ma1 — ma1v});%e; + (Maz — Magv})jyo; + (Maz — Masvy);zo;
5.3.2 Numerical LVT Calibration

A second technique for identifying the LVT calibration elements employs an extension of
the basic method developed by Fijan [10] to generate a relative external calibration for a
two camera sysiem based on minimizing a skew ray 3D reconstruction error function. The
extended technique is used here to identify the constant camera to mirror transformation.
Following this, the global to mirror transformation is derived in a similar manner to the

direct method presented previously.

The development begine by assuming a pair of virtual camera/mirror systems as
shown in Figure 5.14. The mirror coordinates m; and m, are shown in their neutral ori-
entations (dashed vector triads) and arbitrarily rotated orientations (solid vector triads).
The virtual cameras generated at the arbitrary mirror positions are represented by the

triads ¢; and c;.
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Figure 5.14: Arrangement of virtual camera/mirror system for numerical calibration

Keeping in mind that the transformation from each camera to its respective neutrally
positioned mirror is independent of choice of global coordinates the global coordinates for
this development will be defined to be identical with the neutral position and orientation

of mirror 1. This gives an overall transformation equation from 5.20 for camera/mirror

1 as
Xz, = Mi[Xo,] + Xcm, (5.42)
and for camera/mirror 2 as
x:; = Mz[Xo, - xﬂmz] + Xam, (5'43)
where
M, = IV.{‘:,,I,“I\IIE:R.MQ1
and

M, = M3}, Mg!RMe, M.,
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Note that the above equations do not yet assume the two camera/mirror systems are

observing the same globally defined point.

Redefining components of 5.42 and 5.43 with respect to global coordinates and intro-

ducing a unit vector notation (see Figure 5.14) gives the following relations:

lomiKemi = M Xone;
bon; b = M7,
for each camera/mirror system .

The general 3D point reconstruction problem involves determining where in global
space the colinearity rays intersect. Here the colinearity rays are defined along unit vec-
tors fi;, (1 = 1,2). As explained in Chapter 2, in general these rays do not intersect. The
task here is to find the camera/mirror systems’ position and orientation that minimizes

the amount of skew in the rays constructed from the points observed.

The skew in each ray pair is equivalent to the length of the common perpendicular
to each ray. A unit vector, ii;3, defining the orientation of the common perpendicular is

defined from the cross-product of the colinearity unit vectors as

fll)(ﬁz

12 = T, x 4| (5.44)

Refering to Figure 5.14 and summing vectors results in the following vector relation:

llﬁl = an;ic;nl + lam’iorn, - langiang + l:ﬁg + lnﬁn (545)

Taking the dot product of all terms with respect to i;; and rearranging gives a nondi-

mensional representation for the skew error, e as

@) @)l e
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Note that e may be negative due to the dot product on the right of the above equation.
For this reason a numerical routine that minimizes the RMS value of e over all observed

markers must be implemented.

A total of 18 unknown parameters may be deduced in this manner: the position and
orientation of each camera relative to its respective mirror accounts for 12 parameters
while the position and orientation of camera, mirror system 2 relative to global coordi-
nates (camera/mirror system 1) accounts for the additional 6 parameters. The position
vector for camera/mirror system 2 relative to global coordinates becomes a unit vector
in the minimized function. As a unit vector may be represenied by only 2 independent
parameters (provided a nomina! direction may be assumed to assign the sign), then the

full minimization is only over 17 independent parameters.

The 18 unknown parameters are known only to within a scaling factor. The scale
factor, £,m,, may be deduced by incorporating known physical dispiacements present
in the input data. Rearranging 5.45 and using the results of the minimization allows
estimation of scaled representations of ¢;, ¢;; and £, for each marker. An estimate for a

scaled 3D position, p,;, of each observed marker 1 is obtained from

Py = ( tl( ) ﬁl.- _ (lﬂﬂl) ia'“ — %eiﬁlm (5.47)

Lom, Lom,
The real displacement between a pair of markers divided by the scaled displacement
between the same pair of markers yields an estimate for the scale factor. The mean of
all such estimates over all marker pairs gives the final estimate for £,,, and a unique

solution for the full 18 parameter problern.
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Chapter 6

LVT Implementation and Testing

This chapter begins by detailing LVT implementation from the standpoint of hardware
and software components. Issues of mirror system design and rotational position control
are addressed. This leads into actual testing of the system beginning with calibration.
Issues of calibration sensitivities are discussed and suggestions for future improvements

are made. A static test of system absolute accuracy is also made.

6.1 LVT Hardware and Control Design and Imple-
mentation

6.1.1 Mirror Drive and Angular Measurement System

This section presents details of the LVT mirror and positioning hardware design. A
photograph of the constructed system is presented in Figure 6.1. Additional hardware

information pertaining to overall LVT system operations is presented in Appendix C.

Design and selection of a mirror drive/measurement system involved several interre-
lated issues. During data acquisition the mirror position must be known to sufficient

accuracy for miniraum error in 3D estimations. The angular displacement of the mirror
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from the neutral position must be measured accurately for the duration of SELSPOT
data acquisition. It must also be possible to assume the rotational axis position and ori-
entation is fixed. The drive systemn must be capable of rotating the mirror smoothly with
sufficient acceleration to meet the forseeable demands of motion studies in the Newman
Laboratory. Maintaining high accuracy angular position measurements in the presence
of high angular accelerations requires that the angular measurement system be linked
with the drive system with a maximum torsional stiffness. The issues of maintainability,

reliability, and cost also factored into the design.

The basic unit of measurement with SELSPOT is called (in the Newman Lab) a
SELSPOT unit (SU). Each SU is equivalent to one bit in 12, 1 part in 4096, or 0.025%
of the camera field across each of the u and v camera coordinate directions. The camera
lens provides an approximate 30 degree viewing angle. This implies a physical angular
resolution for the camera of 0.00025 x 30 degrees or about 27 arc-seconds. Since the
mirror drive rotates the virtual camera principal axis with the potential of adding error
it was decided that the angular measurement system must be at least as accurate as the

angular resolution of the camera and preferably an order of magnitude more accurate.

Acceleration demands of the system were estimated from envisioning the mirrors
tracking a world class sprinter (approx. 10 meters/second) passing the two camera/mirror
systems at a range of 3 meters. The maximum mirror angular acceleration required for
constant tracking under these conditions is approximately 7 radians/second?. As an
additional safety factor and to be sure of adequate performance under all operating
conditions, particularly during startup and mirrors locking on target, it was desired

to have the system capable of rotating from stopped positicn at 0 degrees to stopped
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position at 90 degrees in 0.5 seconds. This implies an angular acceleration requirement

of approximately 25 radians/second?.

Preliminary design of the mirror and mount apparatus predicted the rotated load
moment of inertia to be approximately 5.9x10~2 kg-m2. This inertia added to the inertia

of the selected drive rotor is the total rotating inertia of the system.

After reviewing a range of rotary encoders and motors a decision was made to use
a Yokogawa Corporation model DM1015B direct drive servo actuator systemn called
DynaservT™ . The Dynaserv package includes a direct drive DC servo motor with an
integral high resolution encoder. The maximum continuous output torque rating for the
DM1015B of 15 N-m, rotor inertia of 12x10~3 kg-m? and maximum rated speed of 2

revolutions per second easily meets the stated requirements.

The encoder resolution of 655,360 pulses per revolution with a measurement repeata-
bility (precision) of + 2 arc-sec and measurment accuracy to +30 arc-zec is on the bor-
derline of acceptability without calibration. The manufacturer offers calibration services
to those customers requiring measurement accuracy equivalent to the precision. This
would provide angular measurement accuracy well within the design specifications and

could be done at a later date if required.

The motor employs pre-loaded crossed-roller bearings permitting large axial and radiai
loading (not required for this application). The manufacturer provided an estimate for
maximum radial runout of 7 microns with no load based on their measurements. This
combined with a rated radial stiffness of 1.010~* rad/N-m ensures a very stable axis of

rotation may be assumed.
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The Dynaserve package also includes a servo driver power supply and control circuitry
permitting closed-loop speed control with an analog +6 Volt signal. The price of this
system wes substantially less than the combined price of separate items of comparabie

performance.
6.1.2 Mirror Surface and Optical Substrate

Planar mirrors are specified according to optical substrate material, flatness of surface
finish, type of reflective coating and overall dimensions. The dimensions were defined by
geometric constraints of the application and standard available components. To permit
the virtual camera a full view without obstruction from the real camera lens (see Figure
5.7) the minimum length required along the mirror y axis was approximately 12.7 cen-
timeters. A smaller minimum length along the z axis would be adequate implying an
elliptically shaped mirror. As elliptical mirrors of that size are not standard components
a circular mirror was considered the best option. To permit mirror mounting and optical

component misalignment a 15.24 centimeter circular mirror was selected.

A common mirror component material in laboratory applications is Pyrex which
provides a stable base for grinding and is relatively inexpensive. To investigate bending of
a pyrex mirror under dynamic loading a 2.54 centimeter thick, 15.24 centimeter diameter
pyrex optical flat angularly accelerated at 25 radians/second/second about a radial axis
wasg estimated to undergo a maximum total tangential deflection of 125 nanometers.
This corresponds to a mean angular deflection over the 7.62 centimeter radius of 0.34
arc-seconds. This was considered negligible since the actual axis of rotation is 45 degrees

to the mirror plane normal yielding a much stiffer system.
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Ealing Electro-Optics provides 15.25 centimeter diameter pyrex optical flats ground
to A/10 flatness using a reference wavelength, A, of 632 nanometers. Since the lens is
mounted close to the mirror and markers are typically several meters from the mirror,
light entering the lens is reflected from an area roughly the size of the projected lens
aperture on the mirror. In worst case scenario, in which & relative high point of /10
existed a distance of 20 millimeters from & relative low point of —A/10, the mean slope
of 1.3 arc-sec between extremes was deemed insignificant. An overcoated gold mirror

surface finish was selected for its combined durability and infra-red reflectance of 95%.

6.1.3 Mirror Mount

Critical design considerations of the mirror mounting apparatus were that it be stiff in
transmission of torque from the motor to the mirror and that it fixate the mirror without
applying twisting stresses that might result in mirror warping. The mirzror mount design
drawings are presented in Appendix E. The design features a 7.5 centimeter diameter
10.8 centimeter long solid cylindrical aluminum shaft supporting a mirror back plate
and mounting ring. The mount employs clamps acting normal to the mirror surface at
three equally spaced locations on the mirror perimeter. In addition three nylon tipped
set screws are located at equally spaced intervals about the mirror perimeter applying a
radial load thereby preventing mirror shifting in the mount. Total angular deflection of

the shaft under maximum acceleration is approximately 2.0 x 10~2 arc-sec.
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6.1.4 Real-Time Mirror Control

The generation of control commands to the Dynaserv is accomplished with a Creonics
VMEbus Motion Control Card (MCC) installed in the expansion VMEbus system. The
MCC is capable of continuously accepting high level instructions from an active process
specifying particular explicit speed and acceleration requirements for each of the two con-
trolled axes. High speed quadrature encoder registers continuously maintain a position

reading for each axis which may be requested by any active VMEbus process.

Both the MCC and Dynaserv offer a variety of control options. The option giving the
smoothest motion at slow rotation speeds while still capable of meeting the acceleration
objectives is shown in block diagram form in Figure 6.2. A high level jog command to
the MCC specifying a particular velocity and acceleration is translated by the MCC into
a series of position commands P.. Encoder information, P,, is subtracted from P. gener-
ating a position error F,. An appropriately scaled gain, P, and deadband compensation
(for eliminating effects from static friction at low speeds) generates a command velocity
signal, V., used as input to the Dynaserv. Dynaserv control subtracts an internally gen-
erated velocity signal, V;, from V. to generate a velocity error V,. An appropriate gain,
G, multiplies V, to generate the actual voltage command to the motor V,,. This relatively
simple proportional control is sufficient as requirements for zero positioning or following
error are not stringent. Provided the target is in the camera field of view and provided
the mirror position is known with sufficient accuracy, a 3D solution may be computed.
There are also no external load disturbances requiring 2 more complex control strategy.

All motions occur about a vertical axis so gravity effects are constant.

133



CREONICS MCC YOKOGAWA DYNASERV

Jogger] Pc Pe DB | V¢
cmnd. o COMP Ve | 6 [—=Vo
To Motor

Ps Vs

F/V
| From Encoder

{1 Guadrature Pulse Generator

Figure 6.2: Creonics MCC and Yokogawa Dynaserv control diagram

A real-time algorithm generating speed control (jog) commands for the MCC operates
on feedback from the cameras and mirror position encoders. In principal the goal is to
keep the mean position of all currently active markers a3 close to the center of the camera
view as possible. If the camera were mounted horizontally and rotated about a vertical
axis the strategy would compute the mean u component of all active markers and use
this as an indication of camera targeting error. In such a scenario only camera feedback

information would be needed for generating the error signal.

In the actual mirror system, the virtual camera not only rotates about a vertical
axis but also rolls about an axis aligned approximately with the camera principal axis.
Assuming a nominal geometric configuration for the camera/mirrcr relative positions, a
two dimensional transformation of the mean detected camera coordinates (u,v) hased on

the current mirror angular position (©) will eliminate the virtual camera roll effect and
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produce the desired error, e, as
e = ucos(©) + vsin{6) (6.1)

Scaling e appropriately leads to a suitable velocity input to the MCC jog command.

6.2 LVT Calibration Implementation and Testing

6.2.1 Direct Closed-Form Methed Implementation

Implementing the method of Section 5.3.1 for determining the transformation matrices
proved to have unforseen problems. The rotation vector determined from finding the
intergection of the solution ellipse planes was at the center of the problem. The solution
ellipse planes had a tendency to intersect very near the limit of admissible vectors along
the +x rotation line. Slight error in the data often caused plane intersections to occur in
such a way that the line of intersection was never in commeon admissible regions of the
two solution elipses. What was an admissible vector in one plane was inadmissible in the

other.

An attempt at solving this problem proposed to reduce the sensitivity to data error by
providing larger mirror excursions between relative full calibration comparisons. Two full
calibrations with fixed global coordinates may be used to generate a similarity transform
as described in Section 5.3.1. Moving global coordinates (the calibration structure) to a
new positicn allows for generation of an equally valid similarity transform that may be
used in comparison with the first. In principle, if only two full calibrations are performed
at a given global coordinate definition then larger relative mirror rotations may be used

while maintaining the calibration structure in the camera field of view. This method was
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implemented but resulted in similar problems from noise.

Upon further analysis, the problem became more apparent. The nominal transforma-

tion from the camera to the mirror, My, involves an orthogonal matrix of form

-1 0 0
Mam = [ 0 sin(y) cos() ]
0 cos(y) —sin(y)

where v = % radians. The unit rotation vector components (¢, m, n)T of this matrix may

in general be computed from the relations (8]

gL M N
“RT"TR"TR
where (L, M, N) are determined from
0 N -M
Mau-MJl=|-N 0 L
M -L 0

and R scales (L, M, N) to generate a unit vector representation from R? = L? + M? +
N?. The magnitude of the rotation ¥ may is found from sin(y)) = 1R and cos(yp) =
3 (Trace [1\71.,,.] - 1) . For the nominal rotation matrix M, it is evident from the above
relations that the implied rotation vector has a magnitude (1) of # but is undefined in
direction (L, M, N = 0).

A possible solution to this problem would involve the following. The actual matrix
sought, Mg,, may be thought of as the product of M, and an additional unknown
small rotation M,. By replacing M, with MM, in 5.26 and 5.27 and including the

“known” nominal rotation in Mg, the similarity transform sought will be M,.

This may have sensitivity problems of its own due to the small rotation angle involved.

The vectors v and ve ueed to generate the solution ellipse will be very nearly parallel.
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Small error in vector direction will tend to generate very different ellipse orientations.
The ultimate solution may be to use a nominal transformation that only transforms part
way through the full nominal transformation thereby avoiding the sensitivities at either

exireme.

The second aspect of the direct closed-form LVT calibration, estimating the position
vectors, proved to be sensitive to data error also. As the mirror is rotated through the
range of positions that keep the calibration structure in the camera view, the virtual
camera center of projection should sweep out an arc of a circle centered at the mirror
coordinate system origin. The circle radius should be equivalent to the length of the
camera/mirrer position vector and the circle should lie approximately in the horizontal

plane defined by the global X-Z axes.

A test was performed to help isolate this sensitivity. The virtual camera position
vector from full calibrations at various mirror positions was used to identify the path
followed by the virtual camera center of projection. Both camera/mirror systems were
" tested by placing them side-by-side with a mirror rotation axis separation of approxi-
mately 40 centimeters and placing the calibration structure at a range of 3.8 meters.
This allowed a mirror excursion from side to side of approximately +5 degrees. Figure
6.3 shows a schematic plan view of one virtual camera in three mirror rotation positions
and its relative displacement from the calibration structure. The center of projection ie
approximately indicated as a black dot in the camera lens. The virtual cameras were cal-
ibrated at each of three mirror positions. The resulting camera global positions (centers

of projection locations) are presented in Table 6.1.
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Table 6.1: Virtual camera global positions at 3 mirror positions

Mirror

Camera/Mirror 1

Camera/Mirror 2

138

Position X Y Z X Y Z
(Degrees) | (m) | (m) | (m) | (m) | (m) | (m)
-5.0 -0.153 | -0.624 | -3.754 | 0.182 | -0.031 | -3.920
0.0 -0.178 | -0.022 | -3.744 | 0.217 | 0.002 | -3.888
5.0 -0.193 { -0.024 | -3.739 | 0.213 | 0.004

(S

Figure 6.3: Three positions of virtual camera center of projection for three mirror posi-




If the systern were ideal then for each camera/mirror system, the X positions would he
equally distributed at +5 degrees on either side of 0 degrees, the Y positions would all be
equal, and the Z positions would indicate the greatest negative displacement at 0 degrees.
This is not seen in the actual data of Table 6.1. In the cage of camera/mirror 2 the X
coordinate at 135 degrees is less than the value at 0 degrees in both cases indicating
significant error. It is clear that the effect of these errors could be reduced if larger
angular excursions were possible. This however can not be accomplished with the 30
degree camera viewing angle limit. Dsiplacing the calibration structure farther from the
cameras would allow for larger angles but the reduced marker intensity and resolution

would likely offset potential accuracy gain from the increased angle.

The likely cause of this problem is a residual nonlinearity present in the internal
camera calibrations and the ever present reflection problem. At the range used above,
a 0.5 millimeter (1 SU) error in perceived calibration structure dimensions will lead
to an approximate 5.0 millimete~ error in the computed virtual camera vector length.
Reflections and residual nonlinearity in different portions of a camera’s field of view

could easily account for this problem.
6.2.2 Numerical Method Implementation

The skew minimization was implemented using Powell’s direction set method [33] for mul-
tidimensional spaces. The calibration structure was positioned at 5 locations (9,17,18,19,13)
relative to the camera/mirror systems as shown in plan in Figure 6.4. At each position,
three structure angular positions at which both cameras could view all 16 markers were

used as individual data collection points. In this technique, knowing the relative posi-
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Figure 6.4: Experimental setup for numerical LVT calibration testing

tions of structure angles and structure positions iz not important. All that is required is
that both virtual cameras simultaneously view each marker and that a scale reference is
available. The scale reference used was the known displacement of each marker reiative
to every other marker on a given structure position and angle. The number of structure

positions and structure angles used provided 240 individual data points to be minimized.

The first attempt at implementing the skew-ray error minimization technique failed to
find a reasonable and admissible solution. Analysis of the problem indicated convergence
to an inappropriate minimum. The technique, in attempting to minimize gkew-ray error

in the reconstruction, was finding it easier to place the virtual camera between the mirror
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and the global reference. This was obvious from an observed large negative z component
in the camera-to-mirror vectors X,,;. Since there was no fixed scale, the solution in effect
was trying to shorten the camera baseline. This was aggravated by a poor choice of target
positions for the input calibration data. The choices made did not significantly vary the
virtual camera baseline displacement. A better set of positions would have the virtual
cameras converge sharply on a set of targets at one position and then view targets at

alternate extreme rotation positions of each camera.

The solution to this problem was to initially fix the geometry scale thereby allow-
ing the calibration parameters to converge into a region that was admissible. Further
unscaled skew minimization converged to an admissible solution ultimately yielding a
smaller minimum than found previously. In a manner similar to the skew-ray minimiza-
tion, the relative camera/mirror positions and orientations were used to reconstruct an
estimated 3D location of each marker at each mirror position. The displacernent be-
tween each marker and every other marker on a given structure position and angle was
computed. The technique attempted to minimize the RMS difference in the perceived
inter-marker displacement and the reference inter-marker displacement. The inter-marker
error method cannot be used alone as rays do not have to intersect to provide perfect
3D displacement reconstruction. The entire technique required approximately 4 hours of

computation time on the SUN 3/160 computer.

A future hybrid minimization of both inter-marker errors and skew errors may offer
better overall performance. In addition, computing the partial derivatives of the min-
imized function over all degrees of freedom in the solution may improve the sclution

performance by allowing the use of maximum gradient descent techniques in the min-
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Figure 6.5: Topographical mapping of lab floor surface in measured region (millimeters)

imization. However, the additional overhead in computing the derivatives may negate

any time gained through reducing the number of steps required to find the minimum.

Test of Calibration

A test of this calibration involved placing the calibration structure at 42 positions on the
laboratory floor spanning an area of approximately 7.3 meters by 3 meters as indicated
in Figure 6.4. At each location the calibration structure was carefully positioned square
to the floor coordinates and leveled using a two axis leveling bubbie. A MilliBeam laser
leveling system was used to mark relative heights of the calibration structure support
post at each position to account for fluctuations in the level of the floor. The measured

the floor topography is shown in Figure 6.5.

At each structure location static data was collected from each camera using the stan-

dard TRACKS data acquisition program. Each data set was processed to determine the
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6 DOF position and orientation of the structure using the calibration determined above
for both the camera/mirror and global/mirror parameters. To provide a reference to the
lab coordinates, the structure position and orientation at location 11 (see Figure 6.4) was

used to reference all other etructure location positions and orientations.

In comparing the predicted position and orientations of the calibration structure at
each sampled location to the actual position and orientation, it was evident that a slight
discrepancy in the assumed orientation of the reference structure with respect to the
floor coordinate system existed. Apparently the calibration structure had been placed
consistently out of proper orientation with respect to the floor defined coordinates over
all 42 placements. This was corrected with a reference orientation adjustmeant of 0.75

degrees about global Z and 1.25 degrees about global Y.

The resulting computed errors in global (X,Y,Z) position components and global

(a, B, ) orientation components are shown in Figures 6.6 through 6.11.

Fvaluating the plots of position error indicates approximate mean static absolute
position error of 10 millimeters over the two dimensional area tested. This corresponds
to an absolute position accuracy on the order of 0.2 percent over the tested area. The
errors in orientation arc very small having an approximate combined mean error over the

tested range of 0.6 degrees.
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6.3 LVT Calibration Conclusions and Suggestions
for Further Work

It is clear from the results presented zbove that the LVT system potentially can be very
accurate. What is not clear at this point is how to realize that accuracy in a reliable
and repeatable manner. Central to this issue is the apparent difficulty in identifying the
camera-to-mirror transformation parameters, X., and Mg,. This problem was illustrated
by a second attempt at calibrating the system using the two stage numerical iterative
minimimization mentioned above. In this attempt, even the two stage approach failed
to find an admissible minimum. It is likely that the number of degrees-of-freedom in the
solution space combine to form geometrically inadmissible solutions that are acceptable

to the algorithm. The minimized solution is obviously not properly constrained.

Further investigation into the problem was not pursued at this point for several rea-
sons. Approximately 6 months before completion of this thesis, after numerous experi-
ments attempting to identify residual error in MIT’s SELSPOT systern, SELSPOT cam-
eras, with serial numbers 148 (camera 1) and 178 (camera 2) and loaned from the Bicmo-
tion Laboratory at Massachusetts General Hospital (MGH) were tested. The difference
in performance was remarkable. There was almost an order of magnitude reduction in
the typical skew-ray errors seen in data after calibration using the MGH cameras when
compared to the MIT cameras. The difference could not be explained but it was clear
the MGH cameras would be used in all final tests for documentation purposes. Due to
the late discovery, many tests that were already considered complete had to be re-run to

provide a uniform and consistent set of data to work with. While MGH was extremely
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generous in making their camera system available to MIT, progress was slowad consid-
erably. All data in this thesis baring that of Chapter 3 was collected using the MGH

cameras.

The announced availability of an improved technology camers, Optotrack, manufac-
tured by Northern Digital, Warterloo, Ontario, also contributed to a desire to posipone
further work on this ﬁroblem. The new cameras employ dual linear detectors arranged
orthogonally with respective cylindrical lenses that take the place of the former two axis
detector and spherical lens. This configuration permits location of the peak image in-
tensity on the detector thereby eliminating the reflection problem plaguing the current
system. It is also capable of much higher image resolution than the current SELSPOT
cameras. As this represents an important developmental step in this technology it made

pursuing the problems inherent in old technology cameras much less pertinent.

In addition to the issues mentioned above, it is clear that additional design and a
restructuring of the calibration technique is required. In particular, since identifying
the camera-to-mirror transformation has proved difficult and time consuming, a mount
fixing the camera relative to the mirror system should be designed and conatructed. This
would allow the camera and mirror to be repositioned as a unit without changing the
camera/mirror transformation parameters. A proposed configuration is shown in Figure
6.12. The camera and motor/mirror mount are fixed to a common bage that is in turn
mounted to a vertical support. A cable, pully, and counter weight arrangement permits
easy vertical positioning of the unit. A base for the vertical post would have retractable

wheels for easy horizontal repositioning of the unit on the laboratory floor.
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With a fixed camera/mirror transformation a more elaborate approach to calibration
could be pursued. This would likely involve identifying a set of reference locations in the
lab similar to the layout used to test the calibration that was successful (Figure 6.4).
This would provide an effectively very large structure for the system to observe, thereby
permitting large mirror angular excursions resulting in a reduced sensitivity to the error
conditions mentioned. A slightly reworked direct method of calibration, relating the
different calibration structure positions to a common coordinate system, would likely

perform properly using this approach.

This modified camera/mirror calibration would only be required if the mirror or
camera mounting was disassembled or if a possible missalignment was suspected due
to mishandling of the system. Otherwise, calibration for a specific setup would be as
straightforward to perform as the fixed camera system and would require no additional

knowledge of the underlying operations by the typical system user.
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Appendix A

Polar Decomposition of Nearly
Orthogonal Matrices

A technique for estimating the comnponents of a pseudo transformation matrix was demon-
strated in Chapter 4. The elements of the matrix were not constrained to have properties
of an orthogonal transformation. This appendix provides a description of the method
developed in this thesis for reducing the matrix found to a valid orthogonal transforma-
tion. The problem of obtaining the best orthogonal transformation matrix represented
by a matrix estimate from experimentally obtained data (containing errer) is not unique

to this thesis and has been explored using alternative techniques [13].

A.1 Theory

Linear Algebra provides a theorm that states: given any real square matrix A there exists

a symmetric matrix S and orthogonal matrix Q such that

A=QS (A.1)
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This is known as polar decomposition of A. Strang [39], (pg. 446) refers to its application

in studying the deformation of solids:

In any deformation it is important to separate stretching from rotation,
and that is exactly what QS achieves. The orthogonal matrix Q is a rotation,
and possibly a reflection. The material feels no strain. The symmetric matrix
S has eigenvalues oy, ..., 0., which are the stretching factors (or compression

factors).

In this case the “stretching” has been caused by error in the experimentally obtained

data. The goal is to obtain a representation for the rotation alone.

Given that the inverse of an orthogonal matrix is equal to its transpose and that the

transpose of a symmetric matrix is equal to itself, it is easy to show that

S?=ATA (A.2)

Thus if we are given a matrix A and wish to decompose it into its symmetric and

orthogonal components, a suitzble S which makes A.2 true must be found.

If the assumption is made that A tends toward orthogonaiity it follows that § will
tend toward the identity matrix, I. In this case S may be represented as the sum of I

and a symmetric matrix L having all elements close to zero:

S=1+L (A.3)
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where

21 lz £3
L= lz l@ 55 ’ Itl,...,lo| £1 (A.4)
& b L

Squaring A.3 yields the following:

§'=I+2L+L? (A.5)

Since the elements of L are all cloee to zero, eliminating all second order terms of
L from A.5 provides a good linear approximation for S2. Applying this to A.5 and

expanding yields

14+ 2¢ 26, 26,
S'x| 2, 1420 2% (A.6)
265 26y 1424,

A.2 Procedure

Decomposing a given A into its symmetric S and orthogonal Q components proceeds as

outlined below.

1. Starting with A, compute elements ¢; of L using A.2 and A.6. Compute S, from

A3.

2. Compute estimate Q, from A.1 and A.3. Q; is a matrix which is closer to orthog-

onal than A.

3. Repeating steps 1 and 2 substituting Q; for A will yield S; and Q,.
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4. Repeating this procedure n times until ||Q,|| is sufficiently cloze to 1 yields & total

solution of S = §,8,...8, and Q = Q,..

A.3 Discussion

This technique has been found to converge to a solution rapidly. A typical rotation
matrix estimate A found using the techniques of Chapter 4 will decompose into a valid

Q and S with n < 4. The convergence criterion was specified as | | Q|| — 1] < 0.000001.

For initial A matrices that tend toward improper orthogonality (||A| =~ —1), as in
the case of transformations through a mirror, this method performs equally well. The

convergence criterion must however be changed to reflect a convergence of ||Q,]| to —1.

It has 2lzo been found, though not investigated thoroughly, that arbitrary A matri-
ces, having no presumed orthogonal tendencies, may be decomposed rapidly with this

technique. Iterations on the order of n = 10 have been observed.
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Appendix B

Direct Six Degree-of-Freedom
Object Estimation from
Photogrammetric Data

This appendix describes a technique for estimating the position and orientation of a rigid
structure of markers in a global reference frame directly from photogrammetric image
space data. The Direct 6 Degree-of-Freedom (D6DOF) method does not require the
preliminary step of determining 3D positions of markers in object space common to most
other object orientation algorithms. This algorithm will generate a solution when at
least three markers, known in a common structure coordinate system, are seen by two
cameras. Ideally, the cameras need not view the same markers provided a minimun: of
six camera/marker combinations are viewed and that all markers kave a known position
in the structure coordinate system. A preliminary investigation into the implementation
of this algorithm indicates that noise in image data adds the constraint that at least one

marker be viewed by two cameras.
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B.1 Algorithmic Development

Algorithmic development of the D6DOF method requires combining concepts presented
in Chapter 2 concerning 3-D object-point estimation and rigid body reconstruction. The
approach is to restructure the 3D point estimation algorithm to use image space data
from multiple points on & common rigid body to estimate the object position and ori-
entation directly. As with the external calibration method described in Chapter 4 the
approach requires three steps: initial approximation, reduction to admisible elements

(polar decomposition), and iterative refinement of the solution.

In the initial approximation it i8 desired to obtain estimates for twelve dependent
linearly related parameters defining the position and orientation of & body coordinate
system relative to a reference system. These parameters consist of the 9 elements of
a rotation matrix R and 3 elements of a position vector r as seen below (identical to

equation 2.28).
Ps = Ra; +r (Bl)

The problem is illustrated in Figure B.1 which combines the concepts presented in fig-

ures 2.2 and 2.3.

The camera to global coordinate system transformation is represented as in equa-

tion 2.4 az
Xe = M[X, — Xoc] (B.2)

It is assumed that external calibration has been performed so that the external calibratiun

parameters, M and x,., of equation B.2 are considered known.
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Figure B.1: The direct rigid body position and orientation problem

From this point the derivation proceeds from the camera colinearity equations in their

rearranged form of equations 2.10 and 2.11. Since (2., ¥, o) in equations 2.10 and 2.11

represent any point in global space then they must also apply to the components of p;

in equation B.1. By defining components of R as

11 Ti12 Tia
. R=\|ry raa a3

Ta1 T3z Ta3

the components of r as

r=[rorr,]T
the object points in the reference coordinate system as
a; = [ziyiz.']T
and the camera to global origin vector x,, in camera space as

Xeo = —MXqe



expaasion of equation B.1 followed by substitution of components of p; into equations 2.10

and 2.11 yields the following set of equations for object point ¢ viewed by camera j:

Gij(zir1n + ¥ir1a + zir13 + v) + dij(zira + yiraa + zraa + 1) +
eii(Zirar + Yiraa + zivas + 15) = (Zo¥] — Zo); (B.3)
fii(zirn + ¥ira + zira + re) + gij(ziva + yiraa + ziras + ry) +

hij(zirs + ¥iraa + zitas + 1) = (ZeoV} — Yoo (B.4)
waere

Gj = (M1 — Masw;);
dij = (M1 — maaw;);
&;j = (M3 — maaus});
fii = (a1 — ml:’”-’):‘
9ij = (maz — maavy);

hij = (maz — masv;);

Equations B.3 and B.4 represent two linear equations in the twelve unknown com-
ponents of R and r for camera j viewing object point 1. If at least six camera/marker
combinations are employed then a minimum of twelve equations will be available for

reduction to the twelve unknowns using a linear least-squares approach.

As with the external calibration method, presented in Chapter 4, the R and r found
above are only initial approximations. No constraint has been imposed to make R or-
thogonal. As in Chapter 4 the second step is to perform polar decomposition on R to

find the best fit orthogonal matrix.
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Once an orthogonal R has been found additional small transformation corrections
may be computed and implemented in a manner similar to the presentation in step three
of Chapter 4. Following this proceedure and using the definitions described above two
linear equations in six unknowns (a, 8,7, bz, by, b,;) may be written for each camera/object

point (j,%) combination as

[diiZ: — eiifi] @ + [eisZ:i — i &] B + [ciii — dijdi] v —
Gijbs — dijby — eijby = (20u; — Zoo); — CisEi — dijli — €53 (B.5)
[9:52 — hij@il @ + [hijZi — fi52] B + [fiifi — 9i5%i] 7 —

fisbe — Gisby — hijby = (2e0¥] — Yoo)i — fis&i — 9% — hij (B.6)

where (Z;, %, ) are the current estimates of the object point i location in the reference

coordinate system based on the current estimates for R and r.

In practice it was found that the initial estimation step contains certain properties
making a solution at times impossible. If the object points are arranged in the x-y plane
of the object coordinate system then the solution technique fails since all 2; elements in
equaiions B.3 and B.4 are zero. It was also found that there was no guarantee the polar

decomposition in the second step would provide a proper orthogonal matrix.

For these reasons and to obtain some results promptly it was decided to eliminate the
first and second steps of the method described above until the problems could be studied

in detail. Instead, only the third step was used.

In processing successive frames of data the approximation used as input to the third
step was provided by the previous frame’s results. The identity matrix and zero vector

were used as the approximation for the first frame of a data set.
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A numerical minimum gradient search technique was implemented to verify the results
of this approach. The current estimate of the six degrees of freedom allows for estima-
tion of the object point positions in global space. The colinearity equations then allow
for back calculation of the image space points. The technique attempted to minimize
the RMS differences between each image space coordinate as acquired (and internally
corrected) and its corresponding coordinate as back calculated. Although this approach
is computationally intensive, the results agreed in fine detail with the D6DOF method

proposed above.
B.2 Experimental Tests

A series of tests were performed using real SELSPOT data. Three of these tests will be
discussed here as they illustrate both the advantages and disadvantages of this algorithm.
Note that this presentation is not intended to represent an exhaustive analysis of the

algorithm, but does democnstrate some of its interesting properties.

The cameras were placed on a horizontal beam roughly 1 meter from the floor with
principal axes forming a plane parallel to the floor and a baseline displacement between
principal points of roughly 3.5 meters. The camera angles of convergence were each 45
degrees resulting in camera principal axes forming a mutual 90 degree angle of inter-
section. The camera external orientation parameters were calibrated for as described in

Chapter 4.

The rigid object studied consisted of a 25 by 8 centimeter strip of 4 millimeter plex-

iglass sheet. Two 45 degree bends across the width formed three facets of equal surface

164



Marker | Facet X Y Z
1 0.0804 | -0.0450 | -0.0146
1 0.1086 | 0.0000 | 0.0136
0.0804 | 0.0450 | -0.0146
0.0662 | 0.0000 | -0.0288
2 0.03060 | 0.0300 | -0.0500

i pmd

NI B © 00Nt Wl

2 0.0300 | -0.0300 | -0.0500
2 |-0.0300 | C.0300 | -0.0500
2 | -0.0300 | -0.0300 | -0.0500
3 |-0.0662 | 0.0000 | -0.0288
3 |-0.0804 | 0.0450 | -0.0146
3 |-0.1086 { 0.0000 { 0.0136
3 _-_0._0‘804 -0.0450 | -0.0146

Table B.1: Location of markers in segment body coordinate system

area. The facets on each ernd formed a mutual angle of 90 degrees. Four LED markers
were mounted on each facet resulting in a total of 12 markers. The origin of the body
coordinate system was at the intersection of the three center normal vectors from each
facet. The body z-axis was normal to the center facet positive away from the facet. The
body y-axis was parallel to the plane of all facets. Table B.1 lists the markers in their
body coordinate locations. Held at neutral orientation with respect to global coordinates
the outer facets were perpendicular to the principal axes of respective cameras (see Fig-
ure B.2). For reference, the facets were numbered from 1 to 3, with facet 1 containing +x
markers 1-4, facet 2 in the center with markers 5.8, and facet 3 containing —x markers
9-12. In the neutral position, camera 1 could view facets 2 and 3, and camera 2 could

view facets 1 and 2.

Data acqusition consisted of the following: Starting in the neutral position, the object,

was rotated by hand about the global y-axis repeatedly through approximately + 45
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Figure B.2: D6DOF experimental setup
degrees. At +45 degree rotation angle, camera 1 could view facet 3 only, while camera 2
could view all facets. At -45 degree rotation angle, camera 1 could view all facets, while

camera 2 could view facet 1 only. The twelve markers were sampled at a frame rate of

200 Hertz over a 2 second interval.

B.3 Data Processing and Results

It was originally desired to compare performance of the direct orientation algorithm with
Schut’s algorithm (see Chapter 2) under two different data cases. In case 1, data from
all 12 markers was available for processing. In this case there were always at least four

markers simultaneously visible to the two cameras.

In case 2 markers 5-8 (facet 2) were eliminated from the data available for processing.
In this case there were periods (near zero degrees rotation) when no camera viewed a

common marker, but each camera always viewed at least four markers.
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Once the data had been processed, it was decided to investigate a third data case. In
case 3, markers 6-8 were eliminated from the data available for processing. In this case

there was always at least one marker simultaneously visible to the two cameras.

In each case the data was processed using both the Direct 6 DOF algorithm (A) and
Schut’s algorithm (B). Superimposed plots of the resulting rotation information for cases

1-3 are presented in figures B.3 through B.5, respectively.

The results of case 1 indicate close agreement between the two algorithms except at
the extreme positive rotation angle. It was observed that in this area, only one facet (facet
1) was visible to the two cameras. The sudden jump in the Schut algorithm trace (B) at

0.45 and again at 1.65 seconds indicates the transition to this state. It is possible that
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errors in the marker body coordinates are contributing to this problem, but at this time
the source of this discrepency has not beer positively identified. Note that the D6DOF
trace (A) appears somewhat smoother than the Schut trace (B). This is probably due to
the greater number of image data points used in the D6DOF solution having a greater

averaging effect on random image data noise.

In case 2, during the intervals of 0.52 to 0.72 seconds and 1.35 to 1.52 seconds no more
than two markers are viewed simultaneously by both cameras. During these intervals the
Schut algorithm fails to find a solution at all as it requires at least 3 markers seen

simultaneously by both cameras (see Chapter 2).

The D6DOF 1inethod finds a valid solution up until the pcint where no cameras see
the same marker. At this point the D6DOF method results in poor data reconstruction.
This problem has been attributed to the condition that facet sizes are small relative
to displacement from the cameras resuiting in nearly parallel colinearity rays from a
particular camera. This allows the solution to rotate and slide alcng the rays from each
camera while maintaining a reasonably good fit. In this experiment this problem would
manifest iteelf as error in the y-rotation and x-displacement estimates. This was verified
with plots of other angles and displacements showing reasonable estimates over the same
interval, except for x-displacement which, along with y-rotation, was poorly estimated in

this interval.

Case 3 was studied as a result of observations made in case 2. With a minimum of one
marker simultaneously visible to two cameras the DEDOF method provides a reasonable

estimation even in regions where the Schut algorithm fails. Following the explanation in
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the discussion of case 2 above, it appears that 1 commonly viewed point between two

cameras is enough to lock in the position and orientation of the object.

B.4 Discussion

Based on the results described above, it appears the D6DOF method may be a reasonable
algorithm to apply in situations where markers are occasionally hidden from a c@aa'a
view. For example, in human gait studies the hand and forearm often interfere with data
acqusition from structures mounted on the pelvis. The D6DOF method would include
data from a particular camera in its solution even when the other camera could not view

that marker.

Also the potential use of marker structures designed for use in large angular excursion
applications is much greater with D6DOF. A structure such as the one used in the above
experiment would only require two markers per facet thereby reducing the number of

markers required per structure.

There are also limitations to the DEDOF method. Techniques which compute the 3D
object space position of markers are capable of checking for bad data (see Chapter 2).
The inability of DEDOF to make these same checks could, under some conditions, cause
problems. This is especially true for active marker systems such as SELSPOT which are

notoriously prone to spurious data from marker reflections.

In terms of processing speed the DEDOF method requires roughly an order of mag-
nitude longer to process data than the Schut algorithm. The D6DOF method is however

roughly 2 orders of magnitude faster than a typical nonlinear numerical search algorithm.
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This indicates the DEDOF method would not be the method of choice for real-time pro-

cessing applications, but would be reasonable for off-line processing applications.

Further work with this method should include an analysis of what causes the sen-
sitivities seen in the .data.. It was noticed that the D6DOF algorithm had difficulty in
converging on a solution when the avaiiable markers all resided in a common plane. A
mathematical error analysis of the algorithm would provide insights to this and other

potential problems.

It would also be interesting to see how the D6DOF method would react to information
from an additional camera having its principal axis oblique to the plane formed by ihe
other two cameras’ principal axes. This should eliminate the sensitivity described in case

2 above and the additional data would serve to smooth thke results.
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Appendix C

Hardware and Software Background

This appendix provides an overview of the hardware features and real-time data acqui-
sition and processing software developed for the Large Volume TRACK (LVT) system.
The first section gives an overview of the hardware while the second section provides a
description of the multi-processor data acqusition and real-time processing routine used

for LVT.

This appendix is not intended to be a detailed description of the system’s operation.
If you wish to know the system in detail, start by reading this appendix. Then locate
the manuals referred to. Finally, examine the author’s code (not listed in this docu-
ment). Learning from the manuals how the VMEbus and VMEbus devices work and

communicate will make sense of notations in the code.

C.1 Hardware Components

This section describes the hardware components of the LVT system. The block diagram

in figure C.1 provides an overall layout of the various components in schematic form.
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The host processor for the LVT system is 2 SUN 3/160 microcomputer. The 3/160
features a Motorola 68020 microprocessor with a 68881 floating point coprocessor, both
running at 16 MHz, and 8 megabytes of RAM. In addition, two local 71 megabyte
disk drives provide local file storage which augments storage available on the local area
network fileserver. The Sun’s operating nystem is Unix based. A 19 inch monochrome

monitor permits viewing multiple windows with SUN’s Sunview window environment.

Data acqusition and real-time procensing are handled through a VMEbus expansion
chassis. The expansion chassis communicates with the SUN through a pair of HVE
Repeater 2000 VMEbus repeater cards. The repeater cards are configurad to pass all

VMEbus information between the two systems with the exception of interrupts.

Two microprocessor boards (Mo'orola MVME133 and MVME133-1) comprise the
processing capabilities on the expansion chassis. Each board features a Motorola 68020
microprocessor with a 68881 floating point coprocessor, both running at 16.67 MHz
(133-1) or 12.5 MHz (133), and on: megabyte of dual-ported RAM. With an additional 8
megabytes of RAM on the expansion chassis, these processors handle the real-time data

acqusition and processing demands of the LVT system.

Each processor carries u set of Motorola MVME133Bug EPROMs which “boot” a
low level operating environment. Serial port communication to the two MVME133Bug
monitors is accomplished using both SUN gerial ports (ttya and ttyb). Kermit software
on the SUN allows direct communication to each processor through a dedicated window
in the Sunview window environment. This allows the user, among other opticns, to open

and inspect memory locations, dissasemble programs in memory, and execute programs
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loaded in dual-ported memory from the SUN.

Data from the SELSPOT cameras are obtained through the SELSPOT MCIM inter-
face. During data acqusition the MCIM uses a Motorola MVME333 Serial Communica-

tions Board to perform DMA writes to VMEbus memory.

The Yokogawa Servo System, driving the mirrors, is controlled and interfaced to the
VMEbus with a Crecnics VMEbus Motion Control Card (MCC). The MCC accepts
high level control commands and performs feedback and loop stabilization operations

internally and transparently to the user.

The Kistler Forceplatform and Stepper Motor controller were originally designed to
communicate with the PDP11/60 through DR11B and DR11C communications boards,
respectively. With the implementation of these devices on a VMEbus it was desireable
to avoid large amounts of interface reconstruction. A solution was found in the VMIC
DR11W board which is capable of emulating all the functions of the DR11B and DR11C
boards. Since the Kistler Forceplatform and Stepper Motor Controller are never used
simultaneously, a device selection interface was designed and constructed to allow both

peripherals to communicate through the same board.

A list of relevant hardware manuals follows:

o The VMEbus Spedfication Rev C.1

(Motorola number HB212).

e Hardware Installation Manual for the SUN-3/160 SunStation

(SUN Microsystems number 800-1314-01)
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e Cardcage Slot Assignments and Backplane Configuration Procedures

(SUN Microsystems number 813-2004-14).

¢ MVME133 VMEmodule 32-Bit Monobeard Microcomputer User’s Manual
(Motorola number MVME133/D1) and related MC68901 Multi-Function Periph-
eral (Motorola)

¢ MVME133BUG 133Bug Debugging Package User’s Manual
(Motorola number MVME133BUG/D1).

e VMEbus Repeater 2000 VMEbus High Speed Repeater System
(HVE Engineering, Inc. product specification AS90172000A)

o Selspot MCIM User’s Manual (SELSPOT) including Update (SELSPOT) and re-

lated MCIM hardware components:

- MVMEZ333 Intelligent Communications Controller User’s Manual

(Motorola number MVME333/GD2)

— MC68010 16-Bit Virtual Memory Microprocessor
(Motorola number ADI-942-R1).

— MC68450 Direct Memory Access Controller (DMAC)
(Motorola number ADI1216).

— AmZ8030/8530 Serial Communications Controller

(Advanced Micro Devices).

e VMIVME-DR11W VMEbus to DR11W Interface, instruction Manual

(VME Microsystems International Corp. number 500-000DR11-G0).
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¢ VMEbues Compatible Motior. Control Card, User’s Manual

(Creonics number 999-041.).

e DRAMI16-16M 16 Mbyte VMEbus Dynamic RAM Memory Module User’s Manual

(VME Specialists number DRAM16-16M/D).

e Dynaserv Direct Drive Servo Actuator Instruction Manual

(Yokogawa Precision number IM A101-03E).

C.2 Software Development and Operation

This section describes the software features of the LVT system. Most of the discus-
sion will be general in nature with the exception of a detailed view of the software

behind the real-time d. . acqusition and mirror servo control used with LVT.
C.2.1 LVT Software Background

As described in 1.4 TRACK has had a history of development spanning several Mas-
ter's Theses and two Doctoral Theses over a period of fifteen years. During this time
computer hardware and programming languages of preference have changed. Prior
to the current implementation of TRACK, the prefered programﬁﬁng language on
the DEC PDP machines was FORTRAN in its variety of forms (FORTRAN-4,
FORTRAN-4PLUS, FORTRAN-77). Assembly level routines, required for real-
time programming of TRACK peripherals, were written out of neccessity in DEC’s

MACRO-11 language.

With the introduction of the Unix based SUN System as the host computer, the
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language of preference naturally changed to C (Unix is written in C). Aside from its
ability to work well with the operating system, C brings the high level programming
efficiency of FORTRAN together with many of the features that previously forced
programs to be written in an assembly language (eg. direct register addressing for

peripheral hardware programming).

Programming the expansion chassis processors also proved to be relatively straight-
forward to do in C. Patrick Lord, a8 a MIT design class project, developed a special
set of compiling commands for use in writing and executing programs cn the Mo-
torolla MVME133 processors. These programs may be downloaded from the SUN
to dual-ported RAM on the processor boards and executed there using commands

provided with the MVME133Bug as explained in the hardware section above.

C.2.2 Real-Time Software Example

Real-time programming of the LVT system requires a rubstantial knowledge of
the operation of each of the peripheral devices and their intercommunication over
the VMEbus. The following example illustrates how the SUN processor and two
expansion MVME133 processors may be configured and programmed to realize high
frequency data acqusition from the SELSPOT and Creonics MCC (for mirror axis
poeition),with simultaneous estimation of mirror position error for real-time mirror

control.

A unique piece of software is driving each of the three processors. In the case of
th SUN processor the software was written in C and compiled using the standard

cc command in Unix. The primary functions of the SUN software are to
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— Set up the sampling parameters

— Begin single cycle sampling and mirror tracking to ensure mirrors are on target

when high frequency sampling begins.
— Initiate high frequency sampling.

— Wait for flags on the expansion VMEbus to be get prompting initialization of

a new SELSPOT READ or signaling that all sampling is complete.

~ Clean up after sampling is complete or aborted by deactivating devices and

writing memory buffers in expansion VMEbus RAM to disk.

These functions are described in the flow diagrams of figures C.2 and C.3.

The two expansion chassis processor boards are refered to in the software as M133A
and M133B. M133A, the MVME133-1 processor, is the only device configured to
service interrupts from devices on the expansion VMEbus !. To ensure quick in-
terrupt servicing and to facilitate interrupt vector loading, the software running on
M133A is written entirely in the SUN assembly language for the Motorolla 68020
processor. Software for M133B is written in C and compiled using the modified

compiler refered to above.

The primary function of M133A is to service interrupts from the SELSPOT MCIM,
and DR11W (if active) thereby performing the synchronous operations of the real-
time system. Flow diagrams of the software operations are provided in figures C.4

through C.6.

!The HVE Repeater 2000 is configured to not pass interrupts back to the SUN VMEbus chassis. This
avoids the comnplexity of writing device drivers for real-time proceedures in a Unix environment.
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Load Frame Count and
Start SELSPOT Sampling
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Figure C.2: SUN flow diagram Part 1: System initialization.
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Figure C.3: SUN flow diagram Part 2: Sampling and clean up.

181



Load Program from SUN 3/160 into

Local RAM and Begin Execution.
- lower processor priority for interrupt trapping
- 1oad interrupt vectors
- initialize variables

Brief Delay

RESET Yes

BYTE SET 3
? Perform Appropriate Software

/ and Hardware RESET Functions.

No

Clear RESET Byte

NQ

Set Abort Flag on M133B.
Return Control of M133A

Figure C.4: Flow diagram of background software operation on M133A
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Figure C.5: Flow diagram of slow interrupt loop operation on M133A
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Figure C.6: Flow diagram of fast interrupt ioop operation on M133A
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A background routine on M133A performs initialization operations whenever a
reset flag is set by the SUN. In addition it watches for SUN signaled abort flags in

which case the abort is cascaded to M133B.

Upon M133A program startup, two interrupt service routines are loaded. The cor-
responding interrupts are both generated by the SELSPOT MCIM. A fast loop is
generated by the SELSPOT synchronization interrupt to synchronize data acqu-
sition from the Creonics encoder registers (mirror positions) with the SELSPOT
frame rate. The interrupt service routine executes a Creonics postion read com-
mand and writes the response information to memory. If new mirror position
information is ready from M133B then the appropriate speed control commands
are sent to the Creonics MCC. Note that this is the only loop which executes real-
time commands on the Creonice MCC. This is to avoid the problem of simultaneous

access of the MCC by two different VMEbus devices.

A slower loop (approximately 20 Hertz) signals completion of a SELSPOT DMA
write to memory of the SUN requested number of frames. The interrupt service
routine raises a flag for the SUN and signals M133B that new data is available in

memory for real-time processing.

M133B is programmed to perform the asynchronous task of computing the current
mirror position error and associated mirror speed command value and passing the
information back to M133A. A flow diagram describing this operation is provided
in figure C.7. When 2 new data ready flag is sensed on M133B, an error com-
putation loop is entered on M133B to generate a new mirror position error value

and an updated speed command. Once the new command is available it is loaded
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Figure C.7: Flow diagram of software operation cn M133B
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onto M133A’s local RAM and a flag is raised signaling M133A that a new speed

command is ready.

C.3 Future Hardware and Software Improvements

The hardware and software components described thus far are extremely effective
in accomplishing the required real-time tasks. However, if changes to hardware
or noftware are necessary or if new applications require development, the time to
write, modify and debug programs can be great. This is largely due to the require-
ment that the programmer must know what all devices are doing, particularly with
respect to VMEbus cycles, so that system performance may be optimized and to
avoid bus overloading. With the three processor example given, this vask was not
too burdensome. The addition of another processor would make development much

more complicated.

To facilitate application development on VMEbus based multiprocessor systems,
third party software development systems are now available. These systems al-
low the programmer to develop all code in the SUN environment with compilers
and debug tools provided for a host of popular VMEbus processor board models.
Having ability to access a debug window on a remote processor would be a major

improvement to the program development environment.

An early version of such a system, called CONDOR, was developed in MIT’s Ar-
tificial Intelligence Laboratory as an outgrowth of the Utah/MIT Dexterous Hand
project. A number of commercial real-time software products for interfacing to the

UNIX environrnent are also currently available.
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Appendix D

Calibration Structure Mechanical
Drawings

This appendix presents the mechanical design drawings used to construct the cali-
bration structure. Not all components of the calibration structure required custom
construction. Only those components which required custom construction are de-

tailed here. Note that drawing scales have been reduced for printing purposes.
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Figure D.5: Calibration structure: Part 4
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Figure D.6: Calibration structure: Details
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Figure D.7: Calibration structure: LED Block
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Figure D.8: Calibration structure: 3 LED Block
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Figure D.9: Calibration structure: Back Plate
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Figure D.11: Calibration structure: Adapter Plate
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Appendix E

Mirror/Motor Mount Mechanical
Drawings

This appendix presents the mechanical design drawings detailing the mirror/motor
mount apparatus. Note that drawing scales have been reduced for printing pur-

poses.
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Figure E.1: Mirror collar and clamp (LVT-1)
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Figure E.5: Motor support assembly, right/left brackets, sensor housing (LVT-5)
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Appendix F

Nomenclature

Globally defined nomenclature is listed and described below.

Symbol

De finition

c

= 2 8 =
i 3

camera center of projection (camera origin)

camera principal distance

the sth of four internal calibration interpolation fun;:tions
identity matrix

the ith of 11 DLT parameters

general transformation matrix from global to camera coordinates
transformation matrix from camera to mirror coordinates
transformation matrix from global to mirror coordinates
transformation matrix of mirror through rotation angle ©
ith row and jth column component of M

principal point of camera

reflection matrix

raw 2D image space vector having components (u, v)T
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&

{

1

corrected 2D image space vector having components (&, 5)7

il normalized with d

2D internal image correction vector having componente (Au, Av)T
2D image space vector to p having components (u,,vp)T

vector (z,,¥o, %) identifying 3D point in object space

vector (z., ¥, z-)7 identifying 3D point in camera space

vector (Zm,Ym, zm)” identifying 3D point in mirror coordinates
camera (c) relative to global having components (Toc, Yoc, Zoc)T
global origin relative to camera having components (Zo,, Yo, Zco) T
mirror relative to camera having components (Zan, Yem, Zom )T

mirror relative to global coordinates having components (Zom, Yom, Zom )T
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